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Settore Scientifico Disciplinare FIS/05

Tesi di Dottorato di
ROSSELLA FANALI

Tutor: Dott. Massimo Dotti

Anno Accademico 2014 – 2015
Artistic representations of NGC 1300 galaxy
“Costanza: non chi comincia, ma quel che persevera.” L. Da Vinci.
In this study I analyse the formation and evolution of a stellar bar and the gas inflow processes linked to this structure in isolated spiral galaxies. Stellar bars are a common feature in massive disc galaxies and play a fundamental role in galactic evolutionary scenarios. In particular, a bar can exert a significant torque on the gaseous disc, causing its inflow from galactic scale toward the center of the galaxy. On a theoretical ground bars are a natural consequence of the secular evolution of massive discs (Toomre, 1964; Ostriker and Peebles, 1973; Fall and Efstathiou, 1980; Mayer and Wadsley, 2004). The response of gas to a bar is generally thought to produce inner substructures such as off-axis shocks, nuclear rings and spirals in the gas distribution (Kim et al., 2012; Emsellem et al., 2015), to cause nuclear starbursts and, possibly, AGN activity once the perturbed gas reaches the central super-massive black hole.

My work is divided into two main parts: by means of high resolution numerical simulations I detail the purely dynamical effects that a forming bar exerts on the isothermal gas of an isolated disc galaxy. The galaxy is initially unstable to the formation of non-axisymmetric structures, and within $\sim 1$ Gyr it develops spiral arms that eventually evolve into a central
stellar bar on kpc scale. A first major episode of gas inflow occurs during the formation of the spiral arms while at later times, when the stellar bar is established, a low density region is carved between the bar corotational and inner Lindblad resonance radii. The development of such “dead zone” inhibits further massive gas inflows. Indeed, the gas inflow reaches its maximum during the relatively fast bar formation phase and not, as often assumed, when the bar is fully formed. I conclude that the low efficiency of long-lived, evolved bars in driving gas toward galactic nuclei is the reason why observational studies have failed to establish an indisputable link between bars and AGNs. On the other hand, the high efficiency in driving strong gas inflows of the intrinsically transient process of bar formation suggests that the importance of bars as drivers of AGN activity in disc galaxies has been overlooked so far. I finally prove that the conclusions are robust against different numerical implementations of the hydrodynamics routinely used in galaxy evolution studies. The main results of this analysis are published in A&A and MNRAS journals (Gavazzi et al., 2015; Fanali et al., 2015).

The second step of my work involves the simulations of the same galactic disc including more physical processes (namely cooling, star formation and stellar feedback). The evolution of this system is very similar to what found in the aforementioned runs. However, in this last case much of the gas inflow happens when the bar is a stable structure rather than when the bar is forming. This aspect can be explained through the possible effects of star formation and related feedback on the gas, which might delay the inflow process. These simulations also allow us to study the distribution of new stars formed during the evolution and verify that they faithfully follow the spatial distribution of stellar disc.

A further step in this work has been the study of the potential exercised on the gas to find an analytic function able to describe the bar perturbation and implementing this results in the simulation of a 2D gaseous gas.
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There are circumstantial evidences that massive black holes lurk at the centre of most massive galaxies. Their gravitational influence extends for a very small radial scale (of the order of pc). Since in a disc galaxy the gas is distributed on the whole disc plane, the central supermassive black hole cannot be the cause of the gas inflow from the outer regions of galaxies (on the order of kpc). Figure 1.1 represents two disc galaxies: in the first, NGC 4321, the gas mapped by young and blue stars is not limited to the inner part of the galaxy, but it extends in the whole radial scale of the disc. Similarly, the other two images represent M51 galaxy and, in particular, the right panel shows the CO emission from this galaxy, demonstrating that the gas trace the spiral arms trend. A possible solution for the fueling issue is the presence and the development of non-axisymmetric structures, like stellar bars.

The fraction of disc galaxies showing a well developed stellar bar in the local Universe is substantial, up to \( \gtrsim 30\% \) for massive \( (M_* \gtrsim 10^{9.5} M_\odot) \) systems (Laurikainen et al., 2004; Nair and Abraham, 2010; Lee et al.,
Galactic bars are considered a product of secular evolution through interactions with the disc and the halo of a galaxy. Once a bar formed in an isolated and gas free disc, it rotates steadily with no tendency to evolve (Miller and Smith, 1979), but interaction with gas and other mass components of the galaxy can change the bar and the galaxy properties. Several studies demonstrated that models of rotationally supported stellar discs are globally unstable (Kalnajs, 1972; Jalali, 2007). In general, this instability appears like a two-arm spiral which transforms in an elongated structure in the inner part of the disc.
and the spiral winds up and disappears in the outer region. The instability causes a significant rearrangement of the angular momentum in the disc and the azimuthally-averaged mass profile changes with an over density in the center (Hohl, 1971).

The effectiveness of bars in modifying the dynamics of gas has been recognized since decades (e.g. Sanders and Huntley, 1976; Roberts et al., 1979; Athanassoula, 1992). In particular, gas within the bar corotational radius ($R_C$, i.e. the radius at which the angular velocity in the disc plane $\Omega(R)$ equals the bar pattern precession speed $\Omega_b$) is driven toward the centre of the galaxy because of the interaction with the bar itself. To understand the process of gas inflow due to a bar structure, in Figure 1.2 I consider a first test in which I run a disc of gas ($10^6$ particles) subjected to the analytical potential from Wada (2001) describing a weak perturbation, such as a bar:

$$\Phi_B(R, \phi, t) = \epsilon(R)\Phi(R)\cos^2(\phi - \Omega_b t),$$

(1.1)

where $\epsilon(R)$ is the amplitude of the perturbed potential and it is a function of radius chosen such that the perturbed force everywhere remains a small fraction of the total axisymmetric force, $\Phi(R)$ is the axisymmetric potential and $\Omega_b$ is the angular velocity of the bar. The system temporally evolves for about 15 Myr following the rows from the upper left panel to the lower right panel. In this panels I selected a single gas particle to show its path through the center of the disc during the evolution. At first, the gas particle is quite unperturbed. Then, the disc develops two spiral arms and it interacts with the bar potential and with its iterative passage. As a result, the orbit of the gas particle is modified: it is captured by the bar, it loses angular momentum and falls down through the center of the disc up to a few parsec from the center, where it lies on a ring orbit. Early theoretical studies suggested that such inflows could be responsible for
nuclear starbursts and, if the gas is able to reach the very central regions of the galaxy, AGN activity (e.g. Shlosman et al., 1989; Berentzen et al., 1998).

From the observational point of view the connection between bars and enhanced nuclear star formation has been extensively proved (e.g. Ho et al., 1997; Martinet and Friedli, 1997; Hunt and Malkan, 1999; Laurikainen et al., 2004; Jogee et al., 2005). The link between bars and AGN seems less clear: while barred galaxies host AGNs more frequently than their non-barred analogous (making bars a good candidate for the triggering of nuclear activity, e.g. Laurikainen et al., 2004; Oh et al., 2012), it is still matter of debate whether the presence of bars is one of the main drivers of AGNs (as suggested by, e.g. Knapen et al., 2000; Laine et al., 2002; Alonso et al., 2013) or not (see e.g. Ho et al., 1997; Mulchaey and Regan, 1997; Hunt and Malkan, 1999; Lee et al., 2012b; Cisternas et al., 2013)

In order to have a comprehensive understanding of the gas dynamics in barred galaxies many numerical studies have been put forward, including, for example both 2- or 3-D simulations, and different schemes for the gas hydrodynamics (smoothed particle hydrodynamics, SPH, vs grid codes). I consider particularly meaningful to divide the different efforts in three main classes:

1. **Isolated galaxies with analytical bars** (e.g. Athanassoula, 1992; Regan and Teuben, 2004; Kim et al., 2012). In this class of simulations (often restricted to a 2-D geometry) bars are represented by analytical potentials that do not evolve in time (but for their rigid body rotation). These simulations, although quite idealized, allows for extremely high resolutions and precise evolution of the gas dynamics.

2. **Fully evolving isolated galaxies** (e.g. Berentzen et al., 1998, 2007;
13

Villa-Vargas et al., 2010; Cole et al., 2014), where bars are modeled (as the rest of the galaxy) as evolving structures, that can change their extents, rotational patterns, etc.

3. **Cosmological simulations** (e.g. Romano-Díaz et al., 2008; Scannapieco and Athanassoula, 2012; Kraljic et al., 2012; Goz et al., 2014; Fiacconi et al., 2015; Bonoli et al., 2015). In these simulations the galaxies form from cosmological perturbations, and are free to acquire mass and angular momentum through large scale gas inflows and galaxy mergers. In this approach the initial conditions are not arbitrary, but, because of the large boxes simulated (even in zoom-in runs), the spatial and mass resolution is usually significantly coarser than in isolated simulations.

Simulations of the first kind have confirmed the analytical prediction that, in many galactic potentials, bar-driven gas inflows fail to reach the very centre of the galaxy. The gas shocks around the outermost inner Lindblad resonance (ILR) radius \((R_{ILR})\) of the bar, defined by the equality \(\Omega(R) - \kappa(R)/2 = \Omega_b\) where \(\kappa\) is the epicyclic frequency, i.e. the frequency of small radial oscillations. At \(R_{ILR}\) the gas shocks, forming nuclear rings that are often observed as star forming regions in barred galaxies (e.g. Kormendy, 2013, and references therein). Simulations that fully evolve the bar potential do show similar results as soon as they reach a quasi-steady state, i.e. after the bar growth transient\(^1\). If the gas inflows accumulates enough mass at \(\sim R_{ILR}\) the central region can dynamically decouple, possibly forming nested non-axisymmetric structures (e.g. nuclear bars). These structures can eventually bring the gas closer and closer to the galactic centre in a cascade-like fashion (Shlosman et al., 1989).

In this work I propose a new set of fully evolving isolated galaxies runs. I start with an unbarred galactic disc composed of stars and gas,

---

\(^1\)Although promising, the coarse resolution of cosmological runs makes hard to fully resolve the nuclear region where the ILR is expected to occur.
embedded in an evolving dark matter halo. I check the dependences of the
gas dynamics on different numerical implementations, varying the magni-
tude of an artificial viscosity (if present) and the numerical resolution (see
section 4.2 for a full description of the different runs). At first, I run sim-
ulations without implementing any gas radiative cooling, star formation
and stellar feedback prescriptions (usually referred to as sub-grid physics),
in order to perform a clean test of the basic numerical method used, and
to highlight the physical and purely dynamical effect of the forming sub-
structures (stellar spirals and bar) onto the gas. Then, I start from the
same initial system, adding physical phenomena to compare results with
the first set of runs. After this analysis I study the potential which influ-
ence gas particles in the simulations and I find an analytical function to
describe it.

After an outline on barred galaxies and their properties described in
Chapter 2, I illustrate the codes used for the different set of simulations.
Then, I report in detail the set-up of initial conditions and the features of
the simulation suite in Chapter 4. I present the main findings in Chapter
5, and I finally discuss them and derive conclusions in Chapter 6.
Figure 1.2: Gaseous disc simulation with the implementation of an analytic potential representing the bar. The colour gradient maps the gaseous surface density on a logarithmic scale. Each panel measures 2 bar radial scale box.
2.1 Galaxy classification

As soon as identified as entities separated from generic nebulae, galaxies have been classified depending on their morphology, in order to separate them into classes, in spite of the enormous variety of forms. The most important classification is the Hubble tuning fork, a morphological scheme for galaxies suggested by Hubble in 1926 (Hubble, 1926, 1936). He divided regular galaxies into three main classes based on their appearance:

- ellipticals E, from 0 to 7 to identify the ellipticity degree for which E0 are galaxies almost spherical, while E7 are highly flattened;

- lenticulars S0 and SB0, a disc-like structure with a central spherical bulge. They are not characterized by any spiral pattern. The SB0 galaxies show a bar that crosses the nuclear region and their subclass is defined according to the prominence of this bar; in the S0s, subclassification is dependent on the presence of gas and dust in the disc;
• spirals (S), divided into two families: barred spirals (SB) and unbarred spirals (S). Each spiral galaxies is characterized by a letter which corresponds to the arms aperture and the bulge importance (from ‘a’ to ‘c’) to mark an even increasing arms aperture and reduction of the bulge size;

• irregular, thanks to their discontinuous shape.

In Figure 2.1 is represented this classification.

Figure 2.1: Hubble classification scheme for galaxies.

In 1959 de Vaucouleurs introduces a new classification (de Vaucouleurs, 1963) that represents an extension of the Hubble one. This scheme has an
additional degree of freedom and on the major axis are placed ellipticals, S0, spirals and irregular galaxies. The notation SA was introduced to indicate the classical spiral galaxies along with the barred ones (still identified by the Hubble’s notation SB). An intermediate class (SAB) has been included for weakly barred galaxies. Even Lenticular galaxies are separated between Barred (SB0) and classical (SA0). The classification of galaxies depends also on the presence of rings-like structures (r), their absence (s) or an intermediate case (rs). The new classification includes different additional spiral classes and the relative barred counterparts: the Sd galaxies (SBd) characterized by clumpy arms and a very slight central bulge, the Sm galaxies (SBm) which are irregular galaxies apparently without any evidence of a bulge and Im galaxies, or very irregular galaxies with no clear structures such as those specified before. This complex scheme is represented in Figure 2.2.

2.2 Spiral galaxies

In the field about 60% of all galaxies are spirals, while in dense regions like galaxy clusters they are less than 10%. Spiral galaxies are composed of a core, characterized by a very high density of stars, a bulge containing the core, made of old and red stars, and a large rotating disc hosting spiral arms of young and blue stars, in which the star formation is very effective. Spiral galaxies produce young and blue stars mostly because of their higher fraction of cold (atomic and molecular) gas respect to other galaxies, e. g. ellipticals.

In Figure 2.3 all these component are clearly visible. This whole structure is believed to be embedded in a large and invisible dark matter halo which encompasses the vast majority of the galactic mass and extends well beyond the edge of the visible galaxy.

As well as stars and dark matter, spiral galaxies contain dust, atomic
and molecular gas visible at different wavelengths. The typical radial scale for the disc in spiral galaxies is about $10 - 15$ kpc and it is extremely thin (about $< 10\%$ of radial scale). The main feature of these galaxies is the substantial role of the angular momentum which gives the object its characteristic axisymmetric shape, respect to other galaxies (e.g. ellipticals, which have a geometry of the mass distribution defined by the isotropic motion of the stars).

### 2.3 Bar dynamics

Up to $\geq 30\%$ for massive ($M \geq 10^{9.5} M_\odot$) systems in the local Universe developed a bar (Laurikainen et al., 2004; Nair and Abraham, 2010; Lee
Figure 2.3: Optical image of M83 galaxy from HST. The gas is traced by the blue and younger stars on the spiral arms and in the whole galactic disc. In the central part of the galaxy is the bulge, composed by red and older stars.

et al., 2012a; Gavazzi et al., 2015). These structures are believed to be strongly related to the secular evolution of their host spiral galaxies: the most efficient way a disc galaxy evolves is through forming a bar via disc
instability which facilitates the redistribution of energy and angular momentum between the disc, dark matter halo and classical bulge (Debattista and Sellwood, 2000; Athanassoula, 2003; Saha et al., 2012). As the bar grows stronger, it goes through buckling instability and form boxy/peanut bulges, demonstrated in several N-body simulation studies (Combes and Sanders, 1981; Saha et al., 2012). However, the mechanisms which trigger bar formation have not been completely understood. Possible solutions can be initial perturbation caused by unequal mass mergers (where the mass ratio between the two galaxies is $q_{\text{gal}} \lesssim 0.1$) or tidal interactions with companion galaxies. Several numerical simulations show that the process of bar formation is self-sustaining and the bar continues to attract ever more stars to populate the orbits which is made of. The evolution of the bar and the disc in a spiral galaxy is very correlated, because of their potential can influence each other: the evolution of bar changes the orbits of the disc particles and those can be captured by bar thanks to their interaction with the bar potential. The bar interacts with galactic material and distorts galactic orbits which in particular conditions experience dynamical resonances with the bar. For this reason, many studies show that bars can efficiently transport gas from the outer regions of galaxies to the central kiloparsec (Athanassoula, 2003; Debattista and Sellwood, 1998; Weinberg, 1985).

Morphologically, a bar is an elongated structure and in the Hubble formalism its definition depends on the angle of view (in Figure 2.4 the galactic bar of NGC 1300 is shown). Because of its shape, it is difficult to observe bars in edge-on view of galaxies and their thickness is not well determined. However, since bars are so common, some limits may be obtained from the apparent thickness of the central regions of edge-on spirals. Such limits suggest that most bars are very flat, probably as flat as the discs themselves, but the bulges complicate this line of argument and it is possible that some bulges (for example, the peanut-shaped bulges)
Figure 2.4: Optical image of NGC 1300 galaxy from HST. In this figure the bar is the elongated structure which connects the two spiral arms in a kpc scale.

are the edge on view of the central and thick part of bars (Wozniak and Michel-Dansac, 2009; Yoshino and Yamauchi, 2015; Saha and Gerhard, 2013; Athanassoula, 2015).

2.3.1 Weak bar in a rotating potential

Considering a galactic disc in the frame of reference in which the potential $\Phi$ is static (i.e. corotating with the precessing bar), a star moving in a fixed sense about the center of the potential and oscillating in radius makes a loop orbit. This kind of orbit can be described as the superposition of
a circular motion and small oscillations around it. If the velocity in the co-rotating frame is \( \dot{x} \), the velocity in an inertial frame is \( \dot{x} + \Omega_b \times x \), where \( \Omega_b \) is the angular frequency of the bar. With these assumptions, the Lagrangian is

\[
L = \frac{1}{2} |\dot{x} + \Omega_b \times x|^2 - \Phi(x). \tag{2.1}
\]

The momentum \( p \) can be written as

\[
p = \frac{\partial L}{\partial \dot{x}} = \dot{x} + \Omega_b \times x, \tag{2.2}
\]

and using the Legendre transformation the Hamiltonian in the co-rotating frame is

\[
H_J = p \cdot \dot{x} - L \\
= p \cdot [p - \Omega_b \times x] - \frac{1}{2}p^2 + \Phi(x) \\
= p^2 - p(\Omega_b \times x) - \frac{1}{2}p^2 + \Phi(x) \\
= \frac{1}{2}p^2 + \Phi(x) - \Omega \cdot (x \times p), \tag{2.3}
\]

and the Hamiltonian referred to the motion in a inertial frame is

\[
H = \frac{1}{2}p^2 + \Phi. \tag{2.4}
\]

Then,

\[
H_J = H - \Omega_b \cdot L. \tag{2.5}
\]

Because of \( \Phi(x) \) is constant in the rotating frame, \( H_J \) is not dependent on time and \( \frac{\partial H_J}{\partial t} = \frac{\partial H_J}{\partial \dot{x}} = 0 \). This means that \( H_J \) is an integral of motion and \( H \) or \( L \) are not conserved. From eq. 2.3, the constant value \( H_J \) can
be written as

\[
E_J = \frac{1}{2} |\dot{x}|^2 + \Phi - \frac{1}{2} |\Omega_b \times x|^2 \\
= \frac{1}{2} |\dot{x}|^2 + \Phi_{\text{eff}},
\]

(2.6)

where the effective potential has been defined as

\[
\Phi_{\text{eff}}(x) \equiv \Phi(x) - \frac{1}{2} |\Omega_b \times x|^2 \\
= \Phi(x) - \frac{1}{2} \left[ |\Omega_b \times x| \cdot |\Omega_b \times x| \right] \\
= \Phi(x) - \frac{1}{2} \left[ |\Omega_b \cdot \Omega_b| |x \cdot x| - |\Omega_b \cdot x_b| |x \cdot \Omega_b| \right] \\
= \Phi(x) - \frac{1}{2} \left[ |\Omega_b|^2 |x|^2 - (\Omega_b \cdot x)^2 \right].
\]

(2.7)

Equation 2.7 shows that the effective potential is composed by the sum of the gravitational potential and the repulsive centrifugal potential.

Applying Hamilton’s equation to eq. 2.3, \( \dot{x} \) and \( \dot{p} \) can be calculated in the co-rotating frame as

\[
\dot{p} = \frac{\partial H}{\partial x} = -\nabla \Phi + p \times \Omega_b = -\nabla \Phi - \Omega_b \times p, \\
\dot{x} = \frac{\partial H}{\partial p} = p - \frac{\partial}{\partial p} [p \cdot (\Omega_b \times x)] = p - \Omega_b \times x,
\]

(2.8)

as in eq. 2.2. If we eliminate \( p \) from equations 2.8 and remembering that \( \Omega_b \) is independent on time, we have

\[
\ddot{x} = \dot{p} - \frac{\partial}{\partial t} (\Omega_b \times x) \\
= -\nabla \Phi - \Omega_b \times (\dot{x} + \Omega_b \times x) - \Omega_b \times \dot{x} \\
= -\nabla \Phi - 2\Omega_b \times \dot{x} - \Omega_b \times (\Omega_b \times x) \\
= -\nabla \Phi - 2\Omega_b \times \dot{x} - (\Omega_b \times x)\Omega_b + (\Omega_b \cdot \Omega_b) x \\
= -\nabla \Phi - 2\Omega_b \times \dot{x} + |\Omega_b|^2 x - \Omega_b (\Omega_b \cdot x);
\]

(2.9)

in this equation we can distinguish the Coriolis force \(-2\Omega_b \times \dot{x}\) and the centrifugal force \(-\Omega_b \times (\Omega_b \times x)\). The gradient of the last equation in 2.7
is
\[ \nabla \Phi_{eff} = \nabla \Phi - |\Omega_b|^2 x + \Omega_b (\Omega_b \cdot x), \quad (2.10) \]
and equation 2.9 becomes
\[ \ddot{x} = -\nabla \Phi_{eff} - 2\Omega_b \times \dot{x}. \quad (2.11) \]

Finally, to describe a perturbation, we can consider polar coordinates in the co-rotating frame \((R, \varphi)\), with \(\varphi = 0\) the long axis of the potential. In this configuration, \(\Omega_b\) has only a non-zero component on the z-axis, so
\[ \Omega_b \times x = (-\Omega_b R \sin \varphi) \hat{x}_1 + (\omega_b R \cos \varphi) \hat{x}_2 + 0 \hat{x}_3 \]
\[ = \Omega_b R (\cos \varphi - \sin \varphi) \]
\[ = \Omega_b R \hat{e}_\varphi. \quad (2.12) \]

Now the Lagrangian is
\[ L = \frac{1}{2} \dot{R}^2 + \frac{1}{2} \left[ R (\dot{\varphi} + \Omega_b) \right]^2 - \Phi(R, \varphi), \quad (2.13) \]
and the equation 2.11 now is
\[ (\ddot{R} - R \dot{\varphi}^2) \hat{e}_R + (2 \dot{R} \dot{\varphi} + R \dddot{\varphi}) \hat{e}_\varphi = 2 \Omega_b R \dot{\varphi} \hat{e}_R - 2 \Omega_b \dot{R} \hat{e}_\varphi - \nabla \Phi_{eff}. \quad (2.14) \]
where \(\Phi_{eff}\) is defined in 2.7 and thanks to eq. 2.12:
\[ |\Omega_b \times x|^2 = \Omega_b^2 R^2, \quad (2.15) \]
and
\[ (\ddot{R} - R \dot{\varphi}^2) \hat{e}_R + (2 \dot{R} \dot{\varphi} + R \dddot{\varphi}) \hat{e}_\varphi \]
\[ = 2 \Omega_b R \dot{\varphi} \hat{e}_R - 2 \Omega_b \dot{R} \hat{e}_\varphi - \nabla \Phi + \frac{1}{2} \nabla (\Omega_b^2 R^2). \quad (2.16) \]
Now we derive the equation of motion in the polar frame, consider each
component separately. For the $\hat{e}_R$ component we have:

$$
\ddot{R} - R\dot{\phi}^2 = 2\Omega_b R\dot{\phi} - \frac{\partial \Phi}{\partial R} + \frac{1}{2} \frac{\partial}{\partial R} (\Omega_b^2 R^2)
$$

$$
= 2\Omega_b R\dot{\phi} + \Omega_b^2 R - \frac{\partial \Phi}{\partial R},
$$

and for the $\hat{e}_\phi$ component we have:

$$
2\dot{R}\dot{\phi} + R\ddot{\phi} = -2\Omega_b \dot{R} - \frac{1}{R} \frac{\partial \Phi}{\partial \phi} + \frac{1}{2R} \frac{\partial}{\partial \phi} (\Omega_b^2 R^2)
$$

$$
2\dot{R}(\dot{\phi} + \Omega_b) + R^2 \ddot{\phi} = -\frac{\partial \Phi}{\partial \phi}.\tag{2.18}
$$

Then, the equations of motion in a 2D rotating potential in polar coordinates are:

$$
\ddot{R} = R(\dot{\phi} + \Omega_b)^2 - \frac{\partial \Phi}{\partial R}
$$

$$
\frac{d}{dt}[R^2(\dot{\phi} + \Omega_b)] = -\frac{\partial \Phi}{\partial \phi}.\tag{2.19}
$$

### 2.3.2 Epicyclic frequency and resonances

We can now consider a disc galaxy with a weak bar. Assuming that the bar rotates at some steady pattern speed $\Omega_b$, in the frame that rotates with its potential, the equation of motion in polar coordinates $(R, \phi)$ are derived in eq. 2.19. The total potential of the galaxy is composed by the axisymmetric disc contribution $\Phi_0(R)$ and the non-axisymmetric bar contribution $\Phi_1(R, \phi)$, such as

$$
\Phi(R, \phi) = \Phi_0(R) + \Phi_1(R, \phi), \tag{2.20}
$$
where $|\Phi_0/\Phi_1| \ll 1$, since the bar is a weak perturbation. We divide $R$ and $\varphi$ into zeroth- and first-order parts (assuming quasi-circular orbits)

$$R(t) = R_0 + R_1(t); \quad \varphi(t) = \varphi_0(t) + \varphi_1(t); \quad (2.21)$$

with the assumption that the term $R_0$ is constant with time. Substituting these expressions into eq. 2.19, it yields

$$\ddot{R}_1 = (R_0 + R_1)(\dot{\varphi}_0 + \dot{\varphi}_1 + \Omega_b)^2 - \left( \frac{\partial \Phi_0}{\partial R} \right)_{R_0} R_1 - \left( \frac{\partial \Phi_1}{\partial R} \right)_{R_0} R_0 - \left( \frac{\partial \Phi_1}{\partial R} \right)_{R_0} R_1,$$

and to

$$\frac{d}{dt} \left[ (R_0 + R_1)^2 (\dot{\varphi}_0 + \dot{\varphi}_1 + \Omega_b) \right] = -\left( \frac{\partial \Phi_1}{\partial \varphi} \right)_{\varphi_0(R_0)} \varphi_1,$$

remembering that $\Phi_0$ does not depend on the coordinate $\varphi$ and that the expansion is about the radius $R_0$. If the sum of the zeroth-order terms is set to zero, it follows that

$$R_0(\dot{\varphi}_0 + \Omega_b)^2 = \left( \frac{d \Phi_0}{d R} \right)_{R_0}, \quad (2.24)$$

and to

$$\frac{d}{dt} [R_0^2 \varphi_0 + \Omega_b] = 0 \quad \varphi_0 = \text{constant}. \quad (2.25)$$
It corresponds to the equation for centrifugal equilibrium at \( R_0 \). Defining \( \Omega_0 \equiv \Omega(R_0) \) where the circular frequency at \( R \) in the potential \( \Phi_0 \) as

\[
\Omega(R) \equiv \pm \sqrt{\frac{1}{R} \frac{d\Phi_0}{dR}},
\]

(2.26)

the eq. 2.25 becomes

\[
\dot{\phi}_0 = \Omega_0 - \Omega_b,
\]

(2.27)

where prograde orbits occur for \( \Omega_0 > 0 \) and retrograde ones for \( \Omega_0 < 0 \), assuming \( \Omega_b > 0 \). The origin of time is set as

\[
\phi_0(t) = (\Omega_0 - \Omega_b)t.
\]

(2.28)

So, from the equations of motions in eq. 2.19 we obtain

\[
\ddot{R}_1 + \left( \frac{d^2\Phi_0}{dR^2} - \Omega^2 \right) \left. R_1 - 2R_0\Omega_0\dot{\phi}_1 = -\left( \frac{\partial\Phi_1}{\partial R} \right) \right|_{R_0},
\]

\[
\ddot{\phi}_1 + 2\Omega_0 \frac{\dot{R}_1}{R_0} = -\frac{1}{R_0^2} \left( \frac{\partial\Phi_1}{\partial \phi} \right) \left. \right|_{R_0}.
\]

(2.29)

Now we can choose a specific form of \( \Phi_1 \)

\[
\Phi_1(R, \varphi) = \Phi_b(R) \cos(m\varphi),
\]

(2.30)

with \( m \) a positive integer number and \( m = 2 \) means have a barred potential. Assuming that \( \varphi_1 \ll 1 \), \( \varphi(t) \) is close to \( (\Omega_0 - \Omega_b)t \). If we replace \( \varphi \)
by $\varphi_0$ in the expression for $\frac{\partial \Phi_1}{\partial R}$ and $\frac{\partial \Phi_1}{\partial \psi}$ we obtain:

$$\ddot{R}_1 + \left( \frac{d^2 \Phi_0}{dR^2} - \Omega^2 \right)_{R_0} \frac{R_1 - 2R_0\Omega_0\psi_1}{R_0} =$$

$$- \left( \frac{\partial \Phi_b}{\partial R} \right)_{R_0} \cos[m(\Omega_0 - \Omega_b)t], \quad (2.31)$$

$$\ddot{\psi}_1 + 2\Omega_0 \dot{R}_1 \frac{R_1}{R_0} = - \frac{m\Phi_b(R_0)}{R_0^2} \sin[m(\Omega_0 - \Omega_b)t].$$

Integrating the second equation we have:

$$\dot{\psi}_1 = -2\Omega_0 \frac{R_1}{R_0} - \frac{\Phi_b(R_0)}{R_0^2(\Omega_0 - \Omega_b)} \cos[m(\Omega_0 - \Omega_b)t] + \text{constant}. \quad (2.32)$$

If we eliminate $\dot{\psi}_1$ from the first equation of 2.31, the result is:

$$\ddot{R}_1 + \kappa_0^2 R_1 = - \left[ \frac{d\Phi_b}{dR} + \frac{2\Omega\Phi_b}{R(\Omega - \Omega_b)} \right]_{R_0} \cos[m(\Omega_0 - \Omega_b)t] + \text{constant}, \quad (2.33)$$

where

$$\kappa_0^2 \equiv \left( \frac{d^2 \Phi_0}{dR^2} + 3\Omega^2 \right)_{R_0} = \left( R \frac{d\Omega^2}{dR} + 4\Omega^2 \right)_{R_0} \quad (2.34)$$

is the epicyclic frequency. Equation 2.33 is the equation of motion of a harmonic oscillator of natural frequency $\kappa_0$ that is driven at frequency.
The general solution to this equation is

\[ R_1(t) = C_1 \cos(\kappa_0 t + \alpha) - \left[ \frac{d\Phi_b}{dR} + \frac{2\Omega\Phi_b}{R(\Omega - \Omega_b)} \right] R_0 \cos \left[ m(\Omega_0 - \Omega_b)t \right] \Delta, \]

with \( C_1 \) and \( \alpha \) arbitrary constants, and

\[ \Delta \equiv \kappa_0^2 - m^2(\Omega_0 - \Omega_b)^2. \]

Using the eq. 2.28 to eliminate \( t \) from the eq. 2.35 we find

\[ R_1(\varphi_0) = C_1 \cos \left( \frac{\kappa_0\varphi_0}{\Omega_0 - \Omega_b} + \alpha \right) + C_2 \cos(m\varphi_0), \]

with

\[ C_2 \equiv -\frac{1}{\Delta} \left[ \frac{d\Phi_b}{dR} + \frac{2\Omega\Phi_b}{R(\Omega - \Omega_b)} \right] R_0. \]

If \( C_1 = 0 \), \( R_1(\varphi_0) \) is periodic in \( \varphi_0 \) with period \( 2\pi/m \) and the orbit corresponds to a closed loop orbit.

When the epicyclic frequency is synchronous with the relative motion of the bar in the absence of gravitational forcing by the wave, a phenomenon called resonance occurs. In this formalism this happens when the right side of eq. 2.38 for \( R_1 \) becomes singular, such as for some values of \( R_0 \) and we can distinguish three different group of resonance:

- **Corotation resonance (CR).** When

\[ \Omega_0 = \Omega_b, \]
$\dot{\phi}_0 = 0$ and it corresponds to the radius where the stars of the disc orbit at the same angular velocity of the bar.

- **Inner Lindblad Resonance (ILR).** When

  \[ m(\Omega_0 - \Omega_b) = +\kappa_0, \quad (2.40) \]

  the frequency of stars exceed the frequency of the bar at the resonant frequency $\kappa_0$. When stars iteratively are in the same position respect to the bar, they interact increasingly strong with it near this resonance.

- **Outer Lindblad Resonance (OLR).** When

  \[ m(\Omega_0 - \Omega_b) = -\kappa_0, \quad (2.41) \]

  the frequency of stars is slower then the frequency of the bar at the resonant frequency $k_0$.

The ILR and OLR are connected. A circular orbit has two natural frequencies: if the star is displaced it oscillates at the epicycle frequency $k_0$. If the star is displaced but it is still in a circular orbit, it continues on a circular orbit displaced from the original one. Then, its natural azimuthal frequency is zero. The two different resonances originate between the forcing frequency seen by star $m(\Omega_0 - \Omega_b)$ and the two frequencies $\kappa_0$ and $0$.

### 2.3.3 Particle orbits

In a spiral galaxy, stars and gas travel in nearly circular orbits in the equatorial plane. Their radial coordinate $R$ wobble periodically because of the perturbations due to the gravitational effects of other objects and
to initial, random velocity components of the molecular cloud from which they formed. If these orbits are closed, they are elliptical and they are called *epicycles*. The particles move inward and outward in the disk with a *epicyclic frequency* and the oscillations are due to the conservation of angular momentum, operating through the Coriolis force: if a particle is going slower than the average motion at that radius it falls inward because of its centrifugal force cannot balance the gravitational force of the inner galaxy. Once the particle falls inward, the Coriolis acceleration is directed in the opposite sense and the particle increases its circular speed. This causes an increase in the centrifugal force on the gravitational one and the particle moves outward. The result of this process is a regular inward and outward, forward and backward oscillation in its orbit. In Figure 2.5 the epicyclic oscillation of a particle in the disc is represented.

In the vicinity of the bar, stellar orbits are very different from those in the disc plane. Figure 2.6 shows the orientation of star orbits inside a bar. Inside the ILR, orbits are perpendicular to the bar and they are called $x_2$. Outside the ILR, orbits are parallel to the bar and they are called $x_1$ orbits. Their behaviour can be explained by eq. 2.37, where for $m = 2$ the closed loop orbit is aligned with the bar whenever $C_2 > 0$, and is aligned perpendicular to the bar when $C_2 < 0$. When $R_0$ passes through a Lindblad resonance, the sign of $C_2$ and the orientation of the closed loop orbits change.

The bar potential also influences the path of gas in the disc, modifying its orbits. Through this mechanism, several kind of peculiar shapes are created, often in correspondence of the resonance phenomena. For example, the end of spiral arms is assumed to be near the OLR because it is a resonance radius according to rotation curve and pattern speed fits to several design galaxies. An other feature are rings, close to the ILR: the gas moves to the center of the galaxy influenced by the bar and stops its falling, lying in a ring orbit. In Figure 2.7 these main features are shown.
Figure 2.5: Representation of an epicyclic oscillation. The arrows represent the relative directions of rotation of the disc and epicycle.

for a real galaxy.
2.3 Bar dynamics

Figure 2.6: Orientation of star orbits inside a bar. Inside the ILR, orbits are perpendicular to the long axis of bar ($x_2$ orbits) and outside ILR are parallel ($x_1$ orbits).

Figure 2.7: Optical image of NGC 3351 galaxy from HST. This galactic disc presents evident spiral arms populated by young stars. In the inner part of the disc when spiral arms stop, a circular structure is visible, corresponding to the ILR ring.
In astrophysics, numerical simulations are the most powerful tool to study very complex systems and non-trivial issues, comparing results with observations or predict their evolution and behaviour.

In this work I used two codes: GADGET2 (Springel, 2005) and GIZMO (Hopkins, 2014) and in the next sections I describe their main features.

3.1 GADGET2

GADGET2 (GAlaxies with Dark matter and Gas intEracT, Springel (2005)) is a public Smoothed Particle Hydrodynamics (SPH) tree-code directly derived from the simulation code GADGET-1 (Springel et al., 2001). Differently from traditional Eulerian methods, which discretizes space and represents fluid variables on a mesh, GADGET2 presents a Lagrangian methods that discretizes mass using, for example, a set of fluid particles to model the flow. Lagrangian methods like SPH are particularly well-suited to follow the gravitational growth of structure, and to automatically increase the resolution in the central regions of galactic haloes, which are
the regions of primary interest in cosmology.

**Gravitational forces**

**GADGET2** evaluates gravitational forces using the tree method, according to which particles are in a hierarchy of groups.

The force of which each particle is affected by distant groups is approximated by its lower moments of a multiple expansion. Then, the computational cost for the acceleration is $O(N \log N)$ (Appel, 1985). The code considers only the monopole moment to develop calculations (Springel, 2005). The gravitational acceleration of particles is computed as follows: the computational domain is hierarchically subdivided into a series of cubes (Figure 3.1). Each cube contains eight sub-cubes with half the side-length of the previous. These cubes are the nodes of the tree structure. Each node contains a single particle or is progenitor for other nodes. In **GADGET2** each node carries the acceleration exerted by the single particle contained within the total monopole moment of all the particles located inside the cube.

Once the division has been carried out, the force exerted by the node onto each particle is evaluated using the monopole term of the gravitational potential produced by the particles inside the corresponding node.

The system of particles is considered a collisionless system. For this reason the code defines a sphere around each particle in which the mass is smoothed. The so called gravitational softening ($\epsilon$) is the radius of this sphere and the smoothing is defined as

$$\rho(r) = m_i W(r/\epsilon),$$  \hspace{1cm} (3.1)

where the smoothing kernel used is a spline of the form Monaghan and
Lattanzio (1985)

\[ W(u) = \frac{8}{\pi \epsilon^3} \begin{cases} 
1 - 6u^2 + 6u^3, & 0 \leq u \leq \frac{1}{2}, \\
2(1 - u)^3, & \frac{1}{2} < u \leq 1, \\
0, & u > 1;
\end{cases} \tag{3.2} \]

where \( u = r/\epsilon \). In the general softened gravity case the function becomes

\[ g(r) = -\frac{1}{\epsilon} W_2(u), \tag{3.3} \]

where

\[ W_2(u) = \begin{cases} 
\frac{16}{3}u^2 - \frac{48}{5}u^4 + \frac{32}{5}u^5 - \frac{14}{5}, & 0 \leq u < \frac{1}{2}, \\
\frac{1}{15}u^{-1} + \frac{32}{3}u^2 - 16u^3 + \frac{48}{5}u^4 - \frac{32}{15}u^5 - \frac{16}{5}, & \frac{1}{2} \leq u < 1, \\
-u^{-1}, & u \geq 1.
\end{cases} \tag{3.4} \]

Then, the gravitational force acting on each particle is evaluated by travelling the tree and summing the different contribution of force derived
from each node considered.

**Hydrodynamics**

The code estimates the hydrodynamic force and the variation of internal energy determining new smoothing lengths $h_i$ for gas particles and for each of them the neighbouring particles inside their respective smoothing radii are found. By varying the smoothing length $h_i$ of each particle, the number of neighbours is kept exactly equal. Once smoothing lengths are computed, the hydrodynamical properties of the gas (i.e. pressure, internal energy and density) and the hydrodynamical forces can be evaluated.

In **GADGET2**, the density computation of a gaseous particle is evaluated as:

$$
\rho_i = \sum_{j=1}^{N} m_j W(|\mathbf{r}_{ij}|, h_i),
$$

(3.5)

where $\mathbf{r}_{ij} \equiv \mathbf{r}_i - \mathbf{r}_j$ is the distance between $i$ and $j$ particles and $W(r, h)$ has the same form of the smoothing kernel of equation (3.2). The smoothing length $h_i$ of each particle is the radius of a sphere containing gaseous mass, i.e. the smoothing length and the estimated densities respond to this equation:

$$
\frac{4\pi}{3} h_i^3 \rho_i = N_{SPH} \bar{m},
$$

(3.6)

where $N_{SPH}$ is the typical number of smoothing neighbours, and $\bar{m}$ is an average particle mass.

The particle pressure is given by $P_i = A_i \rho_i^\gamma$, where $A_i$ is the entropy of each particle, which remains constant in absence of shocks and external sources of heat, and $\gamma$ is the polytropic index of gas. However, flows of ideal gas can develop discontinuities and entropy can be generated by microphysics. These shocks are captured thanks to the implementation of
an artificial viscosity, that results in a viscous force:

\[
\left. \frac{dv_i}{dt} \right|_{\text{visc}} = -\sum_{j=1}^{N} m_j \prod_{ij} \nabla_i \bar{W}_{ij},
\]  

(3.7)

where \( \bar{W}_{ij} \) is the arithmetic average of the two kernels \( W_{ij}(h_i) \) and \( W_{ij}(h_j) \), while \( \prod_{ij} \geq 0 \) is the Gingold and Monaghan (1977) form of the artificial viscosity of the form

\[
\prod_{ij} = (-\alpha c_{ij} \mu_{ij} + \beta \mu_{ij}^2)/\rho_{ij} \quad \text{if} \quad v_{ij} \cdot r_{ij} < 0
\]  

(3.8)

and zero otherwise with

\[
\mu_{ij} = \frac{h_{ij} v_{ij} \cdot r_{ij}}{|r_{ij}|^2}
\]  

(3.9)

\( h_{ij} \) and \( \rho_{ij} \) are arithmetic means of the corresponding quantities for \( i \) and \( j \) particles, while \( c_{ij} \) is the mean sound speed. The strength of the viscosity is regulated by the parameters \( \alpha \) and \( \beta \), with typical values \( \alpha \approx 0.8 \) and \( \beta = 2\alpha \) in the runs. In the equation of motion, the viscosity acts like an excess pressure assigned to particles not explicitly depending on the smoothing length, but on \( w/c \) where \( w \) is the relative velocity projected onto the separation vector.

The internal energy evolves as:

\[
\frac{du_i}{dt} = \frac{1}{2} \sum_j m_j \left( \frac{P_i}{\rho_i^2} + \frac{P_j}{\rho_j^2} + \prod_{ij} \right) (v_i - v_j) \left[ \frac{1}{2} \nabla_i W(r_{ij}; h_i) + \frac{1}{2} \nabla_i W(r_{ij}; h_i) \right]
\]  

(3.10)

and is set at the beginning of the simulation for each gas particle.
3.2 GIZMO

GIZMO is a meshfree code that captures advantages from both SPH and grid codes: it preserves the Lagrangian structure of SPH codes, but at the same time solved directly the Euler equations among different regions of the computational domain without requiring the implementation of any artificial viscosity. I used it in its finite-mass variant, in which there is not mass flux among the regions belonging to different particles, keeping the mass of each gas particle fixed. This code includes star formation, radiative cooling and many additional physics and the evaluation of gravitational forces derives directly from GADGET2, explained in Section 3.1. GIZMO also allow to consider cosmological scenarios but in this work is not required.

Hydrodynamics

The Euler equations are a set of conservation laws of mass, momentum and energy which form a system of partial differential equations in a frame moving at a velocity $\mathbf{v}_{\text{frame}}$ of the form:

$$
\frac{\partial \mathbf{U}}{\partial t} + \nabla \cdot (\mathbf{F} - \mathbf{v}_{\text{frame}} \otimes \mathbf{U}) = \mathbf{S},
$$

(3.11)

where $\mathbf{S}$ is a source function for $\mathbf{U}$, the "state vector" of conserved variables,

$$
\mathbf{U} = \begin{pmatrix} \rho \\ \rho \mathbf{v} \\ \rho \mathbf{u} + \frac{1}{2} \rho |\mathbf{v}|^2 \end{pmatrix} = \begin{pmatrix} \rho \\ \rho v_x \\ \rho u + \frac{1}{2} \rho |\mathbf{v}|^2 \end{pmatrix},
$$

(3.12)
where $\rho$ is mass density, $e$ is the total specific energy, $u$ is the specific internal energy and the tensor $F$ is the flux of conserved variables

$$F = \begin{pmatrix} \rho v \\ \rho v \otimes v + PI \\ (\rho e + P)v \end{pmatrix}, \quad (3.13)$$

with $P$ the pressure and $I$ the identity tensor. Multiplying equation 3.11 by an arbitrary test function $\phi$ integrating over the domain $\Omega$ and evaluating the integration by parts of the $\phi \nabla \cdot F$ term we obtain:

$$0 = \int_{\Omega} (\dot{U} \phi - F \cdot \nabla \phi - S \phi) d\Omega + \int_{\partial\Omega} (F \phi) \cdot \hat{n} d\partial\Omega, \quad (3.14)$$

where $\hat{n}$ is the normal vector to the surface $\delta\Omega$. If fluxes and/or $\phi$ vanish at infinity, integrating the term $\dot{U} \phi$ by parts results:

$$0 = \int_{\Omega} (U(x,t) \dot{\phi} + F(U,x,t) \cdot \nabla \phi + S(x,t) \phi) d''x dt. \quad (3.15)$$

The domain volume onto a set of particles $i$ with coordinates $x_i$ can be discretized considering a differential volume $d''x$ at arbitrary coordinates $x$ and divide this differential volume fractionally among the nearest particles through the use of a weighting function $W$, i.e. associate a fraction $\psi_i(x)$ of the volume $d''x$ with particle $i$ according to a function $W((x - x_i), h(x))$:

$$\psi_i(X) \equiv \frac{1}{\omega(x)} W((x - x_i), h(x)) \quad (3.16)$$

$$\omega(X) \equiv \sum_{j} W((x - x_i), h(x)) \quad (3.17)$$

where $h(x)$ is the “kernel size” that enters $W$. The weighting function determines how the volume at any point $x$ should be partitioned among
the volumes associated with the tracer points $i$ (Gaburov and Nitadori, 2011). An example is shown in Figure 3.2 where this method (left panel) is compared with the volume partitions used in moving-mesh (central panel) and SPH methods (right panel).

![Figure 3.2: Representation of differences between the method used in this code (left panel), the mesh methods (central panel) and the SPH method (right panel).](image)

Including this volume partition into equation 3.15, Taylor-expanding all terms to second order accuracy in the smoothing length $h(x)$ and applying this to the integral of an arbitrary function we obtain:

$$
\int f(x) d''x = \sum_i \int f(x) \psi_i(x) d''x = \sum_i f_i(x_i) \int \psi d''x + O(h_i(x_i)^2)
$$

$$
\equiv \sum_i f_i V_i + O(h_i^2),
$$

where $V_i = \int \psi_i(x) d''x$ is the effective volume of particle $i$, such as the integral of its volume partition over all of space and $f$ is an arbitrary
function. Then, for equation 3.15 we obtain:

\[ 0 = \int dt \sum_i (V_i U_i \dot{\phi}_i) + V_i F_i \cdot (\nabla \phi)_{x=x_i} + V_i S_i \phi_i \]  

(3.19)

where \( F_i \cdot (\nabla \phi)_{x=x_i} \) refers to the product of the matrix \( F \) with the gradient of \( \phi \) evaluated at \( x_i \). Considering the second-order discrete gradient estimator described in many previous numerical studies (Gaburov and Nitadori, 2011), inserting it in equation 3.15 and integrating by parts again, we have

\[ 0 = \int dt \sum_i \phi_i \left( -\frac{d}{dt}(V_i U_i) - \sum_j [V_i F_i^\alpha \tilde{\psi}_j^\alpha(x_i) - V_j F_j^\alpha \tilde{\psi}_i^\alpha(x_j)] + V_i S_i \right). \]

(3.20)

The expression inside the parenthesis must vanish because eq. 3.20 must hold for any arbitrary test function \( \phi \). So

\[ \frac{d}{dt}(V_i U_i) + \sum_j [V_i F_i^\alpha \tilde{\psi}_j^\alpha(x_i) - V_j F_j^\alpha \tilde{\psi}_i^\alpha(x_j)] = V_i S_i. \]

(3.21)

Taking the flux functions \( F \) at the particle location and time of \( i \) or \( j \) would require some ad-hoc artificial dissipation terms (for example viscosity) to be stable, then the fluxes can be replaced with the solution of an appropriate time-centered Riemann problem between the particles \( i \) and \( j \), which includes the dissipation terms. So, defining the flux as \( \tilde{F}_{ij} \) that replaces \( F_i \), \( F_j \) and the vector \( A_{ij} = |A|_{ij} \hat{A}_{ij} \) where \( A_{ij}^\alpha \equiv V_i \tilde{\psi}_j^\alpha(x_i) - V_j \tilde{\psi}_i^\alpha(x_j) \), the equation becomes

\[ \frac{d}{dt}(V_i U_i) + \sum_j \tilde{F}_{ij} \cdot A_{ij} = V_i S_i. \]

(3.22)

The term \( V_i U_i \) is the particle-volume integrated value of the conserved quantity to be carried with particle \( i \), its time rate of change is given by
the sum of the fluxes $\tilde{F}_{ij}$ into/out of an effective face area $A_{ij}$, plus the total integral of source terms over the volume associate to the particle $V_iS_i$.

### 3.3 GADGET-2 vs GIZMO

For the simulations presented in this work I use two different codes: GADGET-2 and GIZMO. GADGET-2 is very useful to study astrophysical systems using the SPH method for the hydrodynamics of gas with a Lagrangian approach. Anyway, the Eulerian equations are solved in differential form and they vanish when the fluid has discontinuities (e.g. shocks). To correctly solve these discontinuities, the integral form should be used. For this reason it is necessary to implement an artificial viscosity term with the effect of dissipating relative motions of the fluid into heat, converting kinetic energy of gas particles in internal energy.

On the other hand, GIZMO solves explicitly the Eulerian equations, without requiring any artificial viscosity term. Furthermore, in this code we can implement physical processes such as cooling, star formation and stellar feedback. This kind of code allow us to study the effect of these phenomena on gas and supposedly approach to the simulation of real galaxies.
In this chapter I describe the features of the runs. I start with an unbarred isolated galactic disc composed of stars and gas, embedded in an evolving dark matter halo. I check the dependences of the gas dynamics on different numerical implementations, varying the magnitude of the artificial viscosity (if present) and the numerical resolution. First, I run simulations without implementing any gas radiative cooling, star formation and stellar feedback prescriptions (usually referred to as sub-grid physics), in order to perform a clean test of the basic numerical method used, and to highlight the physical and purely dynamical effect of the forming substructures (stellar spirals and bar) onto the gas. Then, I run simulations implementing physical processes and I compare the corresponding results with the first set of simulations.

4.1 Initial conditions

I simulate the isolated disc galaxy model Lmd2c12 described by Mayer and Wadsley (2004), in order to reproduce an initially bulgeless, bar-unstable
disc galaxy. The galaxy model is made of three different components: a dark matter halo, a stellar and a gaseous disc.

The dark matter halo follows the Navarro et al. (NFW 1996, 1997) density profile:

\[ \rho_h(r) = \frac{\rho_{\text{crit}} \delta_c}{(r/r_s)(1 + r/r_s)^2}, \]  

(4.1)

where \( r_s \) is the scale radius of the halo, \( \rho_{\text{crit}} \) is the critical density of the Universe today\(^1\), and:

\[ \delta_c = \frac{200}{3} \frac{c^3}{\log(1 + c) - c/(1 + c)}, \]  

(4.2)

depends only on the concentration parameter \( c \equiv r_{200}/r_s \). \( r_{200} \) is the radius that encompasses an average density \( \langle \rho \rangle = 200 \rho_{\text{crit}} \) and defines the outer radius of the dark matter halo. The mass of the halo is therefore \( M_{200} = 200 \rho_{\text{crit}} (4\pi/3) r_{200}^3 \). I adopt \( c = 12 \) and a scale velocity \( v_{200} = \sqrt{GM_{200}/r_{200}} = 75 \text{ km s}^{-1} \), which corresponds\(^2\) to \( M_{200} = 1.4 \times 10^{11} \text{ M}_\odot \), \( r_{200} = 100 \text{ kpc} \) and \( r_s = 9.2 \text{ kpc} \). Both stellar and gaseous discs are modeled as a radial exponential disc with a vertical structure modelled as an isothermal sheet (Hernquist, 1993):

\[ \rho_\star(R, z) = \frac{M_\star}{4\pi R_\star^2 z_\star} \exp(-R/R_\star) \cosh^{-2} \left( \frac{z}{z_\star} \right), \]  

(4.3)

where \( R_\star = 3 \text{ kpc} \) is the radial scale length and \( z_\star = 0.3 \text{ kpc} \) is the vertical scale height. The stellar disc has a total stellar mass \( M_\star = 1.4 \times 10^{10} \text{ M}_\odot \) and extends up to \( 10R_\star \). The gas component has a mass \( M_{\text{gas}} = 0.05M_\star = 7 \times 10^8 \text{ M}_\odot \) and its density profile is characterized by the same parameters \( R_\star \) and \( z_\star \). The gas has a uniform temperature \( T_0 = 10000 \text{ K} \) and I

\(^1\)I assume \( H_0 = 71 \text{ km s}^{-1} \text{ Mpc}^{-1} \), compatible with the Wilkinson Microwave Anisotropy Probe 7/9 years cosmology (Komatsu et al., 2011; Hinshaw et al., 2013)

\(^2\)These numbers are slightly different from those reported by Mayer and Wadsley (2004) because of the different cosmology assumed. However, this does not affect the evolution of the galaxy model.
assume that it is composed of a mixture of ionized hydrogen and helium with a mean molecular weight \( \mu \simeq 0.59 \). All the parameters are chosen in agreement with the galaxy-halo scalings predicted by the Λ-CDM model (e.g. Mo et al., 1998).

I build the initial conditions using the code GINCO\(^3\). GINCO initializes quasi-equilibrium galaxy models following Hernquist (1993) and Springel et al. (2005). The polar/spherical coordinates of the particles that belong to each component are randomly sampled using the density profiles as probability distribution functions. Then, polar/spherical angles are randomly drawn and they are used to determine the Cartesian coordinates of the particle positions.

The velocities are sampled from local Gaussian approximations of the true distribution function (Hernquist, 1993). The position-dependent parameters of the Gaussians are computed solving the steady-state Jeans equations with some closure assumptions on the velocity dispersion tensor (see e.g. Binney and Tremaine, 2008). For spherical components (i.e. the dark matter halo, since the simulated system is bulgeless), I assume that the velocity dispersion tensor is isotropic (i.e. of the form \( \sigma^2(r) \mathbb{I} \), where \( \mathbb{I} \) is the identity matrix), with the 1D velocity dispersion given by:

\[
\sigma^2(r) = \frac{1}{\rho(r)} \int_r^{+\infty} \rho(x) \frac{dF_{\text{tot}}}{dr}(x) \, dx,
\]

where \( \rho(r) \) is the density profile of the considered component and \( F_{\text{tot}} \) is the total gravitational potential. The spherical components have no net rotation. The potential of the halo is an analytic function; instead, the potential of the disc is computed as a first-order vertical perturbation of the potential of a razor-thin exponential disc, namely \( \Phi_d(R, z) \simeq \Phi_0(R) + \)

\(^3\)GINCO (Galaxy INitial COnditions, http://www.ics.uzh.ch/~fiacconi/software.html) has been written by Davide Fiacconi.
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Φ₁(R, z). The razor-thin disc has the potential:

\[
Φ₀(R) = -\frac{GM_{\star}}{R_{\star}} y \left[I_0(y)K_1(y) - I_1(y)K_0(y)\right],
\]

(4.5)

where \( y = R/(2R_{\star}) \) and \( I_i \) and \( K_i \) are modified Bessel functions; the first-order vertical perturbation is (e.g. Binney and Tremaine, 2008):

\[
Φ₁(R, z) \equiv 4\pi G \int_0^z dz' \int_0^{z'} dz'' \rho_{\star}(R, z'') = 4\pi G \rho(R, 0) z_{\star}^2 \log \left[ \cosh \left( \frac{z}{z_{\star}} \right) \right].
\]

(4.6)

I use this strategy to maintain all the evaluations of the potentials and of their derivatives analytic; this makes the code faster and reduces the required memory. Once I compute \( \sigma^2(r) \), I can sample the magnitude of the velocity of each particle in a spherical component from a Maxwellian distribution with variance \( \sigma^2(r) \). Finally, I randomly draw the spherical angles \((\theta, \phi)\) as above to ensure isotropy and I assign the Cartesian components of the velocity.

Both the stellar and the gaseous disc velocity structure is characterized by a velocity dispersion tensor of the form diag(\( \sigma_{r}^2, \sigma_{\phi}^2, \sigma_{z}^2 \)). The vertical velocity dispersion is (Hernquist, 1993; Springel et al., 2005):

\[
\sigma_{z}^2(R, z) = \frac{1}{\rho_{\star}(R, z)} \int_z^{+\infty} \rho_{\star}(R, z') \frac{\partial Φ_{\text{tot}}}{\partial z}(R, z') dz' \\
\approx \frac{GM_{\star} z_{\star}}{2R_{\star}^2} \exp \left( -\frac{R}{R_{\star}} \right),
\]

(4.7)

where the last approximation holds when the disc is geometrically thin and the vertical gradient of the potential around \( z \simeq 0 \) is dominated by the disc. The radial component is chosen to be \( \sigma_{r}^2 \propto \sigma_{z}^2 \), with the normalization enforcing a minimum value of the Toomre parameter \( Q \simeq \)
1.1 at $r \simeq 2.5R_*$ (Mayer and Wadsley, 2004). The whole profile of $Q$ for the initial conditions is shown in Figure 4.1. The azimuthal component is set using the epicyclic approximation, $\sigma_\phi^2 = \sigma_r^2 \kappa^2/(4\Omega^2)$. Unlike the dark matter halo, the disc has a net rotation, i.e. an average azimuthal velocity $\langle v_\phi \rangle$ given by (Hernquist, 1993; Springel et al., 2005):

$$\langle v_\phi \rangle^2 = V_c^2 + \sigma_r^2 \left(1 - \frac{\kappa^2}{4\Omega^2} - \frac{2R}{R_*}\right), \quad (4.8)$$

where $V_c$ is the circular velocity in $\Phi_{tot}$. Finally, I sample the $(v_r, v_\phi, v_z)$ components of the velocity of each disc (both star and gas) particles from Gaussian distributions with mean $(0, \langle v_\phi \rangle, 0)$ and standard deviations $(\sigma_r, \sigma_\phi, \sigma_z)$, respectively, and I finally transform them into the Cartesian components.

I checked the stability of initial conditions studying the evolution of the stellar surface density profile as a function of time (upper panel of Figure 4.2) during the first Gyr, i.e. before the development of strong non-axisymmetric perturbation (see below). After a short transient phase due to the non-exact equilibrium of the initial conditions (highlighted by the yellow line in figure) the system re-adjust on a profile similar to the initial one, with the surface density at $t = 1$ Gyr (red line) differing by 20% at most with respect to the initial conditions (within the disc scalelength). Similar conclusions about the stability of the stellar disk can be drawn from the evolution of its Lagrangian radii (lower panel of Figure 4.2).

### 4.2 Simulation suite

I run a suite of numerical simulations of the reference model described in the previous Section in order to explore the effects of resolution, numerical implementation, parametrization of the artificial viscosity and feedbacks associated to different physical processes (when present). In Table 4.1 I
summarize the sample of 3D runs presented in this work. I build two realizations of the initial conditions at two resolutions:

1. low resolution (LR): the halo is sampled with $10^6$ particles with mass $m_h = 1.4 \times 10^5 \, M_\odot$, while the stellar and gaseous discs are sample with $9.5 \times 10^5$ and $5 \times 10^4$ particles, respectively, with mass $m_\star = m_{\text{gas}} \simeq 1.5 \times 10^4 \, M_\odot$. The gravitational softenings (setting the spatial/force resolution of the gravitational interaction) for dark matter and baryonic particles (equal for stars and gas particles) are 65 pc and 20 pc, respectively;

2. high resolution (HR): the halo is sampled with $8 \times 10^6$ particles with mass $m_h = 1.6 \times 10^4 \, M_\odot$, while the stellar and gaseous discs are
Figure 4.2: Upper panel: surface density profile of the stellar component in the first Gyr. Black, yellow, cyan, green, blue and red curves correspond to $t = 0, 0.2, 0.4, 0.6, 0.8$ and $1$ Gyr, respectively. Lower panel: Lagrangian radius at different stellar mass fraction in the first Gyr. Black, red, blue, green and magenta lines represent $10\%, 30\%, 50\%, 70\%$, $90\%$ of stellar mass, respectively.
sample with $7.6 \times 10^6$ and $4 \times 10^5$ particles, respectively, with mass $m_\star = m_{\text{gas}} \simeq 1.7 \times 10^3 \, M_\odot$. The gravitational softenings for dark matter and baryonic particles are 30 pc and 7 pc, respectively.

At first, I report low and high resolution simulations for a bar-unstable disc mainly using the code GADGET2. I ensure that the particles in the disc (star and gas) have all the same mass, preventing any spurious relaxation/mass segregation. All the simulations assume an isothermal equation of state to simply model an effective atomic radiative cooling keeping the ISM in the disc plane at an almost constant temperature $\lesssim 10^4$ K. Metal line and molecular cooling would reduce the gas temperature further, allowing for dense clumps to form and to trigger star-formation. Feedback from stars would then re-heat the gas, resulting in the formation of a multi-phase medium (e.g. Wada, 2001; Wada and Norman, 2001). Because of the lack of cooling and star-formation physics, I keep an high temperature to prevent the sudden fragmentation of the gaseous disc. I test the robustness of the results against two different implementations of the hydrodynamics. Most of the simulations are performed with the Tree/Smoothed Particle Hydrodynamics (SPH) code GADGET2 (Springel, 2005), which uses an oct-tree structure to speed up the gravity calculations (Barnes and Hut, 1986) and deal the hydrodynamics with the density-entropy SPH approach proposed by Springel and Hernquist (2002). The SPH formalism requires the introduction of an artificial viscosity in order to capture shocks correctly (e.g. Monaghan, 1992; Balsara, 1995; Monaghan, 1997). Therefore, I explore the effect of different choices of the value of the artificial viscosity parameter $\alpha^4$, comparing the results with a simulation using the code GIZMO that solves the evolution of the gas on an unstructured grid and does not require any explicit artificial viscosity term.

---

\[4\] The $\beta$ parameter in the Monaghan-Balsara formulation is equal to $2 \alpha$ in all our runs.
Finally, I analyze analogous low and high resolution simulations performed with the code gizmo (Hopkins, 2014). The public version of the code only provides basic gravity and hydrodynamics. In the simulations I included cooling, star formation and stellar feedback implemented in Lupi et al. 2015 (in prep.): radiative cooling is computed by means of the GRACKLE\textsuperscript{5} chemistry and cooling library, which provides both equilibrium and non-equilibrium chemistry for primordial species and metals (Bryan et al., 2014; Kim et al., 2014). Gas is eligible for star formation when three conditions are fulfilled: the density exceeds $\rho = 10 \text{ cm}^{-3}$, the temperature drops below $T = 2 \times 10^4 \text{ K}$ and the gas particles belong to a converging flow. I set the star formation efficiency to 0.05. Gas is converted into stars according to the Schmidt law (Kennicutt, 1998), following the stochastic prescription described in Stinson et al. (2006).

Each stellar particle represents a population described by the Chabrier Initial Mass Function (IMF) (Chabrier, 2003). Stars with masses in the range 8-40 $M_\odot$ explode as type II SNe after a typical lifetime obtained from Hurley et al. (2000) for stars with different masses and metallicities. In order to model non thermal processes energising the SNe associated blastwave, the code implements a cooling shut-off recipe like the one described in Stinson et al. (2006), which temporarily inhibits radiative cooling for gas particles within the SNe maximum extension radius $R_E$, as defined in Chevalier (1974). In the simulations I consider a shut-off time of 5 Myr.

\textsuperscript{5}http://grackle.readthedocs.org
Table 4.1: Summary of simulations characteristics. Columns: (1) name of the simulation, (2-3) resolution, (4) code used, (5) artificial viscosity $\alpha$.

<table>
<thead>
<tr>
<th>Name</th>
<th>Barion particle softening (pc)</th>
<th>DM particle softening (pc)</th>
<th>Code</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>LR</td>
<td>20</td>
<td>65</td>
<td>GADGET2</td>
<td>0.8</td>
</tr>
<tr>
<td>LRV16</td>
<td>20</td>
<td>65</td>
<td>GADGET2</td>
<td>1.6</td>
</tr>
<tr>
<td>LRV04</td>
<td>20</td>
<td>65</td>
<td>GADGET2</td>
<td>0.4</td>
</tr>
<tr>
<td>LRGiz</td>
<td>20</td>
<td>65</td>
<td>GIZMO</td>
<td>-</td>
</tr>
<tr>
<td>HR</td>
<td>7</td>
<td>30</td>
<td>GADGET2</td>
<td>0.8</td>
</tr>
<tr>
<td>LRPh</td>
<td>20</td>
<td>65</td>
<td>GIZMO</td>
<td>-</td>
</tr>
<tr>
<td>HRPh</td>
<td>7</td>
<td>30</td>
<td>GIZMO</td>
<td>-</td>
</tr>
</tbody>
</table>
I run a suite of hydrodynamical simulations of an isolated disc galaxy model in order to explore the effect of resolution and physical processes. In this chapter I present the main results. In section 5.1.1 and 5.1.2 I propose low and high resolution simulations for a bar-unstable disc mainly using the code GADGET2. In section 5.2.1 and 5.2.2 I show low and high resolution simulations implementing cooling, star formation and stellar feedback using the code GIZMO. Finally, I pay particular attention to the central region of the galaxy and the boxy-peanut like structure formed in these systems.

5.1 Isothermal runs

5.1.1 Low resolution simulations (LR)

Figure 5.1 shows the distribution of stars and gas observed in the LR run at three different times, $t = 1$, 4 and 7 Gyr on the left, central and right panels respectively. The stellar surface density is shown in the upper and
middle panels (edge-on and face-on views, respectively), while the face-on view of the gas surface density is shown in the lower panels.

During the first 2 Gyr the bar-unstable system evolves from an axisymmetric configuration to a barred disc, passing through the formation of transient multi-arm spirals. In particular, a three arm spiral structure is observable in the stellar density distribution at $t = 1$ Gyr in the left-middle panel of Figure 5.1. From 2 Gyr on, the disc shows a clear bar structure (with a diameter size of about 8 kpc) in its central region. From the bar-formation time ($t \approx 2$ Gyr) on, the bar tends to slow-down, as shown in the upper panel of Figure 5.2. At $t \lesssim 3$ Gyr the bar makes almost 2.8 full precessions per Gyr, while the frequency decreases down to $\lesssim 2.3$ precessions per Gyr at $t \approx 7$ Gyr. The bar slow-down, already extensively discussed in literature (e.g. Sellwood, 1981; Combes and Sanders, 1981; Halle et al., 2015), results in a $R_{ILR}$ growing in time, from $\sim 1$ kpc up to $\sim 1.4$ kpc at the end of the run, as observable in the lower panel of Figure 5.2. The bar forms thin, and buckles in its centre as the time goes by, as observable in the edge-on view of the stellar disc at $t = 4$ and 7 Gyr. At the end of the simulation a boxy-peanut bulge like structure is observable within the central few kpc of the disc.

The dynamics of the subdominant gas component is dominated by the underlying stellar dynamics. During the first 2 Gyr the gas distribution resembles the stellar one, with clear spiral arms observable (almost co-spatial with the stellar ones, see the example in the left lower panel of Figure 5.1 at $t = 1$ Gyr). After the formation of the stellar bar, the gas within the bar corotational radius ($R_C \approx 4-5$ kpc depending on the age of the bar, as will be discussed below) is driven toward the galaxy centre, and forms a dense knot of gas clearly observable in the central and right panels in the bottom row of Figure 5.1. The torquing effect of the spiral arms before and the stellar bar afterwards sweeps the almost totality of the gas between $R_C$ and the central dense knot. A small amount of low dense gas
Figure 5.1: LR simulation. Upper (middle) panels: edge-on (face-on) views of the stellar disc at $t =$ 1, 4 and 7 Gyr (left, central and right panel, respectively). The colour gradient maps the stellar surface density (in units of $M_\odot$ kpc$^{-2}$) on a logarithmic scale. Bottom panels, same as the middle panel for the gas surface density.
Figure 5.2: *LR simulation.* Angular frequency of the bar (upper panel) and radius corresponding to the inner Lindblad resonance from $t=2.5$ to $t=7$ Gyr (lower panel).
is still observable in this “dead region”, in particular in the form of two inflowing streams connecting the outer galactic disc with the central dense knot, often observed in simulations as well as in real galaxies (e.g. Regan et al., 1999).

The upper panel of Figure 5.3 quantifies the effect that the bar formation process has onto the gas. The surface density of the gas in the “dead zone” decreases by up to $\sim 1.5$ orders of magnitude at $t \gtrsim 3$ Gyr (blue, yellow and red lines) with respect to the initial conditions (black line). The shaded areas in figure trace the evolution of $R_C$ (green) and its outermost inner Lindblad resonance radius ($R_{\text{ILR}}$, pink), from when a clear bar structure is observable and its angular frequency is measurable ($t \approx 2$ Gyr) to the end of the simulation. The gas within $R_C$ is dragged toward scales of the order of $R_{\text{ILR}}$, fuelling the formation of the central knot of gas on sub-kpc scales (in agreement with a wealth of previous studies, e.g. Sanders and Huntley, 1976; Shlosman et al., 1989; Athanassoula, 1992; Berentzen et al., 1998; Regan and Teuben, 2004; Kim et al., 2012; Cole et al., 2014), where the surface density increases by up to almost 2 orders of magnitude.

A clear although less obvious result of the LR run consists in the efficiency of the “dead zone” formation. Most of the inflow from $R < R_C$ to $R \lesssim R_{\text{ILR}}$ happens during the first 2 Gyr, as observable comparing the cyan ($t = 1$ Gyr), green ($t = 2$ Gyr) and blue ($t = 3$ Gyr) lines with the initial conditions and the end result of the simulation in the upper panel of Figure 5.3. The fully formed bar does indeed play a role in further decreasing the gas surface density on the “dead zone”, and most importantly, in preventing new gas to refill the central regions by pushing the gas immediately outside the CR toward the outer Lindblad resonance radius ($R_{\text{OLR}}$).

\footnote{Although harder to be noticed in a log-log plot, the gas surface density decreases in the $R_C < R < R_{\text{OLR}}$ region, and the material accumulates just outside $R_{\text{OLR}}$.}
Figure 5.3: *LR simulation.* Upper panel: surface density profile of the gaseous component. Solid black, cyan, green, blue, yellow and red curves correspond to $t = 0, 1, 2, 3, 5$ and $7$ Gyr, respectively. The shaded magenta and green areas mark the region span by $R_{ILR}$ and $R_C$, respectively. Lower panel: gaseous mass inflow as a function of time. Red and blue lines represent the accretion rate computed at 0.3 and 1 kpc from the center, respectively.
efficient in driving substantial gas inflow. The fundamental importance of
the torques acting on the gas during the build-up of the bar, before this
has been fully developed, is highlighted in the lower panel of Figure 5.3, in
which I show the gas accretion rate $\dot{M}$ as a function of time. In particular,
the red and blue lines refer to $\dot{M}$ through surfaces at 0.3 and 1 kpc from
the centre, respectively. At both scales $\dot{M}$ shows a first prominent peak at
t $\approx 1$ Gyr, well before the formation of any significant bar-like structure.
A second peak of similar magnitude is observable at $t \approx 2$ Gyr, just
after the bar has formed, while the central fuelling drops immediately
afterwards. Although this simple simulation does not include any star
formation prescription, such omission has little impact on the evolution of
the gas from $R_C$ down to the nuclear knot, since the majority of the inflow
happens on a few (up to $\approx 10$ close to $R_{ILR}$) orbital timescales. The time
evolution of the accretion flows through the two surfaces is quite similar
at all times.

**Viscosity test**

As recently reviewed by Sellwood (2014), the gas angular momentum
transport in SPH simulations could be at least partially affected by the
artificial viscosity used. Differently from grid based codes, in which a
numerical viscosity is intrinsically related with the discretization of the
space domain, in SPH codes the numerical viscosity is explicitly taken
into account through a viscosity parameter $\alpha$. The shear and bulk viscos-
ity in SPH simulations scale linearly with $\alpha$ (e.g. Murray, 1996; Lodato
and Price, 2010).

In this section I test the effect of the artificial viscosity through the
comparison of run LR with three different simulations. Two of these,
LRV04 and LRV16, are exact copies of the LR run, but for the value of
the $\alpha$ parameter, that is half and double of the $\alpha = 0.8$ value used in
LR. The third simulation (LRGiz) has been run using the GIZMO code
(Hopkins, 2014), that solves the evolution of the gas on an unstructured grid and does not require any explicit artificial viscosity term.

The results of the test are shown in Figure 5.4 and Figure 5.5. Figure 5.4 shows the comparison between the surface density profiles of the four runs (LR in red, LRV16 in green, LRV04 in blue and LRGiz in cyan) at four different times, $t = 1$ Gyr (upper left panel), 3 Gyr (upper right panel), 5 Gyr (lower left panel) and 7 Gyr (lower right panel). Similarly, Figure 5.5 shows the face-on projection of the gas surface density map for the four runs at $t = 1$ Gyr, to allow for a comparison of the non-axisymmetric structures forming. The comparison between the three SPH runs shows that the exact value of the viscosity parameter $\alpha$ plays a little role in the gas dynamics. The removal of gas from the forming “dead zone” and the formation of a dense central gas knot are completely dominated by the gravitational torques due to the formation of non-axisymmetric structures. The LRGiz run shows some very minor differences too.

### 5.1.2 High resolution simulation (HR)

I run an increased resolution version of the LR simulation (HR). Because of the higher spatial resolution and of the isothermal equation of state implemented, the gas in the HR run forms extremely dense and compact clouds in the galaxy nucleus, slowing down the simulation enormously after the first episode of major gas inflow. For this reason I have run the HR simulation only up to $t \approx 3$ Gyr, and I limit our analysis to the response of the gas to the initial spiral and bar formation.

Figure 5.6 shows the face-on views of the stellar (left panels) and gaseous (right panels) surface density. Similarly to the low resolution simulation, during the first Gyr, the system develops stellar spiral arms (upper left panel) which evolve in a stable bar like structure (lower left panel) at about $t = 2.5$ Gyr. The gas follows a similar dynamics as observed in the lower resolution run, following the stellar spiral arms during
Figure 5.4: *LR simulation*. Surface density profile for low resolution isothermal simulations with different viscosity. Upper left, upper right, lower left and lower right panels refer to $t = 1, 3, 5$ and 7 Gyr, respectively. The solid red, green and blue curves are obtained from the gas particle distribution for simulation with $\alpha = 0.8$ (run LR), $\alpha = 1.6$ (run LRV16) and $\alpha = 0.4$ (run LRV04). The cyan curve corresponds to the gas particle distribution for simulation using GIZMO (LRGiz). The dashed magenta and green lines mark the positions of $R_{ILR}$ and $R_C$ at the different times.
Figure 5.5: LR simulation. Logarithmic face-on views (in units of $M_\odot \text{kpc}^{-2}$) of gas surface density for low resolution simulations with different values of $\alpha$ at $t=1$ Gyr: $\alpha=0.4$ in the left upper panel, $\alpha=1.6$ in the right upper panel, $\alpha=0.8$ in the left lower panel and low resolution simulation using GIZMO in the right lower panel.
Figure 5.6: *HR simulation.* Right panels: logarithmic face-on views of the stellar surface density (in unit of $M_\odot \, \text{kpc}^{-2}$) at $t = 1$ Gyr (upper panel) and $t = 2.5$ Gyr (lower panel). Left panels: same as right panels for the gas surface density.

The first evolutionary phase and being driven toward the centre during and after the bar formation. In the central region of the galaxy (within the bar extent) a “dead zone” forms, with very low density gas present in between the outer disc and the nuclear gas knot.

Figure 5.7 shows a comparison between HR and LR runs. The upper panel shows the gas surface density profiles in the two runs for four different times. The biggest difference is observable at $t \approx 1$ Gyr, when in the low resolution run (dashed lines) the disc is already significantly perturbed, while in the HR run (solid lines) the gas profile is still quite
unperturbed. The gas profile in the high resolution run is more similar to its low resolution analogous at later times, but for a slightly more pronounced “dead zone” in the HR run due to the better resolved profile of the stellar bar, that results in a more effective action of the bar itself onto the gas.

The main difference observed in the profiles at $t \approx 1$ Gyr is due to the later growth of non-axisymmetric perturbations (first in the form of spiral arms, turning into a central bar) in the higher resolution simulation. This is clearly observable in the accretion rate through the central 0.3 kpc (lower panel of Figure 5.7). In HR run the peak of $\dot{M}$ occurs at $t \approx 1.5$ Gyr, about 0.2-0.3 Gyr after the peak observed in the LR run. Again, in the high resolution simulation the $\dot{M}$ peak has a larger intensity (by almost a factor of 2) with respect to the low resolution case, due to the more efficient cleaning of the “dead zone” during the bar formation process.

The later growth of non-axisymmetric structures in the higher resolution run is probably due to the lower shot noise in the initial conditions: a higher number of particle MonteCarlo sampling results in a lower statistical noise, from which structures can grow (see also the discussion in Sellwood, 2014). An extensive and time consuming study aiming at numerical convergence is neither feasible (within the currently available computational facilities) nor useful, as a simulation with a order of magnitudes larger number of particles could result in a degree of symmetry significantly larger than any real disc galaxy observed. The dependence of the $\dot{M}$ peak and of the time at which spirals and bars form on the number of particles used demonstrate that these should not be taken as physical values. Only the gas response pattern is similar in all the runs analysed, independently on the viscosity prescription adopted, of the numerical resolution achieved, and of the algorithm used to solve the gas dynamics.
5.1 Isothermal runs

Figure 5.7: LR and HR simulations. Upper panel: surface density profile of the gas. Solid lines refer to the highest resolution run HR. The results of the low resolution run LR are reported with dashed lines for comparison. Black, cyan, green and blue curves refer to \( t = 0, 1, 2, \) and \( 3 \) Gyr, respectively. Lower panel: gaseous mass inflow as a function of time. Black and red lines represent the inflow rate computed at 0.3 kpc from the center in run HR and LR, respectively.
Dynamics of the nuclear inflow

The high resolution achieved allows us to resolve sub-kpc scales, and to investigate the detailed causes of the nuclear gas inflow through the search of stellar and gaseous nuclear structures. In this section I focus on two times, just before (0.8 Gyr) and right at the beginning (1.1 Gyr) of the major gas inflow event. The properties of the stellar and gaseous distribution at the two times are highlighted in the upper and lower panels of Figure 5.8.

The left panels represent the surface density contrast for the stars within the inner 3 kpc, defined as:

\[
\delta_{\Sigma_*}(R, \phi) = \frac{\Sigma_*(R, \phi) - \langle \Sigma_*(R, \phi) \rangle_\phi}{\langle \Sigma_*(R, \phi) \rangle_\phi},
\]

where \( R \) and \( \phi \) are the radial and azimuthal coordinates on the disc equatorial plane, \( \Sigma_*(R, \phi) \) is the stellar surface density and \( \langle \Sigma_*(R, \phi) \rangle_\phi \) is the average stellar surface density evaluated in annuli. The central panels show the gas density contrast

\[
\delta_{\rho,\text{gas}}(R, \phi) = \frac{\rho_{\text{gas}}(R, \phi) - \langle \rho_{\text{gas}}(R, \phi) \rangle_\phi}{\langle \rho_{\text{gas}}(R, \phi) \rangle_\phi},
\]

evaluated on the disc mid-plane. The right panels show the intensity of the radial motions.

Before the major inflow event (upper left panel) a single three arm spiral structure is visible down to scales of about 300 pc. The gas is affected by the stellar non-axisymmetric structure and develops shocks at the edge of the stellar spirals, as observable in density contrast map (upper central panel). Clear shock fronts develop in the gas distribution, the gas dynamics is perturbed and radial motions are triggered (upper right panel).

A different picture is present at the triggering of the strong gas inflow
episode (lower panels). At $t = 1.1$ Gyr the inner part (within $\approx 1$ kpc) of the stellar three arm spiral structure decouples from the outer spiral structure, still evident at large scales ($\sim 3$ kpc), as clearly visible in the lower left panel. Such decoupled structure is clearly observable in the gas density (lower central panel) map. The interplay between the outer and inner spiral structure increases the radial velocity of the gas in the central regions as well as the region participating to the radial inflow (lower right panel). By the time a clear bar forms, all the gas affected by the nuclear spirals formed the central nuclear knot.

**Nuclear disc**

I devoted the last part of the analysis to the structure of the gas nuclear system forming during the major inflow event. In particular I focused on the gas properties well after the nuclear structure formed and reached a stable configuration.

Figure 5.9 shows the density contrast of gas in the inner 3 kpc (left panel) and in the inner 400 pc (middle panel), and the radial velocity map (right panel) at about 2.5 Gyr. The orientation of the bar is traced by the inflowing streams of gas that connect the outer regions of the galaxy with the inner gaseous structure. The gas in the inner few hundreds of pc forms a rotating disc. Within the disc nuclear spirals are observable down to few tens of pc, traced by local gaseous overdensities (lighter regions in the central panel) corresponding to inflowing gas (blue and green regions in the right panel). A careful analysis of the stellar distribution does not show any central structure (neither in the form of spirals nor of bar). I therefore interpret the central two armed spirals as the effect that the outer bar has onto the gas within its ILR, as discussed analytically in Maciejewski (2004a) and observed in numerical simulations of the response of gas to a bar-like analytical potential (Maciejewski, 2004b).

As a note of caution I stress that the accretion rate at late times and,
more in general, the long-term evolution of the central gaseous concentra-
tion would be significantly different if the gas would be allowed to form
stars, possibly forming a pseudo-bulge like structure.
Figure 5.8: HR simulation. Upper panels: stellar surface density contrast (left), gas density contrast (middle) and radial velocity map (right) for gas in the inner 3 kpc at $t = 0.8$ Gyr. Lower panels: same as the upper panels at $t = 1.1$ Gyr. See text for details.
Figure 5.9: *HR simulation*. Gas density contrast in the inner 3 kpc (left panel) and 500 pc (central panel). The right panel shows the radial velocity for gas in the inner 500 pc at 2.5 Gyr. See text for details.

### 5.2 Cooling-star formation and stellar feedback runs

#### 5.2.1 Low resolution simulation (LRPh)

I used the code *GIZMO* (Hopkins, 2014) including the implementations of star formation, cooling and stellar feedback to simulate a new suite of runs of the bar-unstable disc (see Section 4.2 for details). Similarly to previous sections, Figure 5.10 shows the distribution of stellar and gas disc observed in the LRPh run at three different times, \( t = 1, 4 \) and 7 Gyr in the left, central and right panels respectively. The stellar surface density is shown in the upper and middle panels (edge-on and face-on views, respectively). During the first 2 Gyr the bar-unstable system evolves from an axisymmetric configuration to a barred disc, passing through the formation of three arm spiral structure (visible in the stellar distribution at \( t = 1 \) Gyr in the left-middle panel of Figure 5.10). At about \( t = 2 \) Gyr, the disc presents a clear bar structure (with a diameter size of \( \approx 8 \) kpc) in its central region. From 4 Gyr on, the bar thickens and buckles in its centre, as observable in the edge-on views of the stellar disc at \( t = 4 \) and 7 Gyr. At the end of the simulation a boxy-peanut bulge like structure is observable.
within the central few kpc from the centre.

![LRPh simulation](image)

Figure 5.10: *LRPh simulation*. Upper (middle) panels: edge-on (face-on) views of the stellar disc at $t = 1$, $4$ and $7$ Gyr (left, central and right panel, respectively). The colour gradient maps the stellar surface density (in units of $M_\odot \text{kpc}^{-2}$) on a logarithmic scale. Bottom panels, same as the middle panel for the gas surface density.

The dynamics of the subdominant gas component is dominated by two processes: the underlying stellar dynamics and star formation. The face-on view of the gas surface density is shown in the lower panels. As in the previous case, the gas is affected by the stellar structures forming
Figure 5.11: *LRPh simulation*. Upper panel: mass of gas in $M_\odot$ as a function of time. Lower panel: mass of new stars in $M_\odot$ as a function of time.

in the disc. However, in the gas distribution blast waves are also evident, due to the supernovae explosions. Then, the disc is significantly perturbed respect to the first suite of runs. When the bar is formed, the gas is driven toward the galaxy centre, forming a dense knot of gas clearly observable in the central and right panels in the bottom row of Figure 5.10. At
the same time, the gas is subjected to cooling processes which remove
the thermal support resulting in high density structures, enforcing star
formation. Figure 5.11 represents the mass of gas (upper panel) and new
stars (lower panel) as a function of time. During the evolution, an increase
of the star component corresponds to a gas component decrement.

The upper panel of Figure 5.12 quantifies the effect that the bar forma-
tion process has onto new stars (red lines) and gas (blue lines) at different
time with respect to the gaseous disc at initial condition (magenta dashed
line). The black line in figure represents the surface density profile of the
sum of new stars and gas. In particular, gas density profiles increase up
to \( \approx 1 \) order of magnitude from \( t = 1 \) to 5 Gyr in the centre of the galaxy
because of the influence of the bar potential on particles. New stars den-
sity profiles increase up to \( \approx 1 \) order of magnitude from \( t = 1 \) to 5 Gyr,
too. Such a central enhance of the newly formed star density is caused by
the gas migration toward the inner regions of the galaxy, where a fraction
of it is transformed in new stars.

Differently from the first set of simulations presented in section 5.1,
most of the gas inflow happens at \( \approx 3 \) Gyr, when the bar is a stable
structure, as shown in the gas accretion rate \( \dot{M} \) in the inner 0.3 kpc as a
function of time, in the lower panel of Figure 5.12. We can also notice that
the peak of \( \dot{M} \) is lower respect to the isothermal simulations. This might
mean that physical processes like star formation and stellar feedback could
hinder or delay the inflow of gas to the center of galaxy. In particular,
peaks and drops are visible: the latter correspond to high temperature
in the inner region of the disc caused by recent SNae explosions, where
the high pressure halts the inflowing gas. In the extreme case where the
pressure overcomes gravity, the gas is swept outwards. Due to the high
density in the central region, radiative cooling is particularly efficient in
reducing gas temperature (and pressure as well) and this leads to a new
phase of gas inflow, represented by peaks.
Figure 5.12: LRPh simulation. Upper panel: Surface density profile of the gaseous component (blue lines) and new stellar component (red lines) at $t = 1, 2, 3,$ and $5$ Gyr, respectively. The black lines correspond to the surface density profile of the sum of new stars and gas. The magenta dashed lines represent the gaseous disc at initial conditions. Lower panel: gaseous mass inflow as a function of time within $0.3$ kpc from the center.
5.2 Cooling-star formation and stellar feedback runs

5.2.2 High resolution simulation (HRPh)

For comparison, I run an high resolution version of the LRPh simulation (HRPh). Figure 5.13 shows the edge-on and face-on views of stellar (upper-middle panels) and gaseous (lower panels) surface density at \( t = 1, 4 \) and 7 Gyr. Similarly to the low resolution simulation, during the first Gyr, the system develops stellar spiral arms (middle left panel) which evolve in a stable bar like structure at about 2 Gyr. The gas follows a similar dynamics as observed in the lower resolution run, along the stellar spiral arms, driven toward the central region of the galaxy.

The upper panel of Figure 5.14 presents the surface density profiles of new stars (red lines) and gas (blue lines) at different time respect to the gaseous disc at initial condition (magenta dashed line). The stellar and gas density profile increase up to \( \approx 1 \) order of magnitude from \( t = 1 \) to 5 Gyr. The black line in figure represents the surface density profile of the sum of new stars and gas. Comparing this figure to Figure 5.12, it is evident that there are no significant differences: the trends of gas and new stars are completely in agreement with the low resolution simulation.

Similarly to the LRPh simulation, most of the gas inflow happens at \( \approx 3 \) Gyr, when the bar is a stable structure, as shown in the lower panel of Figure 5.14. This delay in the gas inflow respect to the HR simulation (lower panel of Figure 5.7) could be due by the presence of feedback and star formation which hide and hinder the inflow of gas, as explained in the analysis of LRPh simulation.

To study the distribution of new stars respect to the stellar disc, I consider stars formed during the evolution of the system. Figure 5.15 shows the face-on and edge-on view of stellar density at \( t = 1, 2, 3 \) and 5 Gyr. The contours of new stellar component are placed on and it is possible to notice that they faithfully follow the trend of old stellar disc. A natural consequence is that stellar discs distributions (both the original and the new stellar disc) are purely dependent on the bar potential rather
Figure 5.13: *HRPh simulation.* Upper (middle) panels: edge-on (face-on) views of the stellar disc at $t = 1$, 4 and 7 Gyr (left, central and right panel, respectively). The colour gradient maps the stellar surface density (in units of $M_\odot$ kpc$^{-2}$) on a logarithmic scale. Bottom panels, same as the middle panel for the gas surface density.
Figure 5.14: *HRPh simulation*. Upper panel: surface density profile of the gaseous component (blue lines) and stellar component (red lines) at $t=1$, 2, 3, and 5 Gyr, respectively. The black lines correspond to the surface density profile of the sum of new stars and gas. The magenta dashed lines represent the gaseous disc at initial conditions. Lower panel: gaseous mass inflow as a function of time within 0.3 kpc from the center.
then any physical processes implemented in the system.

**Nuclear disc**

Similarly to the previous section, I analyse the structure of the gas nuclear system forming during the major inflow event. Figure 5.16 shows the density contrast of gas in the inner 3 kpc (left panel) and radial velocity map (right panel) at about 2.5 Gyr for gas in HRPh simulation. These images are quite different compared with the Figure 5.9: the gas in the centre does not form a clear disc. However, the orientation of the bar is traced by weak overdensities (lighter regions in the left panel) in the gas density contrast, more visible in the radial velocity map corresponding to the gas inflow (blue and green regions). The lack of nuclear structures is probably due to the presence of physical processes like cooling and star formation which perturb the system.
Figure 5.15: *HRPh simulation*. Face-on views of the stellar disc at $t = 1$, 2, 4 and 5 Gyr. The colour gradient maps the stellar surface density (in units of $M_\odot \text{ kpc}^{-2}$) on a logarithmic scale. The black contours represent the new stars surface density.
Figure 5.16: *HR simulation*. Gas density contrast (left panel) and radial velocity for gas in the inner 3 kpc at 2.5 Gyr. See text for details.

### 5.3 Boxy-peanut bulge

As I have already shown, the evolution of the systems proposed in the previous sections presents three different phases: during the first 2 Gyr the stellar disc evolves from an axisymmetric configuration to a barred disc, passing through the formation of transient multi-arm spirals. From 2 Gyr on the disc shows a clear bar structure in its central region and from 4 Gyr the bar tends to slow-down and buckles in its centre in a boxy-peanut bulge like structure. This structure is easily recognizable in the upper right panels of Figure 5.1, 5.10 and 5.13 which represent the edge-on views of the stellar disc at \( t = 7 \) Gyr. It is interesting to study the distribution of new stars formed during the evolution of the system, respect to the stellar disc. Figure 5.17 shows the edge-on views of the system at \( t = 1, 2, 3 \) and 5 Gyr (from upper left to lower right panel). Each panel is composed of two images: the first represents the stellar
Figure 5.17: *HRPh simulation.* Edge-on views of the stellar disc at $t = 1, 2, 4$ and $5$ Gyr. The colour gradient maps the stellar surface density (in units of $M_\odot$ kpc$^{-2}$) on a logarithmic scale. The black contours represent the new stars surface density.

density and the contours of new stellar disc are placed on in black. The second represents the distribution of new stellar component, in red. From this figure it is possible to notice that in addition to following the trend of stellar disc, new stars faithfully trace the boxy-peanut bulge like structure, influenced by the presence of the bar potential which causes 3D orbits, far from the disc plane.

An other way to identify the boxy-peanut bulge like structure is to analyse the x-z projection (edge-on, with the bar perpendicular to the line of sight) as follows: I computed their x coordinates to calculate the median height of stars from the disc plane. This result is plotted in Figure 5.18: the two peaks corresponds to the over-densities due to the boxy-peanut bulge.
Figure 5.18: HRPh simulation. Median height of stars from the disc plane. The red line corresponds to old stars, the green line corresponds to new stars at $t = 5$ Gyr (left panel) and $t = 7$ Gyr (right panel).
In this work I studied the gas response to the formation and evolution of a stellar bar in an isolated disc galaxy. Bars have been proven to be good candidates as responsible for the feeding mechanisms needed to transport mass in the central region of galaxies and trigger the consequent inner star formation. The simulation of this kind of system is very interesting to better understand the physical dynamics of bars and their effects on the other galactic components.

In the models, the galaxy is an un-barred isolated galactic disc, composed of stars and gas embedded in an evolving dark matter halo. This system is initially unstable to the formation of non-axisymmetric structures. First, I run simulations without the implementation of gas radiative cooling, star formation and stellar feedback prescriptions in order to test the basic numerical method used and the physical and dynamical effect of the forming substructures onto the gas (Isothermal simulations). Then, I run the same system implementing the physical processes mentioned above and I compare the corresponding results with the first set of sim-
Isothermal runs

The system evolves for $\approx 7$ Gyr. During this time I distinguished three different phases in the behaviour of stellar and gaseous disc evolution:

- **the stellar disc** is bar-unstable and during the first 2 Gyr evolves from an axisymmetric configuration to a barred disc, passing through the formation of transient multi-arm spirals (at about 1 Gyr). From 2 Gyr on, the disc shows a clear bar structure extended from the center of about 4 kpc in radius. From the bar formation time on (2 Gyr), the bar tends to slow-down, decreasing its frequency. In this phase, the bar forms thin and buckles in its center developing a boxy-peanut bulge like structure in the central few kpc of the disc, visible in the edge-on view of the system.

- **the gaseous disc**, forced by the stellar potential, is dominated by the underlying stellar dynamics. During the first 2 Gyr the gas distribution is similar to the stellar one and presents clear spiral arms co-spatial with the stellar ones. Then, the gas within the bar corotational radius ($4 - 5$ kpc from the center) is driven toward the galaxy center and forms a dense knot of gas. The torquing effect of the spiral arms before and the stellar bar afterwards sweeps the almost totality of the gas between the corotational radius and the central dense knot, except for two inflowing streams connecting the outer galactic disc with the central dense knot, often observed in real galaxies (Regan et al., 1999).
I checked the results against the numerical viscosity used, and I demonstrated that the gas dynamics is little affected by the exact value of the viscosity parameter in the SPH runs, and by the exact hydrodynamical treatment of the gas. I also studied the dependence of the results on the numerical resolution. I found that, although the qualitative evolution of the gas is resolution independent, the exact time at which the non axisymmetric structures develop and the actual maximum inflow rate at small (but completely resolved) scales do depend on the resolution achieved. As discussed above, the difference in the timescales for the inflow and for the bar formation are probably due to a lower shot noise in the highest resolution initial conditions. The difference in the magnitude of the maximum inflow rate, instead, is due to the fact that the bar itself as well as all the non-axisymmetric structure are better resolved in the highest resolution run, resulting in a more effective torquing of the gas.

The main result from this set of simulations consists in the efficiency of the “dead zone”, such as the internal region depleted of gas. Most of the inflow in this region happens during the first 2 Gyr, when the bar is not completely formed yet. The fully formed bar does indeed play a role in further decreasing the gas surface density in the “dead zone” and in preventing new gas to refill the central regions by pushing the gas immediately outside the corotational radius toward the outer Lindblad resonance radius. However, it is instead the formation of the bar which is efficient in driving substantial gas inflow. In this phase the major episode of gas inflow takes place, larger by a factor of $\gtrsim 3$ than any other inflow event after the bar formation. The analysis of the higher resolution simulation shows that the trigger of the major inflow is the decoupling of the nuclear regions of the three armed spiral from the outer counterpart. At later times, when the stellar bar is already established, a low gas density annulus (here defined as the dead zone) between the bar corotational radius and the inner Lindblad resonances $R_{ILR} \lesssim R \lesssim R_C$ is clearly observable.
in the simulations. The “dead zone” described above is often observed in local samples of barred spiral galaxies, as extensively discussed in Gavazzi et al. (2015). In Figure 6.1 three snapshots of the stellar and gas surface densities for HR simulation at $t=1$, $4$ and $9$ Gyr are shown in the central columns with three images of real galaxies (NGC 3596, NGC 5921, NGC 5701 from top to bottom) for comparison. Although this simulation does not include any prescription for star formation, the extreme gas density in the nucleus and its short dynamical time ensures that most of the gas mass is must be converted into stars in a burst on nuclear star formation, likely resulting in the formation of a pseudobulge. After the short transient starburst event, the gas density and the star formation rate drops. At $\approx 9$ Gyr, the stellar bar has swept the quasi-totality of the gas within the corotational radius and the simulation reproduces the properties of a centrally quenched galaxy as NGC 5701. This study demonstrates that the central regions of barred galaxies are, on average, quenched with respect to the corresponding outer parts.

The explanation of such result is twofold: (1) since bars are quite efficient in driving the gas within their corotational radius toward the centre, after few bar orbits the central region of the galaxy is mostly gas free (as already noted by Berentzen et al., 1998), and there is no remaining gas to be torqued by the bar; (2) in the simulations the forming bar slows down as the galaxy evolves, increasing its ILR and corotational radii (in agreement with, e.g. Sellwood, 1981; Combes and Sanders, 1981; Halle et al., 2015). As a consequence, the gas that is perturbed by the early fast-precessing bar reaches regions significantly more nuclear than gas perturbed at later times. The low efficiency of large, long-lived and easy to spot bars in fuelling the very central regions of galaxies can explain why many observational studies do not find significant links between bars and AGN activity. The high efficiency of the bar formation process in driving strong inflows toward the very central region of galaxies hints, on
Figure 6.1: Left column: RGB images (SDSS) of three galaxies with increasing stellar mass (NGC 3596, NGC 5921, NGC 5701 from top to bottom) showing a regular spiral galaxy (top), a well-developed bar (middle), a barred ring (bottom). Second and third columns: face-on views of HR simulations of stars and gas densities from t=1 to t=4 Gyr showing a spiral disc galaxy (top) that becomes bar unstable (middle). Inside the corotation radius, the gas in conveyed towards the center and quickly consumed. Outside the corotational radius, the gas is unperturbed and feeds peripheral star formation. At the latest step (7 Gyr), the galaxy fully develops the bar and the central region is completely evacuated of gas. A ring of gas is left outside and feeds the star formation, as confirmed by the righ column showing Hα images. When the bar is well developed (two bottom panels), the star formation is suppressed inside the bar corotational radius, but it is ongoing in the outer parts. From Gavazzi et al. (2015).
the other hand, at a possibly underestimated importance of bar driven
AGN activity in disc galaxies.

Finally, the analysis of the long lived nuclear gaseous disc shows that
the outer, large scale, bar keeps on exerting a dynamical effect onto the
gas within few hundreds of pc. A two armed spiral can be observed both in
the gas density distribution and in the gas dynamics, as already discussed
by Maciejewski (2004a) and Maciejewski (2004b).

As a final note, I used the results of the 3D runs (in particular the
potential generated by the stellar and dark matter components) to build
an analytical approximation of the barred disc potential. I then performed
the analysis of a set of 2D runs in which the gas evolves isothermally
under the effect of such analytical potential, and I checked that i) the
results are similar to those obtained in the full 3D runs, and ii) that the
gas evolution is mainly driven to the torques exerted by the bar onto
the gas, intrinsically linked to the non-axisymmetric nature of the bar
itself, and not the evolution of the (azimuthally averaged) radial profile
of the potential (which does evolve in time during the bar formation and
evolution). A full description of such test is presented in Appendix A.

Cooling-star formation and stellar feedback runs

The system evolves for \(\approx 7\) Gyr and I divided the evolution of the disc in
three phases, similarly to the isothermal runs:

- the stellar disc history corresponds to the isothermal one: up to 2
  Gyr it evolves from an axisymmetric configuration to a barred disc,
  passing through the formation of transient multi-arm spirals. Then,
  it presents a clear bar structure which elongates from the center for
  about 4 kpc and remains stable up to 4 Gyr when it buckles in its
  center and develops a boxy-peanut bulge like structure.
Isothermal runs

<table>
<thead>
<tr>
<th>Phase 1 (t &lt; 2 Gyr)</th>
<th>Isothermal runs</th>
<th>Physical runs</th>
</tr>
</thead>
<tbody>
<tr>
<td>STARS: spiral arms</td>
<td>STARS: spiral arms</td>
<td></td>
</tr>
<tr>
<td>GAS: spiral arms</td>
<td>GAS: clumpy distribution</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Phase 2 (2 &lt; t &lt; 4 Gyr)</th>
<th>Isothermal runs</th>
<th>Physical runs</th>
</tr>
</thead>
<tbody>
<tr>
<td>STARS: bar</td>
<td>STARS: bar</td>
<td></td>
</tr>
<tr>
<td>GAS: “dead zone”</td>
<td>GAS: “dead zone”</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Phase 3 (4 &lt; t &lt; 7 Gyr)</th>
<th>Isothermal runs</th>
<th>Physical runs</th>
</tr>
</thead>
<tbody>
<tr>
<td>STARS: boxy-peanut</td>
<td>STARS: boxy-peanut</td>
<td></td>
</tr>
<tr>
<td>GAS: “dead zone”</td>
<td>GAS: “dead zone”</td>
<td></td>
</tr>
</tbody>
</table>

Table 6.1: Main features for the two set of simulation in the three different phases of evolution.

- the gaseous disc distribution is quite different from the stellar one. Already in the first 2 Gyr the gas does not follow the spiral arms clearly visible in the stellar disc component. It is subjected to physical phenomena such as cooling, star formation and stellar feedback which perturbed its distribution hiding any possible formation of non-axisymmetric structures (e.g. spiral arms). The effect of the bar is still evident, especially after 2 Gyr, when the distribution of gas is very similar to the isothermal case: within the corotational radius, it is driven toward the galaxy center and forms a dense knot of gas. The region between this overdensity and the corotational radius is empty by the torquing effect of the spiral arms and the bar. The gas, subjected to the star formation process and conveyed to the center of the galaxy, heats and partially transforms in new stars. For this reason, at the end of the simulation the central overdensity is weaker then in the second phase and part of the gas has been replaced by new stars.

A comparison of the main features observed in the isothermal and physical runs are summarized in Table 6.1.

Similarly to the isothermal runs, I checked the dependence of the results on the numerical resolution and I found that the development of
different structures does not depend on it. The main difference from the previous set of runs consists in the time at which the gas inflow takes place: most of the gas inflow happens during the second phase, between 2 and 4 Gyr, when the bar is completely formed. Compared to the isothermal runs, the implementation of physical phenomena such as cooling, star formation and stellar feedback seems to affect the behaviour of gas and its distribution in the system, hindering and delaying the inflow toward the center of the galaxy. The evolution of this kind of simulations is subject to several variables which tune the physical processes implemented. Different values of such parameters could lead to different results. At the present stage of investigation we cannot discriminate between the two following scenarios: 

i) the runs implementing radiative cooling and star formation related physics do represent a good description of the real evolution of an isolated spiral galaxy undergoing bar instability. In this case the above-mentioned parameters (set in agreement with previously published investigation at significantly coarser resolution (Hopkins, 2014)) and the feedback associated with the stellar evolution keeps the gas supported during the first phase of bar formation; 

ii) the effect of stellar feedback is overestimated in the physical runs, and the actual parameters that would properly reproduce the evolution of an isolated galaxy in simulations at pc-scale resolution have to be constrained starting from a comparison between the results of high-resolution runs and observations resolving similar scales. This second possible scenario would explain why the gas morphology and dynamics in the isothermal runs traces so well the properties of gas and star formation in real barred galaxies in the local Universe (Gavazzi et al., 2015). I plan to perform a detailed study of the effect of the implemented physics and a thorough comparison with observations in a future investigation.
In this chapter I analyse the potential which influences gas particles in 3D simulations discussed above and I find an analytical function to describe it.

### A.1 Potential fit

Gas particles are subjected to an axisymmetric potential from dark matter halo and disc components, and a non-axisymmetric potential due to the bar. As a result, the total potential is defined as:

$$\Phi_{\text{tot}} = \Phi_{(\text{DM+disc})}(R) + \Phi_{\text{bar}}(R, \varphi).$$  \hspace{1cm} (A.1)

as explained in eq. 2.20. Figure A.1 shows the total potential of stellar disc for the LR simulation during the evolution of the system: green and blue points correspond to the potential at initial condition (before the bar formation) and 4 Gyr (after the bar formation). The red line corresponds to the theoretical potential trend of dark matter halo. Before the bar
formation (green points) the stars potential is in agreement with the theoretical one because the disc is essentially dominated by the dark matter halo and the bar is not present. After the bar formation (blue points) the stars potential change its trend, especially at small radius. This is different from the theoretical prediction because of the presence of the bar which exerts its non-axisymmetric potential on the particles up to its corotational radius, at about 4 kpc from the center.

At every time, the contribution of dark matter and disc is well fitted by a quadratic logarithmic transform 2D function:

$$\Phi_{\text{DM+disk}}(R) = a + b[\ln(dR + f)] + c[\ln(dR + f)]^2,$$

(eq. A.2)

where $R$ is the radius and coefficient values are listed in Table A.1.

By subtracting this function to the total potential of stars, I obtain the remaining radial dependence of bar potential. Similarly to the contribution of dark matter and disc, I fit this component to describe the radial potential of bar with an analytical relation, such as the double exponential function:

$$\Phi_{\text{bar}}(R) = g \exp(lR) + m \exp(nR).$$

(eq. A.3)

Coefficient values at different time are listed in Table A.2. I limit the fit to the corotational radius of the bar, since out of this radius the force of the bar is flat and the dark matter-disc component dominates the potential. In Figure A.2, left panels show the total potential at 4 and 7 Gyr from stars (black points) and $\Phi_{\text{DM+disc}}$ fit (green points). Right panels represent the bar potential from stars (black points) and the corresponding fit (red
Figure A.1: *LR simulation.* Potential of particles: green and blue points correspond to the potential of stars at initial condition and 4 Gyr. The red line corresponds to the theoretical potential from dark matter halo.
Table A.2: Coefficient values for theoretical bar potential (eq. 5) at 4 and 7 Gyrs.
Figure A.2: Total potential of particles (left panels) at 4 and 7 Gyr: black points represent total potential from simulation and green points correspond the potential fit (eq. A.2). Bar radial potential (right panels) at 4 and 7 Gyr: black points represent the bar potential from simulation and red points correspond to the bar potential fit (eq. A.4).
The bar potential is non-axisymmetric, then it has an angular dependence. In this work I use the Sanders et al. (1977) formalism, so the bar potential can be finally written as:

\[ \Phi_{\text{bar}}(R, \phi) = [g \exp(lR) + m \exp(nR)] \cos(2(\phi - \Omega_{\text{bar}}t)), \]  \hspace{1cm} (A.4)

where \( \Omega_{\text{bar}} \) is the angular frequency of the bar.

### A.2 Simulation suite

I simulate 2D gaseous disk, in order to test the influence of potentials fitted in the previous section. The disc is modelled as a radial exponential disc from Hernquist (1993) (see Section 4.1 for more details) with a radial scale length of 3 kpc and a vertical scale length of 0.3 kpc. The gas component has the same mass of previous simulations, it has a uniform temperature \( T_0 = 10000 \) K and evolves isothermically. This system is composed of \( 5 \cdot 10^4 \) gas particles with a softening length of 15 pc and it evolves using the smoothed particle hydrodynamics (SPH) code Gadget2 (Springel 2005) for about 7 Gyr. The accelerations implemented on the code are directly derivable from the potential equations A.2 and A.4:

\[ \mathbf{a} = \frac{d\Phi_{\text{tot}}}{dR} + \frac{d\Phi_{\text{tot}}}{d\phi} \]  \hspace{1cm} (A.5)

The evolution of the system is composed by different phases:

- up to 1 Gyr the disc evolves dominated by dark matter potential and the unperturbed disc which remains constant for all the simulation
A.3 Results

I find the fits for the contribution of disc-dark matter and bar potentials. I run the gaseous system described to study the inflow of gas subjected to the fitted potentials and compare results with those in the isothermal simulation. Figure A.3 represents the face-on distribution of gas observed at three different times, $t = 1$, 3 and 5 Gyr on the left, central and right panels respectively. During the first 2 Gyr, the system is subjected to the disc-dark matter potential and to the growing bar potential. The gas responds to these components with the formation of 2 weaks spiral arms. After 2 Gyr the bar potential remains stable and the gas inside the corotational radius (setted at 4 kpc) is driven toward the galaxy center and forms an overdensity evident in the central and right panels. The influence of the bar sweeps the gas between the corotational radius and the central dense knot.

The Figure A.4 shows the surface density profile of gas. Solid black, cyan, green, blue and yellow curves are obtained from the gas particle distribution at $t = 0$, 1, 2, 3 and 5 Gyr, respectively. Comparing this figure with the left panel of Figure 5.3 it is possible to notice that gas inflows are very similar in the two different cases: at small radius the
Figure A.3: Surface density profile in the 2D simulation of a gaseous disc subjected to disc-dark matter and bar potential described in eq. A.2 and A.4 at 1 Gyr (left panel), 3 Gyr (central panel) and 5 Gyr (right panel).

Surface density increases form the initial condition (black line) to the end of evolution (red line). The most gas inflow happens between 1 and 2 Gyr (cyan and green lines). I can conclude that the total potential from eq. A.2 and A.4 is a good fit to describe a system composed by a gaseous disk subjected to a bar component.

To verify that the visible gas inflow is due to the symmetry breaking introduced by bar component (and not simply due to the deepening of the central azimuthally averaged potential), I simulate the system implementing the disc-dark matter potential fit and the bar radial potential fit, excluding the angular part (eq. A.3). The Figure A.5 shows the surface density profile of gas. Solid black, cyan, green, blue and yellow curves are obtained from the gas particle distribution at $t = 0, 1, 2, 3$ and 5 Gyr, respectively. I can compare this figure with Figure A.4 and notice that the gas inflow is very different: at small radius the gas surface density does not increase. This can be explained by the lack of the angular component in the bar potential implementation which causes torques on gas and support the inflow toward the center of the galaxy.
Figure A.4: Surface density profile in the 2D simulation of a gaseous disc subjected to disc-dark matter and bar potential described in eq. A.2 and A.4. The solid black, cyan, green and blue curves are obtained from the gas particle distribution at t=0, 1, 2, 3 and 5, respectively.
Figure A.5: Surface density profile in the 2D simulation of a gaseous disc subjected to disc-dark matter and bar potential described in eq. A.2 and A.3. The solid black, cyan, green and blue curves are obtained from the gas particle distribution at t=0, 1, 2, 3 and 5, respectively.
Figure A.6: Gaseous mass inflow as a function of time. Black line represents the accretion rate computed at 0.3 kpc from the center, while the red line corresponds to the LR simulation trend in the same range.

To quantify the gas inflow visible in Figure A.4, I plot the gas accretion rate $\dot{M}$ as a function of time in Figure A.6. The black line refers to $\dot{M}$ through surfaces at 0.3 kpc from the centre for the 2D simulation discussed above, while the red line corresponds to the LR simulation in the same range, for comparison. The plot shows a prominent peak between 1 and 2 Gyr, during the linear growing of the bar potential, then the trend weakens progressively during the evolution, according with the LR simulation proceeding.
A.4  2D vs 3D

Comparing the gaseous systems in Figure 5.1 and Figure A.3, I can make some considerations. First of all, it is inevitable to have differences in the distribution of gas between 2D and LR simulations: in the LR run, I consider a gaseous disc subjected to the influence of a bar unstable stellar component. In this case, the dynamics of the gas is dominated by the underlying stellar dynamics. Conversely, in the 2D run, the gas is subjected to the implementation of the bar potential fit derived from LR simulation. In spite of it can be considered a good approximation, it depends on distinct parameters, such as the different values listed in Table A.1 and A.2 and on the different phases chosen for the evolution of the system.

Anyway, especially in the second part of the evolution (after 2 Gyr), the two simulations are very similar to each other: both present a clear overdensity in the center of the disc and a cleaning zone inside the corotational radius, evidence of the presence of the bar that sweeps the almost totality of the gas in this region. Similarly to LR run, in the 2D simulation the gas surface density and the mass inflow rate present a peak fully comparable with those in the LR one.

From these analysis I can conclude that the equations A.2 and A.4 represent quite closely the effect that a bar has on the gas, therefore they can be considered a good approximation to describe a gaseous disc subjected to bar instability.
1.1 Optical image of NGC 4321 from SDSS (upper left panel). Optical image of M51 from HST (lower left panel) and the corresponding CO emission (lower right panel). 10

1.2 Gaseous disc simulation with the implementation of an analytic potential representing the bar. The colour gradient maps the gaseous surface density on a logarithmic scale. Each panel measures 2 bar radial scale box. 15

2.1 Hubble classification scheme for galaxies. 18

2.2 De Vaucouleurs 3D classification scheme for galaxies. 20

2.3 Optical image of M83 galaxy from HST. The gas is traced by the blue and younger stars on the spiral arms and in the whole galactic disc. In the central part of the galaxy is the bulge, composed by red and older stars. 21

2.4 Optical image of NGC 1300 galaxy from HST. In this figure the bar is the elongated structure which connects the two spiral arms in a kpc scale. 23
<table>
<thead>
<tr>
<th>Figure</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>2.5</td>
<td>Representation of an epicyclic oscillation. The arrows represent the relative directions of rotation of the disc and epicycle.</td>
</tr>
<tr>
<td>2.6</td>
<td>Orientation of star orbits inside a bar. Inside the ILR, orbits are perpendicular to the long axis of bar ($x_2$ orbits) and outside ILR are parallel ($x_1$ orbits).</td>
</tr>
<tr>
<td>2.7</td>
<td>Optical image of NGC 3351 galaxy from HST. This galactic disc presents evident spiral arms populated by young stars. In the inner part of the disc when spiral arms stop, a circular structure is visible, corresponding to the ILR ring.</td>
</tr>
<tr>
<td>3.1</td>
<td>Representation of the Barnes &amp; Hut oct-tree in the two-dimensional case (from Springel et al. 2001).</td>
</tr>
<tr>
<td>3.2</td>
<td>Representation of differences between the method used in this code (left panel), the mesh methods (central panel) and the SPH method (right panel).</td>
</tr>
<tr>
<td>4.1</td>
<td>Radial profile for the Toomre parameter of the initial stellar disc.</td>
</tr>
<tr>
<td>4.2</td>
<td>Upper panel: surface density profile of the stellar component in the first Gyr. Black, yellow, cyan, green, blue and red curves correspond to $t =$0, 0.2, 0.4, 0.6, 0.8 and 1 Gyr, respectively. Lower panel: Lagrangian radius at different stellar mass fraction in the first Gyr. Black, red, blue, green and magenta lines represent 10%, 30%, 50%, 70%, 90% of stellar mass, respectively.</td>
</tr>
</tbody>
</table>
5.1 LR simulation. Upper (middle) panels: edge-on (face-on) views of the stellar disc at $t = 1$, 4 and 7 Gyr (left, central and right panel, respectively). The colour gradient maps the stellar surface density (in units of $M_\odot$ kpc$^{-2}$) on a logarithmic scale. Bottom panels, same as the middle panel for the gas surface density. ........................................ 59
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5.5 *LR simulation.* Logarithmic face-on views (in units of M\(_\odot\) kpc\(^{-2}\)) of gas surface density for low resolution simulations with different values of \(\alpha\) at \(t=1\) Gyr: \(\alpha=0.4\) in the left upper panel, \(\alpha=1.6\) in the right upper panel, \(\alpha=0.8\) in the left lower panel and low resolution simulation using GIZMO in the right lower panel. ............... 66

5.6 *HR simulation.* Right panels: logarithmic face-on views of the stellar surface density (in unit of M\(_\odot\) kpc\(^{-2}\)) at \(t=1\) Gyr (upper panel) and \(t=2.5\) Gyr (lower panel). Left panels: same as right panels for the gas surface density. . . 67

5.7 *LR and HR simulations.* Upper panel: surface density profile of the gas. Solid lines refer to the highest resolution run HR. The results of the low resolution run LR are reported with dashed lines for comparison. Black, cyan, green and blue curves refer to \(t=0, 1, 2,\) and 3 Gyr, respectively. Lower panel: gaseous mass inflow as a function of time. Black and red lines represent the inflow rate computed at 0.3 kpc from the center in run HR and LR, respectively. . . 69

5.8 *HR simulation.* Upper panels: stellar surface density contrast (left), gas density contrast (middle) and radial velocity map (right) for gas in the inner 3 kpc at \(t=0.8\) Gyr. Lower panels: same as the upper panels at \(t=1.1\) Gyr. See text for details. ....................... 73

5.9 *HR simulation.* Gas density contrast in the inner 3 kpc (left panel) and 500 pc (central panel). The right panel shows the radial velocity for gas in the inner 500 pc at 2.5 Gyr. See text for details. ....................... 74
5.10 **LRPh simulation.** Upper (middle) panels: edge-on (face-on) views of the stellar disc at $t = 1$, 4 and 7 Gyr (left, central and right panel, respectively). The colour gradient maps the stellar surface density (in units of $M_\odot$ kpc$^{-2}$) on a logarithmic scale. Bottom panels, same as the middle panel for the gas surface density. 75

5.11 **LRPh simulation.** Upper panel: mass of gas in $M_\odot$ as a function of time. Lower panel: mass of new stars in $M_\odot$ as a function of time. 76

5.12 **LRPh simulation.** Upper panel: Surface density profile of the gaseous component (blue lines) and new stellar component (red lines) at $t = 1$, 2, 3, and 5 Gyr, respectively. The black lines correspond to the surface density profile of the sum of new stars and gas. The magenta dashed lines represent the gaseous disc at initial conditions. Lower panel: gaseous mass inflow as a function of time within 0.3 kpc from the center. 78

5.13 **HRPh simulation.** Upper (middle) panels: edge-on (face-on) views of the stellar disc at $t = 1$, 4 and 7 Gyr (left, central and right panel, respectively). The colour gradient maps the stellar surface density (in units of $M_\odot$ kpc$^{-2}$) on a logarithmic scale. Bottom panels, same as the middle panel for the gas surface density. 80
5.14 *HRPh simulation.* Upper panel: surface density profile of the gaseous component (blue lines) and stellar component (red lines) at $t = 1, 2, 3, \text{and} 5$ Gyr, respectively. The black lines corresponds to the surface density profile of the sum of new stars and gas. The magenta dashed lines represents the gaseous disc at initial conditions. Lower panel: gaseous mass inflow as a function of time within 0.3 kpc from the center. .................................................. 81

5.15 *HRPh simulation.* Face-on views of the stellar disc at $t = 1, 2, 4 \text{and} 5$ Gyr. The colour gradient maps the stellar surface density (in units of $M_\odot \text{kpc}^{-2}$) on a logarithmic scale. The black contours represent the new stars surface density. ..... 83

5.16 *HR simulation.* Gas density contrast (left panel) and radial velocity for gas in the inner 3 kpc at 2.5 Gyr. See text for details. .................................................. 84

5.17 *HRPh simulation.* Edge-on views of the stellar disc at $t = 1, 2, 4 \text{and} 5$ Gyr. The colour gradient maps the stellar surface density (in units of $M_\odot \text{kpc}^{-2}$) on a logarithmic scale. The black contours represent the new stars surface density. ..... 85

5.18 *HRPh simulation.* Median height of stars from the disc plane. The red line corresponds to old stars, the green line corresponds to new stars at $t = 5$ Gyr (left panel) and $t = 7$ Gyr (right panel). .................................................. 86
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