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1 GENERAL INTRODUCTION

The knowledge and study of air quality are important because atmospheric pollutants can induce adverse effects on human health as well as natural ecosystems (e.g., Utell, 2006 and Krupa et al., 2006). Air quality managers seek to protect public health through control policies and more stringent air quality standards for both short and long term situations (Jacob and Winner, 2009). As a result megacities has been shown a significant decrease in concentrations of primary pollutants (e.g. nitrogen oxides, sulphur dioxide, carbon monoxide, volatile organic compounds and heavy metal) over the last decades and they will certainly continue to decrease in the future as a result of energy choices and social and economic concerns. On the contrary, secondary pollutants, such as ozone and particulate matter, have revealed a fewer reduction in air concentrations despite a striking decrease in the emission trend of their precursors. Ozone and aerosols are known to generate health problems especially inside or in the surroundings of large cities (Schwartz et al., 1996). The effects on human health connected to fine particle exposure are well documented in literature (Pope and Dockery, 1999; Schwartz et al., 1996; Biggeri, 2004). Particles have been associated with some different health effects, such as mortality, asthma, and pulmonary disease (Schwartz et al., 1996), due to their ability to penetrate into the cardiovascular system and into the lung (Biggeri, 2004). Moreover, recent studies have identified a connection between fine particle exposure and lung cancer (WMO, 2013). Since most of the population is foreseen to live in megacities within the next decades, health problems due to poor air quality are
expected to increase, despite the efforts in developing new technologies for cleaner combustion processes and new emission control strategies (Monks et al., 2009). Moreover, as we enter an era of rapid climate changes, potential reductions in anthropogenic emission due to control strategies may be also modulated by changes in meteorological variables (Jacob and Winner, 2009).

Aerosols and gas species are strongly influenced by meteorological variables. Dispersion and dilution of chemical effluent is a result of wind advection, thermal diffusion, and dry and wet depositions. At the same time, aerosols are known to affect both weather and climate. Depending on their composition aerosols can absorb or scatter the incoming solar radiation, cooling the surface and warming the atmosphere (Brasseur and Roeckner, 2005; Menon et al., 2004). These effects, together with the role played by aerosols as cloud condensation nuclei, impact the hydrogeological cycle by altering cloud cover and precipitations (Brasseur and Roeckner, 2005; Koren, 2004, Menon et al., 2004).

Although the existence of the interactions between air quality and meteorology (feedback effects) is well known, only few studies tried to assess their regional effect (Forkel et al. 2012, 200; Zhang et al., 2010). In order to do this a modeling approach is needed. Chemistry and transport models (CTMs) are fundamentals tools to understand the complex and dynamic interactions between meteorology and chemistry at multiple temporal and spatial scales (Kindap et al., 2006; Kallos et al., 2007). Even European legislation supports modeling techniques to increase knowledge on air quality processes and in developing air quality plans and programs (Directive 2008/50/EC).

Chemistry and transport models, such as CAMx (Comprehensive Air quality Model with eXtension; ENVIRON, 2011), are generally implemented with an “off-line” approach, meaning that turbulence characteristics are provided by an independent meteorological run. Moreover, atmospheric chemical and physical processes are decoupled in this method (“un-coupled”), avoiding the reconstruction
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and the estimation of the coupled interactions between meteorology and air quality, and, hence, their effects on policies.
In past years, CTMs were extensively evaluated and analyzed in many modeling inter-comparison projects either at continental (Cuvelier et al., 2007; van Loon et al, 2007) or regional scale (Pernigotti et al., 2013), achieving a comprehensive evaluation of the main gaps and phenomena driving the regional-scale numerical estimations.

More recently, the AQMEII initiative (Air Quality Modeling International Initiative; http://aqmeii.jrc.ec.europa.eu/; Rao et al., 2011) proposed a further modeling inter-comparison exercise to systematically and objectively evaluate Chemistry and Transport models in order to improve understanding about atmospheric relevant processes and increasing confidence in model performance evaluation for better support of policy development.

However, the atmospheric modeling community is moving toward an “on-line” integrated approach that aims at incorporating chemistry and meteorology in the same regional model and including the effect of aerosols on incoming solar radiation, cloud and precipitations (“coupled”), thus, allowing a more complete and realistic representation of the lower atmosphere and its driving phenomena.

The Weather Research and Forecasting model coupled with chemistry (WRF-Chem; Grell et al., 2005) is a state-of-the-art on-line coupled model, in which chemistry transformations are completely embedded into the meteorological model WRF (Skamarock et al., 2008). The model simulates emissions, transport, mixing, and chemical transformation of gases and aerosols species simultaneously with meteorology. In this way, meteorological and chemical processes have same vertical and horizontal coordinates, same physics parameterization and same time step (Grell et al., 2005). WRF-Chem is, thus, an essential tool in both understanding the atmospheric processes related to pollution events and determining the interactions with meteorology.

Even though this on-line coupled model is becoming more and more popular in the atmospheric modeling community, only few works explored WRF-Chem performances over complex terrains (Saide et
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al., 2011; Tie et al., 2007; Žabkar et al., 2011) such as the Italian one (Schurmann et al., 2009). Therefore, its skills need to be better explored and examined.

In this contest, the comparison to well-known and extensively-evaluated systems, such as CTMs (e.g. CAMx), and to other application of the same model are important steps in order to improve the knowledge on its processes as well as to investigate the effect of on-line and coupled approaches on air quality simulations.

Nevertheless, accurately reproduce the ground-based concentrations requires a good reconstruction of the main meteorological process that aid the dispersion and the chemical reaction of atmospheric pollutants e.g. temperature, precipitation, wind speed and wind direction. Among others, the Planetary Boundary Layer height (PBL) plays a key role in air quality simulations; since it determines the air volume in which emissions and the main atmospheric pollutants are trapped near the earth’s surface (Stull et al., 1989), influencing the ground-level concentrations of atmospheric particulate matter.

PBL thickness is highly variable in time and space (Stull et al., 1989), so it needs to be evaluated from case to case on a regionally specific basis.

Italy often suffers high ozone and PM concentrations, due to the interaction of both anthropogenic and biogenic emissions, enhanced by rather complex circulation conditions. Particularly, the Po valley is a highly industrialized and densely populated area where wind speed is generally low and the atmospheric circulation is often stagnant especially during winter times, when frequent thermal inversion, low PBL heights and prolonged foggy or hazy periods occur (Vecchi, 2004). This situation can lead to accumulation processes and frequently exceedances of air quality standards, making the Italian Peninsula an interesting case study for modeling applications that aims to evaluate emission control strategies and, then, interactions between meteorological fields and aerosols. Indeed, the answers to both phenomena tend to be more pronounced when high aerosol loads are available.
The goal of this study is to build a comprehensive modeling environment in order to analyze the interaction between air quality and meteorology, especially in high-emissive areas (e.g. Italy and the Po valley), through the state-of-the-art air quality and meteorological model WRF-Chem. Moreover, the work aims at exploring the main problems related to the representation of air pollution events, thus reducing the uncertainties in air quality simulations by improving the model reconstruction of meteorological processes. This study focuses on WRF-Chem, but it explores and investigates problems that are easily spanned over other chemistry and transport models.

In the following Chapter (Chapter 2) the sensitivity of meteorological algorithms (WRF model) to several PBL schemes will be presented. This work aimed at defining the best meteorological configuration adopted in air quality simulations. In Chapter 3 is discussed a comprehensive evaluation of the well-known Chemistry and Transport model CAMx in the framework of the AQMEII phase 1 exercise in order to analyze the validation techniques that will be used in the following Chapters. CAMx is also used as a benchmark for the WRF-Chem outcomes in Chapter 4 that considers the first application of WRF-Chem over Italy. Chapter 5 is dedicated to the analysis of direct and indirect feedback effects over Italy either in a past case (2010) or in a future case (2030) where emission control strategies are employed based on the application of the current European Directives. Finally Chapter 6 discusses the main finding and general conclusions of this work.
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2 SENSITIVITY ANALYSIS OF PBL SCHEMES BY COMPARING WRF MODEL AND EXPERIMENTAL DATA

A. Balzarini, F. Angelini, L. Ferrero, M. Moscatelli, G. Pirovano, G.M. Riva, A. Toppetti, E. Bolzacchini

Submitted manuscript

Air quality is normally investigated at local or regional scale by the aid of Chemistry and Transport Models (CTMs) that allow reproducing the fate of the main atmospheric pollutants, both primary and secondary, such as ozone, nitrogen oxides and particulate matter. CTMs are generally driven by 3D meteorological fields provided by a previous run of a mesoscale meteorological model. Consequently, the correct representation of air quality is strongly affected by the simulation of meteorological processes and parameters. The main controlling variables are wind, temperature, turbulent fluxes and, among others, the height of the Atmospheric Boundary Layer (ABL), also called Planetary Boundary Layer (PBL).

In recent years, there has been significant progress on the characterization of atmospheric turbulence, but the determination of the PBL remains one of the most uncertain parameters, especially in modeling estimations affecting the reconstruction of dispersion
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processes and, then, ground concentrations (Misenis and Zhang, 2010; Yerramilli et al., 2010). The Weather Research and Forecasting (WRF; Skamarock, 2005) model is a state-of-art in meteorological applications and offers several schemes to reconstruct PBL heights, each adopting different assumptions when describing the turbulence or eddy activities in stable, neutral or convective conditions. Furthermore, new PBL schemes have been recently embedded to WRF version 3.3, such as the University of Washington Moist Turbulence (UW) scheme (Bretherton and Park, 2009).

Several studies have explored the sensitivity of PBL schemes in WRF model (Misenis et al., 2006; Zhong et al., 2007; Borge et al., 2008) showed discrepancies between different simulations and among these and observations. More recently, Ferrero et al. (2011) proposed a sensitivity analysis of four PBL schemes over the Po Valley region comparing results of the Fifth-Generation Penn State/NCAR Mesoscale meteorological model (MM5; Grell et al., 1994) with vertical profiles by balloon soundings. However, all these studies do not investigate the relationship between model performances and differences in PBL parameterizations.

Hu et al. (2010) attempted to evaluate the causes of model biases for three PBL schemes of WRF model in south-central United States. In this work a similar study is presented for the Po Valley area (North of Italy), in order to identify the best PBL scheme that will be employed to simulate air quality over Italy using the chemical extension of the WRF meteorological model, namely the WRF-Chem model (Grell et al., 2005).

If we exclude certain sporadic cases due to Föhn winds (Gandino et al., 1990), in the Po Valley area the ventilation is generally poor and the atmospheric circulation is often stagnant, especially during winter when frequent thermal inversion at low altitude and prolonged foggy periods induce very low PBL depths (Rodriguez et al., 2007). These conditions often limit model performances in estimating the height of Boundary Layer (Ferrero et al. 2011a), making the Italian area an interesting case study for modeling applications.
The present application focuses on analyzing the differences in five model schemes allowing conclusions on the influence of PBL formulations on the modeled results. To this aim WRF, version 3.3.1, has been applied to the critical area of the Po Valley and compared to experimental data in order to evaluate the skill of WRF in reconstructing PBL structure and evolution for air quality applications. Five PBL parameterizations were selected for winter 2008. In particular, three frequently used schemes (YSU, Hong et al., 2006; MYJ, Janjic, 1994; and MRF, Hong and Pan, 1996) as well as the ACM2 scheme (Pleim, 2007) and the new UW (Bretherton and Park, 2009) are considered.

Winter 2008 was chosen because of the availability of measurement data. Indeed, in this study many experimental techniques (ground level measurements, particle vertical profiles by balloon soundings, meteorological balloons and Lidar measurements) were combined together in order to obtain a correct and thorough representation of the PBL structure.

At the same time, this work represents one of the few investigations (Ferrero et al., 2011) of PBL heights over the Po valley throughout a comparison between model results and observations.

# 2.1 MODEL AND OBSERVATIONS

## 2.1.1 WRF description and modeling setup

In this study, the Weather Research and Forecasting (WRF) model version 3.3.1 has been applied. WRF is a non-hydrostatic meteorological model designed to simulate mesoscale and regional scale atmospheric circulation. It includes many physical and dynamical options for microphysics, radiation, cumulus processes and Planetary Boundary Layer (www.wrf-model.org).

The main physical parameterizations adopted here are reported in Table 1 and they include the Rapid Radiative Transfer Model (RRTM) longwave radiation scheme (Mlawer et al., 1997) and the Goddard shortwave radiation scheme (Chou et al., 1998), the Noah
land surface model (Chen and Dudhia, 2001), the Morrison double moment microphysics scheme (Morrison et al., 2009) and the Grell 3D ensemble cumulus parameterization (Grell and Devenyi, 2002). RRTM is based on Mlawer et al. (1997) and is a spectral-band scheme that uses correlated-k method and pre-set tables to accurately represent longwave processes due to water vapor, ozone, CO$_2$ and trace gases, and it also accounts for the cloud optical depth. The Goddard shortwave scheme has a total of 11 spectral bands and considers diffuse and direct solar radiation components in two-stream approach that accounts for the scattered and reflected components. Ozone is considered with several climatological profiles.

Noah land-surface model is a 4-layer soil temperature and moisture model with canopy moisture and snow cover prediction. The layer thicknesses are 10, 30, 60 and 100 cm from top down. It includes root zone, evapotranspiration, soil drainage and runoff, taking into account for the monthly vegetation categories and soil texture. Morrison-2mom microphysics scheme is based on the two-moment bulk microphysics scheme of Morrison et al. (2005), and it includes six species of water: vapor, cloud droplets, cloud ice, rain, snow, and groupel/hail. The two-moment approach refers to the ability of the scheme to predict both mass mixing ratio and the number concentrations of five hydrometeor species (e.g. cloud droplets, cloud ice, rain, snow, and groupel/hail). The prognostic calculation of number concentration and mixing ratios allows a robust treatment of the particle size distributions (Morrison et al., 2009). Since the release 3.3, the Morrison 2-moment cloud microphysics scheme has been coupled with aerosol modules and extensively evaluated by Yang et al. (2011).

Finally the Grell 3D ensemble scheme is an evolution of Grell and Devenyi (2002) and is based on an ensemble mean approach in which multiple cumulus schemes are run within each grid box and then results are averaged to give a feedback to the model.
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Table 1 - Physical options.

<table>
<thead>
<tr>
<th>Process</th>
<th>Scheme</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cumulus parameterization</td>
<td>Grell 3D scheme</td>
</tr>
<tr>
<td>Shortwave radiation</td>
<td>Goddard scheme</td>
</tr>
<tr>
<td>Longwave radiation</td>
<td>RRTM</td>
</tr>
<tr>
<td>Microphysics</td>
<td>Morrison 2-mom</td>
</tr>
<tr>
<td>Land Surface Model</td>
<td>Noah LSM</td>
</tr>
</tbody>
</table>

Five Planetary Boundary Layer (PBL) schemes have been selected for the sensitivity test: Medium Range Forecast (MRF) scheme (Hong and Pan, 1996), Yonsei University (YSU) scheme (Hong et al., 2006), Mellor Yamada Janjic (MYJ) formulation (Janjic, 1994), University of Washington Moist Turbulence (UW) parameterization (Bretherton and Park, 2009) and the Asymmetrical Convective Model version 2 (ACM2; Pleim, 2007).

The differences among the five PBL schemes are related to the turbulence or eddy diffusivity assumption, the parameterization of the PBL top and the treatment of the entrainment zone in stable, neutral and convective conditions (Table 2).

The MRF scheme adopts a nonlocal-K approach proposed by Troen and Mahrt (1986) to simulate the mixed-layer diffusion with an implicit parameterization of the entrainment processes. The Boundary Layer height is enhanced by comparing the computed bulk Richardson number with a critical value (= 0.5; Hong et al., 2006). The entrainment effects are merely reproduced by additional mixing above the minimum flux level (Hong et al., 2006). The YSU scheme is a modification of the MRF approach. The major changes include the explicit treatment of the entrainment processes at the inversion layer by means of an asymptotic entrainment flux term added to the turbulence diffusion equation and a critical bulk Richardson number sets to zero (Hong et al., 2006). The YSU scheme is further modified in WRF version 3 by increasing the critical bulk Richardson number from zero to 0.25 over land during stable boundary conditions (Hong and Kim, 2008).
Table 2 - PBL schemes.

<table>
<thead>
<tr>
<th>Scheme</th>
<th>Mixed Layer</th>
<th>Entrainment zone</th>
<th>PBL Top</th>
<th>Surface Layer</th>
</tr>
</thead>
<tbody>
<tr>
<td>YSU</td>
<td>Non-local K profile</td>
<td>explicit term</td>
<td>from $R_i$</td>
<td>MM5 similarity theory</td>
</tr>
<tr>
<td>MYJ</td>
<td>K from prognostic TKE</td>
<td>part of PBL mixing</td>
<td>From TKE</td>
<td>Eta similarity theory</td>
</tr>
<tr>
<td>ACM2</td>
<td>Non-local and local K profile</td>
<td>part of PBL mixing</td>
<td>from $R_i$</td>
<td>MM5 similarity theory</td>
</tr>
<tr>
<td>UW</td>
<td>diagnostic TKE</td>
<td>explicit term</td>
<td>From TKE</td>
<td>Eta similarity theory</td>
</tr>
<tr>
<td>MRF</td>
<td>Non-local K profile</td>
<td>part of PBL mixing</td>
<td>from $R_i$</td>
<td>MM5 similarity theory</td>
</tr>
</tbody>
</table>

MYJ is an implementation of the Mellor Yamada level 2.5 model (Mellor and Yamada, 1982). It applies a local approach to determine eddy diffusion coefficients from prognostic turbulent kinetic energy (TKE). Since the TKE is largest within the PBL, MYJ defines its top as the height where the TKE becomes negative or drops to a prescribed lower bound (Hu et al., 2010; Janjic, 2001). A similar approach is used in the recently added UW parameterization, but turbulent kinetic energy is diagnosed rather than prognosed for different regimes (stable or convective) and an explicit entrainment closure is used at the edge of the convective layers (Bretherton and Park, 2009).

Finally, the ACM2 combines the nonlocal transport of the ACM1 model (Pleim and Chang, 1992) and the local eddy diffusivity. In this way, vertical fluxes are described as pure eddy diffusion in stable conditions and a combination of local gradient and nonlocal turbulent transport in unstable conditions (Pleim, 2007). In addition, ACM2 can simulate a convective upward transport from the lowest level to all other model layers and an asymmetrical layer-by-layer downward transport (Pleim, 2007). The height of the Boundary
Layer is calculated starting from the bulk Richardson number. This scheme does not include and explicit treatment of the entrainment processes. Because in WRF exists a particular surface layer scheme to which each PBL formulation is preferentially coupled, the surface layer schemes are also varied. The MRF, YSU and ACM2 are coupled to MM5 scheme, while MYJ and UW are associated to Eta surface layer. Both surface schemes are based on similarity theory (Monin and Obukhov, 1954), but the second one includes a parameterization of a viscous sub-layer following Janjic (1994).

The WRF model has been applied over three domains in a Lambert Conic Conformal projection for February 2008. The master domain covers the whole Europe (3870x3555 km$^2$) with a horizontal resolution of 45 km. The first nested domain extends over 1350x1530 km$^2$ covering the Italian Peninsula with a grid step of 15 km and the second one is centered over the Po valley area (600x420 km$^2$) with a spatial resolution of 5 km. The cumulus scheme is not applied in the highest resolution domain. All model domains have 27 vertical layers extending from the surface up to 50 hPa, with a finer resolution in the PBL. The first model layer height is set to be approximately 30 m AGL.

The main characteristics of the modeling domain are reported in Figure 1 and Table 3.

![Figure 1 - Computational domain.](image-url)
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<table>
<thead>
<tr>
<th>Table 3 - Domain characteristics.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>SW X corner [km]</td>
</tr>
<tr>
<td>SW Y corner [km]</td>
</tr>
<tr>
<td>NE X corner [km]</td>
</tr>
<tr>
<td>NE Y corner [km]</td>
</tr>
<tr>
<td>Model top [hPa]</td>
</tr>
<tr>
<td>DX-DY [km]</td>
</tr>
<tr>
<td>NX [n]</td>
</tr>
<tr>
<td>NY [n]</td>
</tr>
<tr>
<td>NZ [n]</td>
</tr>
</tbody>
</table>

A grid nudging on wind speed, temperature and water vapor mixing ratio has been employed within the Boundary Layer in all model configurations. The analysis nudging forces the model simulations towards a series of analyses grid points. The model simulation is nudged towards spatially and temporally interpolated analyses using a point by point relaxation terms. This type of analysis is particularly useful for atmospheric chemistry simulations where the errors in the wind fields can lead to an erroneous transport of chemical species. In this study, the nudging coefficients were set to the default values of 0.0003 sec\(^{-1}\).

Input terrestrial data were derived from the 24-land use category of US Geological Survey database (USGS; http://www.usgs.gov/). The ECMWF (European Centre for Medium-Range Weather Forecast; http://www.ecmwf.int/) analysis of 6 hourly and 0.5° grid resolution were used as initial and boundary conditions.

The model ran with a spin up time of five days.

2.1.2 Experimental techniques

Planetary Boundary Layer measurements can be obtained by direct and indirect techniques such as tethered balloons (direct measurement) and Lidars (indirect estimation). Only direct techniques allow estimating the real effect of atmospheric turbulence.
on pollutants dispersion with a high grade of accuracy; but the concept of measure in the atmosphere requires that a measurement system is placed where the measure is taken, with all practical difficulties of the experimental design. Otherwise an indirect estimation can be carried on with the first advantage linked to the possibility of measuring a parameter related with the quantitative property of interest, normally continuously in time, but with the disadvantage due to the theoretical difficulties linked with the retrieval processes of the quantitative property itself. The way in which the experiment is carried out depends on the purpose of the study itself; in some cases multi-instrumental approaches are needed (Laakso et al., 2007, Wiegner et al. and 2006, McKendry et al., 2004). In this study both experimental techniques are employed in order to evaluate a comprehensive and reliable reconstruction of the PBL height. PBL height was directly measured through a tethered balloon system. However, these kinds of measurements have the lack to be not continuous in time. In order to fill this gap, indirect methods through Lidar measurements are considered too.

2.1.2.1 Vertical profiles
Direct measurements of Planetary Boundary Layer height can be made through vertical aerosol profiles. Measurements were carried out in the Milan metropolitan area (Torre Sarca site, TS: 45°31’19”N, 9°12’46”E) by the University of Milano-Bicocca, in the midst of the most industrialized area in the Po Valley, using a spherical helium-filled tethered balloon (PU balloon, Ø=4 m, volume 33.5 m³, payload 15 kg). The balloon carried aloft a sampling platform consisting of an optical particle counter (OPC, 1.108 “Dustcheck” GRIMM) that allowed to measure the particle number concentration in 15 classes from 0.3 µm to up to 20 µm, (0.3-0.4 µm, 0.4-0.5 µm, 0.5-0.65 µm, 0.65-0.8 µm, 0.8-1.0 µm, 1.0-1.6 µm, 1.6-2.0 µm, 2.0-3.0 µm, 3.0-4.0 µm, 4.0-5.0 µm, 5.0-7.5 µm, 7.5-10 µm, 10-15 µm, 15-20 µm, >20 µm). In addition, a portable meteorological station (BABUC-ABC, LSI-Lastem) was adopted to measure pressure, temperature and relative humidity; both instruments acquired data at 6 sec of time resolution.
An electric winch controlled ascent and descent rates; a fixed value of $30.0 \pm 0.1 m/min$ was used for all profiles, giving 3.0 meters of measuring vertical resolution. The maximum height reached during each launch depended on atmospheric conditions; for the majority of the profiles it was 600 m AGL.

Further details of the experimental approach can be found in Ferrero et al. (2012 and 2010). The same experimental design has also been successfully adopted in other studies (Wiegner et al., 2006; McKendry et al., 2004; Maletto et al., 2003).

Basing on the observation that atmospheric particles act as tracers of atmospheric plumes, and integrate the effects of both thermal and mechanical forces, the Boundary Layer height was derived using a gradient method applied to the aerosol vertical profiles. At the same time the instantaneous thickness of the Entrainment Zone (EZ), which connects the mixed layer with the layer above it was calculated too (Stull, 1989). Particularly, the EZ thickness is the layer around the mixing zone, measured using the gradient method, extending between the regions in which more than 5%, but less than 95%, of the air in the vertical profile possess above PBL characteristics.

A validation of the aforementioned procedure, through a comparison with potential temperature, relative humidity and Black Carbon profiles, as well as Lidar data (Ceilometer Vaisala LD-40) is reported in literature (Ferrero et al., 2010; Ferrero et al., 2011a and 2011b; Angelini et al., 2009).

Vertical aerosol profile measurements were performed along three years from 2006 to 2008.

Aerosol vertical profiles collected during the experimental campaign for February 2008 are reproduced from Figure 2 to Figure 6. In these figures profiles are represented in Local Standard Time (UTC+1).

Sixteen ascent and descent profiles of total particle number concentration were available within five days.
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Figure 2 – Aerosol vertical profiles collected at Torre Sarca on February 6th.

Figure 3 - Aerosol vertical profiles collected at Torre Sarca on February 11th.
2. Sensitivity analysis of PBL schemes by comparing WRF model and experimental data

Figure 4 – Aerosol vertical profiles collected at Torre Sarca on February 12th.

Figure 5 – Aerosol vertical profiles collected at Torre Sarca on February 19th.
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Figure 6 - Aerosol vertical profiles collected at Torre Sarca on February 20th.

It is possible to observe that those profiles were characterized by quite constant particulate matter concentrations going up from the ground level until a layer where a strong negative concentration gradient is present. This strong gradient is very close to the ground; indeed particulate matter is generally accumulated in few hundred meters of atmosphere during winter times. It is also possible to state that profiles become more homogeneous along vertical direction proceeding with the daytime evolution, reaching the maximum mixing during noon due to an increasing in solar forcing and then turbulence.

At ground level aerosol concentrations are generally higher in the early morning (from 8:30 am to 10:00 am), when mixing is lower and surface emissions are more intense (e.g. traffic and heating). Later in the day, ground concentrations slowly decrease for both rising in mixing and losing in ground-based emissions.

However quantitative measurements of the atmospheric dispersion capability are needed; to this aim the strong negative gradient of the atmospheric particulate matter can be related to the height of PBL (Siebert et al., 2000) simply looking at the vertical dispersion of the particulate matter in the atmosphere. PBL heights were directly
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calculated from the measured data taking as reference the height at which the strongest negative gradient of particle number concentration is present; in addition the thickness of the transition layer between the mixed layer itself and the free troposphere, can be estimated from the difference among the heights at which respectively the concentration gradient start to become negative and return near zero.

As an example, Figure 7 displays particle number concentration gradient trend of the aerosol particle vertical profile collected on February 20th from 8:31 to 8:46 am.

![Figure 7](image)

**Figure 7 - Particle number concentration gradient for vertical profile of February 2008, 20th at 8:31-8:46 UTC. The strongest negative gradient of particle number concentration corresponds to the PBL height (here 282.4 m agl).**

For a complete evaluation of modeled data, radio soundings of Milano Linate airport (about 9 km far from Torre Sarca; 45°26’N, 9°17’E) were considered too. Milano Linate station provides high-resolution vertical profiles of pressure, temperature, relative humidity and dew point temperature every 12 hours.
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2.1.2.2 Lidar measurements

Information on PBL can be also obtained through indirect experimental techniques such as Lidar (Kim et al., 2007 and Amiridis et al., 2007), that allows to get useful parameters describing the nature of the PBL, as an example aerosol backscatter. Planetary Boundary Layer height was thus estimated by means of an automated Lidar (ceilometer) Vaisala LD-40 installed at Torre Sarca (University of Milano – Bicocca in collaboration with CNR of Rome) the same days as the balloon launching.

The ceilometer acquired aerosols backscatter profiles at five different heights every 15 seconds at the wavelength of 855 nm from January 2007 to February 2008. Heights are then averaged by the system every 15 minutes in order to increase the signal-to-noise ratio and to correct for the presence of clouds and haze.

Elastic backscatter Lidars can provide information on the aerosol distribution within the PBL, providing the aerosol cross-section profile. Three methods have been proposed so far to infer the PBL height from Lidar data: the threshold method (Melfi et al., 1985), the gradient method (Endlich et al., 1979), and the variance method. At the basis of all these methods there is the assumption that aerosols are produced at ground and mixed in the PBL by effect of turbulence induced by convection. In this work PBL heights were obtained using a gradient method (Angelini et al., 2009), which employs the inflection points in the corrected aerosol backscatter profile to determine the height of the PBL. For a detailed description of the PBL retrieval by elastic Lidar, see, among others, Angelini et al. (2009), Morille et al. (2007), Martucci et al. (2007) and Haeffelin et al. (2012). The latter work shows that while the algorithms for the determination of aerosol layer heights are nowadays rather efficient, the most difficult task for automated procedures is the attribution to one of the detected heights of the top of the boundary layer, since in many cases residual or advected aerosol layers as well as low aerosol loads may induce errors in this attribution.

For this reason, in the present work a supervised analysis has been performed, and the boundary layer top has been attributed by visual inspection.
Moreover, particular attention must be paid to the afternoon transition between the convective boundary layer and the new stable boundary layer building up after sunset. At that time, in fact, the boundary layer height shows large ambiguity, depending on which criterion is adopted to measure it. When the solar forcing decreases, the convective atmosphere reaches first neutral and then stable temperature lapse rate. Under these conditions, the lower atmosphere still experiences turbulence, but its actual mixing capability is strongly reduced. Aerosols lifted up by daytime turbulence keep aloft and experience slow sedimentation, but new aerosols produced at ground start accumulating in the surface layer. In such conditions Lidar-based estimations of the boundary layer height will keep giving high values, until new aerosol are emitted at ground, thus, enabling the detection of the new shallow stable layer. This happens usually with a very sharp transition, and smooth drops of the PBL heights are rarely observed.

As an example, from Figure 8 to Figure 11 it is shown the daily trend of the signal detected by the ceilometer during the vertical profiles field campaigns. It appears that the trend of PBL along days is represented by a continuous growth until midday followed by decrease until nighttime. The maximum height of the PBL ranges from 500 m to 1000 m.

It is also quite evident the formation of a residual layer during the night that remains suspended in the atmosphere until the next sunrise. The nighttime residual layer formation at high altitude is particularly clear in Figure 8, Figure 9 and Figure 11, as well as the suspended residual layer of the previous day during the first morning hours. In Figure 9 and Figure 10, it is also worth noting a smooth decay of PBL height due to the aerosol falling down after the slackening of solar forcing, although the thermo dynamical situation indicates that turbulence is very low. As a consequence, the comparison between models and observations in this period becomes particularly hard. Indeed, the problem of the afternoon turbulence and PBL decay is still under investigation.
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2.1.3 Comparison of model and observations
Simulation results were compared to experimental data through the Atmospheric Model Evaluation Tool (AMET 1.1, Appel et al., 2011). Evaluations focus on PBL heights as well as the main meteorological parameters, namely temperature, mixing ratio and wind speed.
Planetary Boundary Layer height was assessed in Torre Sarca using particle vertical profiles by balloon sounding and Lidar data, while
other meteorological fields were evaluated at 63 ground measurement stations located in the Po Valley. Meteorological radio soundings at Milano Linate airport were considered too. Particle vertical profiles and Lidar data enable to experimentally estimate the magnitude of PBL depth and then the accuracy of different PBL schemes in reconstructing its structure and evolution. Furthermore, Lidar data allow obtaining a greater temporal coverage of measurements. Finally, meteorological stations and radio-soundings enable to elucidate model capability in reproducing the main meteorological parameters. Comparisons will be done in terms of temporal variation, vertical profiles, and performance statistics. Several metrics could be included in the analysis (Lin et al., 2008; Zhang et al., 2006). In order to obtain a complete characterization, five statistical parameters were selected (Appendix A2): Mean Obs, Mean Mod, Mean BIAS, Root Mean Square Error (RMSE), and Pearson Correlation ($r$). BIAS and RMSE enable to consider the accuracy of model schemes in reconstructing the PBL magnitude, while $r$ to characterize the hourly or seasonal evolution. Modeled and observed data have been corrected removing outliers. Values are analyzed when differences between model and observations are lower than a fixed threshold. For temperature we have chosen a delta value of 20°K, while for mixing ratio a threshold of 10 g/kg is set. Wind speeds lower than 0.5 m/s and higher than 100 m/s are rejected. The aim of this study is to provide a sensitivity test of PBL scheme in the peculiar area of the Po Valley. For this reason, evaluations consider only the 5 km domain, interpolating model results to measurement sites and hours.
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2.2 RESULTS AND DISCUSSION

2.2.1 Temperature, mixing ratio and wind speed
Table 4 displays the performance statistic for 2m-temperature, 2m-mixing ratio and 10m wind speed at 63 WMO meteorological stations.

Table 4 – Comparison of PBL schemes against 63 ground-based meteorological stations in the Po Valley for 2m-temperature, 2m-mixing ratio and 10m-wind speed. Schemes are indicated as: ACM2 (Asymmetrical Convective Model version 2), MRF (Medium Range Forecast), MYJ (Mellor Yamada Janjic), YSU (Yonsei University), and UW (University of Washington Moist Turbulence). The best performances are highlighted in grey.

<table>
<thead>
<tr>
<th>Statistic</th>
<th>ACM2</th>
<th>MRF</th>
<th>MYJ</th>
<th>UW</th>
<th>YSU</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Temperature (K)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean Obs</td>
<td>277.487</td>
<td>277.487</td>
<td>277.487</td>
<td>277.487</td>
<td>277.487</td>
</tr>
<tr>
<td>Mean Mod</td>
<td>278.088</td>
<td>278.346</td>
<td>278.363</td>
<td>278.398</td>
<td>278.255</td>
</tr>
<tr>
<td>MB</td>
<td>0.601</td>
<td>0.859</td>
<td>0.876</td>
<td>0.911</td>
<td>0.767</td>
</tr>
<tr>
<td>r</td>
<td>0.833</td>
<td>0.827</td>
<td>0.840</td>
<td>0.839</td>
<td>0.837</td>
</tr>
<tr>
<td><strong>Mixing Ratio (g/kg)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean Obs</td>
<td>4.577</td>
<td>4.577</td>
<td>4.577</td>
<td>4.577</td>
<td>4.577</td>
</tr>
<tr>
<td>Mean Mod</td>
<td>4.618</td>
<td>4.551</td>
<td>4.855</td>
<td>4.842</td>
<td>4.699</td>
</tr>
<tr>
<td>MB</td>
<td>0.041</td>
<td>-0.026</td>
<td>0.278</td>
<td>0.265</td>
<td>0.122</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.811</td>
<td>0.848</td>
<td>0.966</td>
<td>0.933</td>
<td>0.832</td>
</tr>
<tr>
<td>r</td>
<td>0.852</td>
<td>0.842</td>
<td>0.822</td>
<td>0.822</td>
<td>0.850</td>
</tr>
<tr>
<td><strong>Wind Speed (m/s)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean Mod</td>
<td>3.591</td>
<td>3.617</td>
<td>4.013</td>
<td>4.005</td>
<td>3.694</td>
</tr>
<tr>
<td>MB</td>
<td>0.354</td>
<td>0.381</td>
<td>0.776</td>
<td>0.768</td>
<td>0.457</td>
</tr>
<tr>
<td>RMSE</td>
<td>2.916</td>
<td>2.921</td>
<td>2.870</td>
<td>2.905</td>
<td>2.935</td>
</tr>
<tr>
<td>r</td>
<td>0.469</td>
<td>0.465</td>
<td>0.521</td>
<td>0.509</td>
<td>0.471</td>
</tr>
</tbody>
</table>
All simulations produce higher temperatures than the observed values in the lower atmosphere, implying some common errors in all model runs.

The lowest bias is always related to ACM2 scheme (bias = 0.601 °K), while the highest temperature biases are associated to MYJ and UW that use the Janjic Eta Monin–Obukhov surface layer scheme. Indeed, one possible cause of the biases can be related to the heat fluxes delivered by this scheme with respect to Monin–Obukhov surface layer scheme used with YSU, ACM2 and MRF (Hu et al., 2010). In order to verify it, the mean upward sensible heat fluxes at the surface (HFX) are represented in Figure 12.

![Figure 12 – Monthly mean of upward sensible heat fluxes at the surface (HFX) in the five configurations.](image-url)
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The figure shows that the highest mean heat sensible fluxes are associated to MYJ and UW. In particular UW predicts the largest temperature bias (mean bias=0.911 K) as well as the most pronounced differences of HFX over the Po valley area. However when non-local closure schemes are compared together, it is possible to state that MRF predicts higher temperature than ACM2 and YSU, but lower heat fluxes. Downward flux at the ground surface of shortwave incoming solar radiation (SWDOWN) is represented in Figure 14. All schemes have similar spatial distribution of the incoming solar radiation, even though some discrepancies are detectable on the North-East and South-West regions of the domain because of the differences in the cloud cover (not shown). UW is found to produce an incoming radiation that is on average larger than all other schemes. Indeed, this parameterization has the smallest cloud cover fraction. As discussed later, UW has also the weakest vertical mixing and, thus, low planetary boundary layer heights that tend to trap heat and moisture close to ground reducing the cloud formation at higher atmospheric levels. Looking at Figure 13, in fact, UW has also the highest latent heat flux at the surface (LH).

ACM2 and YSU have a similar mean incoming shortwave radiation which is generally smaller than MRF and MYJ in the North-East of Italy, since the latest schemes have less cloud cover fraction. Non-local closure schemes have quite comparable latent heat fluxes as they use the same surface layer scheme, although in MRF it is slightly higher. Collectively, the comparison shows that discrepancies in temperature performances can be partially explained also with differences in SWDOWN field and latent heat fluxes.
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Figure 13 – Monthly mean of latent heat fluxes at the surface (LH) in the five configurations.

Figure 14 – Monthly mean of downward shortwave flux at the ground surface (SWDOWN) in the five configurations.
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Non-local closure schemes (MRF, YSU and ACM2) have also the best performance in terms of mixing ratio. The WRF model predicts a mixing ratio mean bias of -0.026, 0.041, 0.122, 0.265, and 0.278 g/kg with the MRF, ACM2, YSU, UW and MYJ scheme, respectively. Moisture is generally overestimated by all configurations, consistently with temperature overprediction. The only exception is the MRF scheme that slightly under predicts mixing ratio. The overall trend is well reproduced by models, showing a correlation of about 0.8.

As far as wind speed is concerned, performance analysis reveals a model difficulty in reconstructing this meteorological field in terms of both magnitude and time variation. Biases of MRF, YSU and ACM2 are lower than MYJ and UW, and they range from 0.354 (ACM2) to 0.776 m/s (MYJ).

The goal of this work is to focus on the critical area of the Po Valley. For this reason, the following analysis will be performed in the urban city of Milan. The performance indices in Milano Linate station are reported in Table 5.

Runs follow the previous general pattern, over predicting temperature and wind speed, but an underestimation of mixing ratio is observed. Moreover, the five schemes have different relative behavior in the city of Milan.

In order to better analyze those differences, Figure 15 shows the bias diurnal variation of 2-m temperature, 2-m mixing ratio and 10-m wind speed at Milano Linate station.

MRF and YSU produce the highest temperature overestimations (MRF bias = 0.924 °K and YSU bias = 0.981 °K), but all schemes show the same daily trend of the mean bias. In the morning, temperatures predicted with UW have lower bias than the other schemes, while during the day all schemes show positive biases. Discrepancies among the five schemes are mainly related to nighttime hours, especially when YSU parameterization is considered. As reported by Hu et al. (2010), the enhanced stable nighttime vertical mixing included in the YSU scheme (Hong and
Kim, 2008) contributes to stronger downward fluxes that lead to higher temperature and lower moisture near the ground.

Table 5 – Performance statistics of the five configurations at Milano Linate station for 2m-temperature, 2m-mixing ratio and 10m-wind speed. Schemes are indicated as: ACM2 (Asymmetrical Convective Model version 2), MRF (Medium Range Forecast), MYJ (Mellor Yamada Janjic), YSU (Yonsei University), and UW (University of Washington Moist Turbulence). The best performances are highlighted in grey.

<table>
<thead>
<tr>
<th></th>
<th>ACM2</th>
<th>MRF</th>
<th>MYJ</th>
<th>UW</th>
<th>YSU</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Temperature (°K)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean Obs</td>
<td>278.980</td>
<td>278.980</td>
<td>278.980</td>
<td>278.980</td>
<td>278.980</td>
</tr>
<tr>
<td>Mean Mod</td>
<td>279.586</td>
<td>279.904</td>
<td>279.369</td>
<td>279.189</td>
<td>279.961</td>
</tr>
<tr>
<td>MB</td>
<td>0.606</td>
<td>0.924</td>
<td>0.389</td>
<td>0.209</td>
<td>0.981</td>
</tr>
<tr>
<td>RMSE</td>
<td>1.972</td>
<td>2.170</td>
<td>1.975</td>
<td>2.110</td>
<td>2.093</td>
</tr>
<tr>
<td>r</td>
<td>0.896</td>
<td>0.886</td>
<td>0.885</td>
<td>0.878</td>
<td><strong>0.897</strong></td>
</tr>
<tr>
<td><strong>Mixing Ratio (g/kg)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean Obs</td>
<td>4.735</td>
<td>4.735</td>
<td>4.735</td>
<td>4.735</td>
<td>4.735</td>
</tr>
<tr>
<td>Mean Mod</td>
<td>4.527</td>
<td>4.459</td>
<td>4.669</td>
<td>4.620</td>
<td>4.605</td>
</tr>
<tr>
<td>MB</td>
<td>-0.208</td>
<td>-0.276</td>
<td>-0.066</td>
<td>-0.115</td>
<td>-0.131</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.693</td>
<td>0.729</td>
<td>0.637</td>
<td><strong>0.636</strong></td>
<td>0.688</td>
</tr>
<tr>
<td>r</td>
<td>0.874</td>
<td>0.871</td>
<td>0.886</td>
<td><strong>0.888</strong></td>
<td><strong>0.869</strong></td>
</tr>
<tr>
<td><strong>Wind Speed (m/s)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean Obs</td>
<td>1.721</td>
<td>1.721</td>
<td>1.721</td>
<td>1.721</td>
<td>1.721</td>
</tr>
<tr>
<td>Mean Mod</td>
<td>2.419</td>
<td>2.536</td>
<td>2.593</td>
<td>2.639</td>
<td>2.699</td>
</tr>
<tr>
<td>MB</td>
<td><strong>0.699</strong></td>
<td>0.815</td>
<td>0.873</td>
<td>0.918</td>
<td>0.979</td>
</tr>
<tr>
<td>RMSE</td>
<td>1.563</td>
<td>1.702</td>
<td>1.738</td>
<td>1.845</td>
<td>2.092</td>
</tr>
<tr>
<td>r</td>
<td>0.331</td>
<td>0.270</td>
<td>0.218</td>
<td><strong>0.407</strong></td>
<td>0.300</td>
</tr>
</tbody>
</table>

Moreover, under nighttime stable conditions, non-local transport of the ACM2 scheme is shut down and the vertical mixing is merely caused to eddy diffusivity as in MYJ (Hu et al., 2010). As a consequence, ACM2 and MYJ have similar magnitudes in
reconstructing temperature and mixing ratio during the night. On the contrary, during daytime ACM2 shows a temperature variation more similar to non-local closure schemes.

Concerning mixing ratio, all runs show good agreement with measurements in the early morning, while a cold biases is observed during the afternoon and the night. The maximum mixing ratio error varies from run to run, with very little positive bias around 6 UTC for YSU and MYJ. A more substantial cold bias is highlighted form 9 to 18 UTC. As discusses later in this work, this is consistent with the bias trend observed in PBL height and it can be partially explained with an enhancing in vertical mixing during these hours.

As a consequence, In Milan, all runs produce mixing ratio that are lower than observed. The higher biases are associated to MRF and ACM2, with values of -0.276, -0.208 g/kg, respectively. YSU has a similar behavior, but better overall performances, showing a bias of -0.131 g/kg.

During unstable daytime conditions, MRF, ACM2 and YSU use the same non-local closure approach to simulate mixing inside PBL, and this can lead to the similar behavior in reproducing the temperature and mixing ratio trend.

The diurnal variation of wind speed is analyzed in Figure 15. All schemes confirm a difficulty in reconstructing the daily pattern of wind field. In particular, runs show a positive bias that ranges from 0.699 m/s (ACM2) to 0.979 m/s (YSU), because of an overestimation of the observed values during the early morning and night. YSU scheme is found to generate the highest bias in the nighttime hours. Hong and Kim (2008) demonstrated that the increasing in the critical Richardson number during stable boundary conditions is responsible to the enhanced mixing when winds are generally weak. On the contrary, YSU has the lowest bias in correspondence of midday.

After the sunset ACM2 run produces lower overestimations than runs with MRF, MYJ or YSU. MYJ is also reported in Zhang and Zheng (2004) and Hu et al. (2010) to produce high wind speeds near the ground.
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Finally, the modeled and observed vertical profiles are shown for comparison. Vertical profiles enable to further and better elucidate discrepancies observed in modeled results. From Figure 16 to Figure 21 are depicted the simulated and measured potential temperature, relative humidity and wind speed profiles at Milano Linate station for some days of the PBL experimental campaigns (February 6\textsuperscript{th} and February 12\textsuperscript{th} at 5, 11 and 23 UTC).

The early morning and night profiles show increasing potential temperature (inversion), decreasing humidity and wind shear with height. The local closure schemes have produced more realistic profiles than the non-local schemes.

In the convective conditions during daytime the above parameters are expected to have less pronounced variation with height in the well-mixed boundary layer. Wind speed shows important differences from run to run, but generally non-local closure schemes are closer to observations.

Local closure schemes have similar vertical wind profile on February 6\textsuperscript{th} at 11UTC with higher wind speed in the first 500 m than all other
schemes. Differently, when the vertical profile of February 12th is analyzed, MYJ shows a larger surface wind speed than UW that results more similar to YSU. Both UW and YSU used an explicit term for simulating the entrainment zone, suggesting that either entrainment fluxes or the kind of closure play a key role in determining turbulence in the first meters of atmosphere during unstable conditions.

Moreover, analyzing the vertical profile of February 6th at 11 UTC is quite clear that MYJ and UW have higher moisture and lower potential temperature than the other schemes below 500 m, while schemes are more similar above. Once again this can be partially related by the entrainment fluxes. As extensively discussed by Srinivas et al. (2007) and Hu et al (2010), a possible explanation is a weak entrainment from the free troposphere in local schemes. The air above the PBL has higher potential temperature and less moisture than PBL air. A lack in the entrainment fluxes transport less warmer and drier air into the local PBL schemes with respect to YSU, ACM2 and MRF run, even though different entrainment approaches are used.

Relative humidity profiles can be also analyzed in order to obtain a first validation of PBL height. Since relative humidity is maximum inside the PBL (Seinfred and Pandis, 1998), it is possible to approximately estimate PBL depth looking at the height where relative humidity drops to a lower value. Vertical profiles indicate that relative humidity is characterized by an increasing from the ground level to a layer where a strong negative gradient is present. This layer is generally included in the first 500 m of the lower troposphere. The vertical profiles of February 6th shows that YSU, MYJ and UW predict the lowest PBL values around noon, while MRF and ACM2 overestimates measured profile. On the other hand, the vertical profile of February 12th displays that all schemes overestimate PBL height at 11 UTC.
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Figure 16 - Vertical profile of potential temperature, relative humidity and wind speed on February 6\textsuperscript{th} at 5.00 UTC.

Figure 17 - Vertical profile of potential temperature, relative humidity and wind speed on February 6\textsuperscript{th} at 11.00 UTC.

Figure 18 - Vertical profile of potential temperature, relative humidity and wind speed on February 6\textsuperscript{th} at 23.00 UTC.
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Figure 19 - Vertical profile of potential temperature, relative humidity and wind speed on February 12th at 5.00 UTC.

Figure 20 - Vertical profile of potential temperature, relative humidity and wind speed on February 12th at 11.00 UTC.

Figure 21 - Vertical profile of potential temperature, relative humidity and wind speed on February 12th at 23.00 UTC.
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2.2.2 Planetary Boundary Layer height

Figure 22 depicts the monthly mean variation of the Planetary Boundary Layer height over the Po valley area. MYJ has the highest depths over the region, while UW shows the lowest average values. ACM2 and YSU have a similar general pattern that, in the midst of the valley, it is also close to MRF.

![Planetary Boundary Layer height](image)

**Figure 22 – Monthly mean of Planetary Boundary Layer height (PBLH) in the five parameterizations.**

Table 6 shows performance statistics of the five parameterizations for both balloon and Lidar comparisons at Torre Sarca (Milan). It is worth noting that balloon soundings were available only in the morning, making them representative only of the early evolution of the PBL height.
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Table 6 – Performance indexes in the five configurations for PBL height. Schemes are indicated as: ACM2 (Asymmetrical Convective Model version 2), MRF (Medium Range Forecast), MYJ (Mellor Yamada Janjic), YSU (Yonsei University), and UW (University of Washington Moist Turbulence). The best performances are highlighted in grey.

<table>
<thead>
<tr>
<th></th>
<th>ACM2</th>
<th>MRF</th>
<th>MYJ</th>
<th>UW</th>
<th>YSU</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Balloon</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Count</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
<td>27</td>
</tr>
<tr>
<td>Mean Obs (m)</td>
<td>260.88</td>
<td>260.88</td>
<td>260.88</td>
<td>260.88</td>
<td>260.88</td>
</tr>
<tr>
<td>Mean Mod (m)</td>
<td>376.22</td>
<td>369.81</td>
<td>360.65</td>
<td>217.06</td>
<td>291.03</td>
</tr>
<tr>
<td>MB (m)</td>
<td>115.34</td>
<td>108.93</td>
<td>99.77</td>
<td>-43.82</td>
<td>30.15</td>
</tr>
<tr>
<td>RMSE (m)</td>
<td>211.76</td>
<td>186.89</td>
<td>185.17</td>
<td>137.39</td>
<td>104.64</td>
</tr>
<tr>
<td>r</td>
<td>0.60</td>
<td>0.71</td>
<td>0.59</td>
<td>0.51</td>
<td>0.76</td>
</tr>
<tr>
<td><strong>Lidar</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Count</td>
<td>219</td>
<td>219</td>
<td>219</td>
<td>219</td>
<td>219</td>
</tr>
<tr>
<td>Mean Obs (m)</td>
<td>271.57</td>
<td>271.57</td>
<td>271.57</td>
<td>271.57</td>
<td>271.57</td>
</tr>
<tr>
<td>Mean Mod (m)</td>
<td>274.57</td>
<td>222.04</td>
<td>321.60</td>
<td>171.76</td>
<td>244.03</td>
</tr>
<tr>
<td>MB (m)</td>
<td>3.00</td>
<td>-49.53</td>
<td>50.04</td>
<td>-99.81</td>
<td>-27.54</td>
</tr>
<tr>
<td>RMSE (m)</td>
<td>170.75</td>
<td>189.96</td>
<td>168.82</td>
<td>181.32</td>
<td>156.94</td>
</tr>
<tr>
<td>r</td>
<td>0.84</td>
<td>0.84</td>
<td>0.66</td>
<td>0.83</td>
<td>0.68</td>
</tr>
</tbody>
</table>

As discussed previously, in the city of Milan the five parameterizations perform differently. In the morning, UW and YSU prove to have a quite coherent behavior in reproducing PBL height. Indeed, they have the best performances when compared to balloon data, even though UW is found to underestimate the observation (bias = -43.82 m) while YSU overpredicts the overall morning values (bias = 30.15 m). As discussed before, given the same way they compute the entrainment fluxes into the PBL, this ranking makes sense for these two schemes. Indeed, both differences in reconstructing vertical mixing (non-local and local closure) and entrainment would create differences in the vertical development of the PBL.
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Also analyzing the diurnal variation of the mean bias is possible to state that YSU and UW give to lower bias in reconstructing the hourly evolution of PBL until 12.00 UTC (Table 7).

Table 7- Hourly variation of bias index in the five configurations for PBL height balloon campaign. Schemes are indicated as: ACM2 (Asymmetrical Convective Model version 2), MRF (Medium Range Forecast), MYJ (Mellor Yamada Janjic), YSU (Yonsei University), and UW (University of Washington Moist Turbulence). The best performances are highlighted in grey.

<table>
<thead>
<tr>
<th>BIAS (m)</th>
<th>ACM2</th>
<th>MRF</th>
<th>MYJ</th>
<th>UW</th>
<th>YSU</th>
</tr>
</thead>
<tbody>
<tr>
<td>7:00-8:00</td>
<td>-121.13</td>
<td>-122.97</td>
<td>-78.33</td>
<td>-144.85</td>
<td>-132.27</td>
</tr>
<tr>
<td>8:00-9:00</td>
<td>-2.66</td>
<td>38.73</td>
<td>19.21</td>
<td>-81.91</td>
<td>-5.25</td>
</tr>
<tr>
<td>9:00-10:00</td>
<td>175.34</td>
<td>159.63</td>
<td>160.85</td>
<td>-82.96</td>
<td>52.10</td>
</tr>
<tr>
<td>10:00-11:00</td>
<td>220.27</td>
<td>191.81</td>
<td>169.96</td>
<td>49.82</td>
<td>103.43</td>
</tr>
<tr>
<td>11:00-12:00</td>
<td>248.05</td>
<td>200.75</td>
<td>164.44</td>
<td>59.85</td>
<td>78.42</td>
</tr>
</tbody>
</table>

Figure 23 - Diurnal trend of bias index in the five configurations for PBL height Lidar data.

Both parameterizations underpredict balloon measurements from 7.00 to 9.00 UTC and overestimate them from 10.00 to 12.00 UTC. However, the largest overestimations are associated to ACM2 and MRF between 11.00 to 12.00 UTC (ACM2 bias = 248.05 m and MRF bias = 200.75 m). This is consistent with previous studies (Hong et al., 2006) in which it was demonstrated that YSU PBL increases the thermally induced mixing, while decreases the mechanically convection with respect to MRF, thus, partially resolving the problem of early development of PBL before noon.
Comparisons with Lidar measurements allow analyzing the performances over the whole day. It is evident from Figure 23 that all schemes have the same general trend. In the morning, they show small negative biases which slightly increase around 9.00 UTC, reaching the highest values in the afternoon, and then decreasing again after 15.00 UTC. This general trend implies some common errors in all runs, such as the overprediction of temperature and wind speed. Indeed, the diurnal variations of the performance index is consistent with the bias daily trend of temperature discussed previously. All schemes were found to have the major temperature overestimation from 9.00 to 15.00 UTC when PBL mixing and biases increase. Moreover, the raising in PBL heights can help explaining the consequently decreasing in mixing ratio observed at that hours.

Table 6 and Figure 23 show that among the five schemes YSU and ACM2 are the most accurate overall. The YSU scheme is especially accurate during midday.

In particular, all schemes underestimate morning values, while MRF, ACM2 and MYJ overpredicted PBL depth around noon. A slight overestimation is also highlighted for YSU from 10.00 to 12.00 UTC, consistent with the balloon observations. On the contrary, UW generally underpredicts Lidar data, even though a positive bias is visible around 11.00 UTC.

ACM2 gives the best performances during the evening and night thus improving its overall performances (bias = 3 m).

A further comparison can be done in terms of hourly trend. Figure 24 and Figure 25 depict the hourly modeled PBL height evolution compared to balloon and Lidar observations, respectively.

As can be seen from these figures, there are substantial differences among the parameterizations. In the early hours of the day there is closer agreement between models and among these and both Lidar and balloon observations. Deviation between simulated and observed grows with time. Indeed, the daytime development of PBL appears to be too rapid in all simulations. The largest overestimation exists for MRF, MYJ and ACM2 around noon. Under unstable conditions, ACM2 and MRF schemes compute PBL height using a similar
method, and since the simulations with those schemes used the same surface layer, it makes sense that PBL heights are comparable. Moreover ACM2, MYJ and MRF adopt the same approach in reconstructing the entrainment process, influencing the PBL development in a similar way.

The best agreement in reconstructing the PBL height can be shown in the YSU scheme in both Lidar and balloon comparisons, while UW generally under predicted its magnitude.

Moreover all schemes show a too rapid decrease of PBL that collapses to the night-time value by 17.00 UTC, while Lidar data seem to show a smoother profile. The problem of the smooth decay during the afternoon transition of the PBL height during nighttime hours has been discussed previously, making challenging the comparison between model results and Lidar data.

**Figure 24 - Comparison of PBL schemes to balloon observations in Torre Sarca. Time is expressed in UTC.**
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![Graphs showing PBL height variations over time](image)

*Figure 25 - Comparison of PBL schemes to Lidar measurements in Torre Sarca. Time is expressed in UTC.*

### 2.3 CONCLUSIONS

The WRF model has been applied over the Po Valley area and compared against measurement stations, vertical profiles by balloon soundings and Lidar data in order to assess the skill of the meteorological model in reproducing PBL structure and evolution. Five PBL schemes have been tested for a 5 km simulation. Three non-local closure schemes (ACM2, MRF and YSU) and two local closure parameterizations (MYJ and UW) have been selected. Vertical profiles of aerosol distribution and Lidar measurements were collected in the area of Milan together with surface temperature, mixing ratio and wind speed of different meteorological sites.

Results show that all five parameterizations produce similar performances, overestimating temperature, mixing ratio and wind speed, implying some common errors in all model runs.
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The highest biases are generally associated to MYJ and UW that use the Janjic Eta Monin–Obukhov surface layer scheme that was found to deliver a greater amount of sensible and latent heat fluxes with respect to Monin–Obukhov surface layer scheme. Analyzing only the city of Milan, runs follow the previous general pattern, over predicting temperature and wind speed, but an underestimation of mixing ratio is observed. Moreover, the five schemes have different relative behavior. UW and ACM2 have better performances of temperature, mixing ratio and wind speed than the other schemes. The best performances are related to their ability to predict more reliable results during the morning and evening. Indeed, ACM2 and UW use the same local closure during nighttime conditions that lead to an improving in model performances.

Over predictions of temperature and wind speed are found to cause a general overestimation of mixing during the PBL development in the city of Milan. In the early hours of the day there is a close agreement between models and among these and observations. However, deviation between simulated and observed grows with time. Indeed, the daytime development of PBL appears to be too rapid in all simulations. The largest overestimation exists for MRF, MYJ and ACM2 around noon as they use the same approach in reconstructing the entrainment process. Moreover, under unstable conditions, ACM2 and MRF schemes compute PBL height using the same non-local closure scheme. The best agreement in reconstructing the PBL height was highlighted for YSU. On the contrary, UW generally underpredicted PBL magnitude at all daytime hours.

Results suggest some systematic errors in all PBL schemes, that can be useful to direct other modeling approaches. However, due to the nature of PBL and its extremely spatial variability, it is advised to use this working outcomes for domains with meteorological and geographical situations similar as the Po valley.

PBL hourly evolution is essential to the good reconstruction of the ground concentration fields, especially when stagnant conditions occur. Since all parameterizations produce similar performances over the Po valley in terms of meteorological variables, we have chosen the scheme that gives best results in reconstructing the PBL.
development during the day, namely the Yonsei University PBL scheme (YSU). For the aforementioned reason the YSU PBL scheme will be used in the air quality simulations over Italy.
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3 INVESTIGATING IMPACTS OF CHEMISTRY AND TRANSPORT MODEL FORMULATION ON MODEL PERFORMANCE AT EUROPEAN SCALE
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Chemistry and transport models (CTMs) are essential tools to investigate the atmospheric fate of pollutants as well as to design and evaluate effective emission reduction strategies. CTMs include descriptions of the main chemical and physical processes driving air concentration of primary and secondary pollutants, such as sulphur and nitrogen oxides, ozone (Jacobson, 1996, Russell and Dennis, 2000) and particulate matter (Jacobson, 1997; Seigneur, 2001; Vautard et al., 2009).

For regional simulations, present data availability allows computed results to be compared against tens to hundreds of measuring sites in Europe and North America (Tesche et al., 2006; Morris et al., 2006; Van Loon et al., 2007) requiring the development of suitable methodologies, which enable robust findings and conclusions about model performance. In the last decades, several efforts were made to develop a systematic framework for model performance evaluation (MPE, Weil et al., 1992, Chang et Hanna, 2004). More recently Dennis et al. (2010) proposed a rather complete approach identifying
four main components including: operational, diagnostic, dynamical and probabilistic model evaluation.

The Air Quality Modeling International Initiative (AQMEII; http://aqmeii.jrc.ec.europa.eu/) was launched as a joint effort between the North American and the European modeling communities (Rao et al., 2011). In its first phase, it was focused on off-line CTMs in order to create a modeling testbed designed to systematically and objectively evaluate models against large number of stations. In this context, CAMx and CHIMERE models were applied and compared over the European domain for calendar year 2006, in order to obtain a comprehensive evaluation of the validation techniques that will be used for the future coupled simulations with WRF-Chem.

The CAMx and CHIMERE were driven by the same inputs (meteorology, emissions, boundary conditions) provided in the framework of the AQMEII exercise.

Model performance was investigated by sub-dividing the observational data set according to different criteria, such as station classification and geographical features. This effort was made to assess possible differences in model performance within the larger regional domain. In order to objectively evaluate differences between CAMx and CHIMERE, the Wilcoxon test was adopted (Wilks, 2006).

### 3.1 MODELS AND OBSERVATIONS

CAMx is a widely used three-dimensional photochemical Eulerian model that simulates the atmospheric fate of ozone and PM (ENVIRON, 2010). This study used CAMx version 5.21 with Carbon Bond 2005 (CB05) gas phase chemistry (Yarwood et al., 2005). The CAMx modeling domain was defined in latitude and longitude with 207 by 287 grid cells of resolution of 0.25° longitude by 0.125° latitude and 23 vertical layers. The CAMx surface layer exactly matched the MM5 surface layer and was about 30 m deep.
Further details on the CAMx set up can be found in Nopmongcol et al. (2012).

In this study, the CHIMERE model (Bessagnet et al., 2004; Vautard et al., 2005) was used in a configuration similar to that presented in Bessagnet et al. (2010) with MELCHIOR gas phase chemistry (Latuatti, 1997). In AQMEII, CHIMERE was applied over a domain covering part of the Europe continent (from 15°W to 35.25°E in longitude and from 35°N to 70.25° N in latitude), with a constant horizontal resolution of 0.25° × 0.25°. The vertical grid contained 9 layers expressed in a hybrid-sigma pressure coordinate system, from the surface to 500 hPa. The first ground layer height was 20 m.

The model documentation is available at http://euler.lmd.polytechnique.fr/chimere. For both ozone and PM$_{10}$ and its components, the model has undergone extensive inter-comparisons with other CTMs at European and urban scales (Bessagnet et al., 2004, 2010; Vautard et al., 2007 and Van Loon et al., 2007).

### 3.1.1 Input data

AQMEII participants were provided with a meteorological simulation for the year 2006, generated with MM5 model (Dudhia, 1993) for the European domain with resolution of 0.25° × 0.25°. The MM5CAMx preprocessor for CAMx was used to collapse the 32 vertical layers used by MM5 to 23 layers in CAMx and convert from the Mercator grid used by MM5 to a latitude-longitude grid. Both models used the planetary boundary layer (PBL) heights derived from MM5, apart from cloudy days during which the CHIMERE model considers the development of neutral conditions up to the cloud base (Bessagnet et al., 2009). The models adopt different parameterizations of vertical diffusion below the PBL height which, as discussed below, influenced pollutant dispersion under stable conditions (e.g. night-time).

The AQMEII emissions were prepared by TNO (Netherlands Organization for Applied Scientific Research), which provided a gridded emissions database for the year 2005 and 2006 (Pouliot et al., this issue). The dataset consists in European anthropogenic
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emissions for the 10 SNAP sectors and international shipping with resolution of 0.125° longitude by 0.0625° latitude. A fire emissions inventory was provided by the Finnish Meteorological Institute (FMI).

The models shared the same emission inventories and the same emission temporal profiles, but the model-ready input files were prepared independently for each model giving rise to some discrepancies (Table 8).

Table 8 - Comparison of CAMx and CHIMERE domain-wide emissions, also split between surface and high level sources (ton/year).

<table>
<thead>
<tr>
<th></th>
<th>Surface</th>
<th>High level</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>CAMx</td>
<td>CHIMERE</td>
<td>CAMx</td>
</tr>
<tr>
<td>CO</td>
<td>51 899 170</td>
<td>35 819 210</td>
<td>29 982 570</td>
</tr>
<tr>
<td>NOx</td>
<td>12 986 190</td>
<td>12 377 892</td>
<td>5 282 967</td>
</tr>
<tr>
<td>NH₃</td>
<td>5 350 228</td>
<td>5 151 898</td>
<td>492 906</td>
</tr>
<tr>
<td>SO₂</td>
<td>4 396 024</td>
<td>4 318 913</td>
<td>9 657 167</td>
</tr>
<tr>
<td>PM10</td>
<td>5 497 295</td>
<td>2 707 733</td>
<td>4 378 300</td>
</tr>
<tr>
<td>ISOP</td>
<td>4 920 623</td>
<td>5 817 524</td>
<td>139</td>
</tr>
<tr>
<td>TERP</td>
<td>2 491 000</td>
<td>2 741 965</td>
<td>433</td>
</tr>
<tr>
<td>FORM</td>
<td>239 430</td>
<td>67 583</td>
<td>217 245</td>
</tr>
<tr>
<td>ETH</td>
<td>1 008 042</td>
<td>357 950</td>
<td>9 456</td>
</tr>
<tr>
<td>TOL</td>
<td>686 099</td>
<td>609 417</td>
<td>14 561</td>
</tr>
</tbody>
</table>

Particularly:.1) NOx, SO₂ and NH₃ emissions are slightly different because the CAMx computational domain is slightly larger than the CHIMERE domain; 2) the emission vertical distribution was defined from vertical profiles with less detail than the vertical structure of the two models giving rise to discrepancies in the fraction assigned to the surface layer; 3) the models adopted different assumptions to vertically distribute fire emissions which explains why the main differences occur for CO and PM₁₀ emissions (Table 8). Biogenic VOC emissions were computed by both models by applying the
MEGAN emission model (Guenther et al., 2006). Sea salt emissions were computed separately using published algorithms (Monahan, 1986 for CHIMERE; de Leeuw et al., 2000 and Gong 2003 for CAMx) driven by MM5 meteorological fields. Boundary conditions for both models were derived from GEMS data (Schere et al., 2012) provided by the European Centre for Medium-Range Weather Forecasts (ECMWF).

3.1.2 Observations
Observed concentrations for calendar year 2006 were provided by the European database of national operational networks (AirBase). Data are available on the AirBase web site for all countries of European Union (http://air-climate.eionet.europa.eu/databases/airbase/). Observations of CO, NO\textsubscript{2}, NO\textsubscript{x}, SO\textsubscript{2}, O\textsubscript{3}, PM\textsubscript{10} and PM\textsubscript{2.5} were selected. Stations were chosen with data availability of 75% and higher. Stations showing outliers in yearly statistics were rejected. Only background stations (rural, suburban and urban) were chosen. A set of 1410 stations were found to fulfill the selection criteria with a total number of 29 countries represented. The station density of the selected dataset was adequate for NO\textsubscript{2}, SO\textsubscript{2}, O\textsubscript{3} and PM\textsubscript{10} in Western Europe, while fewer stations were available for Eastern Europe. For NO\textsubscript{x}, CO and PM\textsubscript{2.5}, monitoring stations were available only for a few countries. Observations for PM in 2006 from the EMEP (European Monitoring and Evaluation Programme; http://www.emep.int/) database were used too. The PM\textsubscript{10} measurements were available from 16 countries mostly on daily basis. The PM\textsubscript{2.5} measurements were available from 11 countries also on daily basis. Sulphate, nitrate and ammonium daily data were available from 24-36 EMEP stations. Four species, namely NO\textsubscript{2}, SO\textsubscript{2}, O\textsubscript{3} and PM\textsubscript{10}, were selected for use in model evaluation because they provided a rather homogenous spatial coverage, in contrast to NO\textsubscript{x}, CO and PM\textsubscript{2.5}. Where necessary, PM\textsubscript{10} bulk observations data were integrated with PM\textsubscript{2.5} data as well as with aerosol composition data for nitrate, sulphate and ammonium. NO\textsubscript{2}, SO\textsubscript{2} and PM\textsubscript{10} concentrations were expressed as daily means whereas the daily maximum of the 8-hour running
average was chosen for $O_3$. The selected metrics for $PM_{10}$ and $O_3$ are used to establish air quality standard in the European legislation (EU, 2008).

### 3.2 METHOD

Several concentration statistics and evaluation metrics can be selected to assess model performances (Boylan and Russel, 2006; Schluenzen and Sokhi, 2008; Dennis et al., 2010; Denby, 2011) and to compare results produced by different models (Potempski et al., 2008; Vautard et al., 2009; Thunis et al., 2011). To provide a comprehensive evaluation we selected 7 metrics whose mathematical expression is reported in the Appendix A1: Normalized Mean Bias (NMB), Normalized Mean Error (NME), Mean Fractional Bias (FB), Mean Fractional Error (FE), correlation ($r$), Index of Agreement (IA), Root Mean Square Error (RMSE). A preliminary analysis of model performance (not shown) revealed that some metrics provided very similar responses; for this reason detailed analysis was limited to a subset of 4 metrics: FB, FE, $r$ and RMSE. One goal of this paper was to investigate the influence of geographical features on model skill. Following the approach of Putua et al. (2010), the computational domain was split into 3 sub-regions (Figure 26): Southern Europe (SE), Northwestern Europe (NWE) and Eastern Europe (EE).

The SE sub-region is characterized by complex circulation conditions due to coastal areas and complex terrain, it experiences hot summers enhancing photochemical activity (Millán et al., 2000; Gangoiti et al., 2001) and it can be subject to dust episodes more frequently than the rest of Europe (Kallos et al., 2007; Mitsakou et al., 2008). The NWE sub-region is characterized by more homogenous circulation conditions than SE and comparison of $PM_{10}$ composition reveals higher fractions of sea salt and, to a lesser extent, nitrate than other sub-regions (Putaud et al., 2010). The EE sub-region is characterized by a higher $PM_{10}$ fraction of total carbon (Putaud et al., 2010) that could be related to emission characteristics that still distinguish Eastern European countries. Observation sites
were also categorized according to station type, following the official classification proposed by the European Environment Agency (EU, 1997): rural background stations (RB), suburban background stations (SB) and urban background stations (UB).

![Figure 26](image)

**Figure 26 - Regions identified within the computational domain:** Southern Europe (SE), North-Western Europe (NWE), Eastern Europe (EE). Countries without available observations are in white.

The Wilcoxon matched-pairs rank test (WMP, Wilks, 2006) was applied to perform the comparison between CAMx and CHIMERE skill. The WMP test is the non-parametric counterpart of the matched-pairs Student t-test. Being non-parametric, the test relaxes the constraint on normality of the underlying distributions (Gego et al., 2006). Firstly observation sites were categorized in subsets according to sub-region and stations type. For each subset, the pairs of metrics computed by CAMx and CHIMERE were submitted to the WMP to investigate whether the null hypothesis (i.e. the two series of metrics are not different) could be rejected or not. The probability level (p) of rejecting the hypothesis was set to 5%. In case of rejection (i.e. p < 5%), model performance could be considered significantly different and a better performing model was identified. The Wilcoxon-Mann-Witney test for unpaired series (WMU, Wilks, 2006) was applied to investigate differences in model performance within subsets of either region or station type. Subsets of metrics
were compared by using an index computed as follows: The WMU test was applied to each possible combination of subsets (e.g. NWE versus SE; NWE versus EE and SE versus EE, in case of regional comparison) of the 7 metrics previously described and then summing the total number of “non-negative scores” (NNS) of each subset. A non-negative score takes place when a subset performs not worse than the other one. The score ranges between 0 (the subset is always worse than the others for each metric) and 14 (the subset is always better or not significantly different than the others). NNS were computed for each model separately; for each station type in case of regional comparison and, conversely, for each region in case of station type comparison.

### 3.3 RESULTS AND DISCUSSION

#### 3.3.1 Nitrogen dioxide

Figure 27 provides a concise comparison of model performance for NO$_2$ for each sub-region and station type. CHIMERE and CAMx showed a rather coherent behavior, meaning that in most cases they provided their best or worst performance in the same region or for the same kind of station. Best performance usually occurred at rural stations in the NWE sub-region. Model estimates show FB very close to 0, absolute errors (FE) lower than 50% on average and a small spread of the distribution for all metrics, suggesting that the level of performance is fairly homogenous in the whole region. In contrast, NO$_2$ performance in the SE sub-region was systematically worse than for other sub-regions) due to circulation conditions that are strongly influenced by local scale features, such as sea-land interface and complex terrain, often associated with low wind speeds and stable conditions. In all 3 sub-regions, both models showed a worsening in performance moving from rural to urban stations, driven by the growing influence of local scale emissions. Correlation was less sensitive to station type and, quite surprisingly, displayed better performances at urban or suburban stations than rural ones for SE and EE regions. This is probably due to the
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stronger variability at urban sites, between winter and summer observed concentrations, slightly enhancing correlation score.
Figure 27 - Box-whisker plots of the distribution of the different metrics computed for CAMx (red) and CHIMERE (green) in each region and for each kind of station. The number of stations is reported in brackets. The plot is unfilled for the worst model.
The WMP test was used to discriminate when CAMx and CHIMERE performance can be considered significantly different (p < 5%). As illustrated in Figure 27, CAMx performed significantly better than CHIMERE in terms of correlation, while CHIMERE performed better than CAMx, when assessed by FB and FE.

The WMP test also allowed detection of differences in model performance that are not obvious from box-whisker plots. As an example, RMSE distribution at SB and UB sites of SE region seems to show comparable performance for CAMx and CHIMERE at both station types. However, the WMP test reveals statistically significant difference between the two models. This result stems from the WMP approach that takes into account the number of times that one model performs better than the other one. In this case, this means that CHIMERE is slightly but systematically more skillful than CAMx at UB stations.

Figure 28 shows the daily Box-whisker plots of the distribution of the observed and computed NO$_2$ concentration at SB sites of NWE and SE region. CHIMERE concentrations are almost always higher than CAMx, thus explaining the better score in FB and FE. Conversely, CAMx seems to better reproduce the weekly cycle of NO$_2$ concentrations, giving rise to a higher correlation skill. As discussed below, such differences are related to the different assumptions underlying the reconstruction of the vertical diffusion and the first layer wind speed in the two models.
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3.3.2 Sulphur dioxide

Figure 27 compares CAMx and CHIMERE performance in simulating SO$_2$ concentrations. Concerning FB, CAMx performs better than CHIMERE showing a slight overestimation, whereas CHIMERE concentrations are underestimated. In contrast, CHIMERE shows better skill than CAMx in capturing temporal variability of observed concentrations, as shown by the correlation values. There is a clear worsening in model performance in the SE sub-region as discussed above for NO$_2$. Overall, geographical region is less important for SO$_2$ in CAMx but CHIMERE performance is clearly worst in the SE sub-region. Station type is less influential for SO$_2$ model skill because SO$_2$ emissions mainly come from aloft sources (Table 8) which disperse emissions widely. An exception is presented by RMSE for UB and SB stations in the EE region that show a clear worsening, increasing from 2 to 4 ppb, on average (Figure 27). This happens because surface level sources of SO$_2$ are still relevant in the EE region and they influence the observed concentrations at UB and SB sites (Hjellbrekke and Fjæraa, 2008).
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Figure 30 shows the box-whisker time-series of $\text{SO}_2$ daily concentrations at SB stations for the EE and SE regions. CAMx computes higher concentrations that result in better performance for FB but without reproducing the time series variability. Indeed, it can be noted that over EE stations, CAMx overestimates the lowest quantiles of the yearly series, while underestimating the highest ones. Moreover, the model tends to underestimate January-March concentrations, whereas the October-December period is overestimated. Similar conclusions can be drawn for SE stations where the spread of the observed distribution is well reproduced by both models, but not the temporal variability. Moreover, the seasonal cycle at SE stations is very smooth, causing further worsening in correlation estimates. Because point source stack parameters were lacking from the emission inventory both models were forced to assume static vertical profiles to distribute point source emission rather than calculating time-varying plume rise based on meteorological conditions.

![Figure 30 - Daily Box-whisker plots of the observed and computed $\text{SO}_2$ concentration at Suburban Background sites of EE (a) and SE (b) regions. Observations are in black/grey; CAMx in red/orange and CHIMERE in dark green/light green. Bars show the 25th-75th quantile interval, while the median is displayed by the continuous line. The 25th, 50th, 75th, and 95th quantile of the yearly series are reported too.](image-url)
Figure 31 compares the daily mean SO$_2$ concentration computed by CAMx and CHIMERE for October 10$^{th}$, 2006. CAMx ground level concentrations are always higher than CHIMERE, above all urban and industrialized areas.

![Figure 31– SO$_2$ daily mean concentration computed by CAMx (left) and CHIMERE (right) for October 10th, 2006.](image)

To investigate the differences between the two models, Figure 32 compares the NO$_2$ and SO$_2$ vertical profiles computed by CAMx and CHIMERE from October 9$^{th}$ to October 11$^{th}$ at an industrial area close to Katowice (Poland), where SO$_2$ maximum concentrations are found. NO$_2$ concentrations display a rather typical hourly profile driven by emissions and the Planetary Boundary layer (PBL) evolution and the models show similar behavior, although CAMx concentrations are higher than CHIMERE. Maximum ground level NO$_2$ concentrations are observed late in the evening due to ozone-NO titration combined with low PBL height. The latter also creates a sharp vertical gradient in NO$_2$ concentrations dropping from 20-30 ppb for CHIMERE and 25-35 ppb for CAMx at ground level to less than 12 ppb at 100 m above ground level (agl). Conversely, minimum values (around 6 ppb) are observed during daytime, due to chemical removal of NO$_2$ and a deeper PBL. SO$_2$ shows a relatively different profile, especially on October 10$^{th}$ and 11$^{th}$ when the highest concentrations are observed for both models. Both models show comparable profiles at noon on October 9$^{th}$, but when the PBL collapses the models behave very differently: Both models display a concentration peak between...
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250 and 500 m agl, confirming the importance of aloft sources for \( \text{SO}_2 \) but CAMx has higher concentrations in the surface layer than aloft whereas CHIMERE has lower concentrations in the surface layer than aloft. Similar behavior, even enhanced, is shown on October 11\(^{\text{th}}\). Differences in the models results can be explained noting that: a) CAMx displays a sharp gradient close to ground level during stable conditions, while CHIMERE maxima take place mostly at higher altitude; b) CAMx concentrations are usually higher than CHIMERE inside the PBL, while at higher altitude (over 1000 m agl) CHIMERE values can be greater than CAMx. Considering that the models: a) shared the same emission inventory b) adopted the same vertical distribution for point source emissions c) showed similar dry deposition fields, the differences showed by the models can be ascribed to different assumptions in the description of the PBL processes for stable conditions.
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Figure 32 – Selection of hourly vertical profiles of NO\(_2\) and SO\(_2\) computed by CHIMERE (light and dark green) and CAMx (orange and red) at a site belonging to the industrial area of Katowice (Poland), between October 9th and 11th, 2006. Plots also display PBL height adopted by CAMx (red) and CHIMERE (green) at the same site.

3.3.3 Ozone
CAMx and CHIMERE also present coherent behavior for secondary pollutants.

The best performance for ozone (Figure 27) takes place in the SE sub-region, with FB values close to 0, whereas NWE and EE are characterized by a negative bias ranging from 10 to 30%. Rather surprisingly, model performance clearly improves moving from rural to urban stations, where FB is close to 0. By examining the FE distribution conclusions similar to FB can be extracted, with values ranging, on average, from 20 to 30% in SE region and being greater than 30% in Eastern Europe. In contrast to NO\(_2\), CHIMERE and CAMx did not show any statistically significant difference from region to region. For both metrics, CHIMERE skills are significantly better than CAMx for most subsets. Both models present a noticeable skill in terms of correlation. CHIMERE performed very well in SE and NWE regions showing correlation values higher than 0.8 at more than 50% of the selected sites and being significantly better than
CAMx. Conversely, CAMx performed better at EE sites, whereas CHIMERE correlation drops to values lower than 0.8 at most sites. A clear worsening in CAMx performance is presented only for UB stations for the SE sub-region. This happens because O\textsubscript{3} concentrations at urban stations are rather influenced by local scale effects (e.g. titration) that are not well captured in the SE sub-region, because of the coarse resolution as well as the circulation characteristics of the area. Indeed, in the SE sub-region were included quite complex circulation areas (e.g. Italy and Greece) that were characterized by more frequent stagnant conditions than in NWE and EE sub-regions.

CHIMERE displays a very different behavior in the EE region where performance is always the worst. Such a discrepancy is driven by correlation at EE sites, which is clearly lower than the other regions. Comparing O\textsubscript{3} model estimates for different station types showed a rather surprising outcome, where rural stations are usually worse than others. Such unexpected behavior could be driven by an error compensation or it could indicate that station classification is not correctly identified.

Figure 33 presents the box-whisker plots for daily maximum 8-hour O\textsubscript{3} for a few station subsets. Generally speaking, both models are able to follow the seasonal cycle of daily maximum ozone also reproducing most of the episodes taking place in the summer season. Simulated concentrations are slightly underestimated by both models, as shown by comparing the quantiles. CHIMERE performed better in reproducing the low concentrations, while CAMx better reproduced the median and high quantiles.

The analysis of the temporal evolution shows that model bias is mainly driven by a strong underestimation taking place during the first part of the year in the NWE and EE regions when both models show the strongest discrepancy. This feature is very clear at EE stations, thus explaining the significant differences in correlation. This underestimation of ozone during the first part of the year results from a lack of ozone in the northern boundary conditions, as explained through sensitivity simulations by Nopmongcol et al. (2012).
To investigate differences in model behavior, Figure 34 displays the temporal evolution of selected variables at a rural site in the EE region (PL0014A). The 5 day period, from February 28th to March 3rd, is characterized by the development of a spring ozone episode, with observed concentrations reaching 60 ppb. Observed wind speed ranges between 1 and 6 m/s. The models are able to capture the hourly evolution of wind speed but CHIMERE has lower wind speeds than CAMx because CHIMERE has a shallower surface layer (20 m) than MM5 (30 m) and therefore adjusted down the MM5 wind speeds, whereas CAMx has the same surface layer depth as MM5 and used the MM5 winds directly. CAMx and CHIMERE PBL heights are both derived from MM5, but the influence of the CHIMERE modification to PBL height during cloudy days is clearly evident for example on NOx and NO$_2$ concentrations at night on March 2nd. Conversely, when the PBL is very low in both models, the NOx and NO$_2$ concentrations simulated by CHIMERE are often higher than CAMx (e.g. evening hours of March 2-4). These differences result from the wind speed and the minimum value of the vertical dispersion coefficient (Kz) adopted by the models. The influence of these differences in meteorological fields is rather systematic as it can be inferred from the computed quantiles, better reproduced by CHIMERE than CAMx (Figure 34).

The differences in the reconstruction of wind and vertical diffusion aim in explaining the resulting differences in the night-time ozone concentrations. However comparing ozone time series, it can be noted that models differ in the reconstruction of the daytime build-up too, being stronger in CAMx than CHIMERE. Higher ozone concentrations can be also observed along the vertical profile, as shown in Figure 35, which illustrates the increase of CAMx concentrations from February 28th to March 4th. This difference could be attributed to the chemical mechanism, suggesting that CB05 is more effective than MELCHIOR in producing ozone. This behavior is clearly displayed by the increasing discrepancy between CAMx and CHIMERE daytime vertical profiles, inside the PBL. Moreover, ozone produced during daytime is accumulated in upper layers, enhancing the differences between the two models along the
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development of the episode. As a final result, CAMx performed better than CHIMERE, because the stronger ozone production in CAMx compensated for underestimation in the background ozone caused by the boundary conditions.

Figure 33– Daily Box-whisker plots of the observed and computed O₃ concentration at RB sites of EE (a), NWE (b) SE (d) regions and at UB sites of NWE region (c). Observations are in black/grey; CAMx in red/orange and CHIMERE in dark green/light green. Bars show the 25th-75th quantile interval. The median is displayed by the continuous line. The 25th, 50th, 75th, and 95th quantile of the yearly series are reported too.
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Figure 34 - Hourly time series of observed and computed fields at PL0014A site from 2/28/2006 to 3/5/2006: wind speed and PBL height (a); NOx and NO\textsubscript{2} concentrations (b); ozone concentration (c). Observations are in black; CAMx in red and CHIMERE in green. As for chemical species, the 25th, 50th, 75th and 95th quantile of the hourly series are reported too.
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Figure 35 - Selection of hourly ozone vertical profiles computed by CHIMERE (green) and CAMx (red) at site PL0014A, between February 28th and March 4th. Plots also display PBL height adopted by CAMx (red) and CHIMERE (green) at the same site.

To better investigate possible differences in photochemistry, the ozone mean day concentrations from April to September are compared in Figure 36.
The seasonal analysis confirms that the increase in the daytime concentration is systematically higher in CAMx than CHIMERE. Discrepancies are stronger during the first part of the daytime period, supporting the hypothesis that CB05 produces more ozone than MELCHIOR. This finding seems to be confirmed also by the spread of the computed concentrations that is higher in CAMx than CHIMERE. CAMx skills show better in terms of hourly ozone peak, but not over the whole daytime period. This result could provide an explanation for the more accurate CHIMERE performance with respect to the daily maximum 8-hour ozone.

![Figure 36 - Ozone mean day concentration at RB (a) and UB (b) stations of EE, NWE and SE regions. Each bar represents 25th-75th quantile interval of the distribution of the concentrations at all stations for the same hour. Lines display the median of the distribution. Observations are in black/grey; CAMx in red/orange and CHIMERE in dark green/light green.](image)

### 3.3.4 Particulate matter ($PM_{10}$ and $PM_{2.5}$)

In analyzing $PM_{10}$ performance, shown in Figure 27, it appears once again that the models provided a coherent answer both comparing
different regions as well as considering different types of station. Similar to NO\textsubscript{2}, the best PM\textsubscript{10} performance take place in NWE region and for RB stations. The WMP test shows that CAMx systematically provided better FB and FE scores than CHIMERE. CAMx bias is close to 0 in NWE region, whereas SE and EE stations display a negative bias. CHIMERE presents a similar pattern but characterized by a stronger negative bias. Similar findings can be derived by FE scores. Analyzing the WMP results for correlation displays a very different pattern, with CHIMERE performing always better than CAMx.

Differences among regions depend neither on the model nor the station type, confirming the strong influence of geographical features on PM\textsubscript{10} simulations (Figure 38). Differences in region to region skill are mainly driven by bias, which ranges around 0 in the NWE area, dropping down to -100\% in the SE region. Discrepancies in PM\textsubscript{10} FB and FE are stronger than NO\textsubscript{2} (Figure 27), indicating that there is inaccuracy in the reconstruction of either emission sources or aerosol processes or both, influencing PM\textsubscript{10} concentration in the EE and SE regions.

To investigate the differences in PM model performances, Figure 37 compares the yearly mean concentration of primary and secondary PM\textsubscript{10} computed by both models. The spatial patterns look similar, but CAMx concentrations are generally higher than CHIMERE, mainly for primary PM\textsubscript{10}, thus helping to explain the stronger bias exhibited by CHIMERE. The discrepancies between the two models can be ascribed to: a lower contribution of dust at boundaries in CHIMERE due to a smoothing filter applied to peak events; a lower emission of PM\textsubscript{10} at ground level (Table 8); more efficient wet deposition scavenging in CHIMERE.

As a further step in evaluating PM performance, PM\textsubscript{2.5} concentrations at RB sites were compared. Due to the lower number of PM\textsubscript{2.5} stations, the results shown in Figure 39 cannot be strictly compared to Figure 38. However, available stations show that PM\textsubscript{2.5} modeled concentrations are closer to observations than PM\textsubscript{10}. A clear improvement in model performance can be observed for CHIMERE at NWE sites and for CAMx at SE sites.
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![Primary (a) and secondary (b) PM$_{10}$ yearly mean concentration computed by CAMx (left) and CHIMERE (right).](image)

Figure 37 - Primary (a) and secondary (b) PM$_{10}$ yearly mean concentration computed by CAMx (left) and CHIMERE (right).

![Daily Box-whisker plots of the observed and computed PM$_{10}$ concentration at RB sites of EE (a), NWE (b) SE (c) regions. Observations are in black/grey; CAMx in red/orange and CHIMERE.](image)

Figure 38 - Daily Box-whisker plots of the observed and computed PM$_{10}$ concentration at RB sites of EE (a), NWE (b) SE (c) regions. Observations are in black/grey; CAMx in red/orange and CHIMERE.
In dark green/light green. Bars show the 25th-75th quantile interval, while the median is displayed by the continuous line. The 25th, 50th, 75th, and 95th quantile of the yearly series are reported too.

Comparing PM$_{2.5}$ and PM$_{10}$ shows that, as expected, observed concentrations clearly decrease when just the fine PM fraction is considered. However, the quantiles of the modeled concentration distributions are rather constant. This result suggests that emissions of coarse PM are missing from both models.

Finally, it is worth noting that CAMx overestimated the PM$_{2.5}$ concentration at NWE sites. This behavior was investigated further. Figure 40 provides an overview of CAMx and CHIMERE performance in reproducing the three main inorganic aerosol
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compounds at RB sites, the only type of stations available in the EMEP dataset. Comparing sulphate performance shows that CAMx provided better FB and FE scores, whereas the model was clearly worse than CHIMERE for correlation. CAMx concentrations were higher than CHIMERE (see Figure 41), due to the corresponding higher availability of SO$_2$, as discussed previously.
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Figure 40 - Box-whisker plots of the distribution of the different metrics computed for CAMx (red) and CHIMERE (green) in each region and for EMEP RB stations. The number of stations included is reported in brackets. The plot is unfilled for the worst model.

Figure 41 - Sulphate yearly mean concentration computed by CAMx (left) and CHIMERE (right).

Both models presented comparable FB and FE scores for both nitrate and ammonium. Similar to PM$_{10}$, CHIMERE correlation estimates are generally better than CAMx, especially for sulphate and nitrate. Also in this case, the worsening in CAMx performances is due an overestimation of the variability of computed concentrations, both in space and time. Figure 42 provides an example of such behavior. Differences between the models can be clearly detected by analyzing...
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the episode that occurred between September 27\textsuperscript{th} and October 2\textsuperscript{nd}, where CAMx overestimates both sulphate and nitrate concentrations.

![Figure 42 - Daily Box-whisker plots of the distribution of the observed and computed concentration of sulphate (a), Nitrate (b) and ammonium (c) at EMEP sites. Observations are in black/grey; CAMx in red/orange and CHIMERE in dark green/light green. Bars show the 25\textsuperscript{th} -75\textsuperscript{th} quantile interval, while the median is displayed by the continuous line. The 25\textsuperscript{th},50\textsuperscript{th}, 75\textsuperscript{th}, and 95\textsuperscript{th} quantile of the whole period are reported too.](image_url)

Figure 43 helps in explaining model discrepancies. Panels (a) show the nitrate hourly concentrations on September 29\textsuperscript{th} at 07:00, when CAMx concentrations are higher than CHIMERE, above all in a large area across France and Germany. Differences in nitrate concentrations can be related to a higher availability of nitric acid, whose concentration is higher in CAMx, starting from the day before (as shown in Figure 43.b). The increase in HNO\textsubscript{3} concentration that takes place during daytime hours is caused by the development of the
PBL that favor the vertical mixing of pollutants produced by high level sources. Between 250 and 500 m agl, CAMx exhibits HNO$_3$ night-time concentrations higher than 12 ppb, while CHIMERE is lower than 3 ppb. As soon as the PBL starts growing a downward mixing takes place, giving rise to a strong increase in ground level concentrations. This result suggests that, similar to SO$_2$, the discrepancies between the two models are driven by different assumptions in simulating PBL processes.

Figure 43 - (a) Nitrate hourly mean concentration computed by CAMx (left) and CHIMERE (right) on September 29$^{th}$ at 07:00; (b) Nitric acid hourly mean concentration computed by CAMx (left) and CHIMERE (right) on September 28$^{th}$ at 12:00; (c) Hourly time series of nitric acid vertical profiles computed by CHIMERE (lower band) and CAMx (upper band) at site (8.00E, 50.00N).
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3.4 CONCLUSIONS

Two CTMs were evaluated and compared over Europe for calendar year 2006 in the framework of the AQMEII project. The analysis sub-setted the observational sites according to geographical region and station type. Performance statistics were compared objectively by application of a non-parametric statistical test of matched pairs rank.

The models demonstrated similar geographical variations in model performance with just a few exceptions: for SO$_2$ in the SE sub-region and O$_3$ in the EE sub-region. Both models displayed great performance variability from region to region and within the same region for NO$_2$ and PM$_{10}$. Station type is relevant mainly for pollutants directly influenced by low level emission sources, such as NO$_2$ and PM$_{10}$, while station type is not influential for region to region comparisons.

Investigation of model performance differences showed that FB (or NMB) and FE (or NME) metrics together with correlation index (or index of agreement) often highlighted significant differences in model scores, usefully guiding model users to further analysis of model behavior.

A more detailed analysis of the likely causes of the differences between CAMx and CHIMERE results revealed that:

- Differences in the reconstruction of vertical diffusion coefficients (Kz) and wind speed in the first model layers can affect the surface concentration of primary compounds, especially for stable conditions. Lower threshold for minimum Kz could enhance NO$_2$ peaks in CHIMERE, improving FB. Also, taking into account the influence of clouds on PBL height can modify the reconstruction of the daily variability yielding different correlation values.

- Differences in the vertical profiles of Kz strongly influenced the impact of aloft sources on ground level concentrations of both primary pollutants such as SO$_2$ as well as PM$_{10}$ compounds such as sulphate and nitrate. CAMx vertical mixing proved to be more efficient than CHIMERE (note that
since CAMx vertical mixing is determined by input \( K_v \) profiles this finding may be specific to this application). As a consequence, CAMx often performed better in terms of bias, while CHIMERE was better than CAMx for correlation. This happened because the stronger mixing produced a general increase of ground level concentrations, but also caused the overestimation of several episodes.

- CAMx showed stronger photochemistry than CHIMERE giving rise, on average, to higher ozone concentrations that agreed better with observations, as shown by analysis of the diurnal variation during the summer season. However, CHIMERE performance on daily basis was better than CAMx because the greater variability of the CAMx concentrations yielded worsening bias and correlation. The only exception was for the EE region where CAMx estimates were more accurate. Nonetheless, this result seems to be due to an error compensation, where the more effective photochemistry showed by CAMx compensated for an underestimation in the background concentration.

- \( \text{PM}_{10} \) performance was rather poor for both models, except for the NWE region. Model results were sensitive to geographical features and station type similar to \( \text{NO}_2 \). However, differences in model performance between the NWE region and the other two areas were stronger than for \( \text{NO}_2 \), suggesting that either further emission sources, or processes, or both are missing for \( \text{PM}_{10} \) in the SE and EE regions. Moreover, \( \text{PM}_{10} \) performance was very different between regions, while secondary inorganic aerosol scores were relatively homogenous. This suggests that \( \text{PM}_{10} \) underestimation has to be ascribed to other compounds (e.g. PM coarse, Particulate Organic Matter and dust). This finding has been confirmed by comparing \( \text{PM}_{2.5} \) stations, which exhibited a lower bias than \( \text{PM}_{10} \) sites. This result proved that coarse PM sources are still missing from emission inventories. Beside these shared features, comparing the two models displayed a rather unexpected result, with CAMx performing always better than CHIMERE in terms of bias,
while CHIMERE score for correlation was always higher than CAMx. As already mentioned, vertical mixing is one cause of such discrepancies.
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As models are becoming important tools for air quality management and the evaluation of emission control strategies, it is essential to assess their ability in simulating air concentrations. During the past decades, many modeling inter-comparison experiences have been proposed to investigate model predictions from traditional Chemistry and Transport Models (CTMs, Cuvelier et al., 2007; van Loon et al., 2007; Pernigotti et al., 2013; Rao et al., 2011), achieving a comprehensive evaluation of the main gaps and phenomena driving the regional-scale numerical estimations. Studies reveal a large variability among models in reconstructing the main atmospheric pollutants. However, Solazzo et al. (2012) have demonstrated a systematical tendency through underestimation of particulate matter as well as its main precursors for several CTMs over Europe. Many Chemistry and Transport Models (CTMs) have been tested. Some examples are EMEP (Simpson et al., 2003), CAMx (ENVIRON, 2011), CHIMERE (Bessagnet et al., 2009) and LOTOS (Schaap et al., 2008).
All these CTMs are implemented “offline” (e.g. chemical and meteorological fields are simulated by two independent models). Moreover, they do not allow the estimation of the coupled interactions between meteorology and air quality (“un-coupled”). Decoupling between meteorology and chemistry leads to a loss of information about atmospheric processes that have a time scale smaller than the output time of the meteorological model (usually 1 hour), e.g. wind speed and wind direction, rainfall, and cloud formation (Grell et al., 2005; Zhang, 2008).

As discussed before, in recent years the atmospheric modeling community is moving toward an integrated method that aims at incorporating chemistry and meteorology in the same regional model with a full modular approach (“on-line”). In principle, the step towards the on-line approach should introduce an improvement in model performance, whose relevance, anyhow, need to be proved and quantified, through the examination of the various physical and chemical processes included in regional-scale integrated meteorology-chemistry models.

On this contest, the comparison to well-known systems, such as CTMs, represents an important step to improve their knowledge as well as to investigate the effect of on-line approach on air quality simulations.

The Weather Research and Forecasting model coupled with chemistry (WRF-Chem; Grell et al., 2005) is a state-of-the-art on-line model, in which chemistry transformations are completely embedded into the meteorological model WRF (Skamarock et al., 2008). In addition, it allows considering the complex aerosol-cloud-radiation feedback mechanisms (“coupled”).

In this study WRF-Chem model was compared to the off-line chemistry and transport model CAMx (Comprehensive Air Quality Model with eXtension; ENVIRON 2011) over Italy for January and February 2005, in order to evaluate the effect of on-line and off-line approaches on air quality simulations.

To this aim, WRF-Chem was implemented without the full coupling of aerosol and radiation-cloud processes, because feedbacks may
complicate the interpretation of results on gas and aerosol (Tuccella et al., 2012).
CAMx is an Eulerian chemistry and transport model widely applied in several modeling inter-comparison exercises over Europe (Pirovano et al., 2012; Vautard et al., 2007) and Italy (Pernigotti et al., 2013). As presented previously in this study (Chapter 3), CAMx was demonstrated to reconstruct the main pollutant events over Europe with similar performances to other frequently used chemistry and transport models (CHIMERE), thus representing an interesting benchmark for the WRF-Chem application.
Whether possible the simulation design was identically defined in the two model runs to make more comparable the modeling approaches. In particular, modeling configurations were in line with the outcomes of previous studies and sensitivity tests. As discussed in Chapter 2, we chose the meteorological parameterizations that were found to give the best performances over Italy and the Po valley area. Moreover, statistical evaluations presented in Chapter 3 were adopted here.
Of particular interest for air quality studies is the fate of particulate matter, as the PM$_{10}$ limit values of the European Directive are exceeded in many areas of Italy especially during the winter (Directive 2008/50/EC). For this reason, results were focused on particulate matter and its main precursors and components. Results were also compared against measurement data.

4.1 WRF-CHEM MODEL APPLICATION

4.1.1 Models description and set up
In this study WRF-Chem model (version 3.3.1; September, 2011) has been applied and compared to CAMx (version 5.4; ENVIRON 2011) over the Italian domain for January and February 2005.
WRF-Chem is the chemical extension of the fully compressible and non-hydrostatic Advanced Research WRF model, and it was developed jointly by NOAA, NCAR, PNNL and other research institutes. As well as WRF, it uses terrain-following hydrostatic
pressure as the vertical coordinate, and Arakawa-C grid for grid staggering. The model implements the Runge-Kutta second and third order time integration schemes and second to sixth order advection schemes in both the horizontal and vertical directions.

WRF-Chem enables a variety of chemical and physical-dynamical parameterizations. The physics options applied in this study are: the Rapid Radiative Transfer Model (RRTM) longwave radiation scheme (Mlawer et al., 1997), the Goddard shortwave radiation scheme (Chou et al., 1998), the Noah land surface model (Chen and Dudhia, 2001), the Morrison double moment microphysics scheme (Morrison et al., 2009) and the Grell 3D ensemble cumulus parameterization (Grell and Devenyi, 2002). The PBL scheme adopted here is based on previous studies and includes the Yonsei University Planetary Boundary Layer (Hong et al., 2006) and the MM5 surface model based on Monin and Obukhov (1954). Sensitivity tests indicate that the combination of schemes for surface layer and PBL adopted in this work produces the best results over Italy (Chapter 2).

The chemical mechanisms included in the analysis are CBM-Z for gas-phase chemistry (Carbond Bond Mechanism version Z, Zaveri and Peters, 1999) and MOSAIC for aerosol formation (Model for Simulating Aerosol Interactions and Chemistry, Zaveri et al., 2008). This combination of chemical mechanism was selected because of the similarity of the photochemical scheme (CBM-Z) with the CAMx one (Carbon Bond 2005, CB05; Yarwood et al., 2005) that will be used to compare model results.

CBM-Z is a fairly popular mechanism in the atmospheric chemistry modeling community that derives from the CBM-IV scheme (Gery et al., 1989). The major modification involved the explicit treatment of lesser reactive paraffines, such as methane and ethane; revised parameterizations of more effective paraffines, olefins and aromatics. The resulting mechanism contains 52 prognostics species grouped according to the types of bonds present in the molecular structure and 132 gas-phase reactions.

Aerosol reactions are reconstructed by means of Model for Simulating Aerosol Interactions and Chemistry. MOSAIC scheme
treats major aerosol species including sulphate (SO$_4$), nitrate (NO$_3$), chloride (Cl), ammonium (NH$_4$), sodium (Na), black carbon (BC), primary organic mass (OC) and other inorganic mass (OIN) (e.g., trace metals, silica and other inert minerals). It includes the main aerosol processes e.g. inorganic aerosol thermodynamic equilibrium, binary nucleation, coagulation, condensation, PM formation due to aqueous-phase chemistry, and dry and wet deposition. In particular, Wexler et al. (1994) and Jacobson et al. (1994) approaches are used for simulating nucleation and coagulation, respectively.

MOSAIC reproduces aerosol size distribution using a sectional method, in which both mass and number are predicted for each size bin. The size bins are defined by their lower and upper dry particle diameters (Table 9). Furthermore, each bin is assumed to have the same chemical composition within a bin (internally mixed), while particles are externally mixed between different bins.

For this investigation four size bins are used, ranging from 0.04 µm (lower bound) to 10 µm (upper bound).

Table 9 – Size bin distributions used in the study.

<table>
<thead>
<tr>
<th></th>
<th>Bin 1</th>
<th>Bin 2</th>
<th>Bin 3</th>
<th>Bin 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum diameter (µm)</td>
<td>0.04</td>
<td>0.156</td>
<td>0.625</td>
<td>2.5</td>
</tr>
<tr>
<td>Maximum diameter (µm)</td>
<td>0.156</td>
<td>0.625</td>
<td>2.5</td>
<td>10.0</td>
</tr>
<tr>
<td>Particle center (µm)</td>
<td>0.078</td>
<td>0.313</td>
<td>1.250</td>
<td>5.0</td>
</tr>
</tbody>
</table>

The current implementation of MOSAIC does not take into account for the gas-phase photochemical reactions that lead to the Secondary Organic Aerosols (SOA) formation, whereas the bulk aqueous phase chemistry of Fahey e Pandis (2001) is used, which includes 147 aqueous reactions that involve 50 chemical species.

The photolysis frequencies are calculated with the Fast-J scheme (Barnard et al., 2004) under clear and cloudy sky conditions. This code employs the conventional “plane-parallel assumption”, so that the optical properties are constant in any horizontal plane, and the radiative transfer equations are functions only of the vertical coordinate (Barnard et al., 2004).
The WRF-Chem meteorological simulation has driven CAMx model. CAMx is an Eulerian chemical and transport model that allows simulating emission, dispersion, chemical reaction and removal processes of pollutants in the troposphere. In the present work, it implements the Carbon Bond 2005 gas phase chemistry (CB05; Yarwood et al., 2005), and the ISORROPIA scheme to simulate the thermodynamic equilibrium of inorganic particles (Nenes et al., 1998; Nenes et al., 1999).

CB05 is a condensed mechanism of atmospheric oxidant chemistry that updates the earlier CBIV (Gery et al., 1989). The main differences include an explicit organic chemistry for methane and ethane, the addition of higher aldehyde (e.g. peroxyacyl radicals, peroxynitrates and carboxylic acids) and internal olefin species such as 2-butenes. CB05 treats 51 lumped species and 156 gas-phase reactions.

ISORROPIA predicts ammonium, sodium, chloride, nitrate, sulfate and water, which are partitioned between gas, liquid and solid phases. The aerosol particles are assumed to be internally mixed, meaning that all particles of the same size have the same composition.

The aqueous chemistry of the RADM-AQ mechanism (Chang et al., 1987) was employed. It consists of 77 reactions among 36 species. Furthermore, the SOAP algorithm was adopted in order to simulate the organic species partitioning (Strader et al., 1999).

The aerosols dynamic follows a coarse/fine approach that divides the size distribution in two modes. Primary species can be modeled as fine or coarse particles, while all secondary species are associated to the fine particles only. Moreover particles do not move from the fine mode into the coarse mode due to dynamic processes.

The rates for the primary photolysis reactions are generated using the Tropospheric Ultra-violet Visible (TUV) radiative transfer model (NCAR, 2011).

Wet scavenging coefficient is determined differently for gas and aerosols, based upon the relationship described in Seinfeld and Pandis (1998).
Finally, Wesely (1989) dry deposition is included in both modeling applications. The main physics and chemistry options adopted in this study are listed in Table 10.

### Table 10 - Chemistry and physics options.

<table>
<thead>
<tr>
<th>Physics options</th>
<th>WRF-Chem</th>
<th>WRF - CAMx</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cumulus parameterization</td>
<td>Grell 3D</td>
<td>Grell 3D</td>
</tr>
<tr>
<td>Microphysics</td>
<td>Morrison 2-moment</td>
<td>Morrison 2-moment</td>
</tr>
<tr>
<td>Planetary Boundary Layer</td>
<td>YSU</td>
<td>YSU</td>
</tr>
<tr>
<td>Surface layer</td>
<td>MM5</td>
<td>MM5</td>
</tr>
<tr>
<td>Land Surface Model</td>
<td>Noah LSM</td>
<td>Noah LSM</td>
</tr>
<tr>
<td>Shortwave radiation</td>
<td>Goddard</td>
<td>Goddard</td>
</tr>
<tr>
<td>Longwave radiation</td>
<td>RRTM</td>
<td>RRTM</td>
</tr>
<tr>
<td>PBL grid nudging</td>
<td>on</td>
<td>on</td>
</tr>
<tr>
<td>Chemistry options</td>
<td>WRF-Chem</td>
<td>WRF - CAMx</td>
</tr>
<tr>
<td>Gas phase chemistry</td>
<td>CBM-Z</td>
<td>CB05</td>
</tr>
<tr>
<td>Aerosol chemistry</td>
<td>MOSAIC</td>
<td>ISORROPIA</td>
</tr>
<tr>
<td>SOA formation</td>
<td>-</td>
<td>SOAP</td>
</tr>
<tr>
<td>Aqueous chemistry</td>
<td>Fahey and Pandis</td>
<td>RADM-AQ</td>
</tr>
<tr>
<td>Aerosol dynamic</td>
<td>4bin sectional approach</td>
<td>Coarse/Fine</td>
</tr>
<tr>
<td>Photolysis</td>
<td>Fast-J</td>
<td>TUV</td>
</tr>
<tr>
<td>Dry deposition</td>
<td>Wesely</td>
<td>Wesely</td>
</tr>
<tr>
<td>Wet deposition</td>
<td>Included</td>
<td>Included</td>
</tr>
</tbody>
</table>
4. Comparing WRF-Chem and CAMx over Italy:
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Models shared the same computational domain that extends over a 1290x1470 km² area and it was defined in Conical Conformal Lambert projection with 86x96 grid cells of 15 km horizontal resolution (Table 11 and Figure 44). Differently, vertical grid varied between the two modeling applications. WRF-Chem considers 27 vertical layers, from the surface to about 18 km (50 hPa), while CAMx includes 14 vertical layers up to 11 km. However, in order to preserve consistency as much as possible, CAMx shared exactly the same vertical structure of WRF-Chem within the first 1000 m agl, whereas aloft CAMx layers were defined collapsing each two WRF-Chem layers into a CAMx one. Moreover, models adopt different parameterizations of vertical diffusion below the PBL height which, as discussed below, influenced pollutant dispersion in the atmosphere.

<table>
<thead>
<tr>
<th>Table 11 - Domain characteristics.</th>
<th>u.m.</th>
<th>D01</th>
</tr>
</thead>
<tbody>
<tr>
<td>SW X corner</td>
<td>[km]</td>
<td>-604.5</td>
</tr>
<tr>
<td>SW Y corner</td>
<td>[km]</td>
<td>-1023.5</td>
</tr>
<tr>
<td>NE X corner</td>
<td>[km]</td>
<td>685.5</td>
</tr>
<tr>
<td>NE Y corner</td>
<td>[km]</td>
<td>446.5</td>
</tr>
<tr>
<td>DX-DY</td>
<td>[km]</td>
<td>15</td>
</tr>
<tr>
<td>NX</td>
<td>[n]</td>
<td>86</td>
</tr>
<tr>
<td>NY</td>
<td>[n]</td>
<td>98</td>
</tr>
</tbody>
</table>
4.1.2 Emissions

Emissions fields were externally generated for both anthropogenic and natural emissions.

Anthropogenic emissions were taken from two different emission inventories for the year 2005: (1) Inventario Nazionale delle Emissioni Provinciali, and (2) EMEP database (http://webdab.emep.int). The first one is the Italian official emission inventory provided by ISPRA (Istituto Superiore per la Protezione e la Ricerca Ambientale, 2009) which contains both area and point emissions for the whole Italian peninsula with provincial coverage, while the second one provides European emissions over a 50 km grid resolution domain. EMEP inventory was employed to estimate emissions from neighboring countries.

Emission inventories provide data for each chemical species: nitrogen oxides (NOx), carbon monoxide (CO), sulphur dioxide (SO2), ammonia (NH3), Non-Methane Volatile Organic Compounds (NMVOC), and particulate matter (PM2.5 and PM10). Emissions are split in 11 source types denoted by so-called European SNAP codes (Selected Nomenclature for sources of Air Pollution). SNAP sectors considered 10 anthropogenic sources, as shown in Table 12, and an eleventh source-sector, “Other sources and sinks” that consists
almost entirely of emissions from natural and biogenic sources. Officially submitted emissions from such source are not used in this modeling work, except for those from volcanoes and fires.

Table 12 – SNAP codes.

<table>
<thead>
<tr>
<th>SNAP code</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>01</td>
<td>Combustion in energy and transformation industries</td>
</tr>
<tr>
<td>02</td>
<td>Non-industrial combustion plants</td>
</tr>
<tr>
<td>03</td>
<td>Combustion in manufacturing industry</td>
</tr>
<tr>
<td>04</td>
<td>Production processes</td>
</tr>
<tr>
<td>05</td>
<td>Extraction and distribution of fossil fuels and geothermal energy</td>
</tr>
<tr>
<td>06</td>
<td>Solvent and other product use</td>
</tr>
<tr>
<td>07</td>
<td>Road transport</td>
</tr>
<tr>
<td>08</td>
<td>Other mobile sources and machinery</td>
</tr>
<tr>
<td>09</td>
<td>Waste treatment and disposal</td>
</tr>
<tr>
<td>10</td>
<td>Agriculture</td>
</tr>
<tr>
<td>11</td>
<td>Other sources and sink</td>
</tr>
</tbody>
</table>

The procedure followed to build in anthropogenic emission fields includes the SMOKE processor (Sparse Matrix Operator Kernel Emissions, version 2.6), developed by the University of North Carolina (www.smoke-model.org). It allows spatial and temporal disaggregation of emission inventories as well as the speciation of the inventory pollutants into model compounds. The main SMOKE settings were defined by Pirovano et al. (2011) and Balzarini et al. (2012) during previous studies. For the spatial disaggregation different proxy variables are used (e.g. length of highways and roads, land use, railway network, and rivers), in order to spatially distribute emissions to the computational grid. Time variability is calculated by means of statistical time functions for species and source category dependent on monthly, daily and hourly cycles. These functions are provided by CHIMERE (Bessagnet et al., 2009) and EMEP-GENEMIS (http://webdab.emep.int). Chemical speciation was made through speciation profiles, for both VOCs and PM, which are specific for each emission sector. Total
amount of NMVOC was split into 427 chemical compounds of the SAROAD classification (Storage and Retrieval of Aerometric Data) using UK speciation profiles (Passant, 2002), and then aggregated into the gas species of the two models.

However, since WRF-Chem was first developed for RADM2 gas-phase chemical mechanism, the NMVOC emissions obtained from Passant speciation are first lumped into 15 RADM2 chemical species following the procedure proposed by Carter (2001), and then added to some ad-hoc CBMZ chemical species (CH$_3$OH, C$_2$H$_5$OH). Moreover, paraffins are totally assigned to HC5, accordingly to CBM-Z code.

PM$_{10}$ and PM$_{2.5}$ were assigned respectively to PM coarse and PM fine and disaggregated into the chemical components of the aerosol modules using POMI profiles (http://aqm.jrc.it/POMI). Nevertheless, WRF-Chem requires a PM speciation in MADE species. In this way Elemental Carbon, Organic Carbon, SO$_4$, NO$_3$ and NH$_4$ emissions of the fine fraction were assumed to be included into the accumulation mode, accordingly to model equations.

Model ready emission fields were prepared independently in the two applications because of the different approach for aloft sources. In WRF-Chem a plume rise calculation was included in the pre-processing phase for both Italian and EMEP emissions, while CAMx has its own plume rise algorithm embedded in the main code. The algorithm follows the multi-layer stability-dependent theory of Turner et al. (1986) that calculates the effective emission height according to the meteorological conditions of the stack hosting layer and the layers above. This approach was employed to estimate the anthropogenic plume growth for the Italian point sources, whereas EMEP data were split between surface and height accordingly to EMEP profiles for each SNAP sector (Table 13) and, then, vertically injected using an effective stack height at which the plume is emitted (Vestreng, 2003).
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<table>
<thead>
<tr>
<th>SNAP CODE</th>
<th>01</th>
<th>02</th>
<th>03</th>
<th>04</th>
<th>05</th>
<th>06</th>
<th>07</th>
<th>08</th>
<th>09</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Effective height (m)</td>
<td>-</td>
<td>138</td>
<td>254</td>
<td>423</td>
<td>652</td>
<td>944</td>
<td>139</td>
<td>0</td>
<td>15</td>
<td>40</td>
</tr>
<tr>
<td>01</td>
<td>0</td>
<td>0</td>
<td>8</td>
<td>46</td>
<td>29</td>
<td>17</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>02</td>
<td>50</td>
<td>50</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>03</td>
<td>0</td>
<td>4</td>
<td>19</td>
<td>41</td>
<td>30</td>
<td>6</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>04</td>
<td>90</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>05</td>
<td>90</td>
<td>10</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>06</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>07</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>08</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>09</td>
<td>10</td>
<td>15</td>
<td>40</td>
<td>35</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>10</td>
<td>100</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 13 – Emission vertical distribution as a function of the effective height.

In WRF-Chem the plume rise was calculated by means of the SMOKE module Laypoint, that uses gridded hourly meteorological data and stack parameters to calculate the plume rise for all point-source emissions. The program’s approach is based on the Briggs algorithm (Briggs, 1965), and provides the effective emission height as well as the top and bottom heights of the plume. Laypoint uses these heights to compute the plume distribution into the vertical layers that the plume intersects, using the pressure difference across each layer over the pressure difference across the entire plume as a weighting factor. Only 11 layers were included in the calculation, from the surface up to 2500 m.

Italian emission inventory provides both low-level and point emissions as well as stack parameter for each aloft source (e.g. stack height, stack diameter, gas exit velocity and gas exit temperature). On the contrary, this information is not included in EMEP data. To this aim EMEP emissions were firstly distributed between surface and height according to EMEP profiles and depending on SNAP sectors (Table 14; Vestreng, 2003). Combustion and industrial emissions from SNAP sector 1, 2, 3, 4, 5 and 9 were treated as elevated sources, while it was assumed that the leftover sectors were only surface emitted. Data of stack height, stack diameter, gas exit velocity and gas exit temperature were applied using average stack
values depending on SNAP sector (personal communication of G. M. Riva).

Meteorological fields needed for the plume rise algorithm are provided by MCIP processor (Meteorology-Chemistry Interface Processor; Otte and Pleim, 2010) and a previous WRF simulation performed with the same meteorological configuration.

Table 14 – Distribution between surface and height for 11 SNAP sectors of EMEP emissions.

<table>
<thead>
<tr>
<th>SNAP</th>
<th>01</th>
<th>02</th>
<th>03</th>
<th>04</th>
<th>05</th>
<th>06</th>
<th>07</th>
<th>08</th>
<th>09</th>
<th>10</th>
<th>11</th>
</tr>
</thead>
<tbody>
<tr>
<td>surface</td>
<td>0.</td>
<td>50.</td>
<td>0.</td>
<td>90.</td>
<td>90.</td>
<td>100.</td>
<td>100.</td>
<td>10.</td>
<td>100.</td>
<td>100.</td>
<td>100.</td>
</tr>
<tr>
<td>height</td>
<td>100.</td>
<td>50.</td>
<td>100.</td>
<td>10.</td>
<td>10.</td>
<td>0.</td>
<td>0.</td>
<td>90.</td>
<td>0.</td>
<td>0.</td>
<td>0.</td>
</tr>
</tbody>
</table>

As an example, annual emissions processed by SMOKE are reported in Table 15. WRF-Chem VOC emissions show a slightly decrease of -2% with respect to CAMx because of the different approach in their speciation. It is worth noting that this variation concerns the whole domain and the entire year 2005.

Table 15 – Emissions processed by SMOKE for the whole Italian domain.

<table>
<thead>
<tr>
<th>Database</th>
<th>CO [Mg/year]</th>
<th>NOx [Mg/year]</th>
<th>VOCs [Mg/year]</th>
<th>NH₃ [Mg/year]</th>
<th>SO₂ [Mg/year]</th>
<th>PM₂.₅ [Mg/year]</th>
<th>PM Coarse [Mg/year]</th>
</tr>
</thead>
<tbody>
<tr>
<td>ISPRA</td>
<td>3.08E +06</td>
<td>8.88E +05</td>
<td>1.18E +06</td>
<td>4.14E +05</td>
<td>7.49E +04</td>
<td>1.15E +04</td>
<td>3.05E +04</td>
</tr>
<tr>
<td>EMEP</td>
<td>3.23E +06</td>
<td>1.59E +06</td>
<td>1.12E +06</td>
<td>5.24E +05</td>
<td>6.70E +04</td>
<td>1.97E +05</td>
<td>9.32E +02</td>
</tr>
<tr>
<td>Total</td>
<td>6.30E +06</td>
<td>2.48E +06</td>
<td>2.31E +06</td>
<td>9.38E +05</td>
<td>7.45E +04</td>
<td>3.12E +05</td>
<td>1.24E +05</td>
</tr>
</tbody>
</table>

Natural emissions were treated separately, although their on-line calculation is allowed in WRF-Chem. In the current version of the code, the MEGAN (Model of Emissions and Gases from Nature) biogenic emission model is completely embedded in the code as well as the sea salt algorithm of Gong et al. (2003). Nevertheless, in this application MEGAN model (version 2.04, Guenther et al., 2006) and SeaSalt code (Gong et al., 2003) were applied off-line in both
modeling systems in order to obtain more comparable emission fields.
In WRF-Chem the natural fields are added to SMOKE outputs using unit and species conversion factors. Concerning VOC species the molar ratio was calculated using the number of isoprenic unit in each molecule and then multiplied for the unit conversion form g/s to moles/h. One to one aggregation was done for PM.

4.1.3 Boundary conditions
Initial and boundary conditions for chemistry were derived from the same CHIMERE model run at European scale (Bessagnet et al., 2004).
CHIMERE provides chemical fields for 142 species over Europe with horizontal resolution of 0.5 degrees and temporal resolution of one hour. The vertical grid extends from the ground up to 8000 m. It uses MELCHIOR (Derognat et al., 2003) gas-phase mechanism and ISORROPIA aerosol scheme (Nenes et al., 1998) that treat gas and aerosol compounds differently than the chemical mechanisms adopted in CAMx and WRF-Chem.
Boundary conditions were prepared using some ad hoc codes that were developed in order to: (1) vertically interpolate the 8-layers CHIMERE grid to WRF-Chem and CAMx vertical levels; (2) spatially interpolate CHIMERE fields onto the computational domain; (3) link CHIMERE species to WRF-Chem and CAMx ones. Meteorological initial and boundary condition were provided by the 6-hourly ECMWF analysis fields (European Centre for Medium-Range Weather Forecasts; http://www.ecmwf.int) with 0.5 degrees of horizontal resolution and the 24-land use categories of the U.S. Geological Survey (USGS).
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4.2 METHODS

WRF-Chem and CAMx simulations were compared against chemical and meteorological observations using AMET (Atmospheric Model Evaluation Tool, version 1.1; Appel et al., 2011). Ground-based concentrations for the calendar year 2005 have been taken from the European network AirBase. Data are available on the AirBase web site for a large number of stations for all countries of European Union (http://air-climate.eionet.europa.eu/databases/airbase/), but with heterogeneous quality and mostly at rather polluted locations not representative for the model grid size of 15 km.

Indeed, only NO\textsubscript{2}, NO\textsubscript{x}, SO\textsubscript{2}, PM\textsubscript{10} and PM\textsubscript{2.5} observation were selected. Stations were chosen with data annual coverage of 75% and higher, with the exception of PM\textsubscript{10} and PM\textsubscript{2.5} for which a less restrictive threshold of 40% is applied. Stations showing outliers in yearly statistics were rejected and only background stations (rural, suburban and urban) were included in the analysis. A set of 300 stations was found to fulfill the selection criteria over the whole domain.

In addition, PM composition was analyzed against EMEP observations (European Monitoring and Evaluation Programme). In the EMEP programme a number of stations throughout Europe report quality-controlled, long-term measurements of gaseous precursor substances and aerosol variables. Sulphate, nitrate and ammonium daily data at 12 stations belonging to the modeling domain were selected, while elemental carbon (EC) and organic carbon (OC) were available only at Ispra station. PM\textsubscript{10} and PM\textsubscript{2.5} observations were integrated where necessary.

Meteorological observations are archived from the WMO measurement network (World Meteorological Organization). Surface data have 3-hours temporal coverage and they are available for temperature, dew point temperature, pressure, relative humidity, wind speed, wind direction and precipitation. A set of 114 meteorological stations were found over the computational domain for the year 2005.
Results were examined as monthly averages, time series, cross vertical sections and performance statistics. Measurement stations of chemical compounds were divided in three different regions of the computational domain: Po valley area, Center-South of Italy and foreign countries. Moreover sites were grouped according to their location in rural background (RB) and urban-suburban background (UBSB). PM$_{10}$, PM$_{2.5}$ and PM composition data has been analyzed together with the main gaseous precursors (NO$_2$ and SO$_2$). Concentrations were expressed as daily means.

As described in Pirovano et al. (2012), the following metrics are considered in the analysis (Appendix A1): mean observed and mean modeled, Normalized Mean Bias (NMB), Normalized Mean Error (NME), Root Mean Square Error (RMSE) and Pearson Correlation (r). The first five indices enable to elucidate the accuracy of the models in reproducing gas and aerosol concentrations, while the other to characterize the daily or monthly evolution. Since WRF-Chem and CAMx shared the same meteorology, meteorological outcomes are only analyzed for the first model. Modeled and observed data are corrected from the presence of outliers. Temperature is investigated when the difference between model and observation is lower than 20 °K, while a threshold of 10 g/kg is set for mixing ratio. Wind speeds lower than 0.5 m/s and higher than 100 m/s are rejected.

As for meteorology, different metrics were selected (Appendix A2): mean observed and mean modeled, Mean Bias (MB), Mean Absolute Error (MAE), Root Mean Square Error (RMSE) and Pearson Correlation (r).

4.3 RESULTS AND DISCUSSION

4.3.1 Meteorology
WRF performances have been extensively analyzed in Chapter 2 for the current modeling configuration. Therefore meteorological evaluation has been limited here to surface parameters.
Table 16 shows the statistical indices averaged at all stations, while in Figure 45 we reported the diurnal statistics trend for all stations. The comparison of simulated 2m-temperature, 2m-mixing ratio and 10m-wind speed shows very good agreement with WMO measurement data both in terms of temporal variability and average values.

The means of temperature and wind speed are well reproduced. Also relative humidity is realistically represented.

All meteorological variables are overpredicted by the model. Temperature is simulated with a correlation of 0.82, a positive mean bias of 0.82°C and mean absolute error of 2.85°C, due to overestimation of daily minima during early morning.

The model reproduces relative humidity with a correlation of 0.80 and a small bias of 0.37 g/kg, due to maximum values in the morning, consistently with the temperature overestimation.

Finally, the model systematically overestimates wind speeds by about 0.42 m/s. Nevertheless, the diurnal cycle is well reproduced, showing a correlation of 0.5.

### Table 16 – Performance statistics for 2m-temperature, 2m-mixing ratio and 10m-wind speed.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Mean Observed</th>
<th>Mean</th>
<th>MB</th>
<th>MAE</th>
<th>RMSE</th>
<th>r</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature (°K)</td>
<td>277.58</td>
<td>278.40</td>
<td>0.82</td>
<td>2.85</td>
<td>3.72</td>
<td>0.82</td>
</tr>
<tr>
<td>Mixing ratio (g/kg)</td>
<td>4.36</td>
<td>4.73</td>
<td>0.37</td>
<td>0.80</td>
<td>1.05</td>
<td>0.80</td>
</tr>
<tr>
<td>Wind speed (m/s)</td>
<td>4.07</td>
<td>4.48</td>
<td>0.42</td>
<td>2.14</td>
<td>2.93</td>
<td>0.55</td>
</tr>
</tbody>
</table>

Overall, meteorology is well represented but the errors in temperature and wind speed simulation may affect chemical transformation rates and aerosol formation processes.
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Figure 45 – Diurnal variation of Bias and MAE statistics for 2m-temperature, 2m-mixing ration and 10m-wind speed averaged at all stations.

4.3.2 Chemistry
Performance indices of model results are reported in Table 17 at all measurement stations. In the following sections we will discuss the performance results for each compound.

4.3.2.1 Gas species
Gas-phase precursors which lead to the secondary aerosol part of Particulate Matter are analyzed here. The simulated concentration of these species is regulated mainly by the transport, diffusion and removal properties of a CTM and the way in which the emissions are distributed within the grid (Sten et al., 2008).
Figure 46 shows SO$_2$ concentrations over Italy. WRF-Chem and CAMx are able to reconstruct the main emission areas of the Po Valley region (Milan and Bologna), where the mean concentrations
yield up to 8-10 ppb. In this region, CAMx is generally higher than WRF-Chem. On the contrary, in the Eastern area of the modeling domain WRF-Chem reproduces the highest values. Finally, international shipping provides an important contribution only in the South-West Mediterranean Sea, beyond Sicily region. Concerning the overall performances, models are found to underestimate SO$_2$ concentration in all measurement stations, because of the underestimation observed to a large extent in foreign countries and North-West of Italy (Figure 50). WRF-Chem estimations show a NMB of -29.5%, whereas for CAMx is -33.0%. The averaged statistics for NME ranges from 74.2% (CAMx) to 74.4% (WRF-Chem).

Differences in model results might in part be related to the different plume rise assumption inside models and the different reconstruction of the vertical diffusion. Particularly, the first assumption can explain higher WRF-Chem concentrations outside the Italian boundaries, where the major differences in the treatment of point emissions are located. On the contrary, the second one can elucidate the discrepancies over the Italian region.
### Table 17 – Performance statistics of daily data at all measurement stations.

<table>
<thead>
<tr>
<th>Compound</th>
<th>Network</th>
<th>Mean observed</th>
<th>Mean WRF-Chem</th>
<th>NMB (%)</th>
<th>NME (%)</th>
<th>RMSE</th>
<th>r</th>
<th>Mean CAMx</th>
<th>NMB (%)</th>
<th>NME (%)</th>
<th>RMSE</th>
<th>r</th>
</tr>
</thead>
<tbody>
<tr>
<td>SO₂ (ppb)</td>
<td>AirBase</td>
<td>3.28</td>
<td>2.31</td>
<td>-29.5</td>
<td>74.4</td>
<td>6.6</td>
<td>0.21</td>
<td>2.20</td>
<td>-33.0</td>
<td>74.2</td>
<td>6.7</td>
<td>0.17</td>
</tr>
<tr>
<td>NO₂ (ppb)</td>
<td>AirBase</td>
<td>17.81</td>
<td>9.74</td>
<td>-45.3</td>
<td>52.2</td>
<td>12.3</td>
<td>0.57</td>
<td>8.59</td>
<td>-51.8</td>
<td>56.3</td>
<td>13.0</td>
<td>0.57</td>
</tr>
<tr>
<td>NOₓ (ppb)</td>
<td>AirBase</td>
<td>47.17</td>
<td>20.19</td>
<td>-57.2</td>
<td>64.7</td>
<td>52.0</td>
<td>0.40</td>
<td>17.62</td>
<td>-62.7</td>
<td>67.1</td>
<td>53.0</td>
<td>0.41</td>
</tr>
<tr>
<td>PM₁₀ (µg/m³)</td>
<td>AirBase</td>
<td>38.12</td>
<td>16.61</td>
<td>-56.4</td>
<td>60.1</td>
<td>33.9</td>
<td>0.46</td>
<td>16.51</td>
<td>-56.7</td>
<td>61.5</td>
<td>35.1</td>
<td>0.34</td>
</tr>
<tr>
<td>PM₂₅ (µg/m³)</td>
<td>AirBase</td>
<td>29.58</td>
<td>15.38</td>
<td>-48.0</td>
<td>53.1</td>
<td>23.7</td>
<td>0.58</td>
<td>15.20</td>
<td>-48.6</td>
<td>55.3</td>
<td>25.1</td>
<td>0.46</td>
</tr>
<tr>
<td>NH₄ (µg N/m³)</td>
<td>EMEP</td>
<td>4.15</td>
<td>4.08</td>
<td>-1.7</td>
<td>69.5</td>
<td>3.8</td>
<td>0.31</td>
<td>3.84</td>
<td>-7.5</td>
<td>70.7</td>
<td>3.9</td>
<td>0.25</td>
</tr>
<tr>
<td>NO₃ (µg N/m³)</td>
<td>EMEP</td>
<td>1.85</td>
<td>1.12</td>
<td>-39.7</td>
<td>57.5</td>
<td>1.8</td>
<td>0.50</td>
<td>0.89</td>
<td>-52.1</td>
<td>63.8</td>
<td>2.0</td>
<td>0.39</td>
</tr>
<tr>
<td>SO₄ (µg S/m³)</td>
<td>EMEP</td>
<td>1.31</td>
<td>0.65</td>
<td>-50.2</td>
<td>55.8</td>
<td>1.2</td>
<td>0.64</td>
<td>0.99</td>
<td>-24.8</td>
<td>52.9</td>
<td>1.2</td>
<td>0.43</td>
</tr>
</tbody>
</table>
Figure 47, Figure 48 and Figure 49 compare the daily mean SO$_2$ concentrations computed by WRF-Chem and CAMx. The observed trend is well reproduced by the models. Best performances generally occur in rural background stations outside the Italian region, with the exception of an episode taking place from 8 to 10 of February. There is also a worsening in model performances moving from North to Central-South of Italy.

CAMx produce slightly higher concentrations than WRF-Chem in the Po valley area. As shown below, this can be ascribed to a stronger vertical mixing in CAMx than WRF-Chem favoring a downward flux of aloft emissions. The different behavior of SO$_2$ concentrations was well captured at both rural (median observed = 1.2 ppb; median WRF-Chem = 1.0 ppb; median CAMx = 1.1 ppb) and urban-suburban background stations (median observed = 2.3 ppb; median WRF-Chem = 1.9 ppb; median CAMx = 2.1 ppb). Differently, both models overestimate measured concentrations in Center-South of Italy. Overpredictions are generally associated to coastal stations (Figure 50) where the main emitting sites are located (e.g. industrial and shipping areas). A possible overestimation of the principal emitting sources in the emission inventory can contribute to the observed mismatch, together with too low vertical dispersion at the interface between land and sea. Uncertainties in emission inventories for SO$_2$ have been shown to be generally large (de Meij et al., 2006; Endresen et al., 2005) and even more so for their strongest contributor, international shipping (Endresen et al., 2005), consistent with the stronger overestimation at coastal stations.

Moreover, inefficiency in aqueous phase oxidation of SO$_2$ to particulate SO$_4$ can partially explain this overestimation (Tuccella et al., 2012).
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Figure 46 – $SO_2$ mean concentrations for WRF-Chem (left) and CAMx (right).

Figure 47 – $SO_2$ time series of daily data at all measurement stations of the Po Valley.

Figure 48 – $SO_2$ time series of daily data at all measurement stations of Center-South of Italy.
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Figure 49 – SO₂ time series of daily data at all measurement stations of foreign countries.

Figure 50 – Normalized Mean Bias distribution at all measurement stations in the computational domain for SO₂. \textit{aqWChemBase} indicates the WRF-Chem simulation (left), while \textit{aqBase2011WChemCmaq} is used for CAMx (right).

NO₂ and NOx concentrations are reported in Figure 51 and Figure 52, respectively. Nitrogen Oxides are emitted predominantly by fossil fuel combustion processes, as road transport, domestic heating and energy production. They are emitted largely as NO, but very quickly converted to NO₂. Therefore, NO₂ can be considered as a good marker of the correct reconstruction of the emissions distribution and strength. The highest concentrations of Nitrogen
Dioxide were found in Milan, Turin and Naples, showing NO$_2$ average concentrations close to 30 ppb in both modeling applications. Such high concentrations are also observed near the major cities and along the major transit route, where NO$_2$ computed values range between 6 and 20 ppb. NOx mean concentration can raise up to 70 ppb in Milan and Turin, but it generally shows a smooth difference between the two models. In the main emitting areas WRF-Chem computes higher concentrations for both NO$_2$ and NOx, that result in better performances in terms of NMB and NME. Models reproduced NO$_2$ concentrations with a Normalized Mean Bias that range from -45.3% (WRF-Chem) to -51.8% ppb (CAMx) whereas for NOx concentrations NMB is between -57.2% (WRF-Chem) and -62.7% (CAMx). The correlation is 0.57 for NO$_2$ and 0.4 for NOx in both modeling applications. Indeed, WRF-Chem and CAMx show a rather coherent behavior in reconstructing the daily concentration trend of Nitrogen Oxides in all station type and areas, but they underestimate the observed values (Figure 53, Figure 54 and Figure 55). The major underestimations are associated to urban-suburban stations, because of the 15 km horizontal resolution that is more representative of a rural environment. The quite homogeneous level of NO$_2$ performances in the two applications suggested that the observed underestimation cannot be related mainly to the influence of the model structure, but it need to be related either to a lack in NOx emission inventories or to an overestimation of dispersion processes, as well as to the limited model resolution.
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Figure 51 – NO\textsubscript{2} mean concentrations for WRF-Chem (left) and CAMx (right).

Figure 52 - NO\textsubscript{x} mean concentrations for WRF-Chem (left) and CAMx (right).

Figure 53 – NO\textsubscript{2} time series of daily data at all measurement stations of the Po Valley.
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Figure 54 – NO$_2$ time series of daily data at all measurement stations of Center-South of Italy.

Figure 55 – NO$_2$ time series of daily data at all measurement stations of foreign countries.

Though they were not particularly relevant, the models showed some systematic differences. The previous outcomes have shown that in the Po valley WRF-Chem has higher concentrations of ground-emitted compounds (NOx and NO$_2$), whereas CAMx has higher values of aloft-emitted species (SO$_2$). One possible cause of this behavior would be the different vertical profile of Kz. Indeed, Kz is calculated differently in the two model
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applications. In WRF-Chem it is computed directly inside the model; while in CAMx Kz is calculated externally by means of the WRFCAMx preprocessor (release 2.3; www.environcorp.com/) which includes several algorithms to determine its value. In this work the CMAQ algorithm was adopted (Byun et al., 1999). To check this possibility, cross sections of NOx and SO\textsubscript{2} are analyzed on February 21\textsuperscript{st} at 9 UTC. Figure 56 highlights that CAMx is characterized by a stronger vertical diffusion below the PBL. NOx concentrations are well mixed in the first model layers affecting the surface concentration of primary compounds, especially for stable conditions. At the same time, differences in vertical profiles of Kz strongly influenced the impact of aloft sources on ground level concentrations. Aloft emitted compounds are down welled by vertical fluxes, increasing ground level concentrations of primary pollutants such as SO\textsubscript{2}. This is also consistent with previous studies (Pirovano et al., 2012).

![Figure 56 - NOx (top) and SO\textsubscript{2} (bottom) vertical cross sections at 45.5 °N on February 21\textsuperscript{st} at 9.00 UTC.](image-url)
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4.3.2.2 Aerosols compounds

The spatial distribution of PM$_{10}$ concentration is represented in Figure 57. The highest concentrations have been found near urbanized regions. Particularly, Po valley is a densely populated, highly industrialized area and it is known to have a relatively high level of anthropogenic pollution. In this site the concentration are always higher than 25 µg/m$^3$ in both modeling systems. Some discrepancies are found in the city of Milan, where WRF-Chem simulates PM$_{10}$ concentrations of 40 µg/m$^3$ while CAMx is generally lower (32-36 µg/m$^3$). This confirms the previous hypothesis of higher vertical diffusion in CAMx application which generates lower concentrations of primary ground-emitted pollutants.

However the concentrations decrease sharply as one moves from urban and suburban to rural site and then to remote sites. In different rural sites the simulated average concentration is quite similar and ranges between 8 to 16 µg/m$^3$. The striking difference between urban-suburban areas and remote locations evidences the dominant role of anthropogenic emissions to PM$_{10}$ concentrations. PM is produced mainly by vehicles and domestic heating emissions; as a result the average distribution of particular matter has a similar pattern to NOx.

WRF-Chem and CAMx have comparable performances for PM$_{10}$, showing a NMB of -56.4% and -56.7%, respectively. Correlation varies between 0.34 (CAMx) and 0.46 (WRF-Chem).

Figure 58, Figure 59 and Figure 60 compare the monthly time series of PM$_{10}$ daily values in different station types and areas. Models capture the daily trend but they underestimate the magnitude of observed values. We found systematic negative biases through the season, especially in the Po valley and in both rural and urban-suburban background stations.

Rural stations are deemed the most representative for a model evaluation, but analyzing the measured trend in the Po valley region is possible to observe some quite unusual high values which models cannot reproduce. Henne el al. (2010) and Joly and Peuch (2012) noticed that measurement stations are often categorized based on
subjective criteria that are not uniformly applied by the European atmospheric community, yielding an inconsistent site classification. Moreover, Po valley is known to be a problematic area with respect to pollution from PM$_{10}$, with a number of daily exceedances of the limit value (50 µg/m$^3$) which is by far beyond the 35 days/year allowed by the air quality directive (Directive 2008/50/EC). Indeed, moving from North to Center-South of Italy and, then, to neighboring countries, model performances improve, but the underestimation persists.

PM$_{10}$ underestimation can have multiple reasons including: (1) missing sources (e.g. resuspension and local mineral dust sources) that contribute mainly to the coarse fraction (Hendriks, 2009; Hodzic et al., 2007; Vautard et al., 2005); (2) lacking in aerosol processes; (3) overestimation of either wind speed or vertical dispersion in the first model layers.

Discrepancies in PM$_{10}$ NFB and NFE are similar to NO$_2$ and NOx, confirming that there is inaccuracy in the reconstruction of emission sources inside emission inventories. Indeed, the characterization of PM sources is an area of active research as many gaps in our knowledge are reported by different studies (Solazzo et al., 2012; Simpson et al., 2007 and Whyatt et al., 2007). The underestimation could also be an artefact of the limited model resolution.

On the other hand, differences between models are mainly related to chemical mechanisms and, once again, to vertical dispersion coefficient (Kz).

Figure 57 – Winter mean of PM$_{10}$ concentrations for WRF-Chem (left) and CAMx (right).
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Figure 58 – PM$_{10}$ time series of daily data at all measurement stations of the Po Valley.

Figure 59 – PM$_{10}$ time series of daily data at all measurement stations of Center-South of Italy.

Figure 60 – PM$_{10}$ time series of daily data at all measurement stations of foreign countries.
The PM$_{2.5}$ spatial pattern is represented in Figure 61. As for PM$_{10}$, WRF-Chem exhibits higher concentrations than CAMx, particularly in the Po valley area.

Comparing PM$_{2.5}$ and PM$_{10}$ shows that model performances improve when just the fine fraction is considered. This result suggests that emissions of coarse PM are missing from both models.

CAMx correlation (0.46) is smaller than WRF-Chem correlation (0.58), indicating that WRF-Chem follows the observed time pattern better than CAMx. Conversely the two models showed a very similar NMB, equal to -48.6% for CAMx and to -48.0% for WRF-Chem. Model performances correspond in magnitude, even though WRF-Chem is slightly better than CAMx because of the different efficiency in reconstructing secondary inorganic aerosols (SIA) fraction, as detailed in the following paragraph.

The overall PM$_{2.5}$ has a tendency towards negative biases. As discussed later in this work, this is caused by an underestimation of all components. As reported by Stern et al. (2008), gaps in the knowledge of many of the physical and chemical processes constitute important sources of error in PM$_{2.5}$ estimations.

PM$_{2.5}$ monthly time series of daily concentrations are analyzed in Figure 62. Since only 13 sites were available for this compound, stations were grouped simply by station type.

Surprisingly, the best performances are in urban-suburban background stations, suggesting a possible incorrect classification of some measurement sites on the Italian Peninsula.

Figure 61 – Winter mean of PM$_{2.5}$ concentrations for WRF-Chem (left) and CAMx (right).
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4.3.2.3 Secondary Inorganic Aerosols

To investigate the causes of PM$_{2.5}$ underestimation and differences in model performances, the aerosol chemical composition was evaluated by comparison with EMEP data. As an example, Figure 63 and Figure 64 show a comparison with observations of the PM$_{2.5}$ speciation in Ispra (IT) and Payerne (CH).

Analyzing the time series of Ispra station is quite clear that the underprediction of PM$_{2.5}$ is due to a wrong reconstruction of the main aerosol primary components.

The aerosol composition showed a significant underestimation of EC and OC in Ispra station for both models (median observed=3.9 µg/m$^3$; median WRF-Chem and CAMx=0.8 µg/m$^3$). The underestimation of EC is well documented in literature, especially in the Po valley (Tuccella et al., 2012; Yttri et al., 2007), and is mainly related to a lack in the main emission sources i.e. transportation and domestic heating.

On the contrary, OC underestimation of CAMx model can be due to an inefficient transformation of gaseous precursor during the Secondary Organic Aerosol (SOA) formation process. However, it is worth noting that CAMx concentrations of OC are identical to WRF-Chem which does not account for any SOA in the current application.

Figure 62 – PM$_{2.5}$ time series of daily data at all measurement stations over the whole domain.
As reported in Gilardoni et al. (2011) more than 50% of the OM measured at this site is related to local biomass burning (i.e. wood burning from domestic heating). This fraction reaches 63% in the cold season. Those arguments suggest that the underestimation of the winter OC is due to a deficiency in emissions rather than in SOA formation (Pernigotti et al., 2013).

Secondary Inorganic Aerosols (SIA) at Ispra site are slightly better reconstructed by the two models than carbonaceous compounds, at least during February. Differently, the time evolution is well represented by our simulations both in Ispra and Payerne. Single events with higher aerosol concentrations correspond in time with the observations. However, several model deficiencies can be seen throughout the comparison, namely an overestimation of ammonium in Payerne and an underestimation of nitrate and sulphate. The overestimation of ammonium is occurring only at Payerne station and it is caused by an overestimation of the total ammonia (not shown); while the underestimation of sulphate supports the previous hypothesis of an inefficient aqueous phase conversion of SO$_2$ to SO$_4$.

Investigating PM$_{2.5}$ total mass with respect to SO$_4$, NO$_3$ and NH$_4$, it is possible to state that secondary inorganic aerosols are generally better reproduced by the models than total PM$_{2.5}$, confirming that large errors exist in the simulation of the other components of PM$_{2.5}$ such as unspeciated PM$_{2.5}$.

Simulated NH$_4$ has a normalized mean bias of -1.7% (WRF-Chem) and -7.5% (CAMx), NO$_3$ is underestimated by -39.7% (WRF-Chem) and -52.1% (CAMx). Finally, SO$_4$ shows a NMB of -50.2% and -24.8% for WRF-Chem and CAMx, respectively.

CAMx has higher SO$_4$ concentrations than WRF-Chem due to the corresponding higher availability of SO$_2$. Consequently, WRF-Chem has higher NH$_4$ and NO$_3$ concentrations because lower ammonia is consumed by sulphate thus favoring the formation of ammonium nitrate (NH$_4$NO$_3$) (Meng et al., 1997; Seinfeld and Pandis, 1998).
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Figure 63 – Time series of PM$_{2.5}$ and its main components at Ispra station (Italy).
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Figure 64 – Time series of PM$_{2.5}$ and its main components at Payerne station (Switzerland).

4.4 CONCLUSIONS

A modeling comparison has been performed over Italy for January and February 2005 in order to investigate the effect of on-line approach on air quality simulations. To this aim, the on-line Weather Research and Forecasting model coupled with chemistry (WRF-Chem) has been evaluated against the CAMx off-line Eulerian chemistry and transport model. WRF-Chem and CAMx shared the same computational domain, emissions, boundary conditions and meteorology. However, they use different gas and aerosol chemistry.
WRF-Chem implements CBM-Z gas-phase reactions and MOSAIC for aerosol formation, whereas CAMx includes CB05 gas mechanism and ISORROPIA aerosol scheme. Results were analyzed subdividing the computational domain in three regions: Po valley, Center-South of Italy and foreign countries. Model demonstrated similar geographical variation in reproducing gaseous compounds, even though WRF-Chem is generally closer to observations. Particularly, in the Po valley WRF-Chem has higher concentrations of ground-emitted compounds (NOx and NO2), whereas CAMx has higher values of aloft-emitted species (SO2). Differences in the reconstruction of vertical diffusion coefficients (Kz) and wind speed in the first model layers can affect those surface concentrations of primary compounds, especially for stable conditions. CAMx vertical mixing proved to be more efficient than WRF-Chem. As a consequence, CAMx has better performances for SO2 in the Po valley, while WRF-Chem improves the performances for NO2 and NOx. On the contrary, outside the Italian boundaries WRF-Chem reproduces better SO2 concentrations, because of the different plume rise assumption in the two applications.

Models underestimated PM10 and PM2.5 concentrations. PM10 model performances are similar to NO2 and NOx, suggesting that there is inaccuracy in the reconstruction of emission sources inside emission inventories for both NOx and PM10. Moreover comparing PM2.5 and PM10 shows that model performances improve when just the fine fraction is considered. This result suggests that emissions of coarse PM are missing from both models. The aerosol composition showed a significant underestimation of EC and OC that can be related to the underestimation of PM2.5.

PM performances were rather poor for both models, but WRF-Chem model improves the overall results. Differences in vertical diffusion might cause differences between models in reproducing PM10 concentrations, while different efficiency in reconstructing secondary inorganic aerosols fraction can explain model discrepancies for PM2.5. CAMx has higher SO4 concentrations than WRF-Chem due to the corresponding higher availability of SO2. Consequently, WRF-
Chem has higher NH$_4$ and NO$_3$ concentrations, improving the general performances of PM$_{2.5}$.
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Air pollution results from a combination of different variables, i.e. emission, chemical processes, weather and climate. Meteorology affects air quality through ventilation and transport processes (wind speed, convection, advection, mixing depth), and by altering natural emissions (biogenic compounds, dust, fires, lightning), precipitation scavenging, dry deposition and gas-phase reaction (Giorgi and Meleux, 2007; Jacob and Winner, 2009). Indeed variation in temperature, wind speed and surface wetness can affect the emissions of biogenic compounds from the trees and re-suspended particles; chemical transformations are closely related to temperature, humidity, incoming solar radiation and cloudiness; wet removal is tied to the precipitation processes and dry removal is essentially driven by turbulent transfer towards the Earth surface (Vautard et al., 2007).

At the same time, aerosols are known to affect both weather and climate. The fate of some pollutants in atmosphere determine the concentration of key radiatively active species, like ozone (the third
important greenhouse gas) and the hydroxyl radical (OH), which control the oxidative capacity of the atmosphere and it is one of the main sink of methane (Vautard et al., 2007). Ozone and PM also interact with solar and terrestrial radiation and they are recognized as important climate forcing agents (Foster et al., 2007), exerting a direct radiative effect on the climate system that influences solar radiation either through scattering or absorption. Furthermore aerosols have an indirect effect on meteorology by altering microphysical and radiative properties of clouds (“first indirect effect”) and, thus, precipitations (“second indirect effect”). There is also an additional effect called “semi-direct” that is connected to the capability of absorbing aerosols (e.g. black carbon) to reduce cloud liquid water content by heating the surrounding environment (Hansen et al., 1997).

Chemistry and meteorology, thus, involve a large number of possible feedbacks that influence atmospheric processes and, then, human health and ecosystems. As a consequence, interactions between aerosol and weather are becoming important aspects to be considered in air quality simulations that aim to investigate the pollution event over a specific region, as well as future scenario analysis that evaluate the effect of emission control policies and strategies on these polluted areas. Although the existence of feedback mechanisms has been well documented in past years, only few studies considered the interactions between aerosols and meteorology in air quality simulations (e.g. Forkel et al., 2012; Zhang et al., 2010), especially when complex terrains are considered e.g. Italy. Indeed, in Italy and, particularly, in the Po valley ground concentrations are strongly influenced by complex circulation conditions, often associated with low wind speeds and stable inversion, and particular local scale features, such as sea-land interface.

Accurately simulating these feedbacks requires the use of online-coupled meteorology and chemistry models; among which WRF-Chem represents an advance tool in coupled applications.
WRF-Chem model includes full coupled interactions between aerosols, radiation, clouds and precipitation for the direct, semi-direct, and first and second indirect effects as described in Chapman et al. (2009) and Fast et al. (2006). The model has been extensively validated against observations as well as other chemistry and transport model (CAMx) previously in this work. As demonstrated in Chapter 4, WRF-Chem reveals good agreement with the benchmark simulation, confirming the skill of the model in reconstructing the main atmospheric pollutions and phenomena. The chemical and meteorological configuration adopted in the study were set up and evaluated in Chapter 2 and Chapter 4. Moreover, performance indicators presented in Chapter 3 are adopted here.

In order to understand the implication of feedback mechanisms on ground concentrations, in this study two numerical simulations of the WRF-Chem model have been performed over the Italian Peninsula for July 2010. The base case does not turn on any coupling, the second simulation accounts for both direct and indirect effect. The performance of the base approach with respect to the effect of feedback mechanisms between simulated aerosol concentrations and meteorological variables is analyzed here. Moreover, a scenario analysis for the year 2030 has been carried out for both the presence or not of feedback effects. The proposed scenario takes into account emission variations induced by the application of the current legislation and the European Directives that will become law during the considered period (2010-2030). Results were compared to the previous simulations in order to understand the impact of feedbacks on emission control strategies and policies.

5.1 MODEL AND OBSERVATIONS

5.1.1 WRF-Chem model set up
In this application WRF-Chem was used in its 3.4.1 version released in September 2011. In this version of the code the Morrison double-
moment cloud microphysics scheme is completely coupled with the aerosol modules.

Physics options selected for meteorology were the Rapid Radiative Transfer Model for General circulation models (RRTMG) longwave and shortwave radiation scheme (Iacono et al., 2000), the Noah land surface model (Chen and Dudhia, 2001), the Morrison double-moment microphysics scheme (Morrison et al., 2009), the Grell 3D ensemble cumulus parameterization (Grell and Devenyi, 2002), the Yonsei University Planetary Boundary Layer (Hong et al., 2006) and the MM5 surface model (Monin Obukhov, 1954).

The gas phase chemistry is based on Carbon Bond Mechanism version Z (Zaveri and Peters 1999). Aerosol chemistry is simulated with the MOSAIC 4-bins scheme (Zaveri et al., 2008).

Whether aerosol-radiation feedbacks are activated, the chosen chemistry module is coupled to aqueous phase chemistry. In particular, the bulk aqueous-phase chemistry of Fahey and Pandis (2001) is used, which includes 50 aqueous phase species and 147 aqueous-phase chemical reactions (21 dissolution equilibria, 17 dissociation equilibria, and 109 kinetic reactions).

To investigate the impact of aerosol-radiation feedback on meteorological variables as well as the aerosol effects on clouds and precipitation, two WRF-Chem simulations are performed. The first one does not account for any feedback effect (BASE); the second simulation includes both aerosol feedbacks (FBS).

When feedback mechanisms are disabled, the RRTMG radiation scheme and the Morrison double-moment microphysics do not interact with the aerosol modules. In this case, the radiation scheme uses climatological aerosol vertical profiles to compute radiation fields, and a default-prescribed droplet number concentration (250 cm\(^{-3}\)) is adopted in the Morrison double-moment microphysics.

On the other hand, the fully coupling among aerosol mechanisms, microphysics and radiation schemes is completely activated whether feedbacks are turned on. The direct feedback is simulated based on Mie theory following Fast et.al (2006) and Ghan et al. (2001). Each chemical constituent of the aerosol is associated to a complex index of refraction. The overall refractive index for a given size bin is
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determined by volume averaging and then used to calculate aerosol optical properties with the Mie theory. Information is then transferred to RRTMG shortwave ad longwave radiation schemes. The model simulates also indirect feedbacks that accounts for the effects of aerosol activation on clouds and precipitation. Aerosols are activated following the parameterization of Abdul-Razzak and Ghan (2002), which determines the maximum supersaturation based on a Gaussian spectrum of updraft velocities. The number and mass fraction of activated aerosols particles to serve as CCN is then calculated following Chapman et al. (2009).

The Morrison double-moment predicts prognostic cloud droplet number and it treats the second indirect effect. The auto-conversion of cloud liquid water to rain droplets is simulated following Beheng (1994). The first indirect effect is modeled by accounting for the radiation changes due to alterations in droplet mean radius and cloud optical depth resulted from variations in cloud number concentration in the RRTMG shortwave and longwave radiation scheme.

More detailed information on feedback effects can be found in Fast et al. (2006), Gustafson et al. (2007), and Chapman et al. (2009).

The BASE simulation adopted a simple wet scavenging scheme, while the FBS used Easter et al. (2004) approach. Wesely (1989) dry deposition and Fast-J photolysis scheme (Barnard et al., 2004) are also considered. More details on the configurations are available in Table 18.

The modeling domain covers Italy (1290x1470 km²) with 15 km horizontal resolution in a Lambert Conformal projection. The vertical resolution includes 30 layers from the surface to a fixed pressure of 50 hPa (Table 19), with the first model layer of 25 m from the ground.
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Table 18 – Physical and chemical configurations for the BASE case and FBS simulation.

<table>
<thead>
<tr>
<th>Physics options</th>
<th>BASE</th>
<th>FBS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cumulus parameterization</td>
<td>Grell 3D</td>
<td>Grell 3D</td>
</tr>
<tr>
<td>Microphysics</td>
<td>Morrison 2-moment</td>
<td>Morrison 2-moment</td>
</tr>
<tr>
<td>Planetary Boundary Layer</td>
<td>YSU</td>
<td>YSU</td>
</tr>
<tr>
<td>Surface layer</td>
<td>MM5</td>
<td>MM5</td>
</tr>
<tr>
<td>Land Surface Model</td>
<td>Noah LSM</td>
<td>Noah LSM</td>
</tr>
<tr>
<td>Shortwave radiation</td>
<td>RRTMG</td>
<td>RRTMG</td>
</tr>
<tr>
<td>Longwave radiation</td>
<td>RRTMG</td>
<td>RRTMG</td>
</tr>
<tr>
<td>Chemistry options</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Gas phase chemistry</td>
<td>CBM-Z</td>
<td>CBM-Z</td>
</tr>
<tr>
<td>Aerosol chemistry</td>
<td>MOSAIC</td>
<td>MOSAIC</td>
</tr>
<tr>
<td>SOA formation</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Aqueous chemistry</td>
<td>-</td>
<td>Fahey and Pandis</td>
</tr>
<tr>
<td>Aerosol dynamic</td>
<td>4 bin - sectional approach</td>
<td>4 bin - sectional approach</td>
</tr>
<tr>
<td>Photolysis</td>
<td>Fast-J</td>
<td>Fast-J</td>
</tr>
<tr>
<td>Dry deposition</td>
<td>Wesely</td>
<td>Wesely</td>
</tr>
<tr>
<td>Wet deposition</td>
<td>Simple approach</td>
<td>Easter et al.</td>
</tr>
<tr>
<td>Feedbacks options</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Radiation feedback</td>
<td>off</td>
<td>on</td>
</tr>
<tr>
<td>Indirect feedback</td>
<td>off</td>
<td>on</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>Table 19 – Domain characteristics.</th>
<th>u.m.</th>
<th>D01</th>
</tr>
</thead>
<tbody>
<tr>
<td>SW X corner [km]</td>
<td></td>
<td>-604.5</td>
</tr>
<tr>
<td>SW Y corner [km]</td>
<td></td>
<td>-1023.5</td>
</tr>
<tr>
<td>NE X corner [km]</td>
<td></td>
<td>685.5</td>
</tr>
<tr>
<td>NE Y corner [km]</td>
<td></td>
<td>446.5</td>
</tr>
<tr>
<td>DX-DY [km]</td>
<td></td>
<td>15</td>
</tr>
<tr>
<td>Pressure at top [hPa]</td>
<td></td>
<td>50</td>
</tr>
<tr>
<td>NX [n]</td>
<td></td>
<td>86</td>
</tr>
<tr>
<td>NY [n]</td>
<td></td>
<td>98</td>
</tr>
<tr>
<td>NZ [n]</td>
<td></td>
<td>30</td>
</tr>
</tbody>
</table>

Anthropogenic emissions have been arranged in WRF-Chem ready format by applying the SMOKE emission model as described in Chapter 4. The Italian emission inventory (http://www.sinanet.isprambiente.it/it/sia-ispra/inventaria) and the EMEP inventory (http://webdab.emep.int) have been used for Italy and neighboring countries, respectively. Biogenic emissions are calculated on-line using MEGAN model (version 2.04, Guenther et al., 2006) as well as sea salt and dust emissions (Gong et al., 2003; Shaw et al., 2008).

In order to assess the implications of direct and indirect effects on air quality, a month with high aerosol loading and cloudy conditions is needed. To this aim, the analysis will cover July 2010 characterized by a significant Saharan dust event over North of Italy and surrounding regions.

Since analysis nudging has been expected to suppress most feedback effects (Forkel et al., 2012), we chose a frequent re-initializations approach. The simulation is ran every 5 days with a spin up time of one day which is initialized by means of “a-priori” meteorological WRF simulation performed with analysis nudging and the same physical configuration. Differently, chemistry initialization is done using the chemistry outputs of the previous 5-days WRF-Chem run in order to preserve the continuity of the chemical simulation.
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The first chemical initial and boundary condition for both gas and aerosol species is produced using the simulation results of the MACC-II project (www.gmes-atmosphere.eu/) over Europe (horizontal resolution of 1.125 degrees and 60 vertical levels up to 2 hPa) every 3 hours.

5.1.2 Observations

Surface concentrations of CO, NO, NO$_2$, SO$_2$, O$_3$, PM$_{10}$ and PM$_{2.5}$ were available from the European network AirBase (http://air-climate.eionet.europa.eu/databases/airbase/) for the calendar year 2010.

Stations were selected accordingly to their annual availability higher or equal than 75%. Moreover, only rural background stations were considered in the analysis, because they are the most adequate for comparing model results over a 15km-grid resolution. A set of 134 stations was found to accomplish the selection criteria over Italy and other surrounding countries included in the computational domain. Data of PM composition was selected from the EMEP network programme (European Monitoring and Evaluation Programme; http://ebas.nilu.no/). Sulfate, nitrate and ammonium daily data were available only at Ispra site (IT0004R; 45.8 N and 8.63 E) for July 2010 together with elemental carbon and black carbon. Concentrations were analyzed as daily values.

In addition, Aerosol Optical Depth at the wavelength of 555 nm (AOD555) were chosen at Lecce AERONET sites (Aerosol Robotic Network; http://aeronet.gsfc.nasa.gov/).

The WMO measurement network (World Meteorological Organization) provided meteorological observations. Surface data have 3-hours temporal coverage and they are available for temperature, dew point temperature, pressure, relative humidity, wind speed and direction. A total number of 72 meteorological stations were found over Italy. Finally global radiation data were collected at RSE S.p.A. site (Milan, 45.476 N and 9.261 E; http://www.rse-web.it/) by means of a pyranometer (CMP6 Kipp & Zonen, spectral range: 285-2800 nm; Marcacci et al, 2012).
Statistical indices for both chemical and meteorological evaluations are reported in Appendix A.

### 5.2 SCENARIO ANALYSIS

A scenario analysis of emission reductions has been defined over Italy for July 2030. Two WRF-Chem scenario simulations are performed: the first one does not account for any feedback effect (SCEN); the second simulation includes both radiation and cloud feedback (SCEN_FBS). Computational domain, meteorological and chemical boundary conditions and chemical and meteorological configurations remain the same as the BASE and FBS run (see Table 19 and Table 18). The emission reductions adopted in this work were defined by ENEA (Agenzia nazionale per le nuove tecnologie l’energia e lo sviluppo economico sostenibile) using the GAINS-Italy (Greenhouse Gas and Air Pollution Interactions and Synergies; http://gains-it.bologna.enea.it/) outcomes in time interval between 2005 and 2030. GAINS-Italy was applied in the framework of the Convention on Long-Range Transboundary Air Pollution (CLRTAP) and it is derived from GAINS-Europe model (GAINS, 2009; http://gains.iiasa.ac.at/). GAINS is an air pollution and greenhouse gas emission model that allows the analysis of controlling emission policies at national and international scale. The model can simultaneously analyze the effects of mitigation of greenhouse gases and air pollution emissions, thus taking into account interactions and synergies between these strategies (GAINS, 2009).

In order to define the emission scenario, the GAINS-Italy model needs to specify the anthropogenic activities involved in the emission process and a control strategy. The energy scenario was prepared by ISPRA applying the MARKAL-Italy model (MARKet ALlocation; http://www.iea-etsap.org/) in the framework of the Energy Technology System Analysis Programme (ETSAP) of the International Energy Agency (IEA). MARKAL uses linear optimization technique for each user-defined primary energy source, energy carrier, and transformation technology to identify the least-
cost way to satisfy the specified energy service demands. The methodology adopted here follows Gracceva and Contaldi (2004) and it accounts for more than 70 demands for energy services disaggregated by sectors (e.g. agriculture, industry, transportation and residential) and 1000 different energy technologies. The final emissions where calculated directly by MARKAL using the emission factors of the National emission inventory.

The other-sectors scenario was developed by ENEA using as base years 2005-2010 and considering different statistical parameters related to the Italian population as well as economic variables (e.g. Gross Domestic Product, GDP). In particular, different scenarios for industrial and solvent production processes were created based on field studies, industry association data, GDP and population growth. Moreover, a statistical model was applied to foresee the number of animals for the year 2030 together with a projection of the future consumption of nitrogenous fertilizers that takes into account the historical consumption of urea and other nitrogen fertilizers (EFMA, European Fertilizer Manufacturers Association).


Finally a control strategy was applied. It includes all emission control technologies that will be penetrated in the given scenario during the 2005-2030 temporal period following the current National and European legislations (e.g. Industrial Emissions for Large Combustion Plants Directive, Dir. 2001/80/EC; Solvents Emissions Directive, Dir. 2004/42/EC; European Regulations on motor vehicles No. 692/2008 and No. 595/2009) as well as the European Directives that will become law in that time.

More information on this emission scenario is available in D’Elia and Peschi (2013) and on http://gains-it.bologna.enea.it/ (see Baseline_2012_new scenario).

The final Italian emission variations created with the GAINS-Italy model for the year 2030 with respect to the year 2010 are -39% for NOx, -18% for VOCs, +3% for NH₃, -5% for SO₂, -11% for PM₁₀ and -15% for PM₂.₅. All compound tend to reduce their emissions
over Italy, the only exception is NH$_3$ because of an increasing in the consumption of nitrogenous fertilizers and livestock. The main reductions of NOx, VOCs, PM$_{10}$ and PM$_{2.5}$ are related to a decrease in road transport emissions, while the slightly decrease in SO$_2$ emissions is connected to an increase in international shipping.

The aforementioned reductions were processed with the SMOKE model starting from the Italian emission inventory (http://www.sinanet.isprambiente.it/it/sia-ispra/inventaria) and the EMEP database for the year 2010 (http://webdab.emep.int) in order to create the model-ready emission fields for the year 2030. The Italian emissions produced with the SMOKE model are reported for both years (2010 and 2030) in Table 20 at each SNAP sector, while the EMEP ones are listed in Table 21. Emission variations in Table 20 (Italy) are similar to those identified by ENEA, while a slightly difference is visible in Table 21 for EMEP regions. Discrepancies are related to sectors 1, 8 and 10. For SNAP 1 we assumed a reduction of -20% associated to its main contributors, namely power plants. Differently to the Italian inventory, in fact, EMEP data do not contain the separation among different activities (e.g. power plants, industries and refineries).

Differences in macro-sector 8 are related to international shipping emissions that are included only in the EMEP inventory, with the exception of the emissions from harbor activities. Finally, it was assumed that changes in consumption of nitrogenous fertilizers and livestock were negligible in EMEP regions, but they are mainly associated to the agricultural activities in the Po valley.

The WRF-Chem model ran for one month applying the 5-days re-initializations approach. Biogenic emissions are calculated on-line using MEGAN model (Guenther et al., 2006) as well as sea salt and dust emissions (Gong et al., 2003; Shaw et al., 2008).
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Table 20 – Emission reductions for NOx, VOCs, NH3, SO2, PM10 and PM2.5 in the 10 SNAP sectors over Italian regions. Emissions are expressed in ton/domain/year. Differences are calculated with respect to the year 2010.

<table>
<thead>
<tr>
<th>SNAP CODE</th>
<th>NOX</th>
<th>VOC</th>
<th>NH3</th>
<th>SO2</th>
<th>PM10</th>
<th>PM2.5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2010</td>
<td>2010</td>
<td>2010</td>
<td>2010</td>
<td>2010</td>
<td>2010</td>
</tr>
<tr>
<td>1</td>
<td>6.7E+04</td>
<td>8.0E+04</td>
<td>3.5E+03</td>
<td>3.5E+03</td>
<td>1.5E+02</td>
<td>1.5E+02</td>
</tr>
<tr>
<td>2</td>
<td>8.9E+04</td>
<td>8.6E+04</td>
<td>2.1E+05</td>
<td>1.7E+05</td>
<td>8.0E+02</td>
<td>8.0E+02</td>
</tr>
<tr>
<td>3</td>
<td>9.7E+04</td>
<td>9.7E+04</td>
<td>7.6E+03</td>
<td>7.6E+03</td>
<td>1.2E+03</td>
<td>1.2E+03</td>
</tr>
<tr>
<td>4</td>
<td>1.0E+04</td>
<td>1.0E+04</td>
<td>6.4E+04</td>
<td>6.4E+04</td>
<td>4.0E+02</td>
<td>4.0E+02</td>
</tr>
<tr>
<td>5</td>
<td>0.0E+00</td>
<td>0.0E+00</td>
<td>4.8E+04</td>
<td>4.8E+04</td>
<td>0.0E+00</td>
<td>0.0E+00</td>
</tr>
<tr>
<td>6</td>
<td>0.0E+00</td>
<td>0.0E+00</td>
<td>4.1E+05</td>
<td>4.1E+05</td>
<td>0.0E+00</td>
<td>0.0E+00</td>
</tr>
<tr>
<td>7</td>
<td>2.0E+05</td>
<td>4.9E+04</td>
<td>1.1E+05</td>
<td>2.7E+05</td>
<td>7.1E+03</td>
<td>8.9E+03</td>
</tr>
<tr>
<td>8</td>
<td>1.5E+05</td>
<td>1.4E+05</td>
<td>7.9E+04</td>
<td>7.9E+04</td>
<td>2.8E+01</td>
<td>2.8E+01</td>
</tr>
<tr>
<td>9</td>
<td>1.5E+04</td>
<td>1.5E+04</td>
<td>1.4E+04</td>
<td>2.3E+04</td>
<td>5.5E+03</td>
<td>9.2E+03</td>
</tr>
<tr>
<td>10</td>
<td>4.6E+02</td>
<td>4.6E+02</td>
<td>1.2E+03</td>
<td>1.2E+03</td>
<td>3.8E+05</td>
<td>3.6E+05</td>
</tr>
<tr>
<td>TOTAL</td>
<td>6.3E+05</td>
<td>9.2E+05</td>
<td>3.9E+05</td>
<td>3.8E+05</td>
<td>1.9E+09</td>
<td>1.8E+09</td>
</tr>
</tbody>
</table>

Table 21 - Emission reductions for NOx, VOCs, NH3, SO2, PM10 and PM2.5 in the 10 SNAP sectors over EMEP regions. Emissions are expressed in ton/domain/year. Differences are calculated with respect to the year 2010.

<table>
<thead>
<tr>
<th>SNAP CODE</th>
<th>NOX</th>
<th>VOC</th>
<th>NH3</th>
<th>SO2</th>
<th>PM10</th>
<th>PM2.5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2010</td>
<td>2010</td>
<td>2010</td>
<td>2010</td>
<td>2010</td>
<td>2010</td>
</tr>
<tr>
<td>1</td>
<td>1.8E+05</td>
<td>2.3E+05</td>
<td>9.0E+03</td>
<td>9.0E+03</td>
<td>9.4E+02</td>
<td>9.4E+02</td>
</tr>
<tr>
<td>2</td>
<td>9.7E+04</td>
<td>9.4E+04</td>
<td>2.1E+05</td>
<td>1.7E+05</td>
<td>1.6E+03</td>
<td>1.6E+03</td>
</tr>
<tr>
<td>3</td>
<td>1.2E+05</td>
<td>1.2E+05</td>
<td>9.0E+03</td>
<td>9.0E+03</td>
<td>1.1E+03</td>
<td>1.1E+03</td>
</tr>
<tr>
<td>4</td>
<td>2.5E+04</td>
<td>2.5E+04</td>
<td>7.8E+04</td>
<td>7.8E+04</td>
<td>9.7E+03</td>
<td>9.7E+03</td>
</tr>
<tr>
<td>5</td>
<td>7.7E+01</td>
<td>7.7E+01</td>
<td>4.8E+04</td>
<td>4.8E+04</td>
<td>8.2E+02</td>
<td>8.2E+02</td>
</tr>
<tr>
<td>6</td>
<td>7.8E+01</td>
<td>7.8E+01</td>
<td>4.1E+05</td>
<td>4.1E+05</td>
<td>3.5E+02</td>
<td>3.5E+02</td>
</tr>
<tr>
<td>7</td>
<td>2.3E+05</td>
<td>5.9E+04</td>
<td>6.4E+04</td>
<td>1.6E+05</td>
<td>8.3E+03</td>
<td>1.0E+04</td>
</tr>
<tr>
<td>8</td>
<td>1.0E+06</td>
<td>8.5E+05</td>
<td>6.6E+04</td>
<td>6.6E+04</td>
<td>9.7E+01</td>
<td>9.7E+01</td>
</tr>
<tr>
<td>9</td>
<td>2.4E+03</td>
<td>2.4E+03</td>
<td>5.2E+03</td>
<td>8.6E+03</td>
<td>5.5E+03</td>
<td>9.2E+03</td>
</tr>
<tr>
<td>10</td>
<td>3.7E+04</td>
<td>3.7E+04</td>
<td>1.1E+04</td>
<td>1.1E+04</td>
<td>4.7E+05</td>
<td>4.7E+05</td>
</tr>
<tr>
<td>TOTAL</td>
<td>1.7E+06</td>
<td>1.9E+06</td>
<td>5.0E+05</td>
<td>5.0E+05</td>
<td>1.5E+06</td>
<td>1.4E+06</td>
</tr>
</tbody>
</table>
5.3 RESULTS AND DISCUSSION

5.3.1 Investigation of feedback effects on meteorology

Figure 65 shows the monthly mean pattern of the main meteorological variables as differences between the feedback (FBS) and the baseline (BASE) case.

The direct effect of aerosol scattering may cause a reduction of downward solar radiation as well as a decrease in planetary boundary layer height (Zhang et al., 2010). The presence of feedback effects, in fact, is found to generally decrease the incoming solar radiation at the ground up to 20 W/m$^2$ (Figure 65a), particularly in the Po valley where variation of -5% are highlighted.

The direct effect of aerosol particles on incoming solar radiation shows up for clear sky conditions (Forkel et al., 2012). As a consequence, a detailed analysis of the hourly shortwave incoming solar radiation for clear sky conditions in polluted areas has been performed. Results indicate that high average aerosol concentrations during daytime result in a reduction of solar radiation at noon by 20-40 W/m$^2$ (3-5%) over the city of Milan in FBS case. These values correspond to a decrease in the monthly mean global radiation of 17-20 W/m$^2$ (3-5%) over the Po valley caused only by the aerosol backscatter.

On the contrary, shortwave downward radiation was found to increase over the West Mediterranean, the Alps and Eastern domain. There the incoming solar radiation is 4-6% (12-20 W/m$^2$) higher for FBS case than for the BASE case because of a reduction of the vertically integrated cloud water content ($\sim$ 40%; 0.04-0.05 kg/m$^2$) and, then, cloud cover (Figure 65d). Conversely, the column rain water content increases of over those regions with respect to the baseline simulation (Figure 65e).
Discrepancies in cloud water content can be related to the different calculation of the droplet number concentration when indirect effects are included (Forkel et al., 2012). A default droplet number concentration of 250 cm$^{-3}$ is specified in cloud microphysics scheme when indirect effect is not taken into account, whereas this number is prognosed from the simulated aerosol particle number in FBS run. A lower simulated total aerosol particle number results in droplet number that range between 60 and 80 cm$^{-3}$ over the sea, the Alps and East of Europe. As auto-conversion to rain droplet is higher for small cloud droplet concentrations (Forkel et al., 2012), the formation of rain droplets increases in FBS case. In comparison with the strong effect of the indirect feedback over the sea and the Alps, only a small impact was found in cloud water content and rain water content over Italy, because of the higher amount of droplet number concentration from aerosol particles. Modifications in cloud water content also affect the downward longwave radiation that is found to decrease of about 12 W/m$^2$ (3-4%) in those areas characterized by lower amount of droplet concentrations (Figure 65b). Distribution of incoming solar radiation change is partly reflected in the distribution of the mean height of the planetary boundary layer that displays a general decrease over Italy. This reduction can reach up to 30 m (-5%) in the Po valley (Figure 65f).
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Figure 65- Monthly mean of (a) shortwave incoming solar radiation at the surface (SWDOWN), (b) downward longwave radiation (GLW), (c) 2-m temperature (T2), (d) vertically integrated cloud water content (e) vertically integrated rain water content and (f) Planetary Boundary Layer height (PBLH). On the left the BASE case, while on the right the difference between FBS and BASE simulation.

Moreover, incoming solar radiation affects 2-m temperature. In Figure 65d, 2-m temperature rises mainly over the Western Mediterranean sea, the Alps and the Eastern part of the domain. A weak warming effect is visible all over Italy when feedback mechanisms are turned on, while temperature decreases in the Eastern Po valley and outside the Italian boundaries. Conversely, 2m-temperature is warmer over the Western part of the Po valley.

Temperature is controlled by many factors such as soil moisture and soil temperature. A cooler skin surface temperature results from reduced solar radiation (not shown). The strongest reductions are
localized over those regions where 2-m temperature was found to decrease, namely the Eastern Po valley and foreign countries. Temperature is also analyzed in terms of vertical profile, in order to investigate the changes in thermal stratification. As an example, vertical profile of monthly mean potential temperature and wind speed is reported in Figure 66 for the city of Milan, in the Midwest of the Po plain, as differences with respect to the baseline case. Monthly mean potential temperature increases by up to 0.13 °K in the first 100 m of troposphere, and even more at higher altitudes, reaching a maxima increase of 0.18°K around 1700 m. Furthermore, wind speed shows a decrease along vertical profile by up to 0.15 m/s near surface. Such changes further stabilize the lower atmosphere, already characterized by lower PBL height, and, thus, enhance air pollution (Zhang et al., 2010).

Results on meteorological variables agree with other studies over Europe. Forkel et al. (2012) found only a small impact of direct and indirect effect over Southern European regions. Moreover, Zhang et
al. (2010) and Yang et al. (2011) showed a less pronounced impact of indirect effect in the most polluted regions of the US. However, in order to investigate the development of the indirect effect in more detail, cloud resolving simulations may be necessary (Forkel et al, 2012). Moreover, it is worth nothing that the frequent re-initialization approach may have modulated variation in meteorological variables induced by feedback effects.

Meteorological results of 2m-temperature, 2-m mixing ratio and 10m-wind speed were compared against measurement stations in Table 22 at all 72 WMO stations.

**Table 22 - Performance statistics of 2m-temperature, 2m-mixing ratio and 10m-wind speed in BASE and FBS case at 72 WMO stations. Best performances are highlighted in grey.**

<table>
<thead>
<tr>
<th>Statistics</th>
<th>BASE</th>
<th>FBS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Temperature (K)</td>
<td>298.68</td>
<td>298.68</td>
</tr>
<tr>
<td>Mixing ratio (g/kg)</td>
<td>14.38</td>
<td>14.38</td>
</tr>
<tr>
<td>Wind speed (m/s)</td>
<td>3.45</td>
<td>3.45</td>
</tr>
<tr>
<td>Mean Obs</td>
<td>298.68</td>
<td>298.68</td>
</tr>
<tr>
<td>Mean Mod</td>
<td>296.80</td>
<td>296.86</td>
</tr>
<tr>
<td>NMB (%)</td>
<td>-0.63</td>
<td>-0.61</td>
</tr>
<tr>
<td>NME (%)</td>
<td>0.97</td>
<td>0.96</td>
</tr>
<tr>
<td>RMSE</td>
<td>3.63</td>
<td>3.58</td>
</tr>
<tr>
<td>AC</td>
<td>0.75</td>
<td>0.76</td>
</tr>
</tbody>
</table>

Temperature and mixing ratio are under predicted by the simulations for July 2010. Model simulates 2-m temperature with a NMB of -0.63% and -0.61% for the baseline and FBS case, respectively. Mixing ratio shows a NMB of -7.36% for BASE case and -7.13% for FBS case. Conversely, wind speed is overestimated by the model (BASE NMB = 2.76%; FBS NMB = 2.24%). Feedback effects are found to improve the overall meteorological performances, increasing 2m-temperature and, thus, mixing ratio, as well as decreasing wind speed. The simulation shows a slightly smaller NME for temperature (BASE = 0.97%; FBS = 0.96%) and wind...
speed (BASE = 46.93%; FBS = 46.71%) when FBS case is considered. Moreover, feedbacks seem to improve the reconstruction of the hourly variation for both temperature and mixing ratio. Anomaly Correlation (AC) slightly enhances in FBS simulation (BASE = 0.75 and FBS = 0.76 for temperature; BASE = 0.62 and FBS = 0.63 for mixing ratio).

Comparable results were found by other application of WRF-Chem. Yang et al. (2011) concluded that agreement between observation and model data improve when indirect feedbacks are included in the analysis.

Finally, in order to better analyze the effect of model coupling on global radiation, downward shortwave radiation has also been compared to measurement observations collected in Milan (RSE S.p.A., http://www.rse-web.it/; 45.476 N and 9.261 E). Figure 67 displays observed and modeled hourly time series from 7th to 16th of July 2010. Simulations show comparable results in good agreement with observations. However, both runs fail to capture cloud cover on 8th of July that reduces the measured radiation at the ground, while they reproduce cloud cover on 7th of July when clear sky is observed. Feedback effects improve the skill of model in reconstructing the radiation hourly trend at the surface, as they moderate solar radiation around noon because of aerosol scattering and absorption. Variations at noontime are in line with values identified previously in the analysis of clear sky shortwave radiation (20-40 W/m²).

![Figure 67](image_url)
5.3.2 **Investigation of feedback effects on air quality**

In this section, results are reported as differences between the feedback (FBS) and the baseline (BASE) case.

Figure 68 depicts the monthly mean variation of NH$_3$, NO$_2$, O$_3$ and SO$_2$ over the region. Inclusion of both direct and indirect effects is found to have only minor influence on gas-species. NH$_3$ is not affected by feedback mechanisms. Only a negligible variation is observed in Lombardy region (1 ppb; about 5%), where the main emissive sources are localized (e.g. agriculture and livestock).

NO$_2$ concentrations tend to increase when feedback effects are turned on, especially in high-emissive areas, namely Milan, Turin and Naples, and along the major transit routes with variations that range between 0.04 and 0.2 ppb ($\sim$ 2%). NO$_2$ from international shipping rise beyond Sicily region as well as in correspondence of the main harbors (e.g. Marseille) and naval routes. On the contrary, O$_3$ concentrations decrease in many regions of the domain of about 1% (from -0.2 to -0.4 ppb). Differences in near surface ozone are associated with the decreasing in solar radiation over the domain that will result in a reduced photochemical activity. Differently, ozone increases of about 0.4 ppb ($\sim$ 1%) over the Western Mediterranean Sea where incoming solar radiation rises because of a reduction in cloud cover.

SO$_2$ generally declines its concentrations in FBS run from -0.02 to -0.1 ppb (from 2% to 4%), particularly in those geographical areas dominated by power plant emissions (e.g. Slovenia, Croatia), while it increases over the sea up to 0.1 ppb where strong SO$_2$ surface emissions are derived from the international shipping. This pattern suggests a possible change in turbulent vertical diffusion when feedback effects are included. The analysis of meteorological variables, in fact, highlighted an enhanced stabilization of the lower atmosphere in FBS run, accompanied by a decrease of Planetary Boundary Layer height and wind speed. As demonstrated previously (Chapter 4), a reduced vertical diffusion can explain the increased
concentrations of primary emitted compounds, such as NO$_2$ and NH$_3$, and the decreasing of aloft-emitted species in high emissive areas. Moreover, variations observed in gaseous compounds have the same order of magnitude as changes in meteorological variables, confirming that gas concentrations are mainly influenced by variation in dispersion processes (e.g. wind speed and Planetary Boundary Layer height) as well as incoming solar radiation.
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Results are analyzed against observations. Only NO\textsubscript{2}, O\textsubscript{3} and SO\textsubscript{2} data were available for July 2010. Comparisons with measurement stations are in agreement with the variations observed before. Feedback effect proved to increase monthly mean concentrations of ground-emitted compounds, such as NO\textsubscript{2}, and decreasing aloft-emitted compound concentrations as SO\textsubscript{2}. Both simulations underestimate concentrations of gas species, even though performances may vary from compound to compound. NO\textsubscript{2} performances improve when aerosols-meteorology interactions are considered. The NMB and NME move from -51.57% (NMB) and 55.71% (NME) in baseline case to -50.25% (NMB) and 54.66% (NME) in FBS run. Conversely, SO\textsubscript{2} is better reproduced by the baseline simulation. NMB is -54.36% and -56.25% in BASE and
FBS simulation, respectively. However, Index of Agreement shows an increase if feedbacks are turned on (BASE = 0.59; FBS = 0.63). 

\[ \text{O}_3 \] concentrations decrease when feedback effects are included, because of the reduction in shortwave incoming solar radiation. This leads to a worsening in model performances, even though statistical indices are quite good in both simulations. NMB ranges from -3.56\% (BASE) to -3.64\% (FBS), while NME shows variations from 18.92\% (BASE) to 18.97\% (FBS).

Reasons of underestimation for gaseous species where discussed previously in this work (Chapter 4) and are mainly related to lacks in some emission sources in emission inventories as well as the limited model resolution.

Table 23 – Performance statistics of gas species in BASE and FBS case at all rural background stations inside the computational domain. Best performances are highlighted in grey.

<table>
<thead>
<tr>
<th>Statistics</th>
<th>BASE</th>
<th>FBS</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \text{NO}_2 ) (ppb)</td>
<td>4.59</td>
<td>4.59</td>
</tr>
<tr>
<td>( \text{SO}_2 ) (ppb)</td>
<td>0.78</td>
<td>0.78</td>
</tr>
<tr>
<td>( \text{O}_3 ) (ppb)</td>
<td>44.13</td>
<td>44.13</td>
</tr>
<tr>
<td>( \text{NO}_2 ) (ppb)</td>
<td>2.40</td>
<td>2.46</td>
</tr>
<tr>
<td>( \text{SO}_2 ) (ppb)</td>
<td>0.35</td>
<td>0.34</td>
</tr>
<tr>
<td>( \text{O}_3 ) (ppb)</td>
<td>42.55</td>
<td>42.52</td>
</tr>
<tr>
<td><strong>NMB (%)</strong></td>
<td>-51.57</td>
<td>-50.25</td>
</tr>
<tr>
<td><strong>NME (%)</strong></td>
<td>55.71</td>
<td>54.66</td>
</tr>
<tr>
<td><strong>RMSE</strong></td>
<td>4.00</td>
<td>3.95</td>
</tr>
<tr>
<td><strong>IA</strong></td>
<td>0.51</td>
<td>0.52</td>
</tr>
</tbody>
</table>

Figure 69 depicts variations in PM\(_{10}\), PM\(_{2.5}\). Aerosols concentrations show a stronger influence by feedback effects. PM\(_{10}\) and PM\(_{2.5}\) have a similar spatial variation over the domain. They increase over Italy, Adriatic Sea and the Eastern domain. On the contrary they show a decrease in the Northern domain (e.g. Austria and Switzerland) as well as over the Western Mediterranean Sea (from 1 to 2 \( \mu \text{g/m}^3 \), \( \approx -10\% \)). The highest variations are localized at Taranto, Naples, and Budapest, as well as all over the Po valley.
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There PM$_{10}$ and PM$_{2.5}$ concentrations rise of 25% and 30% (5 µg/m$^3$), respectively. Differently from gaseous species, variation in meteorological variables (e.g. Planetary Boundary Layer height and wind speed reduction) are not directly correlated to variation in aerosols concentrations.

![PM$_{10}$ and PM$_{2.5}$ concentrations](image)

**Figure 69:** Monthly mean concentrations of PM$_{10}$ and PM$_{2.5}$ in BASE case (left) and differences between FBS and BASE simulation (right).

In order to understand discrepancies between the two simulations, aerosols components as well as particle vertical profiles are analyzed in Figure 70 and Figure 71.

NH$_4$ and NO$_3$ concentrations show similar behavior with higher increase of about 50% in the Po valley (Figure 70). There NO$_3$ concentrations rise of 4 µg/m$^3$, while NH$_4$ grows of about 1 µg/m$^3$. Higher concentrations of gaseous precursors (NO$_2$ and NH$_3$) can clarify only a small part of these variations.

160
SO\textsubscript{4} changes are less pronounced (8-10\%) and partially reflect SO\textsubscript{2} variation. Moreover, it is worth noting that feedback run includes the aqueous phase reactions. However, liquid phase sulfate formation can only explain a minor fraction of this effect. Also black carbon and organic carbon show an increase in the Po valley and along international shipping routes. In particular, BC variations are up to 0.5 µg/m\textsuperscript{3} (60\%), while OC show a smaller increase of about 30\% (0.2-0.8 µg/m\textsuperscript{3}). The warming effect caused by the absorbing BC and some absorbing OC in the PBL and the cooling at soil resulted from reduced solar radiation can further stabilize PBL and thus exacerbate air pollution in high emissive areas (Zhang et al., 2010). PBL reductions can be also partially explained by the increased black carbon concentrations. Indeed, it showed the highest variations over the Po valley. However, in order to better explore this effect a finer grid resolution simulation is necessary.
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The main variations of aerosols mass and components are associated to changes in turbulent vertical mixing. As an example, Figure 71 depicts vertical profiles of NO$_2$ and PM$_{2.5}$ concentrations in Milan city, where the main variations are found.

Figure 70- Monthly mean concentrations of PM$_{2.5}$ components in the BASE case (left); differences between FBS and BASE simulation (right).
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The first hour run (06/25/2010 at 01UTC) is chosen because it is not influenced by the residual concentrations of the previous days, thus, enabling to understand the differences related only to changes in model behavior.

![Figure 71 – Vertical profiles of NO\textsubscript{2} (left) and PM\textsubscript{2.5} (right) concentrations in Milan (45.46 N; 9.19 E) on 06/25/2010 at 01 UTC. Height is expressed as number of vertical levels up to 4000 m.]

Vertical distribution of the gaseous compound does not significantly change moving from baseline to feedback simulations. On the contrary, for PM\textsubscript{2.5} a completely different vertical structure is visible in the first 150m (4\textsuperscript{th} vertical level). When feedbacks effects are turned on, a reduced vertical mixing is present and aerosols tend to be concentrated in the first level of atmosphere. This is caused by the different treatment of turbulent vertical diffusion for gas and aerosols in the presence of indirect feedback. Whether indirect feedback is included in the simulation, vertical diffusivity of aerosols is calculated taking into account for the number of particles that are activated and vertically diffused as cloud droplet, whereas in baseline simulation the treatment of vertical diffusion for both gas and aerosol is based only on the vertical dispersion coefficient (Kz) delivered from the PBL module. Moreover, vertical diffusion of gaseous species is the same between the simulations with and without indirect
feedback. This can explain why remarkable discrepancies between the two simulations were found only for aerosol compounds. Comparisons with measurement stations are shown in Table 24.

Table 24 – Performance statistics in BASE and FBS case for all rural background stations inside the computational domain. Best performances are highlighted in grey.

<table>
<thead>
<tr>
<th>Statistics</th>
<th>BASE</th>
<th>FBS</th>
</tr>
</thead>
<tbody>
<tr>
<td>PM&lt;sub&gt;10&lt;/sub&gt; (µg/m&lt;sup&gt;3&lt;/sup&gt;)</td>
<td>20.62</td>
<td>20.62</td>
</tr>
<tr>
<td>PM&lt;sub&gt;2.5&lt;/sub&gt; (µg/m&lt;sup&gt;3&lt;/sup&gt;)</td>
<td>14.06</td>
<td>14.06</td>
</tr>
<tr>
<td>Mean Obs</td>
<td>20.62</td>
<td>20.62</td>
</tr>
<tr>
<td>Mean Mod</td>
<td>11.84</td>
<td>12.99</td>
</tr>
<tr>
<td>NMB (%)</td>
<td>-42.57</td>
<td>-37.01</td>
</tr>
<tr>
<td>NME (%)</td>
<td>45.48</td>
<td>42.12</td>
</tr>
<tr>
<td>RMSE</td>
<td>12.19</td>
<td>11.15</td>
</tr>
<tr>
<td>IA</td>
<td>0.72</td>
<td>0.79</td>
</tr>
</tbody>
</table>

Variations between the two simulations are higher for aerosol particles. Increasing in PM<sub>10</sub> and PM<sub>2.5</sub> concentrations leads to an improvement in model performances when feedbacks are included. However, model still underestimates the magnitude of observed values. PM<sub>10</sub> Normalized Mean Bias decreases from -43.57% (BASE) to -37.01% (FBS) as well as NME. It shows a variation from 45.48% (BASE) to 42.12% (FBS). Including feedbacks also improves the Index of Agreement. Reconstruction of daily trend is better in FBS (IA = 0.79) than in BASE (IA = 0.72).

A general improvement of model performances can be shown when only fine fraction is considered, suggesting that both simulations difficulty reconstruct the coarse fraction. As extensively discussed in Chapter 4, it is related to missing sources (e.g. resuspension and local mineral dust sources) that contribute mainly to the coarse fraction (Hendriks, 2009; Hodzic et al., 2007; Vautard et al., 2007) as well as lacking in aerosol processes. Moreover, discrepancies in PM<sub>10</sub> NFB and NFE are similar to NO<sub>2</sub> ones, confirming that there is
inaccuracy in the reconstruction of some emission sources inside emission inventories.

PM$_{2.5}$ monthly mean concentrations vary from 10.72 µg/m$^3$ (BASE) to 12.64 µg/m$^3$ (FBS). NMB improves from -42.57% (baseline simulation) to -37.01% (feedback case).

It wasn’t possible to perform a statistical analysis of PM$_{2.5}$ components, since not enough stations were available for July 2010. As can be shown from the NMB spatial distribution of PM$_{10}$ and PM$_{2.5}$ concentrations (Figure 72 and Figure 73), improvements in model performances are mainly associated to the Northern regions, namely Southern Germany and Northern Italy (Po valley) that are characterized by rather complex circulation conditions. Particularly, the Po valley often suffers of stagnant thermal inversions that lead to high aerosols concentrations that frequently exceed threshold limits, making it an interesting case study especially for the analysis of the feedback effects that are strongly influenced by high aerosol loads. For this reason, particular attention will be dedicated to the Po valley area in the following.

![Figure 72 – PM$_{10}$ spatial distribution of Normalized Mean Bias over Italy in Rural Background stations. aqWchemBase2010_D01 indicates BASE simulation (left), while aqWchemFbs2010_D01 is used for FBS case (right).](image-url)
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Figure 73 – PM$_{2.5}$ spatial distribution of Normalized Mean Bias over Italy in Rural Background stations. *aqWchemBase2010_D01* indicates BASE simulation (left), while *aqWchemFbs2010_D01* is used for FBS case (right).

Figure 74 reports the monthly time series of daily values in all background stations of the Po valley for both PM$_{10}$ and PM$_{2.5}$.

Figure 74 – Time series of daily values for PM$_{10}$ and PM$_{2.5}$ in Rural Background stations of the Po valley.

The time evolution is well represented by the two simulations. Single events correspond in time with the observations.
Feedback improves the skill of model in reconstructing the magnitude of observed PM$_{2.5}$ values. Particularly, it is able to capture the highest values of the observed time series. The 95° percentile moves from 22.5 µg/m$^3$ (BASE) to 28.6 µg/m$^3$ (FBS), reaching the observed value of 30 µg/m$^3$.

An improvement is also visible in PM$_{10}$ concentrations, even though model still underestimates measurement data, confirming an incorrect reconstruction of the coarse fraction.

PM$_{2.5}$ components were available only at one station of the Po valley, namely Ispra (IT004R; Figure 75). However, this site is not representative of the general pattern observed in the mean concentrations over the Po valley. Indeed, simulations reveal similar behavior and not any remarkable difference is noticeable when feedbacks are included.

PM$_{2.5}$ total mass is well reproduced by the simulations, but it is higher in BASE simulation than in FBS as well as NH$_4$ and SO$_4$ concentrations. However, time series analysis allows understanding the causes of PM$_{2.5}$ underestimations. As identified previously (Chapter 4), they are mainly associated to under predictions of unidentified PM, namely organic carbon. It is worth noting that simulations do not include secondary organic aerosol (SOA) processes that can contribute to the total organic carbon mass.
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Figure 75 – Time series of daily data at EMEP station of Ispra (IT0004R).

Finally, a preliminary evaluation of Aerosol Optical Depth has been done at Lecce. Time series are reported in Figure 76. The optical depth expresses the quantity of light removed from a beam by scattering or absorption during its path through atmosphere. Therefore, there is not a simple linear relationship between column aerosol optical depth and the near surface atmospheric aerosols (Che et al., 2009). The aerosol optical depth may be affected by many factors, such as the chemical composition, the particle size and the shape of aerosol as well as the water vapor in the atmosphere (Che et al., 2009). However, feedbacks seems to increase the AOD values in Lecce, in agreement with the highest amount of aerosols loads. Both simulations follow the time evolution of the observed time series, and in some episodes they are able to capture its magnitude (e.g. 12/12/2010, 12/15/2010, from 22 to 23 of July 2010).
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5.3.3 Scenario analysis at 2030

The scenario evaluation has been conducted for July 2030 and compared to the 2010 simulations. In order to understand the effect of emission control policies on aerosol interactions, results were analyzed as differences between the scenario and baseline simulations without feedback effects (SCEN-BASE) and the scenario with feedback effects and feedback simulation (SCEN_FBS - FBS).

Figure 77 shows monthly mean variations between future cases and reference simulations for gaseous species, namely NH$_3$, NO$_2$, O$_3$ and SO$_2$.

Variations in gaseous compound are proportional to emission changes. Both simulations show an increase of ammonia concentrations up to 2 ppb (5-10%) only over the Po valley because of the assumption of enhanced emissions from the consumption of nitrogenous fertilizers and livestock in this area.

On the contrary, NO$_2$ concentrations were found to decrease all over the land of about 40% (3-4 ppb) either when feedback effects are considered or not. The main reductions are localized in the main cities of Italy (e.g. Milan, Rome and Naples) and neighboring countries (e.g. Vienna, Budapest, Zurich and Marseille), as well as along the major highways and transit routes. These variations are related to changes in NOx emissions from road transport and domestic heating. However, NO$_2$ concentrations increase beyond Sicily region due to the enhanced international shipping emissions.
For the same reason, SO$_2$ concentrations rise over the Mediterranean Sea. Variations range between 0.2 and 1 ppb ($\sim$ 10%) in both simulations. Conversely, SO$_2$ decreases in foreign countries because of the different reduction between Italian and EMEP emissions of SNAP sector 1 related to power plants.

As a secondary pollutant, ozone variations are influenced by emissions of its main precursors, namely NO$_2$ and VOCs. Indeed, this species reduces its concentrations of about 2-3 ppb (8-10%) all over the domain due to lower emissions of NOx and anthropogenic VOCs. However, an increase in O$_3$ concentrations is observed in the most polluted cities (e.g. Milan, Rome and Budapest). Indeed, in urban areas O$_3$ concentrations rise as NOx emissions decrease (Sillman, 1999).

Looking at Milan city, the ozone increase is higher when feedback effects are turned on. If interactions between aerosols and meteorology are activated, in fact, the radiation scheme calculates the global radiation field using aerosol profiles provided by the aerosol module. Consequently, a lower amount of aerosol particles in the atmosphere, due to reduced emissions, leads to an enhanced incoming solar radiation at the ground. Increased solar radiation will generally result in higher photochemical activity. In regions with sufficiently high levels of NOx and VOC, an enhanced formation of near surface ozone can be expected. This further increase of ozone concentrations is not visible in simulations without feedback at Milan site, as in this case the treatment of particle loads does not change inside the RRTMG scheme when aerosol emissions are decreased.

For gaseous species, discrepancies between the future cases and their reference simulations are similar. As previously discussed, it is related to the fact that feedback effects have only a minor influence on NH$_3$, NO$_2$, O$_3$ and SO$_2$ concentrations.

As the variations with respect to the baseline simulations do not change with and without feedbacks, it is possible to state that emission reductions of gaseous compounds do not affect directly feedback mechanisms.
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Figure 77 - Monthly mean differences between scenario (SCEN) and baseline (BASE) simulation without feedback effects (left), and between scenario with feedbacks (SCEN_FBS) and feedback simulation (FBS) (right).

PM$_{10}$ and PM$_{2.5}$ differences between future case and reference simulation are represented in Figure 78 either when feedbacks effects are included (right) or not (left). Results are also analyzed for PM2.5 components.

PM$_{10}$ and PM$_{2.5}$ show a decrease over land with respect to the reference cases due to lower emissions of aerosols and their main gaseous precursors. Considering the simulations without feedback, variations range between -1 and -3 µg/m$^3$ (5-15%). Discrepancies in aerosols concentrations can reach up to -4 µg/m$^3$ (~16%) whether feedbacks simulations are compared together.

On the contrary, PM$_{10}$ and PM$_{2.5}$ concentrations increase over the sea where international shipping enhances emissions.

Changes in aerosols concentrations are connected to a variation of PM$_{2.5}$ main components, namely sulphate, nitrate, ammonium and black carbon. These compounds show a general decrease over the domain, especially in the highest emissive areas of the Po valley. In SCEN simulation, nitrate reduces of about 1 µg/m$^3$ (~20%) with respect to BASE case, whereas ammonium decreases between 0.4 and 0.8 µg/m$^3$ (10-20%).

As for total aerosol mass, variations in aerosol components are more remarkable when simulations with feedbacks are considered.
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Whether feedbacks are taken into account, in fact, nitrate and ammonium reduce of about 3 \( \mu g/m^3 \) (30%) and 1 \( \mu g/m^3 \) (~20%), respectively. The presence of lower aerosols load in the atmosphere, indeed, leads to a reduced response of feedback mechanisms with respect to the reference simulation (FBS), that generates lower increase of aerosol concentrations in the atmosphere, and, thus, higher variation in comparison to the simulations without feedbacks. Finally, sulphate and black carbon are analyzed. They increase over the sea in both simulations. Particularly, sulphate reveals a reduction that ranges between 0.1 and 0.5 \( \mu g/m^3 \) (2-10%) in the Eastern domain while it follows SO\(_2\) increase over the sea (0.1-0.6 \( \mu g/m^3 \); 2-10%).

In conclusion, it is possible to state that emission reductions of aerosol compounds seem to affect feedback mechanisms.
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5.4 CONCLUSIONS

In order to investigate the impact of direct and indirect feedback on meteorological variables and pollutants, WRF-Chem simulations have been performed over Italy accounting or not for the presence of feedback mechanisms. WRF-Chem has been applied with 15 km grid resolution for July 2010. The presence of feedback effects is found to decrease the incoming solar radiation at the ground up to 20 W/m² (-5%), particularly in the Po valley, due to aerosol backscatter. On the contrary, shortwave downward radiation was found to increase over the Western Mediterranean, the Alps and Eastern domain of about 4-6% (12-20 W/m²) because of a reduction of the vertically integrated cloud water content and, then, cloud cover. Inclusion of indirect effect has a strong influence on cloud water content that shows a local decrease of about 40% (0.04-0.05 kg/m²). As auto-conversion to rain droplet is higher for small cloud droplet concentrations, the formation of rain droplets increases.

Distribution of incoming solar radiation change is partly reflected in the distribution of the mean height of the planetary boundary layer that displays a general decrease over Italy. This reduction can reach...
up to 30 m (-5%) in the Po valley. The response of aerosol-radiation-cloud interaction was found to be stronger here than in other region of Italy due to high aerosol loads that are commonly present in the region.

Meteorological variations were in line with other European application of the same model (Forkel et al., 2012). However, a detailed analysis at cloud resolving resolution will be necessary to further analyze indirect feedback.

Concerning the gaseous compounds, the inclusion of both direct and indirect effects is found to have only minor influence on them, with variations that range between 2-5%. Moreover, variations observed in gaseous compounds have the same order of magnitude as changes in meteorological variables. This suggests that gas concentrations are mainly influenced by variation in dispersion processes (e.g. wind speed and Planetary Boundary Layer height) as well as incoming solar radiation.

Aerosols concentrations show a stronger influence by feedback effects, because of changes in their main components. The highest increases are in the Po valley. There PM$_{10}$ and PM$_{2.5}$ concentrations rise of 25% and 30% (5 µg/m$^3$), respectively. Differently from gaseous species, variations in meteorological variables cannot always be connected with variation in aerosols concentrations. On the contrary, variations can be related to a reduced turbulent vertical mixing whether feedback effects are turned on.

Increasing in PM$_{10}$ and PM$_{2.5}$ concentrations leads to an improvement in model performances when feedbacks are included. Particularly, feedback improves the skill of model in reconstructing the magnitude of highest values of the observed time series. However, model still underestimates PM$_{10}$ and PM$_{2.5}$ measured values.

A preliminary evaluation of Aerosol Optical Depth has also been done at Lecce station. Feedbacks seem to increase the AOD values in Lecce, in agreement with the highest amount of aerosols loads.

In order to understand the effect of emission control policies on aerosol-meteorology interactions, a scenario evaluation has been conducted for July 2030 using the emission scenario developed by
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ENEA. WRF-Chem has been applied over Italy with and without feedback effects and compared to both 2010 cases. Variations in gaseous compound between 2030 and 2010 cases are proportional to emission changes. Moreover discrepancies between future cases and their reference simulations are similar with and without feedbacks. This is related to the fact that feedback effects have only a minor influence on gaseous concentrations. As the variations with respect to the reference simulations do not change with and without feedbacks, it is possible to state that emission reductions of gaseous compounds do not directly affect feedback mechanisms.

A different behavior is identified for aerosol compounds. PM$_{10}$ and PM$_{2.5}$ concentrations decrease over land of about 5-15% (1-3 µg/m$^3$) with respect to the 2010 simulation, due to lower emissions of aerosols and their main gaseous precursors. Aerosol variations can reach up to -16% (~ -4 µg/m$^3$) whether feedbacks are turned on. Indeed, as feedback effects are not linear, the presence of lower aerosol loads in the atmosphere leads to a reduced response of these mechanisms compared to the reference simulation, and, thus, a higher reduction of ground-based aerosol concentrations with respect to the simulation without feedbacks. In conclusion, it is possible to state that emission reductions of aerosol species seem to affect feedback mechanisms.
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6 GENERAL CONCLUSIONS

In recent years the atmospheric modeling community is moving toward a new modeling approach that integrates meteorological and chemical processes in the same model (on-line), consenting a more complete and realistic representation of the lower atmosphere and its driving phenomena and also allowing feedback effects to be included (coupled) and quantified. However these models are still poorly investigated and many of these feedback mechanisms are scarcely understood, especially over complex terrains characterized by land-sea interfaces and complex circulation conditions, such as the Italian one.

In this contest, the state-of-the-art WRF-Chem (Grell et al., 2005) on-line coupled model has been applied over Italy in order to investigate the impacts of aerosols-radiation-cloud interactions on air quality simulations. The analyses carried out on WRF-Chem model outcomes demonstrated that it can be a valid and efficient tool to simulate both direct and indirect feedback processes. Indeed, these mechanisms tend to improve the skill of model in reconstructing both meteorological fields and aerosol concentrations especially in complex circulation systems like the Po valley. Performance variations were demonstrated to be in line with results reported in literature for other applications of the same model (Forkel et al., 2012; Yang et al., 2011; Zhang et al., 2010). In particular, the presence of feedback effects decreased the incoming solar radiation at the ground up to 20 W/m$^2$, due to aerosol backscatter, and the Planetary Boundary Layer height of about 5% in the Po valley area.
Inclusion of indirect effect had a strong influence on cloud water content that showed a local decrease of about 40%.
The coupled approach was found to have minor influence on gas species, while a strong impact was shown for aerosols (PM$_{10}$ and PM$_{2.5}$) and their main components. In the Po valley PM$_{10}$ and PM$_{2.5}$ concentrations increased of about 25% and 30% when aerosol-radiation-cloud interactions were considered due to the induced reductions of turbulent vertical mixing that concentrated particles in the first atmospheric layers.
Moreover it was demonstrated the effectiveness of using these tools to analyze future scenarios that explores the impact of emission control strategies on air pollution either when feedbacks are turned on. Feedback effects tended to be influenced by policies of aerosol emission reductions. The presence of lower aerosols load in the atmosphere, in fact, leads to a reduced response of feedback mechanisms.
Analyzing only the effect of on-line approaches without aerosols coupling no significant differences were found between on-line and off-line chemistry and transport models. This result suggested that WRF-Chem model performances were in line with other extensively-evaluated and well-known instruments, but the main improvements were related to the inclusion of the coupled approach. In particular, WRF-Chem confirmed to have similar performances as the off-line CAMx model (ENVIRON, 2011), that was widely validated in the framework of the AQMEII initiative (Rao et al., 2011; Pirovano et al., 2012), with the additional advantage to simulate meteorology simultaneously with chemistry thus allowing a significant reduction of inconsistency between meteorological and chemical processes.
Finally the project aimed at investigating the reconstructions of meteorological processes that influenced aerosol concentrations at the ground in order to reduce uncertainties related to the representation of dispersion process, namely the Planetary Boundary Layer (PBL) height. A sensitivity test on five PBL schemes (ACM2, MRF, MYJ, YSU and UW) demonstrated that model scarcely reproduced the Boundary Layer evolution because of an overestimation of vertical mixing during the PBL development.
Indeed, the daytime evolution of PBL appeared too rapid in all simulations. However, the comparison with a quite unique set of experimental data (ground level measurements, particle vertical profiles by balloon soundings, meteorological balloons and Lidar measurements) allowed identifying a parameterization that improved the overall model performances in the peculiar area of the Po valley. The selected scheme was the Yonsei University PBL (YSU; Hong et al., 2006) that proved to give reasonable results in terms of concentrations in air quality simulations.

In conclusion, the results of this project allowed a better understanding of the complex interactions between meteorology and air quality. It represents an important contribution to evaluate the potential added value of a more realistic reconstruction of the atmosphere through incorporating feedback mechanism in chemistry and transport models (coupled approach). All the collected information in the present study opens the way for a more comprehensive assessment of future air quality studies and scenario analysis that aim at investigating emission control policies and strategies either in a climate change perspective.

As showed here aerosols can affect the evolution of the atmospheric boundary layer and local scale dynamics through their impact on the radiative balance. Furthermore it was demonstrated that aerosols-radiation-cloud interactions can be locally predominant due to heterogeneity in emissions and processes. This work was, therefore, able to prove the importance of including aerosol-radiation-cloud interactions in emission regional policy, decision support, and risk management at local scale. It can be also a useful starting point for scenario analysis related studies, especially over complex terrain systems.

Moreover, as temperature change is expected to significantly impact atmospheric composition, all the regional strategies to reduce air pollution below a specified threshold need to be reconciled with strategies to limit climate warming. Recently, there has been an increased focus in the global climate modeling community on studying the impacts and mitigation of short-lived climate forcers, such as aerosols and ozone, on climate change (Alapaty et al., 2012;
Forster and Ramaswamy, 2007; Penner et al., 2010). However, many studies directed at aerosol forcing ignored aerosol-cloud interactions and used crude representations of aerosol properties with various degrees of simplifying assumptions thereby injecting uncertainty in the projected climate impacts (Alapaty et al., 2012; Koch et al. 2011). As pointed out by Raes and Seinfeld (2009), there is a growing need for climate models dealing with short-lived climate forcers to assess process representation of aerosols and two-way feedbacks. This study, furnishing a comprehensive validation of aerosols mechanisms as well as evaluating aerosol impacts on radiation and clouds, can increase confidence in modeling studies of regional climate impacts of short-lived climate forcers.
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APPENDIX A: PERFORMANCE INDICATORS

A1) Chemistry

The statistical indicators selected to evaluate the model performances for chemistry have been defined as follows:

Normalized Mean Bias (NMB):

\[
NMB = \frac{1}{N} \sum_{t=1}^{N} \left( \frac{C_{\text{mod}}(x,t) - C_{\text{obs}}(x,t)}{\frac{1}{N} \sum_{t=1}^{N} C_{\text{obs}}(x,t)} \right)
\]

Normalized Mean Error (NME):

\[
NME = \frac{1}{N} \sum_{t=1}^{N} \left( \frac{|C_{\text{mod}}(x,t) - C_{\text{obs}}(x,t)|}{\frac{1}{N} \sum_{t=1}^{N} C_{\text{obs}}(x,t)} \right)
\]

Mean Fractional Bias (FB):

\[
FB = \frac{1}{N} \sum_{t=1}^{N} \left( \frac{C_{\text{mod}}(x,t) - C_{\text{obs}}(x,t)}{(C_{\text{obs}}(x,t) + C_{\text{mod}}(x,t))/2} \right)
\]
Mean Fractional Error (FE):

\[
FE = \frac{1}{N} \sum_{t=1}^{N} \frac{|C_{\text{mod}}(x,t) - C_{\text{obs}}(x,t)|}{(C_{\text{obs}}(x,t) + C_{\text{mod}}(x,t))/2}
\]

Correlation Index (r):

\[
r = \frac{\sum_{t=1}^{N} (C_{\text{mod}}(x,t) - \overline{C}_{\text{mod}}(x))(C_{\text{obs}}(x,t) - \overline{C}_{\text{obs}}(x))}{\sqrt{\sum_{t=1}^{N} (C_{\text{mod}}(x,t) - \overline{C}_{\text{mod}}(x))^2 \cdot \sum_{t=1}^{N} (C_{\text{obs}}(x,t) - \overline{C}_{\text{obs}}(x))^2}}
\]

Index of Agreement (IA):

\[
IA = 1 - \frac{\sum_{t=1}^{N} (C_{\text{mod}}(x,t) - C_{\text{obs}}(x,t))^2}{\sum_{t=1}^{N} (|C_{\text{mod}}(x,t) - \overline{C}_{\text{obs}}(x)| + |C_{\text{obs}}(x,t) - \overline{C}_{\text{obs}}(x)|)^2}
\]

Root Mean Square Error (RMSE):

\[
RMSE = \sqrt{\frac{1}{N} \sum_{t=1}^{N} (C_{\text{mod}}(x,t) - C_{\text{obs}}(x,t))^2}
\]

\(C_{\text{mod}}(x,t)\) – Computed concentration

\(C_{\text{obs}}(x,t)\) – Observed concentration

\(N\) – Number of pairs

A cut-off threshold has been applied to the observed concentrations to avoid numerical problems due to unrealistic observations. Thresholds have been defined as follow:
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NO$_2$ = 0.5 ppb; O$_3$ = 5 ppb; PM$_{10}$ = 1 µg/m$^3$; SO$_2$ = 0.2 µg/m$^3$; SO$_4$ = 0.01 µg/m$^3$; NO$_3$ = 0.01 µg/m$^3$; NH$_4$ = 0.01 µg/m$^3$

A2) Meteorology

The statistical indicators selected to evaluate the model performances for meteorology have been defined as follows:

Mean Bias (MB):

$$MB = \frac{1}{N} \sum_{t=1}^{N} M(x,t) - O(x,t)$$

Mean Absolute Error (MAE):

$$MAE = \frac{1}{N} \sum_{t=1}^{N} |M(x,t) - O(x,t)|$$

Root Mean Square Error (RMSE):

$$RMSE = \sqrt{\frac{1}{N} \sum_{t=1}^{N} (M(x,t) - O(x,t))^2}$$

Pearson correlation index (r):

$$r = \frac{\sum_{t=1}^{N} (M(x,t) - \bar{M}(x)) \cdot (O(x,t) - \bar{O}(x))}{\sqrt{\sum_{t=1}^{N} (M(x,t) - \bar{M}(x))^2} \cdot \sqrt{\sum_{t=1}^{N} (O(x,t) - \bar{O}(x))^2}}$$
$M(x,t)$ – *Computed field*

$O(x,t)$ – *Observed field*

$N$ – *Number of pairs*

A cut-off threshold has been applied to observed and modeled fields to correct data from the presence of outliers. Data are rejected when difference between model and observation are:

Temperature $\geq 20$ °K; Mixing ratio $\geq 10$ g/kg; Wind speed $\leq 0.5$ m/s and Wind speed $\geq 100$ m/s