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Superconducting microwave microresonators for neutrino physics

by Marco Faverzani

The determination of the neutrino mass is still an open issue in particle physics and as-

trophysics. The neutrino oscillation experiments have shown that at least three massive

neutrinos exist, but their absolute mass remains undetermined: through the observation

of flavor oscillation it is possible to determine only the difference between the squares of

the neutrino mass eigenvalues.

Among the possible experimental approaches that can access the value of the neutrino

mass, the only theory-unrelated consists in the kinematic measurement of the products

of a single beta decay. To date, the study of the beta decay of 3H using electrostatic

spectrometers has been the most sensitive approach. Calorimetry provides an alterna-

tive to spectroscopy: in this case the beta emitter is embedded in the detector, avoiding

both the issues of an external source and the systematic uncertainties coming from the

excited final states. The calorimetric measurement of the energy released in a nuclear

beta decay allows to measure the whole energy, except the fraction carried away by the

neutrino: due to the energy conservation, a finite neutrino mass mν causes the energy

spectrum to be truncated at Q−mν , where Q is the transition energy of the decay. The

Electron Capture (EC) of 163Ho (Q ∼ 2.5 keV) is an ideal decay, thanks to the high

fraction of events close to the end-point (i.e. the maximum energy of the relaxation en-

ergy spectrum). In order to achieve enough statistics for a calorimetric experiment to be

competitive with spectrometers, a large number of detectors (order of 104) is required.

Superconducting microwave microresonators are detectors suitable for large-scale mul-

tiplexed frequency domain readout, with theoretical energy and time resolution at the

keV energy scale of ∼ eV and ∼ µs, respectively. The detectors based on supercon-

ducting microresonators are currently being pursued for bolometric measurements of

sub-millimeter/far-infrared and near-infrared/visible wavelengths. The aim of my work

is to adapt the existing technology of the superconducting microwave microresonators

to develop arrays of single-particle detectors applicable to the calorimetric measurement

of the energy spectrum of 163Ho. During my PhD work I took care of the installation
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of the first facility in Milano-Bicocca University capable to test this kind of detectors. I

have dealt with the first installation and comprehension of the entire microwave setup

required to read-out the detectors. In particular I worked to instrument a 3He/4He

dilution refrigerator of the cryogenic laboratory of Milano-Bicocca University with the

needed RF instrumentation: a cold High Electron Mobility Transistor microwave am-

plifier was anchored on the 4 K flange, and the semi-rigid coaxial cables were installed,

choosing a superconducting Nb coaxial cable for the output line. The setup that I as-

sembled was demonstrated to be able to read two channels in parallel, acquiring signals

in coincidence on two different resonators. I also developed a dedicated software package

capable to acquire and analyze the output coming from the homodyne setup used for

the readout, converting it to the physical quantities of interest. Finally, using these

instruments, I characterized different detectors, collecting data useful for selecting the

optimal design and material.

The materials considered consisted of titanium nitride (TiN) with different stoichiometric

ratios. The nitrides, especially TiN, possess promising qualities that could significantly

improve the sensitivity for most applications of microresonator detectors. In order to

further improve the signal to noise ratio, superconducting detectors with Tc ranging

between ∼ 0.5 K and 2 K were produced and tested. The reduced Tc was obtained by

superimposing thin layers of stoichiometric TiN to pure Ti layers, and the Tc was tuned

by varying the ratio between the thickness of the layers.

After testing a first design with two low energy X-ray sources, it was found that despite

the quality factors were high enough to achieve a good expected sensitivity, the energy

spectrum did not feature any structure attributable to a monochromatic energy source.

The incapability to resolve monochromatic energies was attributed to an exchange of

phonons between the superconductor and the substrate it leans on: given the small

thickness of the superconductor (∼ 200 nm at most), the majority of events takes place

in the substrate, giving rise to a population of high energy phonons that could reach

the detector in a quantity that depends on the position of the interaction, causing a

position-dependent energy response. In order to overcome this issue new geometries

were designed, produced and finally tested. In particular, in order to prevent exchange

of phonons between the superconductor and the substrate, the substrate below the sen-

sitive part of the detector was etched away, leaving an empty gap in its place. The

measurements still proved that a big fraction of events is affected by a non complete

collection of energy.

I fully characterized all the devices in static conditions, measuring the critical temper-

ature, the gap parameter, the quality factors and the fraction of the kinetic inductance

for every geometry and material considered. The noise limit was measured as well, indi-

viduating the limiting contribution, set by the noise of the cold amplifier. From the tests

made with the X-ray source it was also possible to measure another important parameter



iv

that affects the sensitivity of a pair breaking detector: the quasi-particle recombination

time.
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Chapter 1

Neutrino physics

The pathway towards a Grand Unified Theory (GUT) registered a great boost through

the unification of the electromagnetic and weak forces into a single electro-weak model,

formulated for the first time by Glashow [1], Weinberg [2] and Salam [3] in the ’60s. Such

theory relies on a locally invariant lagrangian under the action of the SU(2)L
⊗
U(1)

gauge group. Adding the invariance under the action of the SU(3) group, the Standard

Model (SM) of elementary particles is then complete. The SM achieved marvelous

successes over the last decades, culminating with the observation of the Higgs boson at

LHC [4, 5]. Nevertheless, through the years the model was challenged by experimental

evidences not foreseen by the model, opening the way to new physics beyond the SM.

One of the still open questions in nowadays particle physics concerns the neutrino, and

in particular its mass. Contrarily from how postulated in the SM, in fact, through

the flavor oscillation phenomenon, neutrinos have shown to be a massive particle. The

experiments aimed to the observation of such effect, though, are not able to measure the

absolute value of the neutrino mass, but they can only measure the difference in squared

mass ∆m2
ij between the different mass eigenstates of this particle. In order to measure

the absolute neutrino mass, three main approaches can be adopted: a) high precision

measurements of the kinematic of a low energy nuclear decay involving the production of

a neutrino, which give the value of the effective electron neutrino mass mβ; b) searches

for the neutrinoless double beta decay (0νββ), that provide the electron Majorana mass

mββ ; c) cosmological researches, yielding the sum of the masses Σimi.

1



Chapter 1. Neutrino physics 2

1.1 The massive neutrino

Among all the particles constituting the elementary particles “zoo” of the SM, neutrino

has a uncommon story, it was in fact theoretically postulated before it was discovered.

It was Pauli in 1930, with the aim of assuring the conservation of the four-momentum in

the beta decay, to introduce a particle that he called “neutron”, which was then renamed

into neutrino few years later by E. Fermi, while formulating his theory of beta decay

[6]. It took more than 20 years to experimentally detect neutrinos for the first time: it

was in 1956 that F. Reines and C. Cowan [7, 8] observed the inverse beta decay caused

by neutrino interactions.

With the final formalization of the SM in the ’70s, the neutrino is described as a zero-

charge, massless and left-handed weakly-interacting lepton. This unique set of features

makes it a very interesting particle: been able to interact only via weak interactions1, it

can pass through the interstellar medium present in the universe preserving information

about its original direction and energy. This particle is therefore the ideal career to give

us a record of the structure of the cosmos and its evolution. On the other hand, this

very same quality makes it one of the hardest particle to detect and measure, for which

reason neutrino is a particle that still presents many unknown aspects.

1.1.1 Flavor oscillation

The first evidence that neutrinos are massive particles came from the observation of

the flavor oscillation phenomenon. Taking inspiration from the mixing mechanism of

quarks, which interact as linear combination of their mass eigenstates weighted by the

CKM (Cabibbo-Kobayachi-Maskawa) matrix elements, Pontecorvo introduced the idea

of flavor oscillation of neutrinos. In case of non-vanishing mass, in fact, it is possible to

think a flavor eigenstate (|να〉) as a coherent superimposition of mass eigenstates (|νi〉)
[9]:

|να〉 =
∑
i

Uαi|νi〉 (1.1)

Inverting the relation, the expression for the (stationary) mass eigenstate is:

|νi〉 =
∑
α

(
U †
)
iα
|να〉 =

∑
α

U∗αi|να〉 (1.2)

1and gravitationally
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which evolves in time as2:

|νi (x, t)〉 = e−iEit|νi (x, 0)〉 = e−iEiteipx|νi〉 (1.3)

Under the assumption that neutrinos are emitted at (x, t) = (0, 0), and that p � mi,

one can find the probability of finding the original flavor:

P (α→ α) = 1−
∑
α 6=β

P (α→ β) (1.4)

where:

P (α→ β) = δαβ

− 4Re

3∑
i>j=1

(
UαiU

∗
αjU

∗
βiUβj

)
sin2

(
∆m2

ij

L

4E

)

+ 4Im
3∑

i>j=1

(
UαiU

∗
αjU

∗
βiUβj

)
sin2

(
∆m2

ij

L

4E

) (1.5)

and ∆m2
ij = m2

i −m2
j .

As it is possible to see from (1.5), the transition among different flavors is allowed

only if at least one of the neutrino mass eigenstates has finite mass and if there are

non diagonal terms in the matrix U . An experiment aimed at the measurement of the

oscillation parameters, though, will only be sensitive to ∆m2
ij and not to the absolute

neutrino mass value.

Similarly to the UCKM matrix, the UPMNS
3 matrix, in the case of 3 flavor neutrinos,

can be parametrized by three angles, Θ12, Θ13, Θ23 and by a CP-violation phase, δ. If

neutrino is a Majorana particle, two extra phases will be added. Using the Chau and

Keung parametrization, the matrix becomes4 [10]:
νe

νµ

ντ

 =


c12c13 s12c13 s13e−iδ

−s12c23 − c12s23s13eiδ c12c23 − s12s23s13eiδ s23c13

s12s23 − c12c23s13eiδ −c12s23 − s12c23s13eiδ c23c13



ν1eiα1/2

ν2eiα2/2

ν3



In order to fully comprehend neutrinos and their interactions, it’s necessary to know all

their masses and all the parameters of the mixing matrix.

2c = ~ = 1
3PMNS: Pontecorvo-Maki-Nakagava-Sakata
4cij ≡ cos(Θij) e sij ≡ sin(Θij)
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In the three flavors scenario, only two neutrino mass squared differences are independent:

∆m2
21 and ∆m2

31. For convenience ∆m2
21 is set to be the smaller of the two and the

neutrino will be numbered in such a way that m1 < m2, so that ∆m2
21 turns out to be

a positive quantity. The angles Θ12 and Θ23 and the mass squared differences ∆m2
21

and ∆m2
32 are determined by the oscillation experiments of solar (νe) and atmospheric

neutrinos (νµ and νµ), respectively. The latest data from neutrino experiments (tab.

1.1 [11], fig. 1.1) do not allow to determine the sign of ∆m2
31, thus two hierarchies are

possible (fig. 1.2): normal hierarchy (NH) (m1 < m2 � m3) and inverted hierarchy (IH)

(m3 � m1 < m2). The situation where m1 ∼ m2 ∼ m3 is called degenerate pattern.

Parameter Central value 1σrange 2σrange

∆m2
21/10−5eV2 (NH or IH) 7.54 7.32 – 7.80 7.15 – 8.00

∆m2/10−3eV2 (NH) 2.43 2.37 – 2.49 2.30 – 2.55
∆m2/10−3eV2 (IH) 2.38 2.32 – 2.44 2.25 – 2.50

sin2Θ12/10−1 (NH or IH) 3.08 2.91 – 3.25 2.75 – 3.42

sin2Θ13/10−2 (NH) 2.34 2.15 – 2.54 1.95 – 2.74
sin2Θ13/10−2 (IH) 2.40 2.18 – 2.59 1.98 – 2.79

sin2Θ23/10−1 (NH) 4.37 4.14 – 4.70 3.93 – 5.52
sin2Θ23/10−1 (IH) 4.55 4.24 – 5.94 4.00 – 6.20

δ/π (NH) 1.39 1.12 – 1.77 0.00 – 0.16⊕0.86 – 2.00
δ/π (IH) 1.31 0.98 – 1.60 0.00 – 0.02⊕0.70 – 2.00

Table 1.1: Latest oscillation parameters. ∆m2 is defined as m2
3 − (m2

1 + m2
2)/2, it

assumes positive values for NH and negative for IH.

The absolute scale mass and the two Majorana phases are quantities not accessible in

the oscillation experiments. The measurement of such quantities is the main goal of

non-oscillation experiments, like neutrinoless double beta decay and single beta decay

experiments.

1.1.1.1 Hierarchy experiments

The measurement of the neutrino mixing angle Θ13 has allowed to design next generation

experiments aimed to the measure of the neutrino mass hierarchy and to the leptonic

CP-violating phase. The next generation of oscillation experiments will determine the

mass hierarchy of the neutrino masses from the disappearance of reactor electron an-

tineutrinos.
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Figure 1.1: Most recent neutrino oscillation parameters.

The Jiangmen Underground Neutrino Observatory (JUNO) is a proposed intermediate

baseline experiment that aims to determine the mass hierarchy by precisely measuring

the energy spectrum of the reactor electron antineutrinos at a distance of ∼53 km from

the reactors of ∼36 GW total thermal power with a 20 kton liquid scintillator detector

with an energy resolution of 3%/
√
E(MeV) [12]. JUNO is expected to reach a sensi-

tivity of χ2 > 16. A similar experiment, RENO-50, was proposed in South Korea. It

will employ 18 ktons of ultra-low-radioactivity liquid scintillator with 15 thousand 20”

PMTs placed at 50 km away from the Hanbit nuclear power plant [13]. Both of these

experiments are expected to start the data taking by the 2020.
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Figure 1.2: The neutrino mass hierarchies. Colors indicate flavor abundance in each
mass eigenstate.

1.2 Non oscillation experiments

As seen in sec. 1.1, the evidence of oscillation among different flavors gave the proof of a

non-vanishing neutrino mass, but the experiments aimed at the observation of such effect

are not able to measure the absolute mass of this particle, neither they can establish

if the neutrino is a Majorana particle or not. In the following a brief overview of the

techniques that can fulfill to this requirements will be presented.

1.2.1 Cosmological observations

Neutrinos, like any other existing particle, give a contribution to the total energy density

of the Universe. Light neutrinos remain relativistic through most of the evolution of the

Universe and, as consequence, they play a major role in the formation of large scale

structures leaving a clear signature in many cosmological observables. The main effect

of neutrinos in cosmology is to suppress the growth of fluctuations on scales below the

horizon when they become non-relativistic. Because of this suppression it is possible

to infer constraints, although indirectly, on the neutrino masses by comparing the most

recent cosmological data with the current theoretical predictions. In fact the neutrino

energy density (Ωνh
2) is related to the sum of the neutrino masses through the following
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expression:

Ωνh
2 =

∑
i

mi/
(
94eV 2

)
(1.6)

where h is the normalized Hubble constant. Depending on the set of data considered,

the limits on the neutrino masses range from few eV to few hundreds of meV. The final

WMAP 9-year dataset obtains an upper bound on the sum of neutrino masses of 1.3 eV

at 95% C.L. [14] within the standard cosmological model, ΛCDM. Planck data alone con-

strain
∑

imi to 0.72 eV at 95% C.L. [15]. This result should be considered as the most

conservative and reliable cosmological constraint on neutrino masses. A tighter bound

on the neutrino masses can be obtained by combining CMB observations with measure-

ments of the Hubble constant H0 and cosmic distances such as from Type Ia supernovae

and Baryon Acoustic Oscillations (BAO). The PlankTT+lensing+polarization+H0 anal-

ysis of [15] reports a constraint of 0.23 eV at 95% C.L.. Current cosmological data probe

the region of neutrino masses where the three neutrino states are degenerate. In con-

clusion, the cosmological observations can lead to results complementary to laboratory

experiments, such as single beta decay and neutrinoless double beta decay, but they are

heavily affected by uncertainties related to the theory model.

1.2.2 Double beta decay

The two-neutrino double beta decay (2νββ) was firstly proposed in 1935 by Maria

Goeppert-Mayer [16]. It consists in a second order process of the single beta decay and

it is therefore allowed by the SM. The first direct observation dates back to 1987 [17],

and it is observed now in more than ten nuclei [18, 19].

The neutrinoless double beta decay, if exists, is an extremely rare process. In such a

process a virtual neutrino works as a mediator between the vertices of two beta decays

(fig. 1.3). Given the V-A nature of weak interactions, this process would require the

coupling of a right-handed anti-neutrino in one vertex and of a left-handed neutrino

in the other one. This is possible only if the neutrino chirality is not a good quantum

number (i.e. if neutrino is massive) and if neutrino and anti-neutrino are in fact the very

same particle; this would mean that neutrino is a Majorana particle. This decay would

violate the conservation of the lepton number by two units, so it is not allowed within

the SM theory. Besides, given the very small value of the neutrino mass, the phase space

related to the process would strongly suppress the probability of the decay, making it
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one of the most rare process that could occur in nature. The lifetime of the neutrinoless

double beta decay is expected to be longer than 1025 years. The current best limit on

the half life value is set by the GERDA experiment [20] to T 0ν
1/2 > 2.1 × 1025 yr (90%

C.L.).

Figure 1.3: Feynman diagram of 2νββ and 0νββ. In latter case, a virtual neutrino
is exchanged between the vertices of the two beta decays, violating the conservation of

the lepton number.

The experiments aimed at the observation of 0νββ measure the half life of the isotope

under study; this quantity is related to the neutrino mass through the following formula:

(
T 0ν

1/2

)−1
=
|mββ |2
m2

e

G0ν
∣∣M0ν

∣∣2 (1.7)

where me is the electron mass, G0ν is the phase space factor, M0ν is the nuclear matrix

element and mββ is the effective Majorana mass, given by a coherent sum over the

contributions of the different mass eigenstate to the electron flavor:

mββ =

∣∣∣∣∣∑
i

U2
eimi

∣∣∣∣∣ =

∣∣∣∣∣∑
i

|Uei|2 eiαimi

∣∣∣∣∣ (1.8)

where Uei are elements of the PMNS matrix corresponding to the electron flavor and

αi are the Majorana phases. Given the results on the matrix elements and the squared

mass difference obtained from the oscillation experiments, it is possible to express the

mββ in terms of only three parameters: the mass of the lightest neutrino and the two

Majorana phases (fig. 1.4). In order to obtain an accurate value of the mββ , all the

parameters present in 1.8 must be well known. While the phase space can be precisely

calculated, the nuclear matrix element have uncertainty due to unknown details of the

nuclear part of the process, so it results to be strongly dependent on the nuclear model

used for its evaluation [21–25].

The most recent limits on mββ are reported in table 1.2.
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Figure 1.4: Predictions on mββ as a function of the lightest neutrino mass in the
cases of NI and IH. The shaded area correspond to the 3σ interval [26].

mββ (eV) Isotope % C.L. Experiment

<0.42 - 0.66 76Ge 90 Heildeberg-Moscow [27]
<0.33 - 1.35 76Ge 90 IGEX [28]
<0.2 - 0.4 76Ge 90 GERDA [20]
<0.94 - 2.5 82Se 90 NEMO-3 [29]
<0.3 - 0.9 100Mo 90 NEMO-3 [30]
<0.27 - 0.76 130Te 90 CUORE-0 [31]
<0.14 - 0.28 136Xe 90 KamLAND-Zen [32]
<0.19 - 0.45 136Xe 90 EXO [33]
<1.1 - 2.7 136Xe 90 DAMA [34]

Table 1.2: Most recent limits on the effective Majorana mass.

1.2.3 Single beta decay

As seem from the previous sections, both the cosmological observations and the 0νββ

are capable to give information regarding the neutrino mass with high sensitivity, but

both are affected by uncertainties due to the theoretical model of the system they are

investigating. The most theory-unrelated method of measuring the neutrino mass is

based on the kinematic analysis of electrons emitted in single β-decay. According to the

energy-momentum conservation, in fact, the single β-decay experiments look for a tiny

deformation of the spectrum close to the end-point E0, which is due to a finite mass of
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the neutrino. From such measurements the (anti)neutrino mass is measured:

mνe =

√√√√ 3∑
i=1

|Uei|2m2
i (1.9)

The sum is over all the mass eigenstates because it is not possible to resolve them

experimentally. Even so, by setting a limit on νe, a limit on the lightest mass eigenstate

is also given. When the oscillations experiments will provide the values and the signs of

all neutrino mass squared differences ∆m2
ij and the mixing parameters |Uei|2 then, once

measured the value of mνe , the neutrino mass squared (m2
j ) can be determined:

m2
j = m2

νe −
∑
i

|Uei|2 ∆m2
ij (1.10)

On the other hand, if only the absolute values of
∣∣∣∆m2

ij

∣∣∣ are accessible, a limit on mνe

from beta decay experiments could be used to give an upper limit on the maximum

value mmax of mi:

m2
max ≤ m2

νe +
∑
i<j

∣∣∆m2
ij

∣∣ (1.11)

In table 1.3 the current limits established by single beta decay experiments are reported,

while the figure 1.5 plots the allowed value of mβ versus the lightest neutrino mass.

mβ (eV) C.L. % Isotope Technique Experiment

<15 90 187Re Calorimeter Mibeta [35]
<2.05 95 3H Spectrometer Troitsk [36]
<2.3 95 3H Spectrometer Mainz [37]

Table 1.3: Current limits on the electron neutrino mass.

1.3 Direct mass measurement

As already mentioned, the most theory-unrelated method of accessing the neutrino mass

is through the kinematic measurement of the electron emitted in a single beta decay. At

the present time the most stringent limits are given by two spectrometric experiments,
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Figure 1.5: Allowed values of mβ as a function of the lightest neutrino mass in both
NH and IH cases. The gray areas display the current limits given by single beta decay

and cosmology experiments [38].

which set the mν to be smaller than 2.1 eV (see tab. 1.3).

The β-decay is a nuclear process that involves two isobar nuclides with the emission of

an electron and an anti-neutrino:

(A,Z − 1)→ (A,Z) + e− + νe (1.12)

From this reaction what is actually measured is the anti-neutrino mass, which, in virtue

of the CPT theorem, is equal to the neutrino mass. The total energy Q released within

such a process is given by:

Q = M(A,Z − 1)c2 −M(A,Z)c2 (1.13)

where M indicates the total mass of the atom.

By neglecting the recoil of the nucleus, and calling E0 the maximum kinetic energy

available to the electron, the energy distribution of the electrons emitted is described

by:

Nβ = pβ
(
Eβ +mec

2
)

(E0 − Eβ)

√
(E0 − Eβ)2 −m2

νec
4F (Z,Eβ)S (Eβ) [1 + δR (Z,Eβ)]

(1.14)
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where pβ and Eβ are the momentum and the energy of the electron, respectively. In the

equation (1.14) the following parameters are present:

• pβ
(
Eβ +mec

2
)

(E0 − Eβ)
√

(E0 − Eβ)2 −m2
νec

4 is the phase-space of a three-body

decay.

• F (Z,Eβ) is a Coulomb correction (Fermi function), which takes into account for

the effects due to the charge of the nucleus on the wave function of the emitted

electron. Considering the relativistic effects and a finite dimension of the nucleus

it becomes:

F (Z,Eβ) = 4

(
2peR

~

)2γ−2

eπη
∣∣∣∣Γ (γ + iη)

Γ (2γ + 1)

∣∣∣∣2 ≈
2πη

e−2πη
(1.15)

where η = αZEβ7pe, γ =
(

1− (αZ)2
)1/2

, R is the nuclear radius (R = 1.2A1/3fm)

and α is the fine structure constant. The expression (1.15) is obtained as solution

of the Dirac equation with point-like nucleus, computed at a distance R from the

nucleus. By considering the shielding effect of the (Z-1) electrons of the parent

nucleus, this term gets a further correction term, becoming:

F (Z,Eβ)′ = F (Z,Eβ − 〈Vβ〉)
Eβ − 〈Vβ〉

Eβ
(1.16)

where 〈Vβ〉 is the average potential experimented by the electron at the nuclear

surface due to the atomic electrons. In the Thomas-Fermi model it is: 〈Vβ〉 =

1.45meα
2Z4/3.

• S (Eβ) is the form factor of the beta spectrum which takes into account the nuclear

matrix element M(Eβ) of the electro-weak interaction. In can be expressed as:

S (Eβ) = G2
F

(
m5
ec

4

2π3~7

)
cos2ΘC |M (Eβ)|ε (1.17)

where GF is the Fermi coupling constant and ΘC is the Cabibbo angle.

• δR, finally, is the electromagnetic radiative correction, which can be neglected due

to the smallness of this value.
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Sometimes it can be convenient to express the beta spectrum in the form of the Kurie

plot, where the variable K (Eβ) is plotted as a function of the energy of the electron Eβ:

K (Eβ) =

√
Nβ (Z,Eβ,mνe)

pβEβF (Z,Eβ)S (Eβ) [1 + δR (Z,Eβ)]
= (E0 − Eβ)

(
1− m2

νec
4

(E0 − Eβ)2

)1/4

(1.18)

In the ideal case of infinite energy resolution, one can observe that the Kurie plot is a

straight line that, whit mν = 0, intersects the energy axis at the total transition energy,

while in case of mν 6= 0 a distortion from the linearity is observable near the end-point,

due to a lack of energy equal to the value of the neutrino mass (fig. 1.6). It is clear

Figure 1.6: Kurie plot in the case mν = 0 (blue line) and mν = 5eV (red line).

from this plot that the most interesting part of the spectrum is the one closest to the

end-point, where the sensitivity is higher. On the other hand, this is also the region

characterized by the lowest counting rate. Considering an energy interval ∆E ≈ 3mνe ,

the fraction of events that occurs is:

F∆E(E) =

∫ E0

E0−∆E
Nβ(Z,Eβ,mνe = 0)dE ≈ 2Aβ

(
∆E

E0

)3

(1.19)

Besides the low statistics, there are other important factors to consider that contribute

to hide the effect of non vanishing mass. For instance, no real detector exploits infinite

energy resolution: for this reason the detector response function has to be well known.

Furthermore, the daughter atom might be left in an excite state and the exciting energy

could be released after the response time of the detector, distorting in this way the shape
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of the spectrum. This effect makes the measured spectrum a sum of several spectra with

different transition energy:

Nβ(Z,Eβ,mνe) ≈
∑
i

wipβEβ (E0 − Eβ − Vi)2

(
1− m2

νec
4

(E0 − Eβ − Vi)2

)
F (Z,Eβ)S (Eβ)

(1.20)

where wi and Vi are the probabilities and the energies of transition of the i -th final

level. This effect is particularly misleading in measuring the neutrino mass: it becomes

evident by assuming mνe = 0 and summing over all the final states:

Nβ (Z,Eβ, 0) ≈ pβEβ (E0 − Eβ − 〈Vi〉)2

(
1 +

〈V 2
i 〉 − 〈Vi〉2

(E0 − Eβ − 〈Vi〉)2

)
F (Z,Eβ)S (Eβ)

(1.21)

which would correspond to a beta spectrum with a neutrino squared mass equal to

−σ2 = −
(
〈V 2
i 〉 − 〈Vi〉2

)
< 0!

Another non negligible systematic that concerns the end-point region of the spectrum is

due to the presence of a radioactive background, which, due to the very poor statistics

available in the region of interest, gives a significant contribution. An uncertainty δB in

the radioactive background evaluation results in a distortion of the spectrum:

Nβ = pβEβ (E0 − Eβ)2

(
1 +

δB

pβEβ (E0 − Eβ)F (Z,Eβ)S (Eβ)

)
F (Z,Eβ)S (Eβ)

(1.22)

Also this deflection simulates a negative neutrino squared mass equal to−2δB/ [pβEβFS].

In order to increase the statistics of the events close to the end-point, a low Q-value β-

decay is required (eq. 1.19). To date the most important results obtained by direct

measurement of the neutrino mass are based on 3H and 187Re β-decays.

Tritium beta decay is a super-allowed transition with a low end-point energy of 18.6

keV. Thanks to its rather short half-life of 12.3 y, it is possible to create sources with

high specific activity. This isotope is used in spectrometric experiments.

The beta decay of 187Re is a unique first forbidden transition (tab. 1.4):

187Re(5/2+)→187 Os(1/2−) + e− + νe (1.23)

Unlike non unique transitions, it is possible to calculate the nuclear matrix element,

even if it is more difficult than in the case of Tritium. Rhenium becomes superconductor

below its critical temperature TC = 1.4K, has an elevated isotopic abundance (62.8%),
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L=0,1 πiπf = +1 Allowed transitions
L=0,1 πiπf = −1 Non unique first forbidden transitions

L>0,1
Non unique L-th forbidden transitions
Unique (L− 1)-th forbidden transitions

Table 1.4: Classification of β-decays. L = ∆J = |Jf − Ji|, where J and π are the
spin and parity number, respectively.

a mean half-life of 42.3 · 109 y and a Q-value of 2.47 keV [35]. Since this isotope has the

second lowest decaying energy known (the primacy belongs to 115In [39]), it is a good

candidate for the calorimetric direct measurement of the neutrino mass: thanks to the

low transition energy, the useful fraction of events close to the end-point is ∼350 times

higher in rhenium than in tritium.

1.3.1 Spectrometric experiments

The experiments aimed to the measurement of the neutrino mass that use spectrometers

are divided into two categories: magnetic and electrostatic with magnetic collimation.

The former select the energy of the electrons by means of the bending effect of a proper

magnetic field, while in the latter the electrons are collimated by a magnetic field and

then selected by a potential barrier. Before the ’90s, the magnetic spectrometer were

the most sensible instruments in the neutrino mass measurement, achieving a sensitivity

of 10-20 eV. The electrostatic spectrometers are characterized by a higher energy reso-

lution (∼ 1 eV for next generation experiments), a stronger rejection of the background

and a higher luminosity.

The main advantage that makes spectrometers the most competitive technology in di-

rect mass measurement experiments so far is the possibility of selecting of the electrons:

only the useful fraction of electrons with energies very close to the transition energy

can be selected. Therefore a very high statistics can be accumulated in the interesting

interval.

On the other hand, this kind of approach has fundamental intrinsic limits, mainly due

to the fact that the emitting source is external to the detector: this implies that the re-

sponse function is a convolution of the exact transmission function T of the spectrometer

with four correcting functions that take into account the effects of energy loss, source

charging, backscattering from the substrate (present when the source is deposited on a
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solid substrate) and the energy dependence of detection efficiency [40]. The experience

with the Mainz and Troitzk experiments shows that other factors can also have a sig-

nificant role: in Mainz convincing results were obtained only after including a rugosity

effect of the tritium source [37], while in Trostzk a step function of unknown origin was

introduced in the integral spectrum of the electron in order to get a significant result on

the neutrino mass [36]. Last, the energy of possible excited states can not be detected,

leading to the measurement of the sum of several energy spectrum, each with its own

end-point energy (eq. 1.20).

Concluding, all these considerations suggest that obtaining a precise response function

is a very delicate matter, where sources of systematic uncertainties are inevitable.

KATRIN The Karlsruhe Tritium Neutrino (KATRIN) is a new experiment based on

a spectrometer that is expected to collect data of the tritium β-decay starting from 2016.

In KATRIN the β-electrons will be emitted by a windowless gaseous 3H source and will

be guided adiabatically through the 70 meters long setup to the spectrometer, pushing

this kind of technology to its very limit. A decay rate of 1011 is required from the source,

which will be cooled at 27 K; a flux of 1019 T2 molecules/s will be injected at the midpoint

of the source. A crypumping section will guarantee a maximum T2 flux entering in the

spectrometer of 105 molecules/s, while a pre-spectrometer will select only the uppermost

end of the β-spectrum in order to prevent background effects due to ionizing collisions.

Background electrons, which are emitted from the spectrometer walls, will be screened

off electrostatically by an inner grid system. The international collaboration of KATRIN

aims to improve the present sensitivity of one order of magnitude down to 0.2 eV [41].

Project 8 Project 8 is a ambitious project aimed to introduce a new technique of

measuring the neutrino mass. The proposed technique makes use of the radiation emitted

during the cyclotron motion in order to extract the energy of the electron ejected in

tritium beta decay [42]. In a constant magnetic field the electrons follow a cyclotron

motion which occurs at a frequency that depends on the kinetic energy of the charged

particle. By measuring the cyclotron radiation it is then possible to extract the original

energy of the electrons, building in this way the beta spectrum exploiting the high

precision which can be achieved in a frequency measurement.

It was recently demonstrated the capability of this technique to reconstruct the energy
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of a mono-energetic source of electron with full with half maximum energy resolutions

of 130 eV and 140 eV for the 17 keV and 30 keV emission lines of 83Kr [43].

1.3.2 Calorimetric experiments

In an ideal calorimetric experiment the source is embedded inside the detector; in this

way all the energy is detected, except for the fraction taken from the neutrino. In fact,

provided that the temporal response of the detector is slow enough, the possible energy

expended to excitep the atomic or molecular levels will be detected when these de-excite.

In general the advantages of a calorimetric measurement are:

• capability to measure the excited levels

• no auto-absorption

• no backscattering

• no source substrate reflection

There is however a limitation related to this approach. The calorimeter experiments,

in fact, are built to acquire the entire beta spectrum, this means that the count rate

needs to be limited in order to keep the pile-up contribution as small as possible: two

events happening in a time interval smaller than the time resolution would be detected

as a single event with energy equal to the sum of the two, having as a consequence the

distortion of the spectrum. Of course the more the detector response is slower, the more

the pile-up is important.

Indicating with τR the detector time resolution and considering that the events follow

the Poisson distribution, in a first approximation the fraction of events suffering pile-up

is:

P (∆t < τR) = 1− eAβτR ≈ AβτR (1.24)

where Aβ is the activity of the source and ∆t is the time between two events. Considering

the presence of pile-up, the beta spectrum is:

N ′β = Nβ (Z,E) +
(
1− e−AβτR

) ∫ E0

0
Nβ

(
Z,E′

)
Nβ

(
Z,E − E′

)
dE′ (1.25)
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The number of spurious events affected by pile-up is obtained by integration of the

pile-up spectrum in the interval ∆E below the end-point:

F pp∆E = Aβ(1− eAβτR)

∫ E0

E0−∆E
dE

∫ E0

0
dE′Nβ(Z,E′)Nβ(Z,E − E′) (1.26)

The beta spectrum observed in a calorimetric measurement is the combination of several

spectra with the same end-point. In fact the equation (1.20) can be modified by making

the following replacements:

Eβ → E′β = Eβ − Vi (1.27)

pβ → p′β = (E′2β −m2
e − c4)1/2 (1.28)

that are justified since the detectors measure the electron energy and the atom de-

excitations at the same time. Also observing that

F (Z,Eβ − Vi)S (Eβ − Vi) ≈ F (Z,Eβ)S (Eβ) and expanding in power series of Vi/Eβ

the resulting detected beta spectrum is:

N(Z,Eβ,mν) ≈ pβEβ(E0 − Eβ)2

(
1− m2

νc
4

(E0 − Eβ)2

)1/2

F (Z,Eβ)S(Eβ)

∑
i

wi

(
1− Vi

Eβ
− ViEβ
E2
β −m2

ec
4

+
V 2
i

2(E2
β −m2

ec
4)

) (1.29)

In case of mν = 0 the equation describes a linear Kurie plot also for energies close to

the end-point5

1.3.3 Holmium 163

During the last decades the international community focused with increasing interest on

the 163Ho electron capture (EC) as a powerful means for neutrino mass determination.

163Ho decays to 163Dy with a convenient low transition energy that is estimated to be in

the range 2.3 to 2.8 keV [44], with a recommended value of 2.555±0.016 keV [45] Since

the capture is only allowed from the M shell or higher, the EC may be only detected

through the mostly non radiative atom de-excitation of the daughter atom6 and from

5the last term of 1.29 can be neglected (Eβ � Vi).
6The intensity of the radiative decays respect to the non radiative ones is below one part per thousand.
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the Inner Bremsstrahlung (IB) radiation. There are at least three proposed independent

methods to estimate the neutrino mass from the 163Ho EC: absolute M capture rates

or M/N capture ratios [46], IB end-point [47] and calorimetric de-excitation spectrum

end-point measurement [48].

Absolute M capture rates or M/N capture rate ratios The EC decay rate can

be expressed as a sum over the possible levels of the captured electron [49]:

λEC =
G2
β

4π2

∑
i

niCiβ
2
iBi (E0 − Ei)

[
(E0 − Ei)2 −m2

ν

]1/2
(1.30)

where Gβ = GF cosΘC , ni is the fraction of occupancy of the i-th atomic shell, Ci is the

atomic shape factor, βi is the Coulomb amplitude of the electron radial wave function

and Bi is an atomic correction for electron exchange and overlap. It is important to

note that every single addend of equation 1.30 has a dependence on mν .

Inner Bremsstrahlung end-point From eq. 1.14 it is evident that the measure-

ment of the neutrino mass is possible because of the presence of the phase-space factor

(E0 − Eβ)
√

(E0 − Eβ)2 −m2
νec

4. A similar factor exists also for the emission rate of

Internal Bremsstrahlung in Electron Capture (IBEC). To date, only one experiment

actually measured the IBEC spectrum from 163Ho decay, but the measurement was

compromised by background [50].

Calorimetric absorption spectrum end-point The expression of the de-excitation

spectrum has again a dependence on the neutrino mass through the phase-space factor,

where the energy of the β-electron is replaced by the total de-excitation energy. The

spectrum features Breit-Wigner peaks resonances centered at the ionization energies Ei

of the captured electrons. Given the finiteness of the intrinsic width of the lines the

total spectrum presents a continuum between adjacent peaks, coming from the overlap

of the tails of every resonance. The distribution of the de-excitation energy Ec is [48]:

dλEC
dEc

=
G2
β

4π2
(E0 − Ec)

√
(E0 − Ec)2 −m2

νc
4
∑
i

niCiβ
2
iBi

Γi
2π

1

(Ec − Ei)2 + Γ2
i /4

(1.31)
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As it happens for single beta decay, the spectrum is truncated at E0 − mν and the

sensitivity on mν is strictly related to the fraction of events at the end-point. If the

end-point happens to be very close to the atomic resonance M1 the fraction of events

that are sensitive to a non-zero neutrino mass will be strongly enhanced respect to single

beta decay.

Figure 1.7: De-excitation spectrum coming from the EC of 163Ho with two possi-
ble Q-values. The two spectra have been calculated considering an energy resolution
∆EFWHM = 2 eV, a fraction of events affected by pile-up fpp = 10−6 and a number of

events Nev = 1014.

Figure 1.8: Effect of different values of mν on the shape of the 163Ho spectrum at the
end point. A Q=2.555 keV has been considered.

In figure 1.7 two spectra corresponding to two possible transition energies are plotted,
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while in figure 1.8 the effects of a finite neutrino mass on the end-point are displayed,

considering a Q=2.555 keV.

Statistical sensitivity In order to achieve a given statistical sensitivity on the neu-

trino mass the experimental setup, and in particular the detectors, must answer to strict

requirements. A detailed Monte Carlo analysis about the required performances for a

possible 163Ho calorimetric experiment is described in [51]: in fig. 1.9 it is possible

to appreciate how the total statistics Nev is a crucial parameter for reaching a sub-eV

neutrino mass statistical sensitivity, which scales as N
−1/4
ev . The energy resolution, in

the range achievable with the present microcalorimeters technology, does not play a sig-

nificant role, while the fraction of unresolved pile-up events has a strong effect on the

statistical sensitivity (fig. 1.10).
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Figure 1.9: Statistical sensitivity on the neutrino mass as a function of the total
events considering ∆EFWHM = 1 eV, fpp = 10−5 and Q = 2.6 keV.

The perfect detector candidate must possess a large scalability (& 103) and a fast re-

sponse (∼ µs), in order allow the acquisition of the highest possible statistics while

keeping the contribution of the pile-up events as small as possible.

1.3.4 Superconducting microresonators and neutrino mass physics

The aim of the project started within this thesis is to adapt the existing technology of

microwave superconducting microresonator to be applicable to a possible next generation

calorimetric experiment aimed to the neutrino mass measurement with the 163Ho. Such
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Figure 1.10: Statistical sensitivity on the neutrino mass as a function of the pile-up
fraction and energy resolution. Left: Nev = 1014, ∆EFWHM = 1 eV, Q = 2.6 keV.

Right: Nev = 1014, fpp = 10−5, Q = 2.6 keV.

technology would exploit the frequency multiplex typical of these detectors together with

an excellent theoretical and time resolution. In this way it would be feasible to design

calorimetric experiments capable to acquire enough statistics to push the neutrino mass

limit down below the eV sensitivity by keeping the pileup contribution as low as possible.

The idea would be to embed the isotope directly in the sensitive part of the detector

to perform a calorimetric measurement of the decay. Nevertheless a preliminary work

aimed to adapt the devices to the detection of single particles is mandatory.

In order to be applicable to such experiments, these detectors must achieve a very fast

response, of the order of the µs, and an energy resolution of ∼ eV on the energy scale

of the keV.
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Superconducting microwave

microresonators

The potential of Low Temperature Detectors (LTDs) for applications requiring very

high sensitivity was realized more than 50 years ago with the introduction of cryogenic

bolometers using semiconducting thermistors [52]. Since then, they become a reliable

and mature technology used in a broad variety of application. The use of LTDs as

particle detector applied to the neutrino physics was proposed in 1984 [53]. In this

chapter a brief overview of the main existing LTDs will be given, focusing then on the

object of this work: superconducting microwave microresonators.

The sensors described in the following summary are used as thermal detectors that sense

the variation of temperature of an absorber chosen accordingly to the application they

are required for.

Semiconducting bolometers These devices measure the temperature rise of the ab-

sorber by sensing the variation of the resistance of a semiconducting thermistor, achiev-

ing energy resolutions up to few eVs on the keV energy range [54]. In order to obtain a

high sensitivity thermistor, the semiconductor is doped in such a way that the deriva-

tive of the resistance versus the temperature is maximum at the operating temperature,

which has to be around few mKs so that the thermal capacitance of the absorber is as low

as possible. This requirement brings to have high impedance thermistors: to contain the

signal RC integration due to the stray capacitance, and hence allowing a relatively fast1

1The time response is ultimately limited by the electron-phonon coupling

23
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response of the detector, a cold JFET stage is mandatory. The JFET amplifiers used

with these devices operate around 120 K, much higher than the detector temperature.

Running individual wiring between the two temperature stages is impractical for large

arrays, effectively limiting the growth of array sizes at few hundred detectors. With

MOSFET amplifiers it is possible to break this barrier [55]: this kind of transistor can

in fact operate near the temperature of the detectors, enabling in this way a modest in-

crease in the multiplex factor. On the other hand, the MOSFET are considerably noisier

then JFETs, degrading in this way the performances achievable with the detectors.

Transition Edge Sensors Transition Edge Sensors (TESs) are used as thermometers

that operate on the very sharp transition of a superconducting material. In this way,

a small change in temperature of the absorber results in a great change in the resis-

tance, making the TES a very sensitive device. Although the TESs have been used for

many years in various applications, stable operation of large array was made possible

only after that the voltage-biased electro-thermal feedback (ETF) mode of operation

was invented [56]: in opposite to the traditional bolometer current biasing, the TESs

are voltage-biased, avoiding the problem of the bolometer heating. This biasing tech-

nique is characterized by a negative feedback, preventing the detector to move from the

working point. The TESs can be designed with low impedance, making them suitable

to match to a Superconducting Quantum Interference Device (SQUID), which, given its

low power dissipation, can be placed at the same temperature stage of the detectors:

these characteristics make of the TESs a more easily multiplexable technology respect

to semiconducting thermistors. To date, the techniques used to multiplex TESs are by

time-division multiplexing [57], frequency-domain multiplexing [58] and code-division

multiplexing [59]. A very promising approach that consists in reading the SQUIDs by

making them part of resonant circuits has been also demonstrated [60, 61], and it is

going to be used in the HOLMES neutrino mass experiment [62].

Metallic Magnetic Calorimeters Metallic Magnetic Calorimeters (MMCs) detect

the temperature raise of a paramagnetic sensor by measuring the variation of its magne-

tization. Typically the detector consists of a metallic absorber strongly thermally linked

to the sensor. The readout is made by a SQUID amplifier, so the same multiplexing

technique as for TESs could be in principle applied.



Chapter 2. Superconducting microwave microresonators 25

Superconducting Tunnel Junction In Superconducting Tunnel Junction detectors

(STJ), or Quantum Giaever detectors, the energy is absorbed by a superconducting

metallic electrode, where an amount of Cooper pairs proportional to the absorbed en-

ergy are broken and turned into quasi-particles. The detector is basically a Josephson

junction: it is composed by two superconductors separated by a very thin layer of insu-

lating material, so thanks to the tunnel effect, a current can pass through the junction.

The number of the quasi-particles out of the thermal equilibrium can be determined

by monitoring the current pulse caused by the tunneling of the quasi-particles through

the tunnel barrier. As concerning the multiplex of these detectors, given their high

impedance their read-out is usually made by JFET as in the case of semiconducting

thermistors, so the same scenario applies also in this case. Nevertheless, unlike semi-

conducting thermistors, here the time resolution is limited by the quasi-particle lifetime,

which is of the order of µs.

2.1 Superconductivity

All the metals show that their resistivity decreases when the temperature they are at

is lowered, but only a special class of metals named superconductors have the charac-

teristic to have zero resistance to the flow of a DC current below a critical temperature

Tc. This phenomenon was first discovered by Heike Kamerlingh Onnes in 1911, within

his studies on the electrical resistance of solid mercury at cryogenic temperatures [63].

An important step towards a complete understanding of superconductivity was made

in 1933 by Meissner and Ochsenfeld with the discovery of the perfect diamagnetism of

superconductors, later on called Meissner effect [64]. This implies that a superconduc-

tor expels every magnetic field2 from within its bulk allowing only the penetration of

magnetic field within a small distance, called penetration depth, which is usually of the

order of few tens of µm.

The absence of electrical resistance can be explained in this way: the electrons, given

their negative charge, tend to repulse one another, still they are attracted from the pos-

itively charged ions of the lattice. When the thermal agitation of the lattice is small

enough, this attraction can distort the lattice in such a way that at long distances the

repulsion between the electrons is overcame. It happens in this way that two electrons

2below a critical field, that is characteristic of the material
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are bound together to form a Cooper pair [65] with a binding energy ∆ at 0 K called

gap that according to the BCS (Bardeen, Cooper and Schrieffer) theory [66] is:

2∆ ≈ 3.5kBTc (2.1)

where kB is the Boltzman constant. The peculiar characteristic of the Cooper pair

is that since it is a doublet of electrons, it behaves like a boson: in this way it does

not have to obey to the Pauli exclusion principle, and can condensate on the ground

state into a superfluid that flows without any dissipation. The superconductors can be

classified in two types3: type I superconductors are mainly pure elements and usually

have low critical temperatures while type II superconductors are usually alloys or ceramic

materials.

2.1.1 The Drude model for normal state metals

The conduction due to the electrons in normal state metals can be described by the

Drude model [68]. In this model, the conductivity is given by a gas of free electrons

(quasi-particles) that will be accelerated by an external electrical field E. Given the av-

erage time τ occurring between two scattering events, which is a characteristic parameter

of the metal, it is possible to write the equation of motion of the electrons:

〈dpqp(t)〉
dt

= eE− 〈pqp(t)〉
τ

(2.2)

where 〈pqp〉 is the average momentum of the quasi-particles and e is the charge of the

electron. The second term of the equation expresses the resistance to the motion due to

the scattering of the quasi-particles. The current density J is then given by the Ohm’s

law:

J = nqpe〈vqp(t)〉 =
nqpe

m
〈pqp(t)〉 = σE (2.3)

where nqp and 〈vqp〉 are the density and average velocity of the quasi-particles, m is the

electron mass and σ is the electrical conductivity. Combining the eq. 2.2 with eq. 2.3

for steady currents (i.e. the left side of eq. 2.2 is equal to zero), one obtains the DC

3for completeness a third type exists, with combined properties of the other two types: 1.5 Type
superconductors [67].
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conductivity of a normal metal:

σDCn =
nqpe

2τ

m
(2.4)

In the more general case of a harmonic current, the average momentum can be ex-

pressed as 〈pqp〉 = p0ejωt. Inserting this expression in eq. 2.2, resolving for 〈pqp〉 and

substituting in eq. 2.3, one gets the normal AC conductivity:

σACn =
σDCn

1− jωτ =
nqpe

2τ

m (1 + ω2τ2)
− jω nqpe

2τ2

m (1 + ω2τ2)
≡ σ1n − jσ2n (2.5)

The imaginary term is due to the inertia of the quasi-particles: once they have acquired

momentum and the field is reversed, it will take some time for them to reverse their

motion. This term for normal metals at microwave frequencies is negligible compared

to the first term in eq. 2.5 as long as the scattering time τ is small compared to the

period of the field: in this case the impedance will be purely dissipative.

2.1.2 London equations

The two macroscopic characteristics of superconductors - zero DC resistance and perfect

diamagnetism - have been well described in 1935 by Fritz and Heinz London [69]. Their

two equations can be derived replacing the quasi-particles with the Cooper pairs as

charge carriers and using a quantum mechanical approach: in eq. 2.3 the momentum is

replaced by minimal coupling of the quantum mechanics

p = mv − q

c
A (2.6)

where c is the speed of light and A is vector potential of the magnetic field. Arguing

that in the absence of an applied field a zero net canonical momentum on the ground

state is expected (by virtue of Bloch theorem - see pag. 143 of [70]), the local average

velocity becomes:

〈vs〉 = − e

mc
A (2.7)

from which4:

J = nse〈vs〉 = −nse
2

mc
A (2.8)

4the equation 2.8 is not gauge-invariant, it is then correct only by requiring that divA = 0, which is
known as the London gauge.
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Taking the time derivative or taking the curl of eq. 2.8 one gets the two London equation:

∂Js
∂t

=
nse

2

m
E (2.9)

∇× Js = −nse
2

mc
B (2.10)

The first of the two equations describes the zero resistance of a superconductor since

the electric field accelerate the electrons indefinitely; the equation could be also derived

with the same approach used in sec. 2.1.1 and setting τ →∞, which is the condition of

no scattering, i.e. zero resistance.

The equation 2.10 instead expresses the perfect diamagnetism. Combining it with the

Maxwell equation ∇×B = 4π
c J one gets the following differential equation for B:

∇2B =
B

λ2
L

(2.11)

with λL =
√

mc2

4πnse2
. The solution of the equation is therefore a decreasing exponential,

meaning that the field is exponentially screened inside a superconductor with a penetra-

tion depth λL, which is nothing else but the Meissner effect. Also time-varying electric

fields are shielded at the same way: making the time derivative of the Maxwell equation

∇ × B = 4π
c Js, combining it with eq. 2.9 and finally considering the other Maxwell

equation ∇×E = −1
c
∂B
∂t , one gets also for the electric field:

−∇×∇×E = ∇2E =
E

λ2
L

(2.12)

Of course, the London penetration depth depends on the temperature through the the

density of the Cooper pairs ns, but it has an upper limit at T = 0 K set by the maximum

number of superconducting carriers which is equal to the density of quasi-particles when

the metal is in the normal state n:

λL(0) =

√
mc2

4πne2
(2.13)

Empirically, the temperature dependence of the London penetration depth is found to

be approximated by:

λL(T ) ≈ λL(0)
[
1− (T/Tc)

4
]−1/2

(2.14)
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As one would expect, the increase of the temperature cause the penetration depth to

continuously increase and diverge for T = Tc.

2.1.3 The two fluid approximation

When a superconductor is held at a temperature between 0 K and its Tc, not all the elec-

trons are combined into pairs, so there will be two distinct populations (quasi-particles,

denoted by their density nqp, and Cooper pairs, ns) that will contribute to the total

conductance. From the first London equation (eq. 2.9), for a harmonic current the

conductivity due to the superconducting population is given by:

σs = −j nse
2

mω
(2.15)

It is clear that for ω = 0, σs diverges as expected: the total conductivity DC currents

is strongly dominated by the dissipationless conductivity of the Cooper pairs. On the

other hand at high frequencies the superconducting carriers suffer of a finite reactance,

which is due to the inertia of the Cooper pairs which, since they do not scatter, can

store an energy that can be extracted by reversing the field, process that results in a

phase shift of 90◦ respect to the applied field. This reactance is called kinetic inductance.

As the frequency increases, the superconducting reactance increases as well, letting the

parallel ohmic conduction channel given by the quasi-particles to become more and

more important (eq. 2.5), introducing in this way a significant dissipative term into the

total conductivity. According to this model, the quasi-particles contribution provides

nonzero dissipation in superconductors at all nonzero frequencies5, explaining in this

way the finiteness of the Q factors of superconducting resonators. A similar argument

can be done for the temperature: from the expressions of σs and σn, they both appear

to be proportional to the density of their own charge carrier. While the temperature

increases, ns decreases and nqp grows, making the dissipation term of the quasi-particles

non negligible.

In this picture, the total conductivity of a superconductor is given by the sum of the

contribution of the two population:

σ = σ1 − jσ2 (2.16)

5considering ~ω < 2∆
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where: σ1 =
nqpe2τ

m(1+ω2τ2)
and σ2 = nse2

mω + ω
nqpe2τ2

m(1+ω2τ2)
.

The approximation just described, called two fluid model, was developed in 1934 by

Gorter and Casimir [71]. Since then remarkable theoretical progresses have been done in

the description of superconductors, still this model remains useful from the qualitatively

point of view.

2.1.4 The inductance of superconductors

The working principle of the superconducting microwave microresonators is based on

the kinetic inductance of superconductors, that from the circuital point of view behaves

just like a normal inductance. It is then important to understand all the contribution

to the total inductance. In order to have a simple model, a strip of superconductor with

thickness t and width W will be considered, in which two contributions to the total

inductance are present: the kinetic inductance Lk, related to the kinetic energy of the

Cooper pairs, and the geometric inductance Lg, due to the energy stored in the magnetic

field inside the superconductor that in general depends on the geometry of the circuit.

The kinetic energy of the pairs is easily calculated:

Ek =
1

2
nsm |vs|2 (2.17)

Ek can be expressed as function of the current density:

Js = nsevs (2.18)

then, recalling the expression of the London penetration depth present in eq. 2.11:

Ek =
1

2
m
|Js|2
nse2

=
2π

c2
λ2
L |Js|2 (2.19)

It is now possible to define the kinetic inductance with the definition of the total energy

per unit length:

Uk =
1

2
LkI

2 =
2π

c2
λ2
L

∫
S
|Js|2 (2.20)

The integration is performed over the cross-section of the strip S; the current though

flows only in a small area of thickness ∼ λL under the surface of the strip. It can

be useful to calculate the Lk in some special cases. For the following calculation, the
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approximation t � W will be always adopted, and three cases will be considered: case

1) λL � t, case 2) λL � t and case 1.5) an intermediate situation.

case 1 The current density is now integrated on the effective cross-section given by

2Wλ, so the current density is |Js| = I/(2WλL). Inserting it in eq. 2.20 it is possible

to evaluate the kinetic inductance:

1

2
LkI

2 =
1

2

2π

c2

λL
W
I2 =⇒ Lk =

2π

c2

λL
W

(2.21)

case 2 In such a situation the current can be considered uniform over the whole cross-

section of the strip, which is equal to |Js| = I/Wt. Following the same calculation as in

case 1, the kinetic inductance results to be:

Lk =
4π

c2

λ2
L

Wt
(2.22)

case 1.5 In real situations this is the most common condition, where one is in the

middle of the two previous cases. The calculation of the inductance is rather complex

and only the results are here reported6:

Lk =
πλL
Wc2

[
coth

(
t

2λL

)
+

(
t

2λL

)
cosec2

(
t

2λL

)]
(2.23)

Lg =
πλL
Wc2

[
coth

(
t

2λL

)
−
(

t

2λL

)
cosec2

(
t

2λL

)]
(2.24)

It is now possible to write the total inductance in H/square as:

Ltot = Lg + Lk =
2πλL
c2

coth

(
t

2λ

)
(2.25)

It is clear from eq. 2.25 that the inductance depends on both the thickness of the

superconductor and on the temperature through the penetration depth.

6For a more detailed discussion, see appendix of [72].
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2.1.5 The complex surface impedance

A very complete, even though rather complex, description of superconductors is given

in the Mattis-Bardeen theory [73], which provides the complex conductivity of super-

conductors in a more sophisticated and complete way respect to what described so far.

Calling σn the normal conductivity of the metal, the real and complex terms of the

conductance in this theory are given by7:

σ1(ω)

σn
=

2

~ω

∫ ∞
∆

dE
E2 + ∆2 + ~ωE

√
E2 −∆2

√
(E + ~ω)2 −∆2

[f(E)− f(E + ~ω)] (2.26)

σ2(ω)

σn
=

1

~ω

∫ ∆+~ω

∆
dE

E2 + ∆2 + ~ωE
√
E2 −∆2

√
∆2 − (E − ~ω)2

[1− 2f(E)] (2.27)

At low frequencies and temperature, such as ~ω � ∆0 and kBT � ∆0, the two previous

relations can be simplified into

σ1(ω)

σn
≈ 4∆

~ω
e−∆0/kBT sinh (ξ)K0 (ξ) (2.28)

σ2(ω)

σn
≈ π∆

~ω

[
1− 2e−∆0/kBT e−ξI0 (−ξ)

]
(2.29)

with I0 and K0 modified Bessel functions of first and second kind, respectively, and

ξ = ~ω
2kBT

.

Nevertheless the complex conductivity is not a quantity directly accessible experimen-

tally, while the complex surface impedance can be probed. From the Meissner effect it is

known that the fields are expelled from the bulk of a superconductor, while they can pen-

etrate for a depth equal to λL below the surface. The result is that for superconductors

a complex surface impedance can be defined:

Zs = Rs + jωLs (2.30)

The complete calculation of the complex conductivity is rather complicated and usually

requires numerical methods, but few limiting cases can be solved analytically. In the

following a summary from [74] is reported, where the surface impedance is related to the

complex conductivity calculated with the Mattis-Bardeen equations (2.26 and 2.27); the

7for simplicity where not indicated otherwise ∆ is the gap parameter at the temperature T, while ∆0

is the gap parameter at T = 0 K.
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film of thickness t will be considered “thin” or “thick” in the cases where they have t� λ

or t � λ, respectively, while the “local” term will be referred to situations where the

superconducting film possesses an electron mean free path shorter than the penetration

depth. Opposite to the local limit, there is the “extreme anomalous” regime, where the

electron mean free path is long compared to the penetration depth, making the response

no longer local.

thick film, local limit

Zs =

√
jµ0ω

σ(ω, T )
=

Zs(ω, 0)√
1 + jδσ(ω, T )/σ2(ω, 0)

(2.31)

with δσ(ω, T ) = σ(ω, T ) − σ(ω, 0) = σ1(ω, T ) − jδσ2(ω, T ). The last equality is the

consequence that at T = 0 K all the quasi-particles are combined into pairs, resulting in

a purely reactive impedance which can be written as function of the penetration depth:

Zs(ω, 0) = jωµ0λloc (2.32)

where the penetration depth in the local limit λloc is:

λloc =

√
~

π∆µ0σn
≈ 105 nm ×

√
ρn

1 µΩ cm

1 K

Tc
(2.33)

thick film, extreme anomalous limit

Zs(ω, T ) = jωµ0λe.a. [1 + jδσ(ω, T )/σ2(ω, 0)]−1/3 (2.34)

where δσ follows the same convention as before; calling l the electron mean free path,

the penetration depth is:

λe.a. = λloc

( √
3l

2πλloc

)1/3

(2.35)

thin films

In the case that the current density can be considered constant in the whole cross-

sectional area of the film, the impedance becomes:

Zs(ω, T ) = jωµ0λthin [1 + jδσ(ω, T )/σ2(ω, 0)]−1 (2.36)
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where the penetration depth here has become:

λthin =
λ2
loc

t
(2.37)

This case is of particular interest for the work described in this thesis since the devices

utilized fall into this category. From eq. 2.33 it is possible to see that the local pene-

tration depth is proportional to σ
−1/2
n = ρ

1/2
n ∝ t−1/2, where ρn is the resistivity of the

normal state, so:

λthin ∝ 1/t2 (2.38)

This characteristic, as it will be shown in the next chapter, has to be kept into account

while designing the detectors to match the target performances.

All the results listed can be summarized in one single relationship between the complex

conductivity and the surface impedance:

δZs(ω, T )

Zs(ω, 0)
≈ −γ δσ(ω, T )

σ(ω, 0)
(2.39)

with γ is 1, 1/2 or 1/3 for thin, local or extreme anomalous approximations, respectively.

The devices considered in this thesis are in the thin limit, so γ = 1.

2.2 Superconductors as ionizing radiation detectors

Among the ionizing radiation detectors made of superconductors, there are supercon-

ducting microwave microresonators, also know as MKIDs (Microwave Kinetic inductance

Detectors) [75], the subject of this thesis. They detect any energy E greater than 2∆

that is released inside the superconductor they are made of. By sensing the number

of quasi-particles out of the thermal equilibrium, they measure the variation of quasi-

particles inside the volume of the detector due to the absorption of energy. The variation

in the number of quasi-particles (and hence in the number of Cooper pairs), will change

the conductivity of the metal, affecting in this way the complex surface impedance, that

can be sensed by making the superconductor part of a resonant circuit. The detection

of an energetic event will be done through the observation of the parameters of the

resonance.
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2.2.1 Quality factors

An important quantity that describes how a resonator is dissipationless is the quality

factor Q. If a resonant circuit is excited it will oscillate dissipating energy exponentially

with a time constant τ . The quality factor expresses how a resonant system is capable

to store energy without dissipation and can be defined as

Q = 2π
energy stored

energy dissipated per cycle
= 2πf0

energy stored

dissipating power
(2.40)

Calling ω0 = 2πf0 the resonant angular frequency, the quality factor can be rewritten

as Q = ω0τ . Another useful way of expressing the quality factor is Q = f0/∆f , where

∆f is the bandwidth of the resonator, for the demonstration see appendix C.

In the case of MKIDs the resonators will loose energy both for dissipative losses, related

to an internal quality factor Qi that describes the energy loss due to the quasi-particles,

and for the coupling of the resonator to the transmission line used to excite it, described

by the coupling quality factor Qc. The overall resonator quality factor Q is given by

(Q)−1 = (Qi)
−1 + (Qc)

−1 (2.41)

2.2.2 The scattering matrix

A very useful notation used to describe microwave circuits in terms of the reflected

and transmitted waves as a function of the incident one is the scattering matrix, most

commonly called S-matrix. For a two ports network (fig. 2.1), as it is the usual setup

for MKIDs, this matrix has dimension 2× 2. Adopting the convention that V +
n express

an incident voltage wave at the n-th port and V −n is the wave traveling from the n-th

port, the matrix is defined in the following way [76]:

V −1
V −2

 =

S11 S12

S21 S22

V +
1

V 2
2

 (2.42)

Each S parameter of 2.42 can be computed as:

Sij =
V −i
V +
j

(2.43)
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Figure 2.1: Two ports network.

S21 = V −2 /V +
1 is the ratio between the voltage wave traveling from the port 2 and the

wave incident on the port 1 which is the transmitted signal from the port 1 to the port

2: in the analysis of MKIDs this is the most interesting among the S parameters.

For a capacitively coupled resonator like the one represented in fig. 2.2 the transmission

response as a function of frequency is described by

S21(ω) = 1− Q

Qc

1

1 + 2jQx
(2.44)

where x = (f − f0)/f0 is the detuning of the generated signal respect to the resonant

frequency.

Vg

Z0

Z0

port 1 port 2

Cc

C L
R

Figure 2.2: Electrical scheme of the two ports network with a resonators capacitively
coupled through the capacitance Cc to the transmission line. The impedance on the

right of the port 2 represents the input impedance of a signal amplifier.

The equation 2.44 maps the real axis of the frequencies into a circle in the complex

plane, resulting in a phase shift of the transmitted signal while crossing the resonant

frequency of 2π (fig. 2.3). For f far away from f0 the transmission amplitude is equal

to 1, while it reaches its minimum at the resonant frequency f0: min|S21| = 1 − Q/Qc
(fig. 2.4).
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Figure 2.3: Phase of the transmitted signal near the resonant frequency for f0 = 4
GHz, Qi = 105 and Qc = 104.
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Figure 2.4: Resonance profile obtained with f0 = 4 GHz, Qi = 105 and Qc = 104.
(A) Resonance circle in the complex plane: far away from the resonance the amplitude

is equal to the unity; for f = f0 it reaches its minimum value, equal to 1−Q/Qc.
(B) Amplitude of the transmitted signal through the transmission line expressed in dB

of attenuation.
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2.2.3 Resonator response

When an energy E greater than the Cooper pair binding energy (2∆ ∼ meV) is released

inside the superconductor, an amount of pairs proportional to E is broken into quasi-

particles:

δNqp = η
E

∆
(2.45)

here η is an efficiency coefficient that takes into account the fraction of energy that is

spent in the breaking of the pairs, which is usually around 0.5. As a consequence on

one hand the drop of the pairs leads to an increase of the kinetic inductance, resulting

in a lowering of the resonant frequency. On the other hand the growth of the quasi-

particles density leads to a rise of the surface resistance, resulting in a reduction of the

internal quality factor Qi. The detection of energetic events in the detector is then

made by constantly monitoring the resonant frequency and the internal quality factor

of the resonator. These two channels will be referred in the following as the inductive

(or frequency) channel and as dissipative (or amplitude) channel, respectively.

After the absorption of the energy, the quasi-particles can diffuse over a distance l ≈
Dτqp, where D is the material-related diffusion constant. After some time two quasi-

particles will eventually meet and, by emitting a phonon, they will recombine. This

process follows an exponential law with a time constant called quasi-particle lifetime or

recombination time (τqp), which is characteristic of the material and it is function of

temperature.

The read-out of the observable quantities - resonant frequency and amplitude - is realized

experimentally by exciting the resonator with a single tone with frequency equal to the

resonant frequency: given the characterization of the resonator it will be possible to

reconstruct the quantities of interest (fig. 2.5). In a more analytic way, remembering the

equation 2.44 it is possible to calculate the frequency shift and the amplitude variation:

δA =
1

Qc
δ

[
Re

(
1

1− S21

)]
(2.46)

δf =
f0

2Qc
δ

[
Im

(
1

1− S21

)]
(2.47)

It is useful to understand the response of the detector to the variation of the quasi-

particle density. In order to do so the equivalence between the creation of quasi-particles
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Figure 2.5: The unperturbed resonance profile (blue line) and the same resonance
after an energy is absorbed (red line). It is possible to see how the resonant frequency
has shifted of δf and how the quality factor has been reduced leading to a variation of
amplitude δA of the transmitted signal. The probe signal is set to have frequency f0,
the signal δf and δA will be then deduced from the measured quantities δθ and δA∗,

respectively.

due to an increase of temperature and to an absorption of energy will be exploited. The

resonant frequency of a parallel LC circuit such as the one of fig. 2.28 is dependent on

the value of the inductance in a way that it is proportional to (L)1/2. The detection

principle relies on the concept of kinetic inductance Lk, which is by definition dependent

on the population of the superconducting carriers. After the absorption of energy, the

increase of Lk makes the total inductance to be equal to L
′
, so the fractional frequency

shift is given by
δf

f
=
f
′ − f
f

=

√
L′ −

√
L√

L
' −1

2

L
′ − L
L

(2.48)

The last approximation holds as long as the variation in the inductance is small. The only

energy-dependent component of the total inductance is the kinetic one, so introducing

8The resistive term can be neglected in this calculation given the exiguity of such contribution for
T � Tc
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the fraction of kinetic inductance α defined as

α =
Lk
L

(2.49)

it is possible to write the fractional frequency shift as:

δf

f
= −1

2

Lk
L

δLk
Lk

= −α
2

δLk
Lk

(2.50)

Recalling the equation 2.39 and considering that at T = 0 K the real conductivity

and the resistance are zero, the real and the imaginary parts of the equation lead to

the expressions for the change of the inductance and resistance due to a change in the

complex conductivity consequent to a variation in the temperature:

δLk
Lk

= −δσ2

σ2
(2.51)

δR

ωLk
=
δσ1

σ2
(2.52)

Combining the eq. 2.51 with the eq. 2.50 the frequency shift caused by an external pair

breaking can be thought as caused by a rise of the temperature to an effective value

Teff that would produce the same number of quasi-particles produced by the release of

energy:
δf

f
=
α

2

σ2(Teff)− σ2(0)

σ2(0)
(2.53)

The response of the dissipative signal can be evaluated similarly. The inverse of internal

quality factor of a resonator is given by:

Q−1
i =

R

ωL
(2.54)

so the variation of such a quantity can be calculated as

δQ−1
i =

δR

ωLk

Lk
L
− Rδ(ωL)

ω2L2
' α δR

ωLk
(2.55)
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where the second term was neglected since R/ω2L2 is small for T � Tc. Recalling the

eq. 2.52 it is possible to finally write the response in the amplitude signal:

δQ−1
i = α

σ1(Teff)− σ1(0)

σ2(0)
(2.56)

It can be shown that the two equations that describe the response of the resonator

to a release of energy 2.53 and 2.56 can be expressed as a function of the number of

quasi-particles [74]9:
δf

f
= αγS2(ω, T )

δNqp

4V N0∆
(2.57)

Q−1
i = 2αγS1(ω, T )

Nqp

4V N0∆
(2.58)

Here the γ is the same parameter introduced in eq. 2.39, V is the volume of the

resonator, δNqp is the variation of the total number of quasi-particles and S1 and S2 are

Mattis-Bardeen parameters defined as

S1(ω, T ) =
2

π

√
2∆

πkBT
sinh(ξ)K0(ξ) (2.59)

S2(ω, T ) = 1 +

√
2∆

πkBT
e−ξI0(ξ) (2.60)

where again ξ = ~ω
2kBT

while I0 and K0 are modified Bessel functions of first and sec-

ond type, respectively. The number of quasi-particles Nqp is expressed as the product

between the volume V and the density of quasi-particles nqp. At a given temperature T

the density of the quasi-particles due to the thermal excitations is:

nqp = 4N0

∫ ∞
∆

dE
E√

E2 −∆2
f(E) (2.61)

where f(E) =
(
eE/kBT + 1

)−1
is the Fermi distribution function for quasi-particles, N0

is the single-spin density of electron states at the Fermi energy of the material, usually

of the order of ∼ 1010 µm−3eV−1 and ∆ is the gap parameter. Under the assumption

9For simplicity only the loss due to the quasi-particles is considered here; in a more general case, one
should keep into account also the dissipation associated with a possible coupling with the surrounding
materials and the dissipation coming from the two-level systems of amorphous dielectric materials present
on the surfaces of the superconductor. Both this contributions are not affected by the release of energy
in the superconductor.
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that T � Tc, the eq. 2.61 can be simplified:

nqp ' 2N0

√
2πkBT∆0e

− ∆0
kBT (2.62)

2.2.4 Quasi-particles lifetime

The quasi-particle lifetime τqp is an important parameter that affects the expected sensi-

tivity, since the longer the quasi-particles live the more accurate is the determination of

their population. τqp is defined as the average time for a quasi-particle to find a partner

to recombine with to form a Cooper pair. One can expect the process to happen on

a time scale proportional to the population of the quasi-particles, meaning that τqp is

shorter for high temperatures since the quasi-particle population grows exponentially

as the temperature increases (eq. 2.62). If the quasi-particles are injected in a small

volume resonator, a lowering of τqp could be observed due to a local increase of the

quasi-particle population [77]. The same effect could be obtained if a high number of

quasi-particles are injected in a superconductor with slow diffusivity, creating hot-spots

of quasi-particles where the recombination happens to higher rates. The theoretical

lifetime as a function of temperature are given by Kaplan [78]:

τ−1
qp =

√
π

τ0

(
2∆

kBTc

)5/2( T
Tc

)1/2

e−∆/kBTc =
nqp
τ0

4∆2

2N0(kBTc)3
(2.63)

where τ0 is a parameter that accounts for the electron-phonon coupling strength in the

material considered.

2.2.5 Resonator bandwidth and down-ring time

It can be useful to relate the bandwidth of a resonator to the resonator parameters. The

bandwidth (∆f) sets the ultimate promptness of the resonator to fast variations of its

impedance. By reversing the definition of the quality factor, the bandwidth is given by:

∆f =
f0

Q
(2.64)
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The minimum timescale achievable from the resonator is the down-ring time, which is

defined as

τring =
1

2π∆f
=

Q

2πf0
(2.65)

In the case the measurements are performed with a double balanced mixer, as it is the

case of the setup described in the next chapter, the output signal is given by a voltage,

which is proportional to the square root of the power, for which reason the down-ring

time with such an apparatus will account a factor of two:

τring =
Q

πf0
(2.66)

2.2.6 Intrinsic noise

In the following the source of noise that are intrinsic to the physical process of detection

are described.

2.2.6.1 Generation-recombination

The noise associated with a pair breaking detector is due to the fluctuation in the quasi-

particle population caused by the random process of generation and recombination of

thermal quasi-particles in the superconductor. This source of noise, being caused by

the fluctuation of quasi-particles, is expected to be small at low temperature, where the

quasi-particle population vanishes.

Recalling the equations 2.50 and 2.51 it is possible to evaluate the power spectral density

of the fractional frequency shift:

Sδf/f =
α

2

δσ2

σ2
=
α

2

1

σ2

∂σ2

∂nqp
Sn (2.67)

where σ2 can be evaluated from eq. 2.29 and Sn is the power spectral density of the

number of quasi-particles, which can be show to be equal to [79]:

Sn =
4nqpτqp

1 + (ωτqp)2
(2.68)

Despite the product nqpτqp remains constant over temperature, the integrated power

spectral density increases exponentially with the temperature, as expected. This is
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because the bandwidth of the fluctuations increases exponentially with the temperature,

scaling with 1/τ2
qp.

Similarly, recalling the expressions 2.55 and 2.52, the fluctuation of quasi-particles affects

the amplitude signal with a power spectral density equal to:

S1/Q = α
∂σ1

∂nqp

1

σ2
Sn (2.69)

2.2.6.2 Two-Level Systems

Superconducting microwave microresonators show to possess an “excess” noise that acts

only on the tangential direction of the resonance circle [75, 80–82]. The source of this

frequency noise is caused by two-level systems (TLS) associated with amorphous dielec-

tric layers on the surfaces [83]. The fluctuation of these two-level systems introduces

a power spectral density that varies with frequency as f−1/2, caused by the coupling

of the TLS electric dipole moments to the electric field inside the resonator. It was

experimentally proved by Noroozian et al. that the capacitative section of the resonator

is the only responsible for the TLS noise [84]. This implies that the TLS noise could be

dramatically reduced by decreasing the surface layer to volume ratio of the capacitors,

for instance by using interdigitated capacitors (IDC) with large spacing between their

fingers.

Despite a microscopic theory of TLS noise is not yet available, the semi-empirical model

by Gao et al. [82] describes the contribution of the TLS to the power spectral density

of the fractional frequency shift as a function of the driving power Pg and temperature

T , which is observed to vary as P
−1/2
g and T β, with β=1.5-2 [74]. It is believed that the

dependence of the frequency noise on the readout power is due to the saturation of the

two-level systems by the microwave electric field.

2.2.7 Amplifier noise

The signal coming from the resonators is amplified by a microwave amplifier anchored

on a cold stage of the refrigerator (in the case of the work described in this thesis it

is anchored on the 4 K flange), in order to keep the amplifier noise as low as possible.

Despite that, among the sources of noise introduced by the instrumentation, the cold

amplifier noise is by far the most important component that affects the sensitivity of



Chapter 2. Superconducting microwave microresonators 45

the detectors. This source of noise concerns both the inductive and dissipative signal,

resulting to be isotropic in the complex representation of the S21: provided an amplifier

with a temperature noise of TN , it will cause a circle-shaped noise with a radius equal

to
√
kBTN . The resulting power spectral density on the phase channel will be a white

noise with a level dependent on the driving power Pg:

√
Sφ =

√
kBTN
Pg

(2.70)

So the amplifier contribution on the frequency channel will be:

√
Sf =

√
Sφ

dφ/df
=

f0

2Q

√
kBTN
Pg

(2.71)

In the hypothesis where the signals have a single decay constant determined by the quasi-

particle recombination time, the contribution of the amplifier to the energy uncertainty

will be:

∆Eamp =

√
Sf

df/dE

1
√
τqp

=
2V N0∆2

ηαγQS2(ω0, T )

√
kBTN
Pg

1
√
τqp

(2.72)

where the frequency response of the detector per unit of energy, df/dE, is evaluated

from eq. 2.57.

2.2.8 Non linearity response

In the previous sections it was shown how the signal to noise ratio would benefit from

a high driving power, both for the TLS and the amplifier contributions. The driving

power, however, can not be increased indefinitely without taking into account effects

due to the deviation from linearity, which is a known characteristic of superconductors.

As the resonator current is increased, the resonance shifts due to the nonlinearity and

the behavior becomes hysteretic.

There are three potential sources of nonlinearity in thin-film superconducting resonators:

1) the nonlinearity of the kinetic inductance intrinsic to superconductivity [85, 86],

2) production of quasi-particles due to the photons of the readout [87] and 3) power-

dependent current distribution [88].
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For a superconductor at a temperature T � Tc it is possible to write the kinetic induc-

tance as a power series in terms of the current, where the odd terms are set equal to

zero due to symmetry considerations:

Lk(I) = Lk(0)
∞∑
n=0

(
I

I∗2n

)2n

(2.73)

Here Lk(0) is the kinetic inductance in the low power limit and I∗2n sets the scaling of the

effect. Arresting the expansion to the quadratic term, I∗2 is expected to be of the order

of the critical current: this parameter can be seen as the current at which the kinetic

energy of the supercurrent equals the superconducting condensation energy. The kinetic

energy per unit length is LkI2, where Lk is the kinetic inductance per unit length, while

the condensation energy per unit length is 2N0∆S, where S is the cross sectional area

of the superconducting traces. Equating the two expressions it is possible to calculate

I∗2 :

I∗ = ∆

√
2N0S
Lk

(2.74)

It can be shown that the maximum driving power before the resonance behaves hys-

teretically is related to the quality factor through [89]:

P ∗g =
1.54ω0Lres (I∗)2

χcQ2
(2.75)

where χc is an efficiency factor with values between 0 and 1 that accounts for the coupling

of the resonator to the feedline:

χc =
4Q2

QiQc
(2.76)

Considering a nonlinear inductance, the frequency will shift downwards of an amount

δf∗, leading to a shifted detuning that can be evaluated at the first order as:

x∗ =
f − f0 − δf∗
f0 + δf∗

≈ x− δf∗

f0
≡ x− δx∗ (2.77)

where it can be easily shown how the quadratic term of eq. 2.73 affects the nonlinear

detuning:

δx∗ =
δf∗

f0
= −α

2

δL∗k
Lk

= −α
2

(
I

I∗2

)2

(2.78)
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For high enough driving powers, the nonlinearity will eventually bring to the observa-

tion of the bifurcation [89]: in the case the generator frequency is increased starting

from frequencies below the resonance, the resonator current increases as the frequency

approaches the resonance condition, and the nonlinear inductance causes the resonance

to shift downward. The results is that the detuning is additionally reduced, eventually

resulting in a positive feedback condition, where the resonator “snaps” into the ener-

gized state. On the other hand, if the frequency is decreased starting from frequencies

above the resonance, a negative feedback condition will establish, where the resonance

shifts downwards as the generator tone chases the resonance, until sweeping past the

resonance minimum when the resonator suddenly snaps back to its non-energized state.

Since the effect of nonlinearity that was just described is only due to the inductance,

the resonance depth is expected to remain constant.

In other cases the vortex penetration could make the dissipation another important non-

linearity source, where the effect would increase with the stored energy [90]; in such a

case, the resonance depth will decrease for higher powers. Finally, in the cases where

superconductors with relatively low quality factors are involved or temperatures where

the population of quasi-particles is not negligible are considered, also quasi-particles can

provide an important mechanism for nonlinearity [91].

2.2.9 Frequency multiplex

One of the very attractive qualities that can make the microresonators technology a

competitive solution in many fields is their capability to be easily multiplexed: provided

that the transmission faraway from the resonant frequency is equal to the unity, this

technology lends well itself to the frequency domain multiplex. By coupling many res-

onators with resonant frequencies designed to be slightly different from each other to

a feedline (fig. 2.6), it is possible to readout a large number of detectors with a single

line, in a number that is limited only by the bandwidth of the commercially available

digitizers. The resonances must be well separated in frequency so that the tails of two

resonance do not overlap, hence the frequency spacing should be a quantity equal to

several times the bandwidth of the resonances. Besides, in order to prevent overlaps,

the separation of the resonances should be designed keeping into account the accuracy

of fabrication, which translates into uncertainty in the resonance characteristics.
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Figure 2.6: Multiplex scheme: each resonator is probed by a tone with frequency fi
as close as possible to the steady state resonant frequency fri in order to get the highest

signal as possible.
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Setup

The MKIDs described in the literature used for bolometric applications can be grouped

into three main categories [92]: quarter-wave coplanar waveguide (CPW) resonators,

lumped-element resonators (LEKIDs) and inter-digitated capacitor resonators (IDC).

All these geometries consist of a thin layer of superconducting ground plane deposited

on a substrate, usually made of silicon or sapphire. A feedline, usually a coplanar waveg-

uide, runs across the ground plane and it is coupled to coaxial cables to each end, through

which the resonator is probed. The resonators are weakly coupled to the feedline, and

they are designed to resonate at an unique characteristic frequency. By coupling many

resonators to the same feedline it is possible to perform the readout of multiple detectors

using a single readout line. The limitation on the theoretical achievable multiplex factor

is only set by the bandwidth of the RF electronics available.

In order to apply the MKIDs technology to the neutrino mass measurement, the detec-

tors must be single particle detectors, with good energy and time resolution and with

response not dependent on the position of the interaction. The energy resolution is

achieved by maximizing the fraction of kinetic inductance α and the gap parameter ∆.

The first of the two parameters can be enhanced by using superconductors with high

surface inductivity (i.e. high normal resistivity) combined with a very small thickness,

which is preferable to be smaller than the penetration length. On the other hand, the

thickness of the film must be enough to contain the electrons coming from the decay of

the holmium. In the BCS limit the gap is increased by decreasing the critical tempera-

ture. Nevertheless the Tc can not be decreased indefinitely because with extremely low

49
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critical temperatures the photons of the probe signal would give a significant contribu-

tion to the breaking of the Cooper pairs.

CPW MKIDs Among the possible designs, coplanar waveguide resonators are the

simplest ones (fig. 3.1). A special subset of CPW resonators is composed by quarter-wave

resonators which are open-circuited at the coupling end (where a Dirichlet boundary

condition is created, i.e. the current is zero) and are short-circuited to the ground plane

at the far end (von Neumann boundary condition, i.e. the current is constant), which

allows only the odd harmonics of the resonant frequency to couple to the resonator. The

resonant frequency is determined by the length of the resonator, the dielectric constant

of the substrate and the fraction of kinetic inductance. The coupling to the readout

feedline is obtained with an elbow coupler, where the coupling strength is set by the

length of the coupling portion and by the distance from the feedline. The sensitivity of

the detector is weighted by the current distribution, which is one quarter of a sine wave

over the length of the resonator, reaching the maximum value at the shorted end, while

the sensitivity is small at the coupling end, where the current is zero.

Figure 3.1: Example of a CPW resonator.

The main drawback of this design is related to its high frequency noise, caused by the

small geometric size of the capacitive portion.

LEKIDs The lumped-element resonators (3.2) are composed by an inductive portion

coupled to an inter-digitated capacitor. In this configuration the inductor can be used
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as direct absorber for the radiation to be detected.

Figure 3.2: Example of a LEKID.

A potential disadvantage could be represented by their large size, which could bring to

non negligible cross coupling effects when a large number of detectors close to each other

are required.

IDC resonators The Inter-Digitated Capacitor (IDC) resonators (fig. 3.3) are hy-

brids of lumped element and quarter-wave resonators: while the inductive portion is a

CPW shorted at one end, as in quarter wave detectors, the capacitor is composed by a

large inter-digitated capacitor, like in the lumped-element detectors. Since in this design

the capacitance comes from a large fingered structure, the surface to volume ratio results

suppressed, reducing in this way the TLS noise. Differently from CPWs, the resonant

frequency is not set by the length of the resonator, making less trivial the current dis-

tribution and the coupling to the harmonics of the resonant frequency. In this situation

the strength of the coupling is determined by the distance of the capacitor from the

feedline.

The main advantage of this design is the reduction of the noise compared to a CPW

resonator. On the other hand, the principal disadvantage of this detectors consists in the

potential inter-resonator coupling, especially in close-packed arrays, due to their large

size.

3.1 Design of KIDs for a neutrino mass experiment

The work described in this thesis is performed with different designs and materials that

will be described below. The devices will be cataloged accordingly to the number of
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Figure 3.3: Example of an IDC resonator.

their production run, made at the Fondazione Bruno Kessler (FBK) in Trento, Italy.

The aim is to adapt and optimize the existing technology of the superconducting mi-

crowave microresonators to develop arrays of single-particle detectors applicable to the

calorimetric measurement of the energy spectrum of 163Ho [93]. The approach consists

in embedding the holmium directly into the inductive part of a lumped-element res-

onator, so as not to rely on diffusion and trapping of quasi-particles or other potentially

lossy means of transferring the energy of the decay into the quasi-particle system of

the superconducting film used as the sensor. It is possible to adjust the density of the

holmium in order to produce a desired counting rate. Given the relatively short half life

of holmium, only 3 × 1012 163Ho nuclei are needed for a counting rate of 10 Hz. Con-

sidering an hypothetical implanted area of 3 µm × 500 µm, only 2 × 1017 atoms/cm2

are needed. This configuration requires the resonator current to be very uniform over

the length of the inductor along which the holmium is embedded to ensure that the

position dependent response of the detector does not degrade the energy resolution. For

this reason the length of the inductor will be designed to be very much shorter than the

wavelength corresponding to the resonant frequency. Prior to the 163Ho implantation,

a full characterization using low energy X-ray sources to irradiate the sensitive area is

mandatory.

The materials considered consisted of titanium nitride (TiN) with different stoichiomet-

ric ratios for each run. The nitrides, especially TiN, possess promising qualities that

could potentially improve the sensitivity for most applications where microresonator de-

tectors are employed: the quality factors achievable with TiN resonators can be made as

high as 3×107 [94], about 10 times higher than other metals that have been investigated
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by the community. It can be shown [94] that a figure of merit for microresonator detec-

tors is given by F = ατmaxQi,max/N0V , where α is the fraction of kinetic inductance,

τmax is the quasi-particle lifetime under low drive power, Qi,max is the corresponding

internal Q, N0 is the density of states at the Fermi level and V is the volume of the

detector. The energy sensitivity limit set by the amplifier δEamp is then proportional

to F−1/2, meaning that TiN should improve of an order of magnitude δEamp respect

the other materials that have been used so far. Another advantage in using TiN re-

lies in its large normal state resistance, typically in the range of 40-100 µΩ·cm. From

the Mattis-Bardeen theory the relationship between the normal state resistance and the

surface inductance is known [95] to be Ls = ~Rs/π∆, so the higher the sheet resistance

the larger is the surface inductance, allowing to project structures characterized by high

ratio of kinetic inductance to total inductance, α. Another advantage of the nitrides is

the possibility to tune the critical temperature, and hence the gap energy and recombi-

nation time, by varying the stoichiometric ratio between nitrogen and titanium in the

films to get the wanted characteristics for a particular application.

As mentioned previously, the fundamental noise of a pair-breaking detector for phonon

counting applications is set by the statistics of the energy cascade process that produces

quasi-particles and low energy phonons. For example, assuming a typical conversion

efficiency of 0.5 and a Tc of the sensor material to be 1 K, a 2 keV decay event pro-

duces a number of quasi-particles of about Nqp = 6×106, implying an energy resolution

of ∆E ∼ 2 keV/N
1/2
qp ∼ 0.8 eV. The theoretical energy resolution should actually be

slightly better than this value because of the Fano factor since f < 1.

3.1.1 Materials

Different films of titanium nitride were produced and tested, with two different ap-

proaches: the substoichiometric and the multilayer technique. A stoichiometric film of

TiN was also tested as reference.

3.1.1.1 Sub-stoichiometric films

In order to optimize the signal to noise ratio, different films of titanium nitride have been

considered. In particular, by decreasing the concentration of the nitrogen constituting

the film, it is possible to reduce the critical temperature, assuring a larger number of
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quasi-particles created per eV. Besides, by decreasing the critical temperature, it is

possible to increase the quasi-particle lifetime, affecting positively the contribution to

the energy uncertainty given by the amplifier (see eq. 2.72)

The first attempt was to produce sub-stoichiometric TiNx films with the MRC Eclipse

reactive sputtering system present in the clean room at FBK in order to investigate

the dependence of the superconducting transition temperature on the x parameter [94].

The films were produced in the fabrication facilities of Fondazione Bruno Kessler (FBK).

They were deposited in a mixture of Ar-N2 gas from a pure Ti target. It was observed

that for the concentrations of nitrogen explored (N2 flow rate between 45 sccm and 5

sccm1), the critical temperatures Tc of the films were either close to 4.5 K or not observed

at all. Auger Electron Spectroscopy (AES) was performed in FBK, providing detailed

information on the elemental composition of the materials and on the chemical states of

the surface atoms. The measurements have shown a nearly stoichiometric composition of

the TiNx in the range (30 ÷ 45) sccm (figure 3.4). In the case of the three samples with

R
el

at
iv

e 
A

to
m

ic
 C

o
n

ce
n

tr
at

io
n

 [
%

]

C
ri

ti
ca

l
 T

em
p

er
at

u
re

 T
c 

[K
]

N2 [sccm]
0 5 10 15 20 25 30 35 40 45 50

0

20

40

60

80

100

N2 [sccm]
0 5 10 15 20 25 30 35 40 45 50

0
1
2
3
4
5

N

Ti

Figure 3.4: Top: Titanium and Nitrogen relative atomic concentration of the TiNx

samples as a function of the N2 flow rate. The atomic concentration ratios are very close
to the stoichiometric value, except for N2 flow rates of 5, 25 and 27 sccm, where values
of respectively 0.56, 0.39 and 0.04 are achieved. Bottom: the critical temperatures of
the TiNx samples as a function of the N2 flow rate. The values are close to 4.5 K for
films produced with a N2 flow rate between 30 and 45 sccm, while no transitions were

observed below 30 sccm.

flow rates of 5, 25 and 27 sccm the concentration ratios differed from the stoichiometric

1Standard Cubic Centimeters per Minute.
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value, but the transition was not observed at all. Indeed the chemical compositions of

the 25 and 27 sccm samples were in fact very similar to that of Ti2N, which is not a

superconductor; the sample obtained with 5 sccm has a composition very close to the

pure Ti. This results are mainly due to the impossibility to control the concentration of

nitrogen by controlling the N2 flow rate with enough accuracy in order to be able to be

sensible in the very narrow range over which the critical temperature is tuned.

Nevertheless, devices with substoichiometric film with the same geometry of the ones

produced by FBK were provided by JPL as courtesy of Henry Leduc, with a thickness

of 160 nm.

3.1.2 Proximity effect and the multilayer technique

In the previous section the technical challenges to tune the critical temperature of a

TiN film were described. In addition to those, the substoichiometric films show large

non-uniformity across the wafer [96, 97]. As a solution, the multilayer technique was

adopted instead. It consists in exploiting the proximity effect [98] of two superconduc-

tors with different critical temperatures that will behave like a “mixture” of the two,

making possible to tune the wanted Tc by adjusting the thickness of the two metals

[99]. The non-locality of superconductivity makes the Tc of multi-layer thin films de-

pendent not only on the properties of the superconductors that constitute the film, but

also on the interaction between the layers. Cooper provided an early description [100]

of the proximity effect for a bilayer composed by a normal metal and a superconductor

where the thicknesses of the two layers were less than any relevant length scale. In the

case of multilayers the Tc is determined by the thicknesses of the composing materials

[99, 101, 102].

The multilayer devices were produced at FBK by superposing a number (maximum 8) of

Ti/TiN bilayers choosing the Ti to be the first material to be deposited on the substrate

and TiN always on the top. The films have been sputtered on high resistivity Silicon

wafers previously cleaned and etched with hydrofluoric acid (HF) in order to remove the

native oxide. The films were deposited at the temperature of 400◦C and the thicknesses

of the layers were obtained by changing the the deposition time and rate [103].

In order to measure the critical temperature, the electrical resistances of the films were

measured with the 4-wires technique at the Cryogenics Laboratory of the University of
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Trento, with a dilution refrigerator (Janis JDry-100-ASTRA) capable of a base tem-

perature of 17 mK. In the figure 3.5 the critical temperature as a function of the layer
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Figure 3.5: The left plots show the measured Tc of the Ti/TiN multilayers as function
of TiN (top-left) and Ti (bottom-left) thicknesses. In the bottom-right the schematic
of the multilayers is reported. The transitions are sharp, with a width of '30 mK, as
shown in the top-right figure, where data from multilayer Ti/TiN (10nm/12nm) are

illustrated.

thicknesses is reported. This results show that it is possible to tune the superconductive

transition to be in the (0.5 ÷ 4.6) K temperature range by properly choosing the Ti

thickness in the (0 ÷ 15) nm range, and the TiN thickness in the (7 ÷ 100) nm range.

It was observed that by reducing the TiN thickness and keeping the Ti one fixed it is

possible to lower the Tc. Alternatively it is also possible to fix the thickness of TiN

layers and to increase the thickness of Ti. In order to check the uniformity, the Tc was

measured across the wafer on different slices cut from the edge and from the center and

it was found that the critical temperature varied by no more than 1%. In the case of

TiNx the same check provided evidences of variations up to 20% [103]. These evidences

are compatible with the measurements by Vissers et al [99].



Chapter 3. Setup 57

3.1.3 Production run 1

The first production run was made with stoichiometric TiN, and the geometry is shown in

fig. 3.6. It consists of two inter-digitated capacitors connected by a coplanar strips (CPS)

IDCs

CPS

CPW

Figure 3.6: Geometry of one resonator produced in the production run 1. The res-
onator is composed of an inductor made by a coplanar strip (CPS), which connects
two interdigitated capacitors (IDCs), one of which is capacitively coupled to the CPW
feedline. The strength of the coupling is set by the gap between the capacitor and the

feedline.

transmission line which works as inductor of the circuit. The resonator is capacitively

coupled on one side to a coplanar waveguide (CPW) line that is used for the readout.

The strength of the coupling, which sets the coupling quality factor Qc, is determined by

the width of the gap between the CPW line and the resonator. The spacing and width

of the conductors of the IDCs is between 10 and 30 µm: this large spacing is intended

to reduce the two-level systems (TLS) noise by decreasing the surface to volume ratio

of the capacitors [84]. The sections of ground plane above and below the resonator

are intended to reduce coupling to the neighboring resonators. Maintaining the general

design, four different geometries were designed with two IDCs dimensions (10 µm and



Chapter 3. Setup 58

30 µm) and two CPS separation widths (5 µm and 10 µm).

In Out
C2

C1 C1

Z0,β,2l

In Out
C2

C1

Z0,β,l

Figure 3.7: Circuit model of the resonator (top) with the simplified circuit considering
a virtual ground in the middle of the inductor (bottom).

The circuit model of the resonator (fig. 3.7) features two capacitors (each with the same

capacitance C1) across either end of a transmission line of characteristic impedance Z0,

length 2`, and propagation constant β = ω/vph, where vph is the propagation velocity.

The resonator made by these three elements is coupled on one end to the readout line

through the capacitance C2 � C1. In the situation where C2 is negligible, by symmetry

there is a virtual ground at the center of the transmission line, so it is possible to consider

a simplified circuit consisting of a capacitor in parallel with a shorted line of length `.

Resonance occurs when the impedance ZC = 1/iωC1 equals the negative of the input

impedance of the shorted transmission line section Zin = jZ0tanβ. At this frequency,

the parallel combination of these impedances becomes large enough to tune out the large

impedance of the small coupling capacitor, producing a short across the readout line,

resulting in a dip in its transmission.

For each geometry two films with thickness of 120 nm and 250 nm were produced. Every

chip features 16 resonators disposed in two rows (fig. 3.8).
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1.5mm

12 mm

7.83 +/- .01 
mm

19.83 +/- .01 mm

Version with 30um IDCs

Figure 3.8: One chip produced in the run 1: 16 resonators are present disposed on
two rows.

3.1.4 Production run 1.5

In this run the geometry was kept the same as in the first run, choosing as supercon-

ducting material two multilayer films with different critical temperatures: the first one

using a Ti thickness of 10 nm and a TiN thickness of 12 nm (total thickness 176 nm)

and a second film with thicknesses of 10 nm and 15 nm (total thickness 200 nm).

In addition a substoichiometric film was provided by JPL for comparison.

3.1.5 Production run 2

Within the second production run two main different geometries were designed and

produced: devices with a revisited geometry respect to the first run (in the following

referred as “geometry A”) and devices to be coupled to an absorber (“geometry B”).
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3.1.5.1 Geometry A

The detector array chips are designed with individual microresonator frequencies dis-

tributed in the (4 ÷ 6) GHz range. The resonator geometry is in the lumped element

form, and it was produced with two configurations: the standard one and a modi-

fied version where the substrate below the inductor was etched away (figure 3.9). The

Coplanar waveguide (CPW)

Inter-Digited Capacitor (IDC)

Inter-Digited Capacitor (IDC)

Inductor

Suspended parts

2 
m

m

1 mm

Figure 3.9: Design of a single resonator produced in the second run of production.
It was not possible to remove the substrate under the full length of the inductor, so a

discrete solution was adopted instead.

resonator consists of two interdigitated capacitors (IDC) connected with a CPW that

works as inductor. As in the geometry of run 1, the resonator is capacitively coupled

to a coplanar waveguide (CPW) used as feedline and for the readout. The spacing and

width of the conductors of the IDCs and the width of the inductor are 10 µm, in order

to be optimized to minimize the TLS noise. In the version of the resonator with the

inductors suspended from the substrate, the design features three openings under the

central conductor creating a suspended inductor in order to prevent the exchange of

phonons between the film and the Si-substrate. The solution with the three openings

was adopted instead of a single gap running for the entire length of the inductor for

reasons related to the elongation of the inductor: this, without supports, would have

bend to lay on the bottom of the gaps.

2Image from a paper in preparation. Courtesy of A. Giachero.
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Figure 3.10: (A) Sketch 2and (B) pictures of the openings.

The film chosen for this geometry is composed of 9 bilayers of Ti/TiN using a Ti thickness

of 10 nm and a TiN thickness of 12 nm, for a total thickness of 198 nm. Multilayers

have been deposited at a temperature of 400◦C by MRC Eclipse reactive sputtering

system on high resistivity Silicon <100> wafers. Wafers have the native oxide removed

immediately before the film deposition by dipping them for 7 seconds in a hydrofluoric

acid solution (HF8%). A metalization composed of 500 nm of Aluminum (Al 1% Si)

was deposited on the back side of the wafers to create the ground plane and to properly

decouple the resonator from the copper older used in the experimental setup. To suspend

the inductive lines from the substrate, they were etched from the top side with a Deep

Reactive-Ion Etching (DRIE) using an isotropic recipe creating the three openings in the

silicon (figures 3.10a and 3.10b), protecting the metal layer with a 3000 µm of photoresist.

This protection layer was next patterned with a light mask to obtain openings near right-

hand side and left-hand side of inductive line. Finally, the protection layer was removed

by plasma etching. Some resonators were kept with the inductor in full contact with the

substrate, in order to be able to make a comparison between the two situations.

3.1.5.2 Geometry B

The “B” geometry consists of a device with geometry similar to the “A” geometry,

except that an absorber is deposited above the middle part of the inductor.
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Absorber
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Figure 3.11: Design of a single resonator of the geometry “B”. The green square
represents the absorber deposited onto the inductor.

It is required that the absorber is a superconductor with a gap greater that the gap of

the material constituting the resonator in order to exploit the quasi-particle trapping ef-

fect [104]: in this way the interaction will take place inside the relatively large volume of

the absorber creating quasi-particles that will diffuse and then will be “trapped” in the

lower gap superconductor giving rise to a response proportional to the energy released.

The solution with an absorber was designed for two main reasons: on one hand implant-

ing the isotope in an absorber will avoid potential problems regarding the effects on the

resonance due to the implantation of the holmium in the inductor3, while on the other

hand by choosing a superconductor with faster diffusion then TiN the energy response

of the detector will not be affected by local saturation of quasi-particles due to the low

diffusivity characteristic of TiN.

The deposition of an absorber made of tantalum encountered technical challenges; the

3Having a thick absorber will also increase the efficiency of detection of the X-rays during the test
stage.
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test performed at FBK provided absorbers with poor residual resistivity ratios or re-

duced critical temperature. This was probably due to the formation of silicide during the

deposition process. These devices are being produced with the deposition of tantalum

200 and 500 nm thick by STAR cryoelectronics on TiN resonators deposited by FBK

and will be tested in the near future as soon as the fabrication process will be complete.

3.2 Experimental setup

The RF characterization was performed by mounting the arrays in a copper holder (fig.

3.12) anchored on the mixing chamber of a liquid helium dilution fridge (Oxford MX

40, fig. 3.13, testbed at the Cryogenics Laboratory of the University of Milano-Bicocca)

which provides a cooling power of 40 µW at 100 mK and a base temperature of 25 mK.

A schematic of the cryogenic system is shown in figure 3.15.

Figure 3.12: The copper holder with a chip mounted and kept in position by four
Cu-Be springs. The RF signal is brought to the CPW of the chip through K connectors

soldered to a waveguide lying on a Duroid board.

The RF signal is transmitted from the room temperature to 4 K by Cu-Be coaxial cables,

ensuring a low thermal load on the liquid bath. On the input line between the 4 K stage

and the mixing chamber stainless steel coaxial cables are employed to ensure a thermal

load on the mixing chamber as low as possible. In order to preserve the signal coming

from the detectors avoiding dissipations, the output line from the detectors to the HEMT

(High Electron Mobility Transistor) amplifier placed at 4 K (fig. 3.14) is composed by

superconducting niobium coaxial cables. On the 4 K stage and on the mixing chamber
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Figure 3.13: The MX 40 by Oxford dilution unit used for the measurements.

two discrete attenuator of -20 dB were installed with the aim to attenuate the thermal

noise coming from the 300 K to match the temperature at which the detectors are. In

addition, at 300 K on the input and output lines two DC blocks are used to filter low

frequency noise.

The setup used to readout the detectors is depicted in the figure 3.15, while the specific

RF circuit installed to readout two resonators at the same time is reported in figure 3.16

and in the picture 3.18. The technique used to readout two microresonator at the same

time exploits the homodyne detection method (B), as reported in [75]. The microwave

signals used to probe the resonators are generated by two synthesizers with a power of

+15 dBm. Each signal is split by means of a directional coupler: one copy is used as

local oscillator (LO) of the IQ mixer used for the demodulation, while the other copy is

attenuated of -20 dB and combined with the signal coming from the second synthesizer

by a Wilkinson power divider. The so obtained signal is transmitted inside the cryostat

to the microresonator chip. The transmitted signal is then amplified of a factor ∼ +36

dB by the HEMT amplifier and sent out of the cryostat. Here the signal is further
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Figure 3.14: The HEMT amplifier anchored on the 4 K stage (left). On the right it
is possible to see one discrete attenuator mounted on the input line.

amplified by a room temperature amplifier (gain ∼ +26 dB), split in two by another

power divider and sent to the RF ports of the IQ mixers. The mixers outputs I and Q

are acquired and digitalized using a commercial NI-PXIe 8375 board with a 2.5 MHz

sampling rate.

In order to test the detectors response to the release of energy, the devices were illumi-

nated with two low energy X-ray sources placed on the top of the detectors (fig. 3.17):

55Fe (∼ 6 keV) and fluorescence of Al (kα fluorescence line at 1.5 keV) obtained by

illuminating an aluminum foil placed on top of the detectors with a primary source of

241Am (Eα ∼ 5.5 MeV). The X-rays have been collimated by an aluminum collimator,

in order to avoid interactions in the IDCs, where the current is not exactly zero, and

to focus the events on a small area to ensure uniformity of response. By acquiring the

I and Q coming from the two mixers it was possible to determine the energy estimator

4Image from a paper in preparation. Courtesy of A. Giachero.
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Figure 3.15: (Left) Sketch of the cryogenics system4. The mixing chamber temper-
ature can be tuned within the (20 ÷ 1000) mK. (Right) Schematic of the RF internal

coaxials and experimental system.

of these detectors, i.e. the frequency shift due to the interaction of the X-rays with the

resonators.
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Figure 3.16: The 2-channel homodyne detection scheme employed for the readout.
Two low-phase noise microwave synthesizers generates the fixed-frequency signals used
to excite two different microresonators. A Wilkinson power divider used in the opposite
direction combines the generated signals in the same feedline the resulting signals is
sent into the cryostat at the microresonator array. After transmission through the
device, the signal is amplified by a low noise cryogenic HEMT amplifier and a room-
temperature amplifier. Two IQ (inphase-quadrature) mixers are used to measure the

dissipation and frequency shifts of the transmitted signal as a function of time.
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Figure 3.17: The detectors holder with an aluminum collimator mounted above the
detectors in order to focus the X-rays on the central part of the inductor on an area ∼
1 mm wide to ensure uniformity of response and to avoid interactions in the IDCs. On

the top it is visible the lid of the holder with the 55Fe source mounted.

Figure 3.18: The room-temperature electronics used to readout two resonators at the
same time.



Chapter 4

Data analysis

The devices described in the chapter 3 have been characterized both from the static

point of view and with low energy X-ray sources to test the response of the detector

to release of energy. In this chapter the methods used to obtain the most interesting

parameters will be discussed, and the results will be reported.

4.1 Obtaining the resonator parameters

In order to measure the steady-state parameter of the resonators, the array was mounted

on a dilution fridge capable of 40 µW of cooling power at 100 mK (Oxford MX-40, testbed

at the Cryogenics Laboratory of the University of Milano-Bicocca) and cooled down to

temperatures in the (25 mK ÷ 1000) mK range, depending on the critical temperature

of the films. Each resonator was characterized by measuring the resonant frequency and

the quality factors with a Vector Network Analyzer (HP 8753E, 30 kHz ÷ 6 GHz). In

figure 4.1 an example of a single resonance with its fit are reported, while in figure 4.2

a typical transmission spectrum of an array device is shown.

4.1.1 Critical temperature

The critical temperature of the films was evaluated by measuring the average transmitted

signal Save21 through the CPW line on a frequency range containing the resonant frequen-

cies versus the temperature of the chip. While the temperature decreases, eventually the

69
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Figure 4.1: An example of resonant frequency measurement, acquired by a Vector
Network Analyzer. In this example the resonant frequency, corresponding to the mini-

mum transmitted signal, is f0 = 3.6688 GHz.
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Figure 4.2: Transmission through the resonator array chip. Vertical lines in the
spectrum are the resonances from individual detectors of the array.

Save21 will increase, indicating a drop in the resistance of the film due to the transition of

the metal into the superconducting condition (fig. 4.3). The curve so obtained has the

shape of the sigmoid, and the temperature at which the average transmitted signal is at

the level of 20% of the jump is identified as the critical temperature of the film.

4.1.2 Quality factors and resonant frequencies

The equation 2.44 shows the dependence of the transmitted signal S21 on the quality

factors of the resonance: the coupling and total quality factor. In order to convert the

I and Q raw data into resonant frequency shift and dissipation shift, the determination

of the quality factors and resonant frequencies must be done in a very accurate way.

Petersan et al. [105] provide a quantitative comparison of the different possible methods
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Figure 4.3: Measurement of the Tc of a Ti/TiN multilayer film with Tc = 1.6 K.

and, among them, the fit procedure proposed in [106] was chosen. The total forward

transmission S21 through the microresonator, amplifiers and cables measured performing

a frequency scan, can be written as:

S21(f) = I + jQ = C(f)

(
1− Q

Qc

ejφ0

1− 2j f−f0

f0
+ jL

)
(4.1)

here f0 is the resonance frequency. Respect to the eq. 2.44, the extra terms are nec-

essary to keep into account the effects due to the non ideality of the system: φ0 is a

real parameter that takes care of the rotation of the resonance loop due to impedance

mismatches, L is a parameter that accounts for the perturbation of both the electric

and magnetic fields around the feedline due to the presence of the resonator itself [107]

and C(f) is a complex function which accounts for the background transmission of the

readout line.

4.1.3 Fraction of kinetic inductance

A very important parameter which affects the sensitivity of the superconducting mi-

crowave microresonator is the fraction of the kinetic inductance α. It is defined as the

ratio between the kinetic inductance Lk caused by the inertia of the superconducting

pairs and the total inductance L, which contains also the geometrical term Lg. This

parameter sets the frequency shift of the resonance per quasi-particle produced by an

interaction.
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The method used to determine the α parameter consists in simulating the resonator with

an em simulator (Sonnet; an example of one resonator simulated is reported in fig. 4.4)

and setting the metal used to simulate the resonator to be lossless and with zero surface

inductance. In this way the simulated resonant frequency obtained is only set by the

geometrical properties of the design. The kinetic inductance is then derived from the

difference between the measured and simulate resonance frequencies [108]: remembering

that fmeas ∝ (L−1/2) and fsim ∝ (Lg)
−1/2, the alpha is given by:

α = 1−
(
fmeas
fsim

)2

(4.2)

Figure 4.4: One chip of the second production run reconstructed with the Sonnet
software.

4.1.4 Gap parameter

Another fundamental parameter that affects the theoretical energy sensitivity achievable

with a pair-breaking detector is the gap parameter, which sets the number of quasi-

particles produced per unit of energy. Despite within the BCS theory the ratio between

this value and the critical temperature is set by the relation [109]

2∆ ' 3.52kBTc (4.3)
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in some materials it could deviate from the BCS value. This behavior could be consistent

with a hypothesized positional variability of the gap in very resistive superconducting

films (i.e. with high surface inductance, like in the case of TiN).

Remembering the equations 2.28 and 2.29, it is possible to relate the temperature de-

pendence of the internal quality factor to the gap parameter, providing in this way a

tool to access this quantity:

1

Qi(T )
=

1

Q(0)
+
ασ1(T,∆)

2σ2(T,∆)
(4.4)

The previous equation provides degenerate solutions in α and ∆, so only one of the

two parameters can be obtained from the temperature sweep. Once the fraction of

kinetic inductance is determined with the Sonnet simulation, it is possible to evaluate

the gap parameter avoiding the degeneracy. The internal quality factor was measured

in the range of temperatures from 0.025 to 1 K (figure 4.5), depending on the critical

temperature of the film.

The static measurements of the critical temperature, the fraction of kinetic inductance,

the gap parameter and the maximum internal quality factor achievable with the available

films are summarized in the table 4.1.

4.2 X-rays detection

The technology of the superconducting microwave microresonator needs to be optimized

to measure the energy released within the electron capture of 163Ho, which decays on

163Dy leaving it on an excite state. The dysprosium de-excite mostly in non radiative

way consisting in electrons with maximum energies of ∼ 2.5 keV. In order to test the

detectors X-ray sources with energies close to the one from the EC of Ho were chosen,

namely a 55Fe source (EMn
kα
' 5.9 keV) and an aluminum fluorescence source (EAlkα ' 1.5

keV) excited by a primary alpha source made of 241Am. The X-rays were collimated by

means of an aluminum collimator on an area ∼ 1 mm wide around the central part of

the inductor.

In this case the IQ data are acquired with the homodyne setup, so in addition to the

corrections present in the eq. 4.1, another correction must be introduced, accounting

for the non-ideality of the mixers: the ideal response of the mixing of two RF signals
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Figure 4.5: Measurement of the gap parameter:(A) Resonance profile of a Ti/TiN
multilayer 10/15 nm resonator as a function of the temperature. (B) The inverse of the

internal quality factor of the same resonator as a function of the temperature.

very close in frequency is expected to be a circle, while the non-ideality condition of the

real instrument deforms the circle into an ellipse, i.e. the I and Q axis deviate from

being perfectly perpendicular of a small angle that must kept into account. The overall

contribution of the instrumentation makes the measured resonance loop to deviate from

being a perfect circle. An example of a measured IQ loop is reported in figure 4.6, blue

line. The corrections described in the eq. 4.1 and the correction of the mixer are used

to correct the acquired data. The procedure used to extract the proper frequency and

amplitude signal from the I-Q data obtained from the homodyne apparatus (fig. 3.16),

is composed of several steps:

• Line correction: the synthesizers and mixers suffer of a frequency dependent
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Figure 4.6: Correction applied to the acquired IQ loop to restore the original shape
of the resonance.

offset in the IQ plane. For this reason the I-Q output with the RF port disconnected

is subtracted from the original resonance profile (figure 4.6, line 2);

• Mixer correction: as mentioned, the mixer’s I-Q axis are not perfectly perpen-

dicular. Assuming that the LO port is fed with a microwave signal sin(ωt) and

the RF port is fed with Asin(ωt+ θ), the I and Q are expected to be

I = I0 +AIcos(θ) (4.5)

Q = Q0 +AQcos(θ + ∆θ) (4.6)

In the case the mixer response is ideal ∆θ = π/2, I0 = Q0 = 0 and AI = AQ then

the curve in the I-Q plane for different values of θ is a circle. Real mixers display

an ellipse rotated and shifted that necessarily needs to be translated into the ideal

circle. By fitting the ellipse with the equations 4.5 and 4.6 it is possible to find

the transformation that maps the ellipse into the circle. This correction is applied

to the resonance profile (figure 4.6, line 3);

• Background correction: since the path between the synthesizer and the LO port

necessarily contains a number of wavelength of the probe signal different from the

number of wavelength contained in the path between the synthesizer and the RF

port, the response of the mixer shows a frequency-dependent output. The response
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of the line at different frequencies changes both with the amplitude (Λampli(ω)) and

with the phase (Λphase(ω)), figure 4.7. Their behavior is fitted with a polynomial

Resonance Frequency Shift [MHz]Resonance Frequency Shift [MHz]

Data

Background Fit

Data
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Figure 4.7: Background correction: the response of the line at different frequencies
changes in phase (left) and amplitude (right). These variations are fitted by using a

polynomial function.

function and then the resulting correction is applied to S21 (figure 4.6, line 4):

S21 → S21
e−jΛampli(ω)

Λphase(ω)
(4.7)

• Background rotation: at this point the resonance is a circle in the IQ plane

that could possibly be rotated respect to the origin. To correct this effect, a

counter-rotation of an angle ψ with respect to the center is applied (figure 4.6, line

5).

S21 → S21ejψ (4.8)

• Asymmetry rotation: non-ideal experimental setups can also lead to an asym-

metry in the resonance shape which corresponds to a rotation of the resonance

circle [110]. To correct this effect a rotation of an angle θ and a contraction map-

ping of cos(θ) with fixed-point (0,1) is added (figure 4.6, line 6):

S21 → 1− cos(θ)ejθ(1− S21) (4.9)

The so obtained S21 profile is close to be a perfect circle in the canonical position as

shown in figure 2.4a. This reconstruction procedure in the I-Q plane permits to obtain a

proper calibration of the resonance measured with the same setup that is used to acquire

the signals coming from energetic events. However the pulses in the I-Q plane do not

express quantities directly related to the energy detected. For this reason the Möbius
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transformation

S∗21 =
1

1− S21
=
Qc
Q

+ 2jQc
f − f0

f0
(4.10)

is applied, bringing to the quantities that correctly estimates the energy measured by

the detector, namely the amplitude (eq. 2.46) and frequency (eq. 2.47) signals. From

a geometrical point of view the transformation 4.10 maps the I-Q circle into a straight

vertical line in the frequency-amplitude plane. Thus moving vertically means shifting the

resonance frequency, while moving orthogonally to it means changing the total quality

factor, i.e. a variation in the amplitude.

In order to minimize the amplitude-dependent time walk, the signals were triggered off-

line by using a Constant-Fraction Discriminator with fixed pre-trigger and fixed event

length. In this way it is possible to produce energy spectra of the X-rays sources used

for the tests. Finally, by evaluating the exponential decay time of the signals, it was

possible to extract the quasi-particles recombination time1.

4.2.1 Run 1 and 1.5

With the first geometry it was possible to appreciate the increase of sensitivity while

tuning the critical temperature (i.e. the gap) of the superconductor below the value of

the stoichiometric TiN (fig. 4.8).

(a) (b)

Figure 4.8: Comparison of the average pulse obtained with stoichiometric TiN ((A))
and Ti/TiN multilayer with critical temperature of 1.6 K ((B)): it is possible to see
how the signal to noise ratio is improved by decreasing the critical temperature. To
be noted the lengthening in the decay time, caused by a decrease in the recombination

rate of the quasi-particles.

1The approximation where the decay time is identified as the recombination time is valid as long as
the signals decay with a single decay constant which is required to be long compared to the down-ring
time (eq. 2.65). A more detailed discussion of the decay times will be given in the following.
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In all four the cases and with both the X-ray sources available the energy spectrum did

not feature any family attributable to a monochromatic energy peak, but a continuum

was observed instead (fig. 4.10).
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Figure 4.9

Figure 4.10: Energy spectrum acquired with an Al fluorescence source (1.5 keV)
with a resonator made of Ti/TiN 10/15 multilayer (blue) and with a resonator made
of substoichiometric TiN (green). The difference in the maximum fractional frequency
shift observed by the two films is due to the different dynamics of the two resonators:
the highest observed pulses made saturate the response of the detector made of sub-
stoichiometric TiN, pushing the resonance out of the available dynamics. Still, in the
case of a resolving detector, a peak corresponding to the maximum detectable energy
would have been expected. The expected fractional frequency shifts for the two films
are ∼ 4.7 · 10−5 and ∼ 3 · 10−5, respectively2. The difference in the expected frac-
tional frequency shifts is due to the difference in the gap parameters, which make the

multilayer more sensitive respect to the substoichiometric film.

Three different families of pulses were observed with the multilayer and sub stoichio-

metric films: pulses with a single, slow, decay constant, pulses with a single, fast, decay

constant and pulses with both the components (4.11). The pulses were fitted with a

function characterized by a single exponential constant on the rise of the signal and

two time constants on the fall. The rise time is limited by the down-ring time, set by

the bandwidth of the resonator. The study of the behavior of the decay times as a

2The expected values of the fractional frequency shifts were obtained with the eq. 2.50 and assuming
N0 = 4 · 1010 µm−3eV−1 and η = 0.4. Nevertheless, this values suffer of great uncertainty.
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Figure 4.11: An example of a pulse with a double decay constant acquired with a
10/15 multilayer film caused by a 1.5 keV X-ray.

function of the temperature (figures 4.12, 4.13) has allowed to understand the reason

of such a phenomenon: given the very small thickness of the films, the majority of the

events takes place in the substrate, where phonons are produced giving rise to a position-

dependent response in the detector. This explanation was confirmed by observing events

in coincidence on two adjacent resonators.

Figure 4.12: Measured quasi-particle recombination time in a Ti/TiN multilayer 10-
15 nm film as a function of the temperature.

On the other hand, in the case the X-ray is absorbed in the superconductor, high energy

phonons could leak into the substrate. In the latter case it is possible that due to

the slow diffusivity characteristic of TiN the concentration of quasi-particles is locally

increased, causing an effective volume over which the energy is converted into quasi-

particles smaller than the entire volume of the detector. This would bring to increase

the probability of one quasi-particle to find a partner to recombine with, decreasing

in this way the fall time of the signals. In the extreme situation the superconductor

could possibly become locally normal. This effect is not detectable in the case of the
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(a) (b)

(c) (d)

Figure 4.13: Comparison of the decay times for different films of TiN. The “fast” and
“slow” components have been evaluated by fitting the pulses with a function character-
ized by a single exponential constant on the rise of the signal and two time constants
on the fall. The rise time was verified to be limited by the down-ring time, set by the
bandwidth of the resonator. (A) The stoichiometric TiN shows the faster recombina-
tion time of all, having the highest critical temperature of all the samples. Then in
decreasing order of recombination time: (B) Ti/TiN 10/15, (C) substoichiometric film
and (D) Ti/TiN 10/12. Despite the higher critical temperature of the substoichiometric
film respect to the 10/15 multilayers, the former shows a longer recombination time,
indicating a slight difference among the processes taking place in the two materials.
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stoichiometric film as the recombination time is too similar to the fast component to

distinguish the two behaviors.

The recombination times at low temperature are reported in the tab. 4.2

Film τslow (µs) τfast (µs)

Stoichiometric TiN 10.7 ± 0.2 //
Substoichiometric TiN 88.9 ± 0.4 10.9 ± 0.3

Ti (10 nm)/TiN (15 nm) × 8 48.2 ± 0.7 7.9 ± 0.2
Ti (10 nm)/TiN (12 nm) × 8 104.7 ± 0.8 10.4 ± 0.4

Table 4.2: Comparison between the decay times of the films produced within the first
run evaluated at low temperature (kBT � ∆). The fast component of the stoichio-
metric TiN is not evaluated since the recombination time of this film is too short to

distinguish such effect.

4.2.2 Run 2

The chips coming from the geometry produced within the second run were tested with

the Al and 55Fe X-ray sources, evaluating the decay time and building the energy spec-

trum. The spectrum of one resonator with the inductor suspended from the substrate

was compared with the spectrum obtained with a resonator with the inductor in the

“standard” configuration. Also in this case the energy spectrum did not show any fea-

ture of resolution (fig. 4.14).

The quasi-particle recombination time as a function of the temperature measured with

the detectors with the suspended inductor is reported in the figure 4.15, obtaining a

recombination time at low temperature of (78.7 ± 1.9) µs with a fast component equal

to (9.2 ± 0.2) µs.

4.3 Noise

The noise was evaluated for the available devices, comparing the measured white noise

with the expected noise caused by the HEMT amplifier. In all the cases the noise

resulted to be limited by the HEMT, with an excess noise observed at low frequency.

The level of the white noise obtained with the different materials are summarized in

the table 4.3. The contribution of the low frequency noise does not change when varing
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Figure 4.14: (A) Energy spectrum acquired with a 55Fe plus an Al fluorescence source
(1.5 keV) with a resonator of the second production run with the inductor in contact
with the substrate. (B) Energy spectrum acquired with the same sources detected by
a resonator with the suspended inductor. The difference in the maximum fractional
frequency shift observed by the two films is due also in this case to the different dynamics
available to the two resonators. The expected fractional frequency shift due to the 55Fe

line for both films is ∼ 1.2 · 10−4, while it is ∼ 3 · 10−5 for the Al line.

Figure 4.15: Recombination times as a function of the temperature obtained with the
sensors produced within the second run with the inductor suspended from the substrate.

the temperature (fig. 4.17) and the driving power (fig. 4.16) of the detectors. For this

reason the excess noise at low frequencies was not identified as the contribution of the

TLSs, but as due to the presence of pulses below the threshold. The detectors with this

noise have shown to achieve a maximum signal to noise ratio of the order of ∼ 103 with

the highest signals detected.
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Figure 4.16: Noise power spectrum of a Ti/TiN 10/12 chip measured as a function
of the driving power. The dashed lines are the expected noise level set by the HEMT
amplifier. In the spectrum the roll-off due to the anti-aliasing filter at 500 kHz is visible.

Figure 4.17: Noise power spectrum of a Ti/TiN 10/12 chip measured as a function
of the temperature. The dashed lines are the expected noise level set by the HEMT

amplifier.

Material Pdrive (dBm) HEMT noise (Hz)

Substoichiometric TiN -80 6.7 · 10−20

Ti/TiN 10/12 × 8 -90 9.8 · 10−19

Ti/TiN 10/15 × 8 -60 3.7 · 10−22

Ti/TiN 10/12 × 9 -58 7.2 · 10−22

Table 4.3: The noise level on the fractional frequency shift obtained with the various
materials. The large difference between the noises obtained is strongly dependent on

the resonator chosen for the analysis.
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Conclusions

The work described in this thesis is the starting point of a long term project. During

my PhD it was possible to lay the groundwork of a broader plan that could lead the

superconducting microwave microresonator to be a reliable and competitive technology

to be used in the framework of the neutrino physics experiments. The measurements

made constitute a starting point for further investigation and improvements.

One of the results obtained within my PhD work concerned the comprehension of the

technology of superconducting microwave microresonator, which was introduced for the

first time in the Milano-Bicocca University, and the acquisition of the capability nec-

essary to deal with this kind of technology. A dilution unit previously used for other

purposes was instrumented with the electronics required to read out the detectors. In

particular a cold microwave amplifier was mounted on the 4 K stage of the cryostat

and the semi-rigid coaxial cable were installed, choosing a superconducting Nb cable

for the output line. The warm electronics, made of a microwave synthesizer, a warm

amplifier, an IQ mixer and the DAQ system, was also installed and optimized. In order

to acquire and convert the data coming from the homodyne apparatus used to readout

the detectors into the quantities proportional to the energy released in the resonators -

the resonant frequency shift and the variation of amplitude of the transmitted signal - a

dedicated software package was developed. The obtained system was demonstrated to

be able to readout two channels at the same time, providing the capability to perform

coincidence measurements. The scalability to a higher number of multiplex should only

be limited by the bandwidth of the available commercial fast digitizers.

In order to consider the effects of the critical temperature (i.e. the gap) on the sensitivity,

85
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the devices measured were made of TiN with different stoichiometric ratios. The reduced

Tc was obtained by superimposing thin layers of stoichiometric TiN to pure Ti layers,

and the Tc was tuned by varying the ratio between the thickness of the layers, exploiting

the proximity effect. The characterization of the devices on one hand concerned the

measurement of the static parameters of the superconductor, namely the critical tem-

perature, the gap parameter, the fraction of kinetic inductance and the quality factors.

On the other hand the detectors were tested as single particle detectors, acquiring the

pulses caused by the interaction of the X-rays emitted by two test sources with energies

of ∼ 5.9 keV (55Fe) and ∼ 1.5 keV (kα fluorescence line of Al). These measurements

allowed to establish the recombination time of the quasi-particles for each material as a

function of the temperature, obtaining noise to signal ratios as high as ∼ 103/∼ 104.

The devices were produced in two different “lumped-element” designs: from the energy

spectrum acquired with devices coming from the first production run it was possible to

identify the issues that prevent the detectors from manifesting a unique response to a

monochromatic energy source. The energy spectrum, indeed, did not show any structure

ascribable to a monochromatic energy source: the incapability to resolve monochromatic

energies was attributed to an exchange of phonons between the superconductor and the

substrate it leans on; given the small thickness of the superconductor (∼ 200 nm at

most), the majority of events takes place in the substrate, giving rise to a population

of high energy phonons that could reach the detector in a quantity that depends on

the position of the interaction, causing a position-dependent energy response. This ex-

planation was confirmed by observing coincidence events on two adjacent resonators,

symptom of the fact that the phonons from the substrate can excite the resonators.

In order to prevent this kind of problematics, a second production run with a revisited

design was done, where the exchange of phonons between the superconductor and the

substrate is avoided by etching away the substrate below the sensitive part of the de-

tector, leaving an empty gap in its place. After testing this design, it was possible to

argue that other problematics remain unsolved. For instance, the position dependent

response of the detectors gives a sensible contribution, since from the measurements it is

proved that the effects due to exchange of phonons are not entirely eliminated. Besides,

stated the slow diffusivity of the quasi-particles in TiN, hot-spots of quasi-particles can

be created in the superconductor consequently to an energetic interaction, leading to a

faster recombination time that could negatively affect the energy collection process of

the detector. Nevertheless other solutions have been proposed: by coupling a higher Tc



Chapter 6. Conclusions 87

(and faster diffusing) superconducting absorber to the TiN of the resonator, it would be

possible to allow the quasi-particle to diffuse and then they would be “trapped” in the

TiN, decreasing also the fraction of events that would take place in the substrate and

avoiding future issues related to the implantation of the Ho nuclei in the inductor. This

design will be tested as soon as the complicated fabrication process will be completed.



Appendix A

Interaction of X-ray with Cooper

pairs

For the purpose of this thesis, it can be useful to understand the processes that take

place in a superconductor when an energetic photons is absorbed. Of course, in order

to be able to break Cooper pairs and hence provoke a response of the detector, the

incoming photon must possess an energy greater that 2∆ ∼ meV. The absorption of an

X-ray with an energy EX of few keV creates a photo-electron with energy E0 = EX−Eb,
where Eb is the binding energy of the shell where the electron was extracted from. The

energy conversion process occurs in three separate stages. During the first stage, which

lasts for a time of the order of ∼ 10−15 s, the relaxation proceeds predominantly via

electron-electron interaction[111]. From the moment the primary electron is emitted,

it begins to scatter inelastically, ionizing and exciting the atoms that it encounters in

its path. These scattering interactions produce secondary electrons and cause the path

of the primary to straggle. The first stage is defined to be over when the primary

electron has lost enough energy to be indistinguishable from the other electrons of the

superconductor, meaning that it will possesses an energy of the order of few eV. The

results of the interactions taking pace in the first stage cause the formation of a hot-spot

of volume ∼ 0.1 µm3 where the temperature of the electrons is elevated compared to

the bath temperature, which results in a local decrease of the energy gap. For high

density of energy, supercritical temperatures can be obtained, locally destroying the

superconductivity[112].

Below the characteristic energy Ec ∼= (EFED)1/2, where EF and ED are the Fermi and
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Debye energies, the electron-phonon interaction becomes the main relaxation process[78].

In this phase the energy is stored in a distribution of very high energy phonons that

are emitted by the electrons. An average quantity of
√
EF /ED > 15 phonons will be

emitted before the electron reduces its energy below the Debye energy[113]. The second

stage requires times of the order of ∼ 10−11 s, which make the first two stages too fast

to be accessible by experiments.

During the third stage phonons and electrons form coupled systems, which can undergo

multiple processes of relaxation, but only three are the dominant ones: the electron-

phonon scattering, the recombination of two quasi-particles into a pair (with the emission

of a phonon) and the pair breaking[78] (with the absorption of a phonon). The energy

will be eventually dissipated in the substrate with the escape of low energy phonons, but

the pair breaking mechanism results to be much faster than the phonon escape, allowing

the phenomenon of the phonon trapping: the phonons coming from the recombination of

the pairs break other couples, extending in this way the effective quasi-particle lifetime.

A.1 Diffusion

Before the recombination, the quasi-particles can diffuse inside the superconductor with

a typical distance xD that is related to the material and its temperature through the

relation

xD =
√
Dτqp (A.1)

where τqp is the quasi-particles lifetime as given in eq. 2.63 and D is the diffusion

constant. When the material is in its normal state, it has a diffusion constant equal to

Dn =
(
ρne

2N0

)−1
(A.2)

here ρn is the normal state resistivity of the material and N0 is the single-spin density of

electron states at the Fermi energy. In the superconducting state, instead, the diffusion

constant is related to the energy of the quasi-particles, and it is reduced respect to

the normal state. In the case that the electron-impurities scattering is dominant, the

ratio between the superconducting diffusion constant and its normal counterpart is given

by[114]

D

Dn
=

√
2kBT

π∆
(A.3)
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It was found experimentally that the actual value deviate from the predicted one for

Ta[115] and Nb[116]; aluminum, on the other hand, seems to be less affected[117]. The

observed low quasi-particle diffusion is probably explainable with the presence of traps.



Appendix B

Homodyne mixing

The information coming from the superconducting microwave microresonators is ac-

cessed with the homodyne mixing technique. Just like heterodyne technique, the signal

that has to be demodulated is mixed with a reference signal. What distinguishes the

homodyne is that only one signal is mixed with a copy of itself. The resonators are

read by a circuit shown in fig. B.1 [118]. The probe signal is generated by a microwave

D
A
Q

I

Q

HEMT
amplifier

resonators

25-1000 mK
4 K

Directional
coupler

Synth

Figure B.1: The circuit diagram of a homodyne setup used to readout the supercon-
ducting microwave microresonators.

synthesizer, it is then split in two components by a directional coupler. One of the two

signals is sent to the LO port of the IQ mixer, while the other enters into the refrigerator

and passes through the feedline coupled to the resonators; after being amplified by a

microwave amplifier it goes into the RF port of the IQ mixer. The two ports IQ mixer is

actually composed by two mixers: one of the two inputs has included a 90 degrees shifter

before its LO port. The ideal IQ mixer returns as output values the real component of
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the transmission signal on the I channel and the imaginary component on the Q channel.

In this way it is possible to retrieve the amplitude A and the phase φ of the original

signal through the relations

A =
√
I2 +Q2 (B.1)

φ = tan−1

(
Q

I

)
(B.2)

B.1 IQ mixer

As already mentioned, the IQ mixer is actually composed of two mixers. The in-phase

signal results by directly mixing the RF (Radio-Frequency) with the LO (Local Os-

cillator), while the quadrature signal Q is obtained from mixing the RF with the LO

phase-shifted by 90◦ (fig. B.2). Considering that in a homodyne system the frequency

LO RF

LO

LO + 90°

I

Q

+90°

Figure B.2: An IQ mixer: the quadrature signal Q is obtained by shifting of 90◦ the
phase of the LO, while the in phase signal I is obtained by mixing the LO signal with

the RF signal.

of the RF and of the LO are the same, only the phase can distinguish the two input

signals:

V LO = V LO
0 cos (ωt) (B.3)

V RF = V RF
0 cos (ωt+ φ0) (B.4)
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Analytically, the I signal is computed by the mixer as the product between the two input

signals:

VI ∝ V LOV RF = V LO
0 V RF

0 cos (ωt) cos (ωt+ φ0)

=
1

2
V LO

0 V RF
0 [cos (2ωt+ φ0) + cos (φ0)]

(B.5)

A low pass filter will cancel the radio-frequency term, making the I response to be the

real component of the complex RF signal.

VI ∝
1

2
V LO

0 V RF
0 cos (φ0) (B.6)

On the other hand, the Q signal is computed in the same way, accounting in this case

for a 90◦ shift on the LO signal:

V LO = V LO
0 cos

(
ωt+

π

2

)
(B.7)

So the product between the RF and the LO signals in this case yields

VQ ∝ V LOV RF = V LO
0 V RF

0 cos
(
ωt+

π

2

)
cos (ωt+ φ0)

=
1

2
V LO

0 V RF
0

[
cos
(

2ωt+ φ0 +
π

2

)
+ cos

(
φ0 −

π

2

)]
=

1

2
V LO

0 V RF
0 [−sin (2ωt+ φ0) + sin (φ0)]

(B.8)

The low frequency Q signal will be then proportional to the imaginary component of

the RF signal:

VQ ∝
1

2
V LO

0 V RF
0 sin (φ0) (B.9)
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Quality factor and bandwidth

The quality factor of a resonant circuit can be defined in two different ways. The first

one is related to ratio between the energy stored inside the resonator and the energy

dissipated for each cycle

Q = 2π
energy stored

energy dissipated per cycle
= ω0

energy stored

dissipating power
(C.1)

while the second definition expresses the quality factor as the ratio between the resonant

frequency and the bandwidth of the circuit ∆ω

Q =
ω0

∆ω
(C.2)

where the bandwidth is taken where the power dissipated from the circuit is one half

of the maximum value. It can be shown that the two definitions are equivalent. In

this appendix the equivalence of the two definitions will be proved for a parallel RLC

resonant circuit (fig. C.1).

Considering a parallel RLC circuit, the impedance seen by a current generator is

ZTOT =
jωL

1− ω2LC + jωL/R
(C.3)

Being the resonant frequency ω0 =
√
LC, at the resonance 1 − ω2LC = 0, so the only

active component in the impedance is the resistive one. The combined action of the

capacitor and inductor act as an open circuit.
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Figure C.1: RLC parallel circuit. In condition of resonance all the current flows
through the resistor.

The current flowing in the resistance as a function of the frequency is

IR = ITOT
ZTOT
ZR

= ITOT
jωL

R− ω2RLC + jωL
(C.4)

The transfer function is

|H(ω)| ≡
∣∣∣∣ IR
ITOT

∣∣∣∣ =
ωL√

(R− ω2RLC)2 + (ωL)2
(C.5)

The half power condition is achieved when |H(ω)| = 1/
√

2 (fig. C.2):

1√
2

=
ωL√

(R− ω2RLC)2 + (ωL)2
(C.6)

The previous equation leads to two solution for ω:

ω1,2 = ∓ 1

2RC
+

√
(2RC)−2 + ω−2

0 (C.7)

It is now possible to evaluate the bandwidth of the resonator:

∆ω = ω2 − ω1 =
1

RC
(C.8)
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Figure C.2: RLC parallel circuit response function. The frequencies ω1 and ω2 cor-
respond to the half power frequencies.

According to the eq. C.2, the quality factor is

Q =
ω0

∆ω
=

R

ω0L
(C.9)

From the definition of eq. C.1, the quality factor is

Q = ω0
EL + EC
RI2

(C.10)

where EL and EC are the energies stored in the inductor and in the capacitor, respec-

tively. In the condition of resonance, EC = EL, so the quality factor becomes

Q = ω0
2EC
RI2

= ω0
2 · 1

2CV
2
C

RI2
R

= ω0
C · (RIR)2

RI2
R

= ω0RC =
R

ω0L
(C.11)

It is then demonstrated that the results from both the definitions provide the same

quality factor.
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