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Abstract

Monitoring vegetation dynamics represents a fundamental practice to evaluate the response of the vegetation to environmental changes. It is well known that optical proximal sensing data allow the monitoring of the temporal and spatial variability of vegetation biochemical and biophysical properties under natural conditions. Vegetation optical properties can be also used to derive information about the phenological and the physiological status of the plants. Optical sensors commonly used in the field can be divided into broadband sensors (usually multispectral, e.g. RGB cameras) and narrowband sensors (both multispectral and hyperspectral devices, e.g. spectroradiometers). The potential applications of these two categories of sensors differ. While broadband sensors have been applied in the last years to track the phenological development of the vegetation, spectroradiometers have been shown to be suitable also for the characterization of plant physiological status. In fact, hyperspectral systems provide a more detailed optical characterization of the analysed targets, nevertheless the systems have to be accurately characterized in terms of spectral and radiometric performances in order to obtain repeatable and comparable measurements.

The main aim of this research is to use optical proximal sensing techniques for evaluating the role of multispectral and hyperspectral devices for monitoring vegetation parameters and processes (i.e. biochemical and biophysical parameters and phenology and plant status processes). The specific objectives of the study are: i) characterization and reduction of the measurement uncertainty sources; ii) use of improved optical sensing techniques based on multispectral and hyperspectral data to monitor terrestrial ecosystems.

The first part of the research has been addressed to the determination of the sources of uncertainty of the optical measurement systems. Several of the most common optical devices available on the market have been characterized and compared. A particular attention has been paid to instrumental differences in the optical components which could affect the radiance measurements. Moreover, the performances of spectroradiometers have been evaluated both indoors and outdoors in order to evaluate the impact of sensor characteristics on the estimation of parameters commonly used in vegetation studies. The analysis has been initially focused on the effect of different cosine receptors on the estimation of biochemical and biophysical properties of the vegetation (i.e. leaf area index and chlorophyll content). In a second step the analysis referred to the impact of instrumental characteristics (mainly spectral resolution and signal to noise ratio) on the estimation of the absolute value of sun-induced chlorophyll fluorescence which is the most promising tool for inferring plant status from remote sensing. The results obtained suggest that instrument components affect the measurements and according to the required parameter estimations accuracy some instruments are more suitable rather than others.
The second part of the study has been focused on the use of proximal sensors to monitor the dynamics of terrestrial vegetation. For this purpose both broadband and narrowband sensors have been separately considered. The first analysis referred to the possibility of using broadband imaging systems to investigate the temporal and spatial phenological dynamics of an alpine ecosystem. The phenological analysis has been conducted using a 3-year time series of digital RGB images collected in a grassland site. This spatiotemporal analysis provided interesting insights into the role of plant species composition on phenology in complex ecosystems, such as the alpine grasslands. This case study indicates the potential of using RGB digital cameras as a tool for long-term phenological monitoring, allowing the spatial characterization of the investigated ecosystem. The possibility of using hyperspectral narrowband sensors to detect vegetation physiological changes was also evaluated. In particular, this analysis focused on the use of sun-induced chlorophyll fluorescence for the early detection of vegetation stress. The study was conducted during a controlled experiment designed to modify the functional status of actual photosynthesis. The results indicate that fluorescence is immediately affected by physiological changes as a demonstration that such estimates can be used to track physiological traits better than traditional remote sensing techniques based on optical broadband vegetation indices.
Chapter 1

Introduction

1.1 Framework and rationale

The knowledge of temporal and spatial variability of vegetation canopy properties is recognised as a key element for understanding terrestrial biosphere processes and can assist in the parameterisation of various physical and ecological models which include the vegetation as a dynamic component (e.g. Reichstein et al., 2014; Richardson et al., 2013). Environmental sensor networks offer a powerful combination of distributed sensing capacity, real-time data acquisition and analysis, and integration with adjacent networks and remote sensing data streams (Rundel et al., 2009). Within environmental networks the vegetation monitoring through optical proximal sensing techniques gained importance in recent years. These techniques consist in measuring the optical properties (reflected or emitted electromagnetic radiation) of vegetation using non-contact devices positioned close to the plant or the canopy. Optical proximal sensing is considered as an important technique for characterising the optical properties of natural surfaces in situ, for supporting the vicarious calibration of airborne and satellite sensors, and for providing a means of scaling-up measurements from small areas to landscape scenes (Milton et al., 2009). In this context, field spectroscopy for the fluorescence measurement may represent a crucial topic to calibrate and validate algorithm for future satellite missions from Space Agency (e.g. European Space Agency, ESA), such as the FLuorescence EXplorer (FLEX) --currently an Earth Explorer 8 candidate.

In the last decade international efforts have been made to establish global network of continuous measurements of vegetation optical properties such as the Specnet (http://specnet.info, Gamon et al., 2014, 2006) and the PhenoCam (http://phenocam.sr.unh.edu, Richardson et al., 2007; Sonnentag et al., 2012) networks. While the latter aims to monitor the phenological cycle of the vegetation through changes in canopy greenness, Specnet goal is to additionally measure optical signals directly related to plant status. The PhenoCam network proved the reliability of devices such as RGB digital cameras for providing accurate phenological information. The RGB digital images can be used to characterize the phenological spatial variability within the monitored ecosystems. However, most of the studies published so far are only focused on the phenological temporal analysis. The spatial information of the images is usually ignored and lost when the analysis is performed averaging the pixel values on region of interest. The spatial information can be included in the analysis combining the temporal dynamics with the spatial analysis of the elements contained in the whole image. Such analysis can add valuable information in order to better understand at micro-scale the relationship between phenological cycle and environmental drivers.

On the contrary spectroradiometers commonly used in field spectroscopy are non-imaging...
systems. In fact, the extremely high cost of hyperspectral imagining devices limits their use in the field surveys. Hyperspectral data collected by non-imaging spectroradiometers can provide more informative description of the vegetation optical properties compared to the data acquired with broadband multispectral systems (i.e. RGB cameras). In particular hyperspectral measurements can be used for monitoring at the same time phenological and physiological status of the plants. One of the limitations of non-imaging spectroradiometers is the difficulty to make spectral measurements in the spatial domain to capture the spectral heterogeneity of the surfaces. This can be overcome spatially sampling the monitored scene making spatial transect samples manually or deploying the instruments on unmanned aerial vehicle (UAV). At the same time an additional limitation of hyperspectral sensors is the high dependency of the measurement on instrumental characteristics. In fact, the different instruments and the acquisition strategies used need to be standardized in order to obtain high quality, reliable and comparable data across sites and time. Despite an international effort to promote optical proximal sensing measurements there has been little consideration given to the comparability of measurement protocols and systems. For this reason, comparing data collected at different times and sites is currently problematic (Anderson et al., 2013; Ide and Oguma, 2010). This is one of the reasons why the COST Action EUROSPEC (Spectral Sampling Tools for Vegetation Biophysical parameters and flux measurements in Europe) and the more recent OPTIMISE (Innovative optical Tools for proximal sensing of eco-physiological processes) were approved by the European Cooperation in Science and Technology. The main goal of these Actions is to improve the reliability and efficiency of proximal optical sampling measurements within carbon flux monitoring networks by developing standardized protocols and methods. Further studies need to be done in order to quantify the impact of the instrumental characteristic (e.g. spectral resolution, signal to noise ratio) on the measurements. In fact, if instrumental differences are expected to influence less normalized vegetation index values related to the green biomass they can strongly affect the estimates of physical quantity (e.g. sun induced chlorophyll fluorescence).

1.2 Objectives and thesis structure

The general objective of this research is exploiting optical proximal sensing to better describe vegetation phenological cycle and plant status using improved techniques based on multispectral and hyperspectral data. In particular, the first part of the study has been addressed to characterize measurement uncertainty sources in field spectroscopy useful for defining the better configuration of these instruments for properly detecting vegetation optical properties. In the second part, the performances of optical proximal sensing techniques in monitoring vegetation dynamics have been evaluated in two case studies: the phenological cycle of an alpine grassland (using RGB digital images) and the physiological changes of vegetation induced by herbicide treatment (using spectroradiometers).
Chapter 1

The dissertation begins in chapter 2 with a brief review of the sensors currently used in optical proximal sensing vegetation monitoring. The proximal sensing techniques for characterizing vegetation properties are also reported in this chapter. In particular optical proximal sensing based approaches to estimate biochemical/biophysical parameters and to track plant phenological or physiological status of vegetation are introduced. A first part of the dissertation concerns the instrument characterization and evaluation of measurement uncertainties and includes Chapter 3, 4 and 5. The second part, chapter 6 and 7, is focused on the monitoring of terrestrial vegetation using proximal sensing sensors. Accordingly chapter 3 is referred to the characterization of several hyperspectral devices commonly used in field spectroscopy. Both laboratory and outdoor instruments characterizations are described in order to evaluate the measurement uncertainty sources. The calibration procedures applied to reduce instrumental artefacts in the measurements are presented and practical suggestions to reduce field measurement uncertainties are listed. Moreover Chapter 4 and Chapter 5 are focused on intercomparison experiments aimed at evaluating the effect of differences between devices on the measurements. Chapter 4 in particular has been addressed to define how non lambertian behaviour of reference standards used in the field (reference panels and cosine receptors) affect the measurements. The impact of the different reference standards angular response has been evaluated on reflectance, vegetation indices and biochemical/biophysical parameter estimation. Chapter 5 refers to the evaluation of different spectroradiometer characteristics effect on the estimation of sun-induced chlorophyll fluorescence. An intercomparison experiment was set under natural conditions and the effect of spectral resolution and of the signal to noise ratio of the devices used on the retrieval of the red and far-red fluorescence absolute values was evaluated. The second part of the dissertation starts with Chapter 6 where a study showing the potential of automatic continuous digital camera images to monitor the seasonal development of a grassland ecosystem is reported. The analysis refers to a three year daily RGB image time series collected automatically and investigates both temporal and spatial relationships between phenology and snowmelt. Lastly in chapter 7 the potential of hyperspectral systems to monitor variations in the photosynthetic efficiency was evaluated. An herbicide known to reduce photosynthetic activity and to modify energy dissipative pathways was applied and the physiological expected effects have been monitored using hyperspectral early stress indicators.
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Theoretical background

In this chapter a description of the optical proximal sensing techniques used in the framework of vegetation monitoring and the possible applications of these measurements to retrieve structural or functional information of the monitored targets is presented. Optical proximal sensing measurements aim to collect information of the reflected radiation from a determined surface area. According to the instrument used, the gathered data can differ in terms of spectral range analysed (e.g. Visible range, 400-700 nm, Near Infrared 700-1400nm), number of spectral bands (Hyperspectral, Multispectral) and spectral resolution (narrow band or broad band). In addition spectral measurements can be expressed in term of absolute or relative units. Data in absolute units are expressed according to the international system of units (SI). On the contrary when relative measurements are performed, the traceability to SI units is not required, generally they are obtained by the ratio of two measurements. Absolute or relative measurements can be preferred according to the objective of the study. As example multispectral broadband sensors, usually operating in relative units, can be successfully used to track phenological changes in the canopy. On the other hand hyperspectral devices able to monitor narrow features of the reflected radiance of vegetation are preferred to detect physiological changes of plant status associated to faint variations of the reflected signal.
Chapter 2

2.1 Radiometry, spectroradiometry and optical devices used in the field

Radiometry is the measurement of the energy of electromagnetic radiation fields and how this energy is transferred from a source, through a medium, to a detector (Zalewsky, 2007). Spectroscopy includes a very broad range of techniques (traditionally used in laboratory), which are all based on the investigation of interactions of light with materials, more specifically the interactions of photons of electromagnetic waves with the atoms or molecules of material. Spectroradiometry expresses the combination of spectroscopic techniques with radiometric measurements (Kardevan, 2007). Field spectroscopy involves the study of the interrelationships between the spectral characteristics of objects and their biophysical attributes in the field environment (Milton, 1987).

In field measurements illumination sources are uncontrolled, changing with time and having multiple components (directional beam of the sun, hemispherical diffuse irradiation, etc.). Therefore, the radiant fluxes of the spectral radiation components including the incoming and reflected radiations must be measured, in order to characterize the targets with spectral signatures being independent of timely variation of the irradiation and whether conditions. The ratio of the incoming and reflected fluxes (i.e. spectral reflectance) is considered then characteristic to the target only. This is true only in the case of perfect, isotropic, diffuse surfaces (Lambertian-surfaces). In the case of real materials, usually a strong angular dependence can be observed depending on the geometry of incoming and reflected radiation fluxes (Giardino and Brivio, 2003; Painter, 2004). An adequate description of this directional phenomenon is possible with the Bi-directional Reflectance Distribution Function (BRDF), (Hilker et al., 2007; Milton et al., 2009; Nicodemus, 1970; Schaepman-Strub et al., 2006), which appears in various forms depending on the radiation flux geometries used in the course of measurements (directional, conical, hemispherical referring both the illumination and viewing geometries). In order to intercompare these field spectroradiometer data it is important to appreciate the differences in the measurement properties: precise nomenclature and device used characteristics, such as field-of-view and view and illumination geometries, (Martonchik et al., 2000). Before describing the application of optical proximal sensing techniques the next paragraph is dedicated to examine the configuration of the devices commonly used for field proximal sensing measurements.

2.2 Optical instrument configuration

There are primarily two approaches that can be adopted for making optical measurements: i) the multiband approach and ii) hyperspectral approach. Multiband sensors measure a limited number of spectral bands, possibly from one or two to thirty or forty with band widths (full width at half the maximum response, FWHM) in the order of 10 nm or greater. Hyperspectral sensors normally measure hundreds of spectral bands, 600 or more, with band widths usually less than 10 nm up to sub-nanometer level. Each of these approaches has both scientific and practical advantages and disadvantages. Examples of multispectral and hyperspectral sensors installed in the field are reported in Figure 2.1.
2.2.1 Multispectral sampling

Multispectral sensors include imaging (e.g. RGB cameras) or non-imaging sensors (e.g. and non-imaging radiometers). Radiometers commonly operated for field vegetation monitoring are typically based on a combination of photo-detectors made from gallium phosphide (GaP), gallium arsenide phosphide (GaAsP), or silicon, depending on wavelength and interference filters, which are used to determine the spectral selection (Eklundh et al., 2011; Robinson et al., 1979) (Figure 2.2a). On the contrary digital cameras are based on CCD (charge-coupled device) or CMOS (Complementary Metal Oxyde Semiconductor) detectors that are linear photoconductive devices (Lebourgeois et al., 2008), having different spectral bands response according to the detector used, generally wider than the radiometers and spectrometers (Figure 2.2b).
In the vegetation monitoring context multispectral sensors are used to provide data on vegetation growing status and phenology or to define empirical relationship with biochemical or biophysical parameters of the vegetation (e.g. leaf area index and chlorophyll content). Multispectral sensors are characterized by relatively low cost, easy maintenance, and low power consumption, and are hence useful tool for long-term unmanned field measurements. The multispectral radiometer sensors typically measure at 10-50 nm bandwidth in visible, near infrared (NIR), and shortwave infrared (SWIR) wavelength bands. The most common bands are Red (~650 nm) and NIR (~850 nm) due to the contrasting vegetation response in Red and NIR wavelengths (Balzarolo et al., 2011). Digital camera for phenological cycle analysis have bands centered in Red and NIR (Petach et al., 2014; Sakamoto et al., 2011) even if the more common analyses make use of the green channel, expressed as green chromatic coordinate, to track phenological development of vegetation (Migliavacca et al., 2011; Richardson et al., 2007; Sonnentag et al., 2012).

2.2.2 Hyperspectral devices

Hyperspectral data are acquired with spectroradiometers systems. Spectroradiometers are devices designed to measure the radiation in a given wavelength interval, typically with high spectral sampling intervals (~1 to 3 nm) and with narrow band widths (<10 nm). Example of the spectral response of a spectroradiometer is reported in Figure 2.3. The incoming radiation
is usually dispersed by optical elements (i.e. gratings) at different wavelengths. Generally, a spectrometer is made by three different categories of component:

- Optical components such as lenses, mirrors, gratings and aperture slit which allow the dispersion of the radiation at different wavelength.

- Detectors (example for the visible and near infrared region is the Charge-Coupled Device, CCD) which are photosensitive elements able to accumulate electric charge proportional to the incident radiation.

- Processor designed to convert electrons into appropriate digital signal.

The specific design can vary according to technical differences in spectrometer models. Each of the optical components, the detector performances and the processor can produce differences which can affect the reliability and the repeatability of the measurements. The description of the instrument performances referred to standard references is called characterization (see chapter 3 for more detailed description of the characterization process).

Figure 2.3 Spectral response functions scan of the Ocean Optics (USA) HR4000 spectroradiometer (FWHM = 0.1 nm, Spectral sampling 0.02 nm). Measurements are performed using a double monochromator (OL 750-M-D, OPTE-E-MA Engineering GmbH) scanning at 0.5 nm. The measurements reported refer to the spectral range 560 nm – 580 nm, with an interval equal to 0.5 nm.

Spectroradiometers differ from multispectral instruments in their cost (approximately €3000 for multispectral sensors to upwards of €60,000 for a full wavelength (400 nm to 2,500 nm) hyperspectral system). Similarly, they vary from their multispectral counterparts in being more susceptible to damage (many have complex electronic components and internal moving parts), and have thus been generally considered less suitable for year-round unattended deployment in the field (with a few notable exceptions, e.g. Hilker et al., (2011), Nakaji et al., (2007), Sims et al., (2006) and Meroni et al., (2011)). Their optical configuration relies on either
23

fibre-optic cable bundle or a complex optical path comprising of mirrors, lens and beam. As a result, some of such systems are also considerably larger and heavier than their multispectral counterparts, which in some cases present a challenge to their deployment in the field. Primarily there are two field spectroscopy measurement approaches: single beam (SB), and dual beam (DB) mode (Milton et al., 2009). In SB mode a measurement is first taken of a reference standard, most commonly a Spectralon reference panel, followed as quickly as possible by a measurement of the target surface. The target measurements per wavelength interval are subsequently divided by the reference measurement per wavelength interval to calculate Relative Reflectance factors. To attempt to make these measurements simultaneously, and minimise changes in irradiance between them, DB mode may be adopted. DB mode normally requires two spectrometers and takes longer to set up in the field so its use for periodic field sampling is limited. However can be reliably made and high quality data acquired if contemporary field-derived spectrometer inter-calibration functions are determined (Anderson et al., 2006).

2.3 Potential of optical proximal sensing methods to monitor vegetation properties
A wealth of previous research has pointed to the capability of field optical measurements for providing high quality, detailed information on key vegetation parameters that could potentially be used to derive information about leaf and canopy biochemistry, vegetation stress and seasonal dynamics (Ustin et al., 2009). Optical proximal sensing techniques can offer different information if deployed at different scales. At a fine spatial scale the optical properties of individual reflecting elements such as leaves can be investigated; at a coarser spatial scale the properties of spatial assemblages of elements of the vegetation canopies can be investigated, whilst at the coarsest scale, these instruments could potentially be used to provide data for the vicarious calibration of satellite sensors that are measuring vegetation dynamics at global scales, and potentially to validate measurements made from airborne or satellite sensors (Milton et al., 2009; Morisette et al., 2002; Schaeppman et al., 2009). At field level, proximal sensed measurements can provide valuable information for monitoring phenological and physiological traits of the vegetation (Gitelson and Merzlyak, 1996; Pettorelli et al., 2005; Tucker and Sellers, 1986).

Broad band and narrowband sensors have been largely used for field level sampling of the optical properties of the vegetation and to indirectly derive biochemical and biophysical properties of the monitored vegetation (Biging and Larrieu, 2003; Haboudane et al., 2002; Sims and Gamon, 2002). Moreover, optical proximal sensed data are commonly used to calibrate and validate airborne or satellite products (Morisette et al., 2002) and to constrain process-based models of Earth’s surface and atmosphere (Milton et al., 2009) both at local and global scale.
In the next paragraphs the application of optical proximal sensing technique to retrieve information of the vegetation is described.

2.2.1 Plant biochemical and biophysical parameter estimates

2.2.1.1 Leaf Area Index
Leaf Area Index (LAI) was firstly defined by Watson (1947) as the total one-sided area of leaf tissue per unit ground surface area (i.e. m²/m²). According to this definition, LAI is a dimensionless quantity characterizing the canopy of an ecosystem. Leaf area index drives both the within- and the below-canopy microclimate, determines and controls canopy water interception, radiation extinction, water and carbon gas exchange and is, therefore, a key component of biogeochemical cycles in ecosystems (Bréda, 2003). LAI can be measured by either direct or indirect methods. Direct methods are the most accurate, but they have the disadvantage of being extremely time-consuming and as a consequence making large-scale implementation only marginally feasible (Jonckheere et al., 2004). Indirect methods use generally information of other variable to infer leaf area of the analysed canopy. Generally they are faster and useful for sampling wider areas. These techniques became more and more important and largely diffused in recent years. The most common indirect methods used for LAI estimation are briefly described below. LAI can be infer through its allometric relationship with other forest variables (Le Dantec et al., 2000) describing plant dimension (i.e. tree height, diameter-at-breast-height). In the last two decades indirect non-contact methods have been implemented and applied. These methods are based on the Beer–Lambert law to take into account the fact that the total amount of radiation intercepted by a canopy layer depends on incident irradiance, canopy structure and optical properties (Jonckheere et al., 2004). The most widely used sensors belonging to this category of measurements are ceptometers (i.e. LAI-2000) and digital cameras equipped with hemispherical optics (Mailly et al., 2013). Such techniques are affected by errors that can occur at any stage of data acquisition or analysis. Richardson et al., (2011) evaluated that the uncertainty associated with indirect LAI measurements (both with digital hemispheric cameras and ceptometers) can be about 10-20%.

Alternative methods to extract LAI values from optical remote and proximal sensing data have been successfully tested. Two main types of approaches have been developed to estimate LAI using optical spectral properties of the vegetation: i) inversions of canopy radiative transfer models (Fang, 2003; Meroni et al., 2004; Schlerf and Atzberger, 2006); and ii) empirical linear and non-linear relationships between LAI and spectral vegetation indices (Biging and Larrieu, 2003; Colombo et al., 2003; Darvishzadeh et al., 2009, 2008; Haboudane, 2004). The two approaches are quite complementary but the vegetation indices have seen a more widespread use due to their ease of computation compared to the extreme difficulty to obtain optimal parameters for radiative transfer model inversions (Viña et al., 2011). Most of the spectral vegetation indices used for LAI estimates are mathematical combinations of different spectral
bands mostly in the visible and near infrared regions of the electromagnetic spectrum. Spectral vegetation indices constitute a simple and convenient approach to extract information from remotely sensed data, due to their ease of use, which facilitates the processing and analysis of large amounts of data. In fact linear and non-linear (Figure 2.4) relationships between optical spectral vegetation indices and LAI have been found for different vegetation types and climatic conditions. However these empirical relationships depend on a number of external factors as vegetation species, site and sampling conditions, sensor characteristics, and generally are unsuitable for application to large areas or in different phenological season.

Figure 2.4 Relationships between spectral vegetation indices such as (A) NDVI, (B) EVI, (C) GARI, (D) WDRVI (E) Simple Ratio, (F) CI\textsubscript{Green}, (G) CI\textsubscript{Red-edge}, and (H) MTCI and Green LAI, for maize and soybean in irrigated and rainfed fields during the growing seasons of 2001–2004. Lines correspond to best fit functions. Reference: Viña et al., (2011).
2.2.1.2 Chlorophyll content estimation

There are various techniques to measure destructively chlorophyll content, including spectrophotometry and high performance liquid chromatography (HPLC). Spectrophotometry is the classical method of determining the quantity of chlorophyll. It involves the collection of a fairly large, mechanical rupturing of the collected cells, and extraction of the chlorophyll from the disrupted cells into the organic solvent. The extract is then analysed by either a spectrophotometric method exploiting the known optical properties of chlorophyll, or by HPLC. All these techniques are expensive and time consuming. Therefore in the last decades alternative solutions of leaf pigment content determination with in-situ non-destructive optical methods have been developed (Gitelson et al., 2003; Haboudane, 2004). In fact, research activities have focused on understanding the relationships between vegetation optical properties and photosynthetic pigments concentrations within green leaves tissues, namely: chlorophyll-a, chlorophyll-b (Haboudane et al., 2002). These pigments have specific absorption features and they typically affect leaf reflectance in the visible region. The spectral regions that are identified as the most suitable to chlorophyll effects are those around 680 nm, corresponding to absorption peak of chlorophyll-a, and 550 nm matching with the minimum chlorophyll absorption in the visible domain. These characteristics have promoted the development of various approaches, based on optical data through model inversion (Zarco-Tejada et al., 2004, 2001) or the use of empirical and semi-empirical methods, to estimate the chlorophyll content at canopy scales as depicted in Figure 2.5 (Card et al., 1988; Darvishzadeh et al., 2008; Dash and Curran, 2004; Gitelson et al., 2003, 1996; Thiemann and Kaufmann, 2000).

Figure 2.5 Left panel: Relationship between MTCI and chlorophyll content; right panel relationship between REP and chlorophyll content (based on PROSAIL model simulations with varying input parameters). Reference: Clevers and Kooistra, (2012).
As for LAI calculation the difficulty in parameterize radiative transfer model facilitates the diffusion of empirical based approach for chlorophyll content estimation. Investigations have been carried out evaluating the relationship between chlorophyll content and reflectance based vegetation indices (as individual narrow bands, band reflectance ratios and combinations). Several indices have been proposed in literature (e.g. MERIS Terrestrial Chlorophyll Index (MTCI), Red Edge Position (REP), Soil-Adjusted Vegetation Index (OSAVI), Red-edge Chlorophyll index, CI). This indices have been developed to minimize dependency of vegetation canopy reflectance owing to extraneous factors (influences of below canopy bare soil, canopy structure, amount of biomass, overlap absorption spectra of different pigments etc.) and maximizing the sensitivity to chlorophyll content (Chappelle et al., 1992; Peñuelas et al., 1995). Each index can show a different relationship with the Chl content, and especially for high Chl content the saturation effect can appear. Therefore indices with linear relationship are therefore preferred (e.g. MTCI, CI).

2.2.2 Plant phenology

Phenology is defined as “the study of the timing of recurrent biological events, the causes of their timing with regard to biotic and abiotic forces, and the interrelation among phases of the same or different species” (Lieth, 1976). Phenological studies have been performed in agriculture to document events such as plant emergence, fruiting and harvest. More recently phenology has been recognized as an important integrative method for assessing the impact of climate variability and climate change on ecosystems (Menzel, 2002; Peñuelas et al., 2009; Richardson et al., 2013). Recent global warming has had significant effects on the seasonality of ecosystems. Phenological events such as green-up, flowering and senescence offer the possibility to get information about ecosystem responses to climate and can be used in climatological and ecological models (Cleland et al., 2007; Jolly et al., 2005; Vitasse et al., 2011). Shifts in phenology can significantly affect the global carbon and water cycle. Consequently, the knowledge and understanding of these phenological processes is needed for the parameterization of models used in climate predictions (Arora and Boer, 2005; Wolkovich et al., 2012).

Traditional methods used to monitor plant phenology mainly consist of field observations and remote sensing satellite data (e.g. Busetto et al., 2010; Linderholm, 2006). However, both strategies present some limits in terms of spatial and temporal resolution. Direct phenological surveys can hardly provide continuous and quantitative information on plant phenology and do not allow the covering of wide areas (Schwartz et al., 2002). Moreover, those observations do not often refer to the phenology of a whole community but to single species, and they might be affected by observer subjectivity. While satellite products can provide invaluable synoptic phenological information, they do not allow a detailed evaluation of the variability in species responses (Ide and Oguma, 2013). Furthermore, according to the monitored site the use of
medium to coarse resolution satellite data is often challenging due to variable complex topography and habitat fragmentation (e.g. in mountainous areas).

Several studies have demonstrated the capability of optical proximal sensors provide accurate phenological information. The sensors are usually fixed above a vegetated target (e.g. forests, croplands, grasslands and peatlands) and the data are continuously acquired during the season. The optical information acquired by the instruments are usually expressed in terms of vegetation indices (e.g. Normalized difference Vegetation Index, NDVI) for radiometers or spectroradiometers or in terms of chromatics coordinates per region of interest (e.g. green chromatic coordinates, gcc) for digital camera. The indices are used as indicators of canopy development and the time series of the indices extracted can be then analysed to identify the timing of key phenological events. To minimise the effects of changing illumination conditions in the season generally normalized indices are considered. The indices time series data noise is usually reduced applying filtering strategies (Sakamoto et al., 2005; Sonnentag et al., 2012) and fitted with different functions (e.g. cubic spline or logistic function). Phenological dates are then associated to specific metrics calculated on the fitted function. As an example the beginning of the season can be defined as the date when the index curve reaches the half of the growth (Bradley et al., 2007). More recently the Bayesian multiple change point analysis has been applied in phenological studies to estimate reliably phenological events in the growing season, especially when handling low quality digital camera data (Henneken et al., 2013). Example of metrics extraction based on the last Bayesian method is reported in Figure 2.6.

![Figure 2.6 Bayesian change point models of green% of aspen in spring 2006 and 2007. The heavy continuous curve is the expectation value, the shaded band the ±1σ uncertainty of this estimate. Dashed vertical line shows spring value based on the sigmoidal logistic fit, dashed line, dotted lines show the beginning of the season and maturity dates. Reference: Henneken et al., (2013.)](image)

Digital cameras have been demonstrated to be excellent tools for observing the greenness and leaf status of vegetation stands (Ahrends et al., 2008; Richardson et al., 2007). Data from these cameras are useful for investigating effects of weather events (Ide and Oguma, 2013), and can,
depending on how they are mounted, be used for observing different parts of the forest stand (Alberton et al., 2014; Mizunuma et al., 2013). However, there is a lack of common standards for phenology cameras. Absolute calibration of the recorded data is rarely done, and signal and spectral drifts are problems that are difficult to quantify (Hufkens, 2012; Ide, 2010). Cameras and radiometric sensors should be viewed as complementary tools for monitoring the phenology of vegetation stands (Eklundh et al., 2011).

2.2.3 Plant physiology via fluorescence and optical indices

Plant physiology is defined as the study of plant functions, referred to growth dynamics, metabolism and reproductive processes (Taiz and Zeiger, 2010). Photosynthesis is the physiological process by which plants synthesize complex molecules as carbohydrates and produce oxygen ($O_2$), starting from simple molecules as carbon dioxide ($CO_2$) and water and using light as source of energy. The light-dependent reactions are the first stage of photosynthesis and involve photosynthetic pigments, chlorophylls and carotenoids to capture and store energy from sunlight. During this process, light energy is converted into chemical energy, in the form of molecules of ATP and NADPH and water is oxidized with production of $O_2$.

In higher plants, light-dependent reactions (which use the so called Photosynthetically Active Radiation, PAR, approximately between 400 and 700 nm.) take place on the internal membranes (thylakoid) inside the photosynthetic organelles, the chloroplasts, where specialized molecular complexes (photosystems) catalyse the light-dependent reactions through a series of redox reactions, called on the whole, electron transport chain. On a daily as well as seasonal basis most plants receive more sunlight than they can actually use for photosynthesis. Under these circumstances, regulation of light harvesting is necessary to balance the absorption and utilization of light energy, thereby minimizing the potential for photo-oxidative damage (Muller, 2001). In fact over-reduction and over-oxidation of the electron transport carriers prevents the smooth running of photosynthesis, necessitating of mechanism that regulate cellular redox potential (Flexas et al., 2012). Typically two dissipative pathways have been described to dissipate the exceeding energy: Non-Photochemical Quenching (NPQ) and Chlorophyll fluorescence.

Although the exact mechanisms of NPQ are not completely understood, NPQ is generally divided into at least three different components according to their relaxation kinetics in darkness following a period of illumination, as well as their response to different inhibitors (Horton and Hague, 1988). The major and most rapid component is the pH- or energy dependent component, $qE$. A second component, $qT$, relaxes within minutes and is more important in algae, but rather negligible in most plants during exposure to excess light. The third component of NPQ shows the slowest relaxation and is the least defined. It is related to photo-inhibition of photosynthesis and is therefore called $qI$. Absorption of sunlight that exceeds a plant’s capacity
for CO₂ fixation results in a build-up of the thylakoid ∆pH that is generated by photosynthetic electron transport. The decrease in pH within the thylakoid lumen is an immediate signal of excessive light that triggers the feedback regulation of light harvesting by qE. A decrease in lumen pH induces qE through protonation of Photosystem II proteins and activation of xanthophyll synthesis via a xanthophyll cycle. The latter involves the conversion of the violaxanthin carotenoid, a xanthophyll with two epoxide groups, first to antheraxanthin and then to zeaxanthin (no epoxide group). Laboratory studies have identified an absorbance feature at 505 nm (Bilger et al., 1989) and a reflectance feature at 531 nm (Gamon et al., 1990) associated with the conversion of violaxanthin to zeaxanthin.

Beside the NPQ the second pathway of energy dissipation is operated by the chlorophyll pigments as fluorescence, the emission of light at a longer wavelength than ones for excitation. Fluorescence is emitted by Chlorophyll a of both Photosystem (PS) I and II, protein-pigment complexes involved in the first stages of photosynthesis. It’s a radiative deactivation process (Photochemical quenching, qP) and competes with NPQ for the dissipation of exceeding light energy. The fluorescence emission spectrum exhibits two peaks in the red and near infrared regions, with maxima around 690 nm and 740 nm (Buschmann, 2007; Lichtenthaler et al., 1986). The first peak has been attributed primarily to Chls associated with PS II, whereas the second has been attributed to antenna Chls of both PSs II and I (Agati et al., 2000; Bose, 1982; Pfündel, 1998).

In particular the intensity of Chlorophyll fluorescence is mainly affected by the redox state of the electron carrier QA, a plastoquinone that undergoes a one-electron photo-reduction in the PSII (Franck et al., 2002).

The physiological processes previously described occur on a short-term by altering or rearranging the pigments within the leaves without determining any detectable changes in reflectance regions (Red and Near Infrared regions) traditionally used for the calculation of vegetation indices related to green biomass (such as the NDVI). New generation of remote/proximal techniques offers the possibility to monitor these dissipation pathways of vegetation (Meroni et al., 2008). In fact photochemical reflectance index (PRI) and the emission of chlorophyll fluorescence have been used for a number of years to assess photosynthetic efficiency at the leaf level (Gamon et al., 1992; Porcar-Castell et al., 2012). Recent technological advances now make it possible to estimate PRI and the emission of sun induced fluorescence (SIF) at canopy level (Drolet et al., 2014; Frankenberg et al., 2012; Meroni et al., 2010; Panigada et al., 2014; Rossini et al., 2014, 2012, 2010). Both PRI and SIF can be monitored by using multispectral narrow band radiometers or spectroradiometers.

PRI is based on the reflectance change due to the conversion of violaxanthin to zeaxanthin occurring during the xanthophyll cycle at 531 nm (Figure 2.7), and it is shown to be inversely related to NPQ (Filella et al., 2009; Penuelas et al., 1997). It is typically calculated as [\(R_{531}-R_{570}\)]/[\(R_{531}+R_{570}\)], where R indicates reflectance and numbers indicate wavelength nanometers at the center of the bands. The 531 reflectance bands is affected by chlorophyll
and carotenoids absorption while R_{570} only refer to chlorophyll. Consequently, it can serve as an index of relative chlorophyll/carotenoid ratio (Stylinski et al., 2002). Together, these responses to de-epoxidation state of the xanthophyll cycle and to chlorophyll/carotenoid ratios ensure that PRI scales with photosynthetic efficiency across a wide range of conditions, species and functional types (Garbulsky et al., 2011).

Figure 2.7. Left panel: The xanthophyll cycle. Excessive absorbed PAR causes the deepoxidation of violaxanthin to zeaxanthin via antheraxanthin, and this process is reversed under limiting PAR. The difference spectrum associated with these pigment conversions results in a detectable “signal” near 531 nm in the reflectance spectra of intact leaves and canopies. Right panel: A) Reflectance spectra from a control sunflower canopy upon sudden removal of shade at midday. B) Delta reflectance (reflectance at time n minus reflectance at time zero) following shade removal. Reference: Gamon et al., (1992).

On the contrary SIF adds a weak signal to reflected solar radiation (1–5% of the reflected radiation in the near). Zarco-Tejada et al. (2000) first recognized the effect of fluorescence on reflectance and demonstrated that it is possible to detect the SIF signal using hyperspectral reflectance measurements. The SIF signal can be detected passively exploiting regions of the atmospheric spectrum where the incident irradiance is strongly reduced due to absorption in the Earth’s atmosphere or in the solar atmosphere. In the visible and near-infrared, the solar spectrum at ground level exhibits three main “Fraunhofer” features which have been exploited for SIF estimation: Ha due to hydrogen (H) absorption in the solar atmosphere (centered at 656.4 nm) and two telluric oxygen (O_2) absorption bands in the Earth atmosphere, O_2-B (687.0 nm) and O_2-A (760.4 nm). The O_2 absorption bands were used more extensively than the H feature because, when observed with typical resolutions from a tenth of a nanometer to a few nanometers they appear wider and deeper. Moreover, they are spectrally closer to the peaks of the fluorescence emission spectrum positioned at about 690 and 740 nm thus making the contribution of fluorescence to the overall upwelling signal more significant. Example of solar irradiance, reflected radiance and target reflectance are depicted in Figure 2.8. The Figure refers to the O_2-A absorption band that is exploited to decouple the fluorescence signal from the reflected radiance. The peak in the reflectance (black line) is due to the fluorescence emission when the target radiance is normalized by the solar irradiance.
Figure 2.8: Apparent reflectance (black curve) at the O₂-A band calculated from incident and upwelling radiances (red and green curves, respectively) over a white clover canopy. Measurements collected by a spectroradiometer characterized by a FWHM of 0.13 nm. Reference: Meroni et al. (2009).

An exhaustive review of the methods applied in the SIF estimates is reported in (Meroni et al., 2009). Overall methods used to quantify SIF are divided into two major categories: radiance-based and reflectance-based approaches. The former makes use of radiance measurements (in physical units or instrument counts) and exploits the Fraunhofer line to decouple SIF from the reflected flux. The latter operates with spectral reflectance and does not necessarily require correspondence to a Fraunhofer line. While the radiance-based approach is able to estimate SIF, either in physical or auxiliary units, the reflectance-based approach provides spectral indices which are related to the effect of SIF on reflectance. Radiance-based approaches allow fluorescence estimation in physical units (i.e., radiance units) if the data are radiometrically calibrated. They exploit the narrow absorption feature of a Fraunhofer line and thus make use of high spectral resolution data. Some methods proposed in the literature require 2–3 spectral channels near the investigated absorption line (i.e., FLD, Fraunhofer Line Depth; 3FLD, 3 bands FLD; cFLD, corrected FLD) while some other require a set of contiguous channels covering the whole spectral range of interest, a characteristic of hyperspectral data (iFLD, improved FLD; eFLD, extended FLD; SFM, Spectral Fitting Method).
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Part 1 - Instrument characterization and evaluation of measurement uncertainties
Optical systems measuring vegetation: source of uncertainties and protocol standard definition

This study was conducted in the context of COST Action, ES0903 (EUROSPEC). The growing interest on optical proximal sensing measurements is highlighted by recently developed global networks such as Phenocam and Specnet. However, the different instruments and the acquisition strategies used within these communities need to be standardized in order to obtain high quality, reliable and comparable data across sites. This chapter and the objective of this part are devoted to the characterization of uncertainty sources of the measurements and to the definition of field of protocol standards. In particular, the characterization procedures here presented refer to hyperspectral instruments commonly used in field spectroscopy. Hyperspectral data acquired by spectroradiometers can readily be transformed into bands equivalent to those of multispectral sensor bands. Hyperspectral data offer considerable advantages over multispectral data, albeit with additional complexity of acquisition and analysis. For these reasons hyperspectral sensors are described more in details in the following paragraph. The main instrumental uncertainty sources (i.e. detector nonlinearity response, signal to noise ratio, radiometric and spectral calibration etc.) have been considered and characterized mainly in laboratory conditions for a large set of spectroradiometers. The laboratory instrument characterization is a complex but fundamental practice to determine and reduce eventual biases of the measurement due to instrumental artefact. In addition the importance of a proper system’s setup (i.e. specific angular view), the selection of the proper site and the definition of a common data processing strategy is underlined. Finally, a common protocol standard covering the instrumental characterization, the system set-up and the data acquisition and processing chain is presented.
3.1 Introduction

Remote sensing provides a means of acquiring spatially explicit data that can be used to integrate measurements commonly punctually taken such as carbon fluxes at the ecosystem level (i.e. Eddy covariance technique). Global networks of continuous measurements of vegetation optical properties such as Specnet (http://specnet.info, Gamon et al., 2014, 2006) and Phenocam (http://phenocam.sr.unh.edu, Richardson et al., 2007; Sonnentag et al., 2012) have been promoted in the last decade. These networks aimed at better characterize the role of terrestrial ecosystems in the global carbon cycle process using proximal sensed data. However, to realize reliable proximal sensing networks, standardized and inter-comparable optical measurements across study sites are needed. Here, one of the specific objectives is to determine a guideline of the optical measurement sampling strategies which should be used to minimize the measurements uncertainty of the collected data. In fact, current measurements are performed with instruments that have variable design (e.g. imaging vs non-imaging system, broadband vs hyperspectral; single beam vs dual beam), performance (e.g. different degrees of non-linearity in response, different signal-to-noise, different cosine receptors material and design), measurement geometry (e.g. hemispherical vs conical and their combinations, different fields-of-view (FOV)), installation geometry (e.g. nadir or off-nadir; height of sensor), and that are run under variable calibration schemes (e.g. regularly calibrated by manufacturer, calibrated in situ, not regularly calibrated). Hence there is a need to understand the instruments and methods being used and develop standardized procedures for optical sampling within the carbon flux research community. Generally VIs related to greenness track evident changes in the optical properties of the vegetation strictly related to the phenological cycle, such as spring leaf emergence and autumn senescence. These VIs can be measured using multi-band broadband sensors. Thus given their lower costs and easier field installation and maintenance compared to hyperspectral systems, they are considered as suitable tools for long-term phenological analysis. However when more dynamic processes related to variations in plant photosynthetic efficiency have to be monitored, hyperspectral or narrowband multispectral systems are needed. Variations in plant physiology can be detected using faint optical signals such as PRI and sun-induced chlorophyll fluorescence. Thus their accurate retrieval need a proper characterization and calibration of the systems used to estimate them.

The definition of protocol standards is a fundamental practice for all kinds of networks. Hufkens (2012) and Ide (2010) have underlined the need of standardized technical protocol to reduce measurements errors due to technical limitations of the devices (such as temperature disturbance and channel color drift in the time) in networks which make use of digital camera. Nonetheless this chapter want to focus on the characterization of the possible source of uncertainties related only to hyperspectral measurements. Hyperspectral measurements provide in fact the possibility to exploit a wider range of indices which can be used for vegetation monitoring purposes (both related to phenology and physiology analysis). The chapter is hence
dedicated to define the source of uncertainties in filed spectroscopy measurements and the
definition of necessary guidelines which should be taken into account to reduce artificial errors
in the measurements both due to acquisition methodology and technical instrumental aspects.
3.2 Field spectroscopy: sources of measurement uncertainties

Field spectroscopy aims to measure the reflected or emitted radiance or the reflectance factor of natural surfaces under natural illumination conditions. According to Nicodemus et al. (1977) the reflectance factor is defined as “the ratio of the radiant flux actually reflected by a sample surface to that which would be reflected into the same reflected-beam geometry by an ideal (lossless) perfectly diffuse (Lambertian) standard surface irradiated in exactly the same way as the sample”. However natural surfaces measured with field spectrometers do not have a lambertian behaviour in irradiating the incoming solar radiation. The anisotropy of the reflected radiation field over natural surfaces may be described by the bidirectional reflectance distribution function (BRDF) equations representing how the reflectance of a surface varies with the solar-view geometry (Giardino and Brivio, 2003). In the case of vegetation monitoring reflection, absorption and transmission of sunlight depend on canopy structure, foliar chemistry and distribution and solar zenith angle (Balzarolo et al., 2011). The measurements acquired by field spectrometers can be generally described, according to the optics used, as hemispherical-conical reflectance factors (HCRF) or bi-hemispherical reflectance (BHR) (Milton et al., 2009) according to the terminology proposed by Schaepman-Strub et al., (2006). Therefore real measurements of irradiance and radiance over finite solid angles can only ever provide an average estimate of the true BRDF (Milton et al., 2009). Several studies have been published to analyze the anisotropy of different natural surfaces (Dumont et al., 2010; Giardino and Brivio, 2003; Kriebel, 1978; Painter, 2004; Painter et al., 2003) but the complex BRDF measurements rarely can be evaluated directly in the field to compensate the effect in the measurement (Balzarolo et al., 2011; Hilker et al., 2010). Anisotropy of the natural surfaces and instrumental characteristics cause uncertainties of the measurements which make difficult reliable and repeatable comparison of the measured values. While instrumental laboratory calibrations are suitable techniques in order to obtain reliable spectroscopy measurements the spectroscopy applied in the field is necessarily biased by external factors, first of all bidirectional effects. Therefore to get repeatable measurements of a natural target (such as vegetation ecosystems) standard protocols are often the best solution to reduce the uncertainties of the measurements (i.e. indication on the geometrical acquisition view, on the preferable solar zenith angles to consider in the acquisition, etc.). An effort to produce reliable and repeatable measurements has been done in the last years from the scientific community both in characterizing the instrument performances and in defining common protocol of setup, acquisition and data processing of field spectrometer measurements.

3.3 Measurement uncertainties characterization

The following paragraphs are dedicated to the characterization procedures of instrumental uncertainty sources of portable spectrometers such as:

- Temperature dependency;
- Dark current variability;
- Signal to noise ratio;
- Non linearity detector response;
- Wavelength validation and calibration;
- Radiometric calibration;
- Field of view response;
- Reference standard performance;

Figures reported in this chapter refer to laboratory measurements acquired at the Natural Environment Research Council (NERC) Field Spectroscopy Facility (FSF), University of Edinburgh. The models and characteristics of the used are reported in Table 3.1.

<table>
<thead>
<tr>
<th>Type</th>
<th>Company</th>
<th>Spectral range(nm)</th>
<th>Sampling interval(nm)</th>
<th>FWHM(nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HR4000</td>
<td>Ocean Optics</td>
<td>350-1050</td>
<td>0.25</td>
<td>1</td>
</tr>
<tr>
<td>HR4000</td>
<td>Ocean Optics</td>
<td>700-800</td>
<td>0.02</td>
<td>0.1</td>
</tr>
<tr>
<td>QE65000</td>
<td>Ocean Optics</td>
<td>348-1148</td>
<td>0.81</td>
<td>2</td>
</tr>
<tr>
<td>QE65000</td>
<td>Ocean Optics</td>
<td>725-800</td>
<td>0.06</td>
<td>0.3</td>
</tr>
<tr>
<td>QE65000</td>
<td>Ocean Optics</td>
<td>656-743</td>
<td>0.06</td>
<td>0.3</td>
</tr>
<tr>
<td>STS</td>
<td>Ocean Optics</td>
<td>337-824</td>
<td>0.45</td>
<td>2.5</td>
</tr>
<tr>
<td>Unispec</td>
<td>Unispec</td>
<td>301-1121</td>
<td>3.38</td>
<td>10</td>
</tr>
<tr>
<td>USB2000</td>
<td>Ocean Optics</td>
<td>339-1022</td>
<td>0.38</td>
<td>2</td>
</tr>
<tr>
<td>USB2000+</td>
<td>Ocean Optics</td>
<td>339-1024</td>
<td>0.38</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 3.1. Instruments used during the STSM for the laboratory characterization. The characteristics declared by the manufacture here reported are: the company, the sampling interval, the spectral range and the spectral resolution expressed ad Full Width at Half Maximum (FWHM).

### 3.3.1 Temperature dependency

Temperature can affect differently the components of the spectroradiometer, such as gratings and detectors. Effects of the temperature dependency can produce an offset of the dark current, which is modulated by temperature (Kantzaz et al., 2009). Temperature variations can also affect the spectral response of the device, detectable as a change in the full width at half maximum and channel positions of the spectrometer. While in laboratory condition temperature can be maintain stable, in field condition the temperature effect is one of the major sources of uncertainty in the measurements (Schaepman and Dangel, 2000). The effect is especially evident during the warming up phase of the instrument that can last differently according to the devices. The temperature characterization can be done by varying temperature of the spectrometers and evaluating its response in the spectrum. The best practice to avoid
unpredictable effect of the temperature on the measurements consists in operating the instrument in thermo-regulated stable condition. Nevertheless field conditions have often limitations in the power supply of cooling systems. In these cases measurements of the temperature changes during the acquisition process can be used to model in a proper way the effect, once the temperature effect has been previously characterized in laboratory.

3.3.2 Dark current

The dark current (DC) is the measurement acquired when no input signal reaches the entrance of the spectrometer. In this study it has been measured by closing the aperture of the spectrometer using shutters or dark channels of optical switcher. The dark current is due both to radiometric and electronic effects and it is proportional to the integration time of the measurement (Figure 3.1)

![Figure 3.1. Dark current spectra of an HR4000 spectrometer (Ocean Optics) collected at different integration times. Spectral dependency can be noticed observing the shape of the dark spectrum.](image)

Figure 3.1 reports dark current signal in digital counts collected with the HR4000 spectroradiometer at different integration time. It can be noticed the direct dependency of the signal on the integration time. In fact the signal increases for higher integration time. Moreover, spectral patterns can be noticed in the dark spectrum as the deflection recorded at around 745 nm, the high spikes at 773 nm or the bump at 790. Generally, the DC spectral dependency can vary accordingly to the spectrometer model and has to be taken into account to compensate the effect in the final measurement simply by subtracting the dark spectra to the measurement collected. It can occur that spectrometers have optically black pixels at the edges of the CCD detector (i.e. most of the models produced by Ocean Optics, Inc.). According to the suggestion of the manufacturer the values of these pixels can be used as an average value to be
subtracted instead of the dark spectrum. Nevertheless in this case the spectral dependency of the dark signal is not considered or compensated and errors can be introduced in the measurement.

### 3.3.3 Signal to noise ratio

The measurement acquired using a spectrometer is given by the sum of the signal and the instrumental noise. The noise of a measurement is mainly produced by the electronic components and the processing of the signal acquired by the detector. Higher is the signal compared to the instrumental noise and higher is the information carried by the measurement. Therefore instruments with high signal to noise ratio (SNR) can provide a more informative signal. SNR has been characterized in the laboratory according to the methodology proposed by Schaepman and Dangel (2000) using the following equation:

\[
\text{SNR} = \frac{S}{N} = \frac{R_{DN,\text{total}} - R_{DN,\text{dark}}}{\sqrt{\sigma^2(R_{DN,\text{total}}) + \sigma^2(R_{DN,\text{dark}})}}
\]  

[3.1]

where \(R_{DN,\text{total}}\) is the total measured signal and \(R_{DN,\text{dark}}\) the dark current, DN means digital number, and \(\sigma^2\) is the standard deviation. The total signal refers to the average of repeated measurements of a stable reference lamp. Usually the manufacturer reports a SNR value as an average of the spectral SNR obtained optimizing the signal in the higher part of the dynamic range of the instrument, where the SNR is maximized. Obviously the SNR decreases when the signal is optimized to lower values, therefore measurements acquired with a low optimization are expected to be more affected by the noise. The comparison of different instruments in terms of SNR is reported in Figure 3.2.
Figure 3.2: Spectral signal to noise ratio of five portable spectrometers from Ocean Optics. All the measurements have been collected optimizing the signal at the 80% of the dynamic range.

In Figure 3.2 the SNR of five spectrometers is compared. It can be generally noticed that the two HR4000 have the lower SNR (green and orange lines in Figure). On the contrary, STS and QEs spectrometers show higher values. The SNR wavelength dependency can be extremely high. In fact in the edge of the spectral range covered by an instrument the SNR can decrease also up to 300 times compared to the central and general more sensitive part of the detector. This is especially true for instruments covering the full range (visible and near infrared region), in Figure depicted in blue, black and green lines.

3.3.4 Non linearity

The relationship between the amount of light received by the detector and the photocurrent it produces is generally desirable to be linear. However, the detector response can be affected by factors related to both the electronics and/or the detector elements themselves (Baranows, 2008). Normally, this implies a nonlinear response of the detector to the light intensity. Generally, the nonlinear response is higher in the high part of the dynamic range where the anti-blooming structures start draining part of the charge before saturation (Pacheco-Labrador et al., 2014) and in the lower part where the signal is mostly affected by the instrumental noise. To reduce the effect of the nonlinearity response in the measurements two possible approaches can be used: i) to optimize the signal in the expected linear part of the detector, ii) to characterize the instrument non linearity correcting the signal in the post-processing phase. In both cases the characterization of the instrument performance is important both to define the dynamic range.
to be used and to define a correction factor for the measurements. Several methods have been proposed to determine the nonlinear response of a device (Kostkowski, 1997; Zalewski, 1994). A straightforward method to determine the nonlinearity response of a detector is to collect measurements at different level of illumination (typically using a stable reference lamp) keeping fix the integration time (the reverse is also possible, keeping fixed the light source and measuring at different integration times). After the dark current subtraction the response of each channel can be computed normalizing each spectrum (in Digital Number) by the luminance level used (usually expressed as footlambert, fL) and then by the highest normalized value of each spectrum.

\[
\text{Response} = \frac{R_{\text{DN, total}} - R_{\text{DN, dark}}}{\max\left(\frac{R_{\text{DN, total}} - R_{\text{DN, dark}}}{fL}\right)}
\]  

[3.2]

where \( R_{\text{DN}} \) is the measured signal either the dark current or the total signal, DN means digital number, fL represents the light source intensity (Footlambert).

The response has been calculated over a randomly selected subset of pixels of the detector, assuming homogeneity of the response along the detector array. A fitted polynomial (generally 7th order) is then applied to derive the correction factor used for correcting the measurement.

The nonlinearity effect of the STS spectrometer is reported in Figure 3.3A.Hoffman radiance standard was used for the characterization of the non-linearity. Keeping constant the integration time ten consecutive measurements with different luminance levels were taken, from 1000 up to 100 fL with a 100 fL step.

![Figure 3.3](image-url)

**Figure 3.3.** Example of the non linear response of the five spectroradiometers. A) OO- HR4000 and OO- STS; B) OO-QE65000 covering different spectral range.

Figure 3.3 reports the non-linear response of five spectroradiometers. Left panel refers to noisier spectroradiometers (OO-STS and OO-HR4000) while the right panel depicts the non-linear responses of three OO-QE65000 covering different spectral range. The response has been calculated following the formula 3.2, considering the central portion of the spectral range (100
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pixels because less noisy than the edges. Finally, a 7th order polynomial has been fitted to the clouds of obtained points. It can be noticed that the noisier detectors provided more spread values and the polynomial fitting seems to be influenced by low spread values. On the contrary, the spectrometer responses reported in the right panel are less scattered and a more reliable fitting can be obtained. Therefore this correction method can be applied when the stability of the device used is strong enough otherwise an additional method dependent uncertainty can be introduced. Overall, the dynamic range portion more affected by nonlinearity effect is located at low and high values (lower than 20% or higher than 70-80%). Moreover, in the cases examined the nonlinearity effect is affecting the measurements with an error lower than 3%. The nonlinear effect is detector dependent and even if the related error can be low in absolute values, the impact on optical measurements can differ according to the objective of the measurements taken (Pacheco-Labrador and Martin 2014).

3.3.5 Wavelength validation and calibration

The spectral resolution of a spectrometer is defined according to the full width at half maximum (FWHM) of the response function of the system analysed (Schaepman and Dangel, 2000). On the contrary, the peak of the response function represents the center wavelength. Finally the spectral sampling refers to the distance (in wavelength units) between two adjacent points sampled in the spectrum. Each instrument has been characterized defining these three terms. To characterize the wavelengths position and the spectral resolution wavelength standards are needed. In laboratory a commonly used technique to spectrally calibrate the spectroradiometers consists in using lamp with known atomic emission lines (i.e. Pencil Style Calibration Lamps, Forter Tech). According to the spectral range covered by the spectrometers different atomic emission lines, such as Mercury, Krypton or Argon, can be used. In Figure 3.4 the wavelength response of five spectrometers (same used for Figure 3.3.) is reported. The emission lines produced by Krypton gas lamp in the 765-775 nm spectral range are detected in a different way by the five spectrometers. In fact only the spectrometers with a spectral resolution lower than 1 nm (HR4000 NIR, and QE65000 NIR) are able to clearly separate the two emission peaks centered a 768.3 and 769.6 respectively. On the contrary, the others spectrometer with higher spectral resolution just detect a singular peak. The use of lamp with fixed and known atomic emission lines allowed the determination of the spectral shift of the instrument analysed. In fact in Figure 3.4 a shift in the peak of the can be quantified and therefore corrected to calibrate the system.
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Figure 3.4 Krypton emission lines measured looking at the wavelength calibration lamp. The colors refer to different spectrometers used. Spectrometer with higher spectral resolution detect the two emission peaks. The lower resolved spectrometers detect a unique peak around 769 nm. The spectral shift is also visible considering the center wavelength corresponding to the peak of each response.

Each atomic emission line has been characterized to model a response function usually approximated to a Gaussian. The fitted Gaussian function will give the spectral resolution in terms of FWHM and spectral shift for all the singular points of the spectrum where the atomic light is measured. The information derived by the variability of the spectral shift across the spectrum can be used to model the spectral shift and to correct it. Different approaches have been suggested to model the spectral shift across the spectrum (Xiong et al., 2014) each varying the model explaining this variation (usually polynomial functions). The accuracy of the calibration and the quality of the fitting strongly depend on the goodness of the characterization process such as the number of the sampled emission lines.

Beside laboratory spectral characterization and calibration several approaches have been proposed to determine instrumental spectral shift and FWHM from data measured in the field (Gao et al., 2004; Green et al., 2003; Guanter et al., 2006; Meroni et al., 2010). All these methods are based on the comparison between measured and modeled solar radiance spectra. In Figure 3.5 an example of the spectral characteristics of the instrument is reported. In this study the spectral shift and the FWHM determination have been estimated by comparing specific atmospheric absorption features present in the compared spectra using the SpecCal software (Busetto et al., 2011).
Figure 3.5. Example of spectral characterization made using SpecCal software. Plots showing the results of the Spectral Calibration process at the O2-B absorption window for an HR4000 field spectrometer. In the graph the comparison between the measured spectra, the MODTRAN4 spectra resampled to nominal SS and FWHM (blue dashed lines), and the MODTRAN4 spectra resampled to SSCal and FWHMCal.

The accuracy of the spectral characterization using these techniques is directly related to the number of the absorption features existing within the spectral range measured by the spectrometer used. Nevertheless the in situ calibration offers the great advantage of using the collected measurements to characterize the system without moving it to laboratory facilities.

3.3.5 Radiometric calibration

The radiometric calibration consists in the determination of the spectral coefficients needed to convert the digital counts recorded by the spectrometer in physical units [radiance $W*m^{-2}*sr^{-1}*nm^{-1}$]. To determine the coefficient values a reference standard is needed. In laboratory the absolute radiance standards consist of stable and calibrated lamp source (i.e. tungsten halogen lamp, deuterium lamps or argon lamps). The radiance emitted by the source has been accurately determined and continuously checked in the time to assess the stability of the source. To get reliable measurements of the radiance standard avoiding directional and positional effects due to measurement setup the lamp source was coupled by integrating spheres which reduce directional effects. Repeated measurements of the light source recorded by the device have been used to determine the coefficients of calibration according to the following formula (Schaepman and Dangel, 2000).

$$g(\lambda) = \frac{L(\lambda)}{R_{DN}(\lambda)_{total} - R_{DN}(\lambda)_{dark}}$$  \[3.3\]

$g$ represents the wavelength dependent calibration gains, $L$ is the calibrated at sensor radiance; $R_{DN}$ is the measured signal either the dark current or the total signal normalized for the integration time used in the measurement.

Examples of calibration coefficients referred to four different spectroradiometers obtained using the Hoffman Engineering LS-65-8Dsource are reported in Figure 3.6. As depicted the coefficients
are different according to the different instrument used. In general the spectral shape and the intensity values depend on the sensitivity of the detector used. As noticeable from the Figure the spectral coefficient are smoothed, this is important in order to avoid including in the radiometric calibration process the instrumental noise.

![Figure 3.6. Radiometric coefficients of different spectrometers are depicted in different colors. The different spectral range is varying according to the spectral range of the device](image)

When field spectrometers are installed in the field the accuracy of laboratory calibration can deteriorate in the time. Therefore, accurate periodically characterization/calibration of spectrometric systems in the time is needed in order to continuously deliver high quality spectral data. Periodic laboratory radiometric calibration is time consuming and the spectrometers need to be displaced from the monitoring site. Thus methodologies for in situ calibration have been developed in order to reach these purposes (Cogliati et. al 2014, submitted to RSE). In situ radiometric cross-calibration measurements are recorded collecting simultaneously and at the same place the solar radiance using the spectrometer that need to be calibrated and a reference calibrated spectrometer. It is important that during the operation reference standards (both panel and cosine receptor) are horizontally placed and checked with the level with a precision better than 0.5°. The coefficient factors calculated comparing reference radiance values with digital counts recorded by the spectrometer that need to be calibrated employing the following equation:

\[ L_s(\lambda) = \frac{R_{DN}(\lambda)_{\text{total}} - R_{DN}(\lambda)_{\text{dark}}}{IT} g(\lambda) \]  

Where \( R_{DN} \) is the measured signal either the dark current or the total signal in digital numbers, \( IT \) is the integration time used for each measurements, and \( g(\lambda) \) is the spectral gains factor.
This approach allows to periodically check the radiometric calibration coefficients of an instrument without bringing the spectrometers to calibration facilities. Example of calibration gains calculated in the field and cross comparison check is reported in Figure 3.7. In the left panel of the Figure the spectral radiometric coefficient of the HR4000 NIR spectrometer are reported. The deepest atmospheric absorption features (i.e. O2-A band, centered at 760 nm) have to be removed in the calibration operation in order to avoid influences on the calibration gains due to atmospheric changes occurring during the calibration process. Consequently, a gap-filling of the missing values has to be performed. In the case reported in Figure a spline function was used (green line). The plot of the average incoming radiance detected with the HR4000 NIR and ASD FieldSpec PRO (reference in the comparison) is reported in the right panel. The agreement between the two measurements attests the goodness of the calibration process. The spectrum collected with the HR4000 (red in Figure) appears to be more noise affected. This is due to both to the lower SNR and to the higher spectral resolution which allow detecting narrow absorption feature in the solar irradiance.

The field of view (FOV) of the fore optic of the spectroradiometer defines the area from which the radiance is recorded. The FOV is normally defined as a solid angle through which light incident on the fore optic enters into the spectroradiometer (Mac Arthur et al., 2007). The FOV is determined by the combination of fore optic lens, the distance of the spectroradiometer fore
optic from the target surface and the view angle of the measurement. The FOV response is generally considered as Gaussian and the spectrometer manufacturer company only specifies a nominal solid angular value as the FOV of the fore optics (Mac Arthur et al., 2012). Nevertheless, optical components of the devices can cause in-filling due to regions outside the main area which can significantly change the expected FOV shape. A characterization of the FOV response is therefore useful to determine the area of the target surface that the instrument is effectively measuring at a specific distance (Zhao et al., 2015). To characterize the FOV response, specific laboratory instruments need to be used. In particular the FOV responses depicted in Figure 3.8 have been characterized following the approach described in Mac Arthur et al., (2012). The Figure depicts the sensitivity of the detector at a specified wavelength in the space.

Figure 3.8. Field of View responses of different spectrometers associated to different singlecore fiber optics. The nominal declared FOV is 25°. Nevertheless the assumed Gaussian shape of the response is not always properly described. D panel reports the Unispec system FOV response which has been found to be equal to 40°.

The nominal solid angle of the spectrometers characterized and reported in the previous Figure is declared to be 25° by the manufacturer. However the characterization results showed that the effective FOV, which cannot be always assumed to be gaussian, in some cases can be even the double of the expected. The FOV characterization can be extremely significant in explaining the measurement value, when the instrument is pointing to heterogeneous targets where the signal reaching the spectrometer fore optic refers to mixed area.

### 3.3.7 Reference standards

The solar incoming irradiance ($E_{\text{tot}}$) measurement in field spectroscopy is commonly made using reference standards. The main characteristic of the reference standards is the highly lambertian behaviour which allows to measure $E_{\text{tot}}$ with a certain degree of uncertainty at different solar
zenith angles (SZA) (Milton et al., 2009). Examples of reference standard materials are magnesium carbonate, chalk, magnesium oxide, barium sulphate and polytetrafluoroethylene (PTFE) (Guzman et al., 1991; Springsteen, 1999). Measurements of $E_{\text{tot}}$ are commonly taken using a reference panel or a cosine corrected receptors (Balzarolo et al., 2011; Milton et al., 2009). In the first case the measurements are acquired collecting the upwelling radiance reflected by panels with high and constant reflectivity across the spectrum (e.g. Spectralon white panels, Labsphere, Inc.). In the second case the reference measurement is acquired by pointing the spectrometer (or its fore optic) looking upward and measuring the transmitted radiance of the.

To obtain a reliable measurement of the reference both panels and cosine diffusers need to be characterized in order to determine the transmittance or the reflectance factor and to compensate these effects in the measurements. In particular, the field reference (both reflectance and transmittance) has been characterized in laboratory to evaluate the wavelength angular response of the reference used in the field. The angular response of the panels or of the cosine receptors can be determined mounting the reference standard on an optical table allowing to control its angular position with respect to a fixed light source (Carmagnola et al., 2013). This measurement setup allowed to evaluate the angular response deviation from an ideal cosine response and to quantify the impact of this deviation on the measured fluxes (Figure 3.9). Particular attention to the effect of the different angular response of the reference standards is reported in chapter 4.

![Angular response of 8 cosine receptors commonly used in the field.](image)

**Figure 3.9.** Angular response of 8 cosine receptors commonly used in the field. The response has been measured using a goniometer fixed to an optical table and varying the light source position in respect to the cosine receptor.

Therefore, the evaluation of the angular dependency of the references determines the reliability of the measurement at different angles (in the field SZA). However to compensate the measurement for the angular dependency the exact diffuse and the direct radiation components at the time of the measurement need to be known and taken into account to
apply the correction. Nevertheless, the angular dependency can be considered in defining
acquisition protocols for reducing such effects in the acquired measurements.

3.4 Summary and recommendation
Uncertainties of the spectral measurements of a natural surface cannot be completely removed
by the characterization and the calibration process. Nevertheless common protocols of
measurement and post-processing chain can be adopted to reduce the uncertainty sources. In
fact it has been shown that when the same protocol of measurements and post-processing
corrections is followed instrument with different specific characteristics produce extremely
comparable results (Anderson et al., 2013).
In the following paragraphs guidance for measurement collection and post-processing
correction arose from the previously described experiment are summarised.

3.4.1 Optical sensors installation
1. The ground spectral measurement target should provide good representativeness of the
vegetation type under study. Hence, the sensor viewing target should avoid areas
influenced by external disturbance. The physical support should be strong enough to bear
the payload of the instrument limiting oscillations.
2. The sensor should be firmly mounted; however, considering that it should be easily
dismounted for re-calibration and cleaning maintenance. Reference standard (both panel
and cosine receptors) should be mounted horizontally, with accuracy better than ±3°.
3. The downward looking sensor should be mounted as to avoid seeing direct sky light, sun glint
or any other light sources or shining surfaces, like metal or water surfaces. It should be set in a
rainproof housing with open bottom, and a matt black inside color. The FOV response should
be known in order to precisely measure the target area of interest.
4. Nadir view of the sensor is generally preferable to reduce the BRDF effect in the
measurements. In this case, the installation of the sensor towards south is suggested. In case
the sensors has to be installed off-nadir the measurements is biased by the anisotropy of the
canopy. Off-nadir installation towards south would mean looking at the dark spot but at the
same time shadows due to operator or mast are limited. On the contrary, sensor installation
towards north would measure the target hot spot but the shadowing effect could be
included in the FOV.
5. Field spectrometers with cooling systems are preferable to not temperature controlled
device. In case no power supply can be provided at the site a trace back of the operating
temperature of the instrument is needed to correct the measurements according to previous
laboratory temperature effect characterization. Generally, these instruments are operated in
laboratory condition and the suggested temperature, unless specific cases, can be
considered between 20 °C and 25 °C.

3.4.2 Spectral data collection

1. In case a single beam system is used the suggested cycle of measurements consists in:

   - Optimization of the signal. The signal has to be optimized in order to find the best compromise taking into account the nonlinearity of the detector used and to maximize the SNR. This information can be obtained after a laboratory characterization of the spectrometers.
   - Number of spectra average can be decided according to the SNR of the spectrometer and the limitations due to the cycle acquisition time.
   - Dark current measurement. The dark spectrum can be measured completely closing the entrance of the spectrometer.
   - First reference measurement using reference panels or cosine receptors.
   - Target measurement.
   - Second reference measurement.

   In case a dual beam system is used the reference and target measurement are simultaneously collected. Nevertheless, the first three steps have to be followed.

2. Data sampling interval should not be over 10 seconds, in order to sample at the same light condition for all the channels of a site. The average time should not exceed 30 minutes. The data should be saved as a sample at the middle time point of the average period. For example, the value for 12:00 hour should be the average measurements from 11:45 to 12:15 if using 30 min. averaging time. Note, however, that such long averages may introduce unknown large errors in days with rapidly changing cloud cover, and are not suitable for studying daily spectral patterns.

3.4.3 Signal data processing

A general procedure for data processing to obtain radiance value and reflectance factor is given here for both single and dual beam systems.

1. Correction for temperature variability. The temperature dependency of the measurement need to be known from laboratory test in order to correct the signal. A trace back of the temperature measurements has to be collected.

2. Correction for dark current. The dark current signal collected with the same integration time has to be subtracted from the spectrum.
3. Nonlinearity correction. The nonlinearity laboratory characterization has to be applied to reduce the measurement uncertainty. Is generally suggested to avoid optimizing the signal in the higher part of the spectrum (80%).

4. Wavelength correction. Wavelength corrections gains need to be applied to compensate the spectral shift of the detector.

5. Radiometric calibration. In order to obtain measurement expressed in physical unit the previous calculated radiometric coefficients have to be applied.

6. Calculation of the reference value at the measurement time. This step refers to single beam device. To overcome the problem related to different time acquisition of reference and target the reference value has to be referred at the target acquisition times using a linear interpolation between the two references.

7. Reflectance factor computation is finally calculated as followed

\[
R = \frac{\pi \cdot L_{\text{down radiance}}}{E_{\text{up irradiance}}} \tag{3.5}
\]

Where \( L_{\text{down radiance}} \) is reflected radiance (unit: \( \text{w} \cdot \text{m}^{-2} \cdot \text{nm}^{-1} \cdot \text{sr}^{-1} \)) and \( E_{\text{up irradiance}} \) is the incoming irradiance (unit: \( \text{w} \cdot \text{m}^{-2} \cdot \text{nm}^{-1} \)). Notice, if the radiometric calibration factor has the \( \pi \) factor already included \( \pi \) should not be included in the equation again.

3.4.4 Data averaging

Averaging is often necessary in data processing to reduce random measurement noise. Because of the BRDF effect, the averaging process on reflectance and indices should be made cautiously, preferably not including data outside the 11:30 to 12:30 period, if one wants to extract solar noon data to study the annual patterns. Too long averaging periods will introduce systematic error from BRDF effects, sun position variations, and varied cloud cover.

3.5 Conclusions

Currently, within the proximal sensing community there is no agreement on one particular instrument to be used for field measurements. Indeed it is quite difficult to have an agreement on the protocol because it can vary depending on the aim of the study and on the instrument used. However, several instruments (hyperspectral and multispectral) have been proposed to measure optical properties of the vegetation. Getting reliable and repeatable high quality data is therefore strictly related to the definition of standard protocol used. The measurement uncertainties can be reduced by laboratory characterization of the instruments and by following the same acquisition strategy in the field. The calibration processes should be done yearly and checked periodically during the acquisition season. Beside a deep knowledge of the instrumental characteristics of the device used the target characterization is important to define the more suitable acquisition scheme. In fact, the more representative spot have to be selected
as target of the measurement considering at the same time the angular view of the instrument (i.e. nadir view is preferable). If physical constraints exist at the site the selection of the angular view should be carefully evaluated in order to reduce uncertainties due to hotspot, darkspot or shadowing in the instrument field of view. In addition to reduce even more the directional effects data averaging should be made just considering midday data. Finally, a rigorous data processing chain of the acquired measurements has to be implemented in order to get high quality data considering all the calibration coefficients previously defined (nonlinearity factors, spectral shift correction, radiometric coefficients etc.) and to filter the data time series removing data collected under unfavorable condition (e.g. variable illumination conditions, extreme value of solar zenith angle).
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Impact of reference standard differences on biophysical and biochemical parameter estimation

The study presented in this chapter has been conducted during a Short Term Scientific Mission at the NERC Field Spectroscopy Facility, University of Edinburgh and funded by the EUROSPEC COST Action.

In field spectroscopy the solar irradiance ($E_{\text{tot}}$) measurement is commonly collected using field reference standards (RS) (i.e white panels and cosine receptors) made by materials with highly lambertian behaviour. Reflected radiance of the surfaces is normalized by $E_{\text{tot}}$ to compute the Hemispherical Directional Reflectance Factor (HDFR) then used for Vegetation Indices (VI) calculation. Differences in the standard reference types, designs and materials could artificially affect the measured $E_{\text{tot}}$ and indirectly the reflectance factor. The objective of the study presented in this chapter is to determine how five different reference standards (one spectralon panel and four cosine receptors) commonly used in the field can affect the $E_{\text{tot}}$ measurements and consequently HDFR, VIs and finally the estimation of biochemical and biophysical parameters based on empirical relationships with VIs. The angular response of the different reference standards has been characterized in laboratory. Different HDFR were modeled using Prospect 5 coupled with 4SAIL, according to different canopy types, solar zenith angles and biochemical/biophysical parameter values. Errors due to the measured angular response have been subsequently applied to the modelled reflectances and datasets of modelled HDFR for each reference standard have been produced. VIs and biochemical/biophysical parameter values have been calculated on all the modelled datasets (true-ref and mod-ref) and compared in order to quantify the angular response effect on reflectance regions, on the VIs calculation and on the biochemical/biophysical parameter estimation. The obtained results show that depending on the RS considered the effect can be high on the HDFR (exceeding 20%) for Zenith Angle (ZA) greater than 60°, while it can be reduced using normalized VIs. The effect on the biochemical/biophysical parameter estimation is generally low and it follows the behaviours of the indices used for the model parameterization, the worst cases (obtained with commercially available cosine receptors) show an error of approximately 20%.
4.1 Introduction and objectives

Leaf area index (LAI), which quantifies the amount of foliage area per unit ground surface area and Chlorophyll a and b contents (Chl) are important parameters controlling many biological and physical processes associated with vegetation on the Earth’s surface, such as photosynthesis, respiration, transpiration, carbon and nutrient cycle (Filella et al., 1995; Moran et al., 2000; Zhu et al., 2013). Chlorophyll content determination is commonly made in laboratory, with organic solvents and determined by spectrophotometric measurements (Lichtenenthaler et al., 1986). Several techniques have been proposed for in situ measurements of LAI, both destructive and not destructive (Jonckheere et al., 2004). All these techniques are expensive and time consuming. Therefore in the last decades alternative solutions of LAI estimation and leaf pigment content determination with non-destructive optical methods have been developed (Gitelson et al., 2003; Haboudane, 2004). These methods, based on optical properties of the vegetation, are non-destructive and less expensive. Specific spectral region of canopy reflectance are related to chlorophyll absorption (i.e. red region) or to the canopy scattering (i.e. near infrared, NIR). The use of Vegetation Indices (VIs) based on reflectance values in these specific regions have been used to establish empirical relation (mostly linear or logarithmic) with LAI or Chl content (Card et al., 1988; Gitelson and Merzlyak, 1997; Haboudane et al., 2002; Hyer and Goetz, 2004; Li et al., 2014; Sims and Gamon, 2002). As describe in previous chapters reflectance measurement is obtained by field spectroscopy techniques measuring the reflected radiance ($I_r$) of the target and the solar irradiance ($E_{tot}$). The reflectance factor is then computed as the ratio of the two. $E_{tot}$ measurements are generally made performing reference standard scans before and after that from the target (Milton et al., 2009). Reference standards (panels or cosine receptors) are made by material with highly lambertian behaviour and once their reflectance or transmittance properties are characterized the measurements are usually approximated to $E_{tot}$. Efforts have been made in characterizing the anisotropy of different reference standards both panels and cosine receptors (Bruegge et al., 1991; Lubin and Vogelmann, 2011; Meywerk and Ramanathan, 1999) in order to determine possible corrections factor to apply to the measurements collected in the field. Nevertheless to our knowledge no works have been proposed to quantify the impact of the reference standard angular response on vegetation optical properties measurements. Therefore the objectives of the study proposed here are the determination of the angular response effect of the reference standards on the vegetation reflectance, on the vegetation indices calculation and finally on the biochemical or biophysical parameter estimation. In order to achieve these aims the angular response of five commonly used reference standards has been characterized in laboratory condition. Prospect 5 coupled with 4SAIL (Jacquemoud et al., 2009) was used to produced a modelled dataset considering different canopy types, Chl contents, LAI values and Solar Zenith Angle (SZA). The measured angular response has been then used to introduce expressly an error in the simulated dataset. The errors due to the introduction of the real angular response factors have been
quantified and evaluated comparing reflectance and VIs obtained with and without considering the RS angular response. Finally the angular response effect of the five reference standards has been evaluated on the Chl and LAI estimation.

4.2 Materials and methods

4.2.1 Laboratory characterization: experimental set up

The experiment was conducted at the NERC Field spectroscopy laboratory, University of Edinburgh. Four cosine receptors (CR) and one white panel commonly used in the field for outdoor $E_{\text{tot}}$ measurements have been initially spectrally characterized. In particular, the reference standards (RS) used are: Spectralon panel (99% reflectivity, Labsphere, Inc.), Cosine Corrector 3 from Ocean Optics (hereafter called CC3), Cosine corrector from Unispec, (hereafter UNI435), and two prototypes consisting in one Integrating spheres (IS) designed at the NERC Field Spectroscopy Facility (FSF) (hereafter FSF IS) and one at the University of Milano Bicocca (hereafter Unimib IS). Typologies and materials of the receptors are reported in Table 4.1.

<table>
<thead>
<tr>
<th>Name</th>
<th>Type</th>
<th>Material</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ocean Optics</td>
<td>CC3</td>
<td>Opaline glass</td>
</tr>
<tr>
<td>Unispec</td>
<td>UNI435</td>
<td>PTFE</td>
</tr>
<tr>
<td>Unimib IS</td>
<td>Prototype Integrating Sphere</td>
<td>Polycarbonate</td>
</tr>
<tr>
<td>FSF IS</td>
<td>Prototype Integrating Sphere</td>
<td>---</td>
</tr>
<tr>
<td>White panel</td>
<td>SRT-99-180</td>
<td>Spectralon</td>
</tr>
</tbody>
</table>

Table 4.1 Name, type/model and material of reference standards used are reported in the table.

The angular response of the RSs was characterized in laboratory in order to evaluate their differences and to quantify the impact of this deviation on the measured radiance. For this purpose, the RSs were fixed on an optical table where a rotating arm allowed to control the angular position of a halogen lamp powered by a stabilised power supply (Figure 4.1). Intensity measurements (reflected light for white panel and transmitted light for CRs) for zenith angles varying from 90° to 0° (with a step of 5.625°) were collected using an Ocean Optics USB2000+ spectrometer coupled with an optical fibre (2 meters, 400 μm, VIS/NIR). Per each step 9 measurements were acquired and at the beginning and at the end of the run the dark current was measured. Then, the RSs were rotated around their symmetry axis to change the azimuth angle (from 0° to 270° with a 90° step) and the measurements at the different zenith angles were acquired following the same acquisition scheme in order to measure the four principal axes.
Relative intensities normalized by light intensity measured at Zenith Angle (ZA) of 0° were calculated. The angular response has been calculated following Carmagnola et al. (2013) using the equation 4.1:

\[ AR(\lambda, \Theta, \phi) = \frac{I(\lambda, \Theta, \phi)}{I(\lambda, 0, \phi)} \quad [-] \]  

where AR is the angular response, \( I \) is the measured radiance, \( \lambda \) is the wavelength, \( \Theta \) and \( \phi \) are the zenith and azimuth angle respectively. The angular cosine response has been finally calculated as the average of the four values measured at different azimuth angle for each zenith angle.

To minimize the effect of the diffuse light conditions all the measurements have been conducted in a dark room with black wall reflecting less than 10%. In order to determine the proportion of direct and diffuse light at the different ZA the measurements of the direct to diffuse ratio were acquired following the approach proposed in Milton (2009). An opaque black small parasol has been used to shade the panel or CRs from the direct lamp beam for each zenith angle. At each step two measurements of irradiance are made: sensor shaded and not shaded. The ratio of the shaded and not shaded measurements provides an estimate of the proportion of irradiance diffusing from the walls, compared to that from the lamp and walls combined.

\[ DGR(\lambda, \Theta, \phi) = \frac{I_s(\lambda, \Theta, \phi)}{I(\lambda, \Theta, \phi)} \quad [-] \]  

where DGR is the diffuse to global ratio, \( I_s \) is the measured radiance shading the reference standard, \( I \) is the measured radiance without shading the reference standard, \( \lambda \) is the wavelength, \( \Theta \) and \( \phi \) are the zenith and azimuth angles.
4.2.2 Simulated vegetation spectra

In order to quantify a possible effect of the angular response of the different RSs considered on vegetation spectra a simulated data set has been produced.

Reflectance spectra were modeled using Prospect 5 coupled with 4SAIL (Jacquemoud et al., 2009) varying the canopy type, the Solar Zenith Angle (SZA), the chlorophyll content and the LAI values (Figure 4.2). In particular, the simulations have been calculated for:

- 6 Canopy types (C): Planophile, Erectophile, Plagiophile, Extremophile, Spherical and Uniform.
- 17 Zenith Angles (ZA) (the same measured in laboratory): from 90° up to 0°, step of 5.625°
- 7 levels of Leaf Area Index (LAI): from 0.5 m²/m² to 6.5 m²/m²— step of 1 m²/m²
- 10 levels of Chlorophyll content: from 10 µg/cm² to 100 µg/cm²— step of 10 µg/cm²

Spectra have been generated under different illumination conditions, similar to those produced in the laboratory mixing the pure Bidirectional Reflectance Distribution Factor (BRDF, direct light) and Hemispherical Directional Reflectance Factor (HDRF, diffuse light). Different illumination conditions have been defined according to the measured angular DGRs.

Assuming that only the direct beam introduces a significant deviation from the ideal cosine response to the global irradiance as reported in Meywerk and Ramanathan (1999), the reflectances simulated with the model (hereafter true-ref) were used to simulate new reflectances (hereafter mod-ref) considering the effect of the measured RS angular response. The mod-ref has been calculated following the formulation reported below:

\[
\rho_b(\lambda, \theta, C, bio, RS) = \frac{\rho(\lambda, \theta, C, bio) \times \left[1 - DGR_0\right] \times I_0 \times \cos(\theta) + I_0 \times DGR_0}{I(\lambda, \theta, RS)}
\]

[4.3]
Where \( \rho_b \) is the modelled reflectance, \( \lambda \) is the wavelength, \( \Theta \) is the Solar Zenith Angle (SZA). \( C \) corresponds to canopy type, \( \text{bio} \) is biophysical/biochemical parameter level (LAI, Chl), \( \text{RS} \) is the Reference Standard, \( \text{DGR}_0 \) is the diffuse to global ratio measured at Nadir (equation 4.2) and \( I \) is the incoming radiance measured at Nadir (\( I_0 \)) or at different SZA (\( \Theta \)).

### 4.2.3 Vegetation Indices and empirical estimation of biochemical and biophysical parameters

True-ref and mod-ref have been used to calculate four VIs commonly considered in field measurements for parameterize empirical model to derive LAI and Chl content of the vegetation targets. The Indices considered in this study are: Normalized Difference Vegetation Index (NDVI) and in a different formulation \( \text{NDVI}_{\text{red edge}} \), Soil Adjusted Vegetation Index (SAVI), MERIS Terrestrial Vegetation Index (MTCI). The Index formulations and the relative references are reported in Table 4.2.

<table>
<thead>
<tr>
<th>Index</th>
<th>Formulation</th>
<th>Bandwidth (nm)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>NDVI</td>
<td>( \frac{\rho_{865} - \rho_{655}}{\rho_{865} + \rho_{655}} )</td>
<td>10</td>
<td>Rouse et al. (1973)</td>
</tr>
<tr>
<td>SAVI</td>
<td>( \frac{\rho_{800} - \rho_{680}}{\rho_{800} + \rho_{680}} ) * (1 + ( L ))</td>
<td>10</td>
<td>Huete (1988)</td>
</tr>
<tr>
<td>MTCI</td>
<td>( \frac{\rho_{753.75} - \rho_{708.75}}{\rho_{708.75} - \rho_{681}} )</td>
<td>10</td>
<td>Dash and Curran (2004)</td>
</tr>
<tr>
<td>( \text{NDVI}_{\text{red edge}} )</td>
<td>( \frac{\rho_{750} - \rho_{680}}{\rho_{750} + \rho_{680}} )</td>
<td>10</td>
<td>Gitelson and Merzlyak (1994)</td>
</tr>
</tbody>
</table>

Table 4.2 Vegetation Indices considered in the analysis. The reflectance value reported in the formulation refers to the central wavelength of the considered bandwidth. In case of SAVI the default value of \( L = 0.5 \) is considered.

The original LAI values and Chl content used to parameterize the PROSAIL model are fixed for different Zenith angle and canopy types. The indices calculated on the modelled reflectance can therefore be used in order to model the index variation according to a known biochemical/biophysical parameter, both in the true-ref and in mod-ref. According to the index used and the vegetation parameter which has to be retrieved, linear or logarithmic models can be applied. In particular, linear models have been applied to relate MTCI and \( \text{NDVI}_{\text{red edge}} \) to Chl content, while logarithmic models have been applied to all the other index-variable combinations.
4.2.4 Evaluation of the impact of reference standard angular response

To quantify the effect of the five RS angular responses on the reflectance measurements, different variables have been considered: i) two different regions of the spectrum relevant for vegetation analysis: red region (600-700 nm) and Near Infrared (NIR) region (750 – 900 nm); ii) the 4 VIs previously defined; iii) LAI values and Chl content estimation based on index-variable empirical models.

The deviation of values derive from the mod-ref have been expressed as angular percentage error (normalised difference between mod-ref and true-ref derived values):

\[
pe(\Theta) = \frac{xb(\Theta)-x(\Theta)}{x(\Theta)} \times 100
\]  

where \(pe\) is the percentage error, \(xb\) is the mod-ref derived variable (e.g. spectral region) and \(x\) is the true-ref derived variable.

4.3 Results and discussion

4.3.1 RS angular responses

The angular responses of the five RSs, calculated following equation 4.1, are reported in Figure 4.3. It can be noted that different RSs are characterized by specific spectral dependencies.

The white panel, the FSF IS and the Unimib IS show a stable response across the spectrum (Fig 4.3A, 4.3B and 4.3C). On the contrary for CC3 and UNI435 cosine receptors a strong wavelength dependency can be noticed (Figure 4.3D and 4.3E).
Figure 4.3 A) spectral angular response of the white panel. In the x axis the SZA (degree) is reported; in the y axis the wavelength (from 950nm to 500 nm), in the z axis the angular response. The colours refer to the angular response intensity. B) Spectral response of the FSF IS. C) Spectral response of the Unimib IS. D) Spectral response of the Ocean Optics CC3. E) Spectral response of the Unispec UNI435.

In particular, the CC3 (Fig 4D) shows a strong decrease in correspondence of high SZA in the NIR region (approximately after 900 nm). The shape of the UNI435 response changes with wavelength: while for wavelengths lower than 500 nm the response is akin to a cosine function, for higher wavelengths (800 nm) the response is close to linear. In general, the differences between the angular responses of RSs do not exceed 10% in the visible range. The highest differences can be noticed for Unimib IS in the range of ZA between 25° and 45° and for UNI435 where the differences increase with the ZA. Higher differences (20%) can be detected in the NIR region at ZA lower than 45° for CC3 cosine receptor. On the contrary differences around 15% can be detected in the UNI435 for ZA in the range 25°-65°.

4.3.2 Angular response effect on vegetation spectra and VIs

The magnitude of the angular response effect has been expressed in terms of \( pe \) (equation 4.3). In particular the analysis has been conducted on all the possible combinations of the modelled reflectances (1020 spectra varying the 10 Chl content levels and 714 varying the 7 LAI values) recalculated taking into account the angular response of the five RSs (equation 4.1). The first variable considered in the \( pe \) calculations has been the mean reflectance in the red and in the near infrared region. In Figure 4.4 the five RSs \( pe \) variation as a function of ZA is reported for the worst case obtained: Erectophile canopy, LAI equal to 0.5 and Chl content equal to 100 µg /cm². It can be noticed that the absolute value of \( pe \) is increasing with the ZA.
Figure 4.4 A) Percentage error variation on the reflectance in the red region (600-700 nm). The colours represent the RS considered. The variation increases with ZA, reaching the 20% at ZA greater than 60°. B) Percentage of variation in NIR reflectance region. The graphs represent the worst case (with maximum error detected) and correspond to an erectophile canopy with a LAI equal to 0.5 m² m⁻² and Chl content equal to 100 µg /cm².

The signal recorded at ZA greater than 80° was generally very low because of possible shadowing effects on the cosine receptors or on the white panel. Therefore, ZA greater than 80° can be strongly affected by measurement artefacts and the corresponding pe values can be misleading. Overall, the pe variation (as maximum around 10%) is similar in the red and in the NIR region for the white panel and FSF IS (in Figure 4.4 grey and green line respectively). The Unimib IS (orange line, Figure 4.4) up to 80° never exceed a pe value of 20% and the decrease of the pe value between 25° and 60° is in agreement with the AR depicted in Figure 4.3. The CC3 is overestimating the reflectance both in the red and in the NIR region of the spectrum. In the NIR region the overestimation is higher compared to the red region and generally CC3 (blue line in Figure 4.4) appears the RS more affecting the broad reflectance regions considered (25% at 60°). On the contrary UNI435 (red line in Figure 4.4) shows pe values lower than 20% up to ZA of 80° in the red region, and in the NIR region this effect is even more reduced.

The true reflectances have been then used to determine the impact of the RSs on the VIs calculation. The comparison between VIs calculated on the true and modeled spectra has been reported in terms of pe. Examples of the worsts pe obtained on the four indices considered of all the possible combinations are reported in Figure 4.5. In all the case analysed UNI435 showed the higher variation for all the indices. The results refer to Erectophile canopies with all the LAI values and Chl content of 50 µg /cm².
Figure 4.5 Percentage error variation of: A) NDVI, B) SAVI, C) NDVI_rededge, D) MTCI. The PE refer to UNI435 at different LAI and ZA. In general a higher pe value is noticeable for low LAI value at ZA varying in the range of 30-60 degree.

Figure 4.5 shows the dependency of pe on LAI and ZA for the four indices analysed. The pe values are higher for low LAI values in the case of NDVI, SAVI and NDVI_rededge and they increase for intermediate ZA. In general, NDVI show the higher pe value (27%) while pe on MTCI (low values obtained, 6%) increase accordingly to the ZA independently to LAI values. In order to give an overall view of the results the worst pe obtained between all the combinations considered is reported in Table 4.3. The worst results always achieved refer to indices calculated on the UNI435 mode-ref for Erectophile canopies. On the other hand better results (data not shown) are generally obtained with mode-ref calculated using the white panel AR. Between the VIs considered, the highest pe was recorded for SAVI where the error exceeds the 20%.

<table>
<thead>
<tr>
<th>Index</th>
<th>Worst result</th>
</tr>
</thead>
<tbody>
<tr>
<td>NDVI</td>
<td>27%</td>
</tr>
<tr>
<td>NDVI_rededge</td>
<td>9%</td>
</tr>
<tr>
<td>SAVI</td>
<td>13%</td>
</tr>
<tr>
<td>MTCI</td>
<td>6%</td>
</tr>
</tbody>
</table>

Table 4.3 Highest percentage variation observed for each VI. The worst results obtained refer to UNI435.
4.3.3 Angular response effect on Chl and LAI estimates

The empirical models between VIs and Chl content or LAI values have been formulated considering different ZA using both the true and modelled data. An example of the relationship between MTCI and Chl content is reported in Figure 4.6. The Figure depicts the different MTCI values calculated on the true-ref (black dots in Figure 4.6) and the mod-ref. In particular the true-ref used for the MTCI calculation refers to an Erectophile canopy with 10 different values of Chl content calculated at ZA equal to 70°.

Figure 4.6. The linear relationship between MTCI and Chl content is here reported. The different colours refer to the MTCI calculated using the RS mod-ref.

Figure 4.6 shows that the relationship obtained with the indices computed from UNI435 and CC3 mod-ref (red and blue dots respectively) are those differing the most from the relationship based on true-ref values. In particular, the index values computed from UNI345 and CC3 data are always overestimated.

The linear or logarithmic models applied to all the combinations of the considered variables (VIs and Chl or LAI values) have been inverted to retrieve the Chl content or LAI values derived from the mod-ref. The percentage error has been then reported according to LAI or Chl value and ZA variability (Figure 4.7) for the worsts cases obtained (CC3 and UNI435).
Figure 4.7 Pe on the LAI values estimation due to the angular response of the five RSs considered. The reported results refer to the worst cases detected in the LAI and Chl content estimation. They refer to Erectophile canopy. A) Pe obtained considering the CC3 effect on the NDVI vs LAI empirical modelling (logarithmic relationship); B) Pe obtained considering the UNI435 effect on the NDVI vs LAI empirical modelling (logarithmic relationship); C) Pe obtained considering the CC3 effect on the MTCI vs Chl content empirical modelling (linear relationship); D) Pe obtained considering the UNI435 effect on the MTCI vs LAI empirical modelling (linear relationship).

The pe is reported separately for the two RSs and for LAI or Chl content variation. The example refers to the pe of the worst case obtained considering the relation NDVI vs. LAI in an erectophile canopy (Figure 4.7 A and B) for CC3 and UNI435 using logarithmic model applied. On the other hand the linear model applied between MTCI and Chl content are depicted in Figure 4.7C and D for CC3 and UNI435 respectively. Generally it can be observed that the pe values derived from NDVI - LAI relationship follow the pe distribution of the index analysed (Figure 4.5). Therefore, the pe increases at low LAI values and for intermediate ZA. The values (reported in Table 4.4 as the worst cases detected) reach the 27% for low LAI values, but it immediately decreases considering greater values of LAI. On the contrary the pe variation of the Chl content estimation is lower (maximum 17 % for UNI435) and it increases according to the ZA variation. It’s important to notice that also in this case the percentage error is higher for low Chl values and it tend to quickly decline increasing the Chl content values.

Table 4.4 shows the results of the worst cases of error distribution in the relation VIs vs. Chl content and LAI values. The results show that an effect of the angular response of the RSs in the biophysical/biochemical parameter empirical estimation exists. At the same time the results
show a maximum variation due to the cosine receptor equal to 27% in LAI estimation (UNI435). The worst cases have been detected in correspondence to the intermediate ZA and considering LAI value of 0.5 with cosine receptors that have the worst cosine response (with a significant deviation from the cosine response in the NIR region).

<table>
<thead>
<tr>
<th>Index</th>
<th>Parameter</th>
<th>Cosine receptor</th>
<th>Worst case</th>
</tr>
</thead>
<tbody>
<tr>
<td>NDVI</td>
<td>LAI</td>
<td>Ocean Optics</td>
<td>27%</td>
</tr>
<tr>
<td>SAVI</td>
<td>LAI</td>
<td>Unispec</td>
<td>14%</td>
</tr>
<tr>
<td>NDVI(red edge)</td>
<td>Chl content</td>
<td>Ocean Optics</td>
<td>11%</td>
</tr>
<tr>
<td>MTCI</td>
<td>Chl content</td>
<td>Unispec</td>
<td>17%</td>
</tr>
</tbody>
</table>

Table 4.4 Results of the percentage error distribution on the biophysical/biochemical parameter estimation due to the cosine receptor effect. The index considered and the parameters estimated by the index are reported in the two first columns. The third column refers to the cosine receptor that causes the greater error in the estimation, the worst case is reported in the last column.

In summary, the laboratory characterization of the angular response of the five RSs analysed allowed the determination of differences between the RS for different ZA. Generally the differences tend to increase for high ZA, apart from the Unimib IS and UNI435 where the higher differences are detected between 25° and 65°. In particular the higher differences can be observed for CC3 and UN435 in the reflectance regions.

Nevertheless, the AR laboratory characterization allowed the determination of the RSs impact on reflectance in different spectral regions, VI values and Chl and LAI empirical estimations. The two broad reflectance regions considered, as expected from the RSs angular responses, are more affected for high ZAs. The worst case presented in Figure4.4 showed an average error of 10% starting from ZA equal to 50° both in the red and NIR regions. The highest errors are detected when reflectances are recalculated using the CC3 AR. This can be explained looking at the AR reported in Figure4.3D, where a significant decrease of the response starts in the NIR region after 950 nm.

The errors due to the AR on the VI values were higher considering the UNI435 cosine receptor. In general lower pe values have been achieved compared to reflectance. In the VI analysis the AR effect is smoothed due to the fact that such indices are calculated as normalized difference of bands. Therefore spectrally stable ARs are affecting in the same way the regions of the spectrum used to calculate the indices. Moreover, this effect decreases when the spectral distance between the bands selected for the determination of the index is lower. In fact the best results are achieved with MTCI computed using bands within a range of ~70 nm (Table 4.2). On the contrary, the NDVI is calculated on a wider spectral range (210 nm, Table 4.2). This can explain why NDVI is the index more affected by the AR, especially when computed using UNI435 data, characterized by the worst spectral AR.

Finally, the effect of the AR on the estimation of Chl content and LAI values has been evaluated. Simple empirical models have been applied because generally used in field works. The reduced effect of the AR on VIs is maintained if considering the biochemical or biophysical parameter
estimation. In fact when the \( \text{pe} \) is reported according to ZA and LAI variation the results show the maximum impact (i.e. 27\%) for CC3, a cosine receptor with a known bad angular response. Nevertheless, this high impact is immediately reduced for LAI value higher than 1.5 (lower than 10\%). This range of error distribution is in line with uncertainties of the LAI measured in the field (5\%-20\%, Richardson et al., 2011) while for chlorophyll estimation the 17\% can be considered low especially considering that this value refers only to low Chl content value for erectophile canopies and it immediately decreases to 10\% considering Chl content of 20 \( \mu \text{g} / \text{cm}^2 \). This value is in line with the expected uncertainty due to chlorophyll content determination (Gitelson, 2005; Palta, 1990).

4.4 Conclusions

The determination of the angular response in laboratory condition allowed the evaluation of the impact of the five reference standard angular response on the: i) vegetation spectral reflectance factor; ii) Vegetation Indices, iii) biochemical and biophysical parameter retrieval. The five reference standards characterized in laboratory showed a different angular response. The AR impact has been evaluated for different Zenith Angles and different canopy types. In particular, regarding the RS angular responses a significant variation across the spectrum has been highlighted in CC3 and in UNI435 (more accentuated in the NIR spectral region).

The effects of the angular response on the simulated vegetation reflectances depend on the reference standard used, on the ZA and on the canopy type. The effect is generally increasing with ZA. In the worst case a variation of 40\% has been detected for ZA greater than 70\( ^\circ \), both in the red and NIR region for CC3 and UNI435, while variations of at most 20\% for the other RSs.

AR effect on the VI calculation depends on the considered VI, therefore on its calculation. The effect seems directly proportional to the spectral distance between the bands used for the calculation of the index. Generally, the effect is lower in VIs than in reflectance. In the worst case (NDVI) a variation of 27\% has been found.

The AR effect on biochemical or biophysical parameter empirical estimation is even lower with regard reflectance and VIs. The error, which increases accordingly to the variation of the index used to parameterise the relationship, was 27\% for LAI and 19\% for Chl content estimation in the worst cases (UNI435 and CC3). These worst cases refer to extremely low parameter values (LAI 0.5 and Chl 10 \( \mu \text{g} / \text{cm}^2 \)) while for higher values lower error can be found. A part from the lower parameter values the overall errors obtained are comparable to the errors achievable in the field for the biophysical variable measurements. Therefore we conclude that the use of RSs tested in laboratory could affect in a different way the spectral reflectance measurements in the field, in case of UNI435 and CC3 considerably. For this reason is suggested to avoid using CC3 and UNI435 for reflectance measurements for ZA higher than 60\( ^\circ \), unless the data acquired are used for VIs calculation or biochemical/biophysical parameter estimation, where the effect is almost negligible for most of the cases. On the contrary, the other RSs (the best AR achieved is referred to the white spectralon panel) showed lower effect on reflectances, VIS and
biochemical/biophysical parameter estimation, therefore are preferable compared to the others.
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Chapter 5

Comparison of sun-induced chlorophyll fluorescence estimates obtained from four portable field spectroradiometers

This research was conducted in the framework of the FLEX-US Project, ESA/NASA Joint Campaign for the Deployment of the Airborne HyPlant Imaging Spectrometer. Remote Sensing of Sun-Induced Chlorophyll Fluorescence (SIF) is a research field of growing interest because it offers the potential to accurately quantify terrestrial gross primary productivity/photosynthesis and to monitor plant status. New satellite missions from the European Space Agency, such as the FLuorescence EXplorer (FLEX) --currently an Earth Explorer 8 candidate, and from the National Aeronautics and Space Administration (NASA) such as the Orbiting Carbon Observatory-2 (OCO-2) launched in July 2014, provide the possibility to estimate SIF from space, sampling globally. The SIF signal is small relative to reflected radiation, so that its detection from airborne and satellite platforms is difficult, and an extremely accurate atmospheric correction is needed. At ground level the atmospheric influence in the reflected radiance is negligible. In this context field spectroscopy is considered a valuable tool for evaluating technical requirements for SIF retrieval. Furthermore, ground level estimates of SIF are useful to improve our understanding of the relationships between SIF and additional biophysical properties of vegetation and to aid in the calibration/validation activities of airborne- and satellite-derived SIF data products. Several commercially available spectroradiometers with different spectral and radiometric characteristics have been used to retrieve SIF. This chapter presents an approach and comparison exercise for evaluating the capability of four spectroradiometers to retrieve SIF. The results show that an accurate Far-red SIF estimation can be achieved using spectroradiometers with an ultrafine resolution, where the Full Width at Half Maximum (FWHM) is less than 1 nm, while the Red SIF estimation requires even higher spectral resolution (FWHM < 0.5 nm). Moreover, it is shown that the Signal to Noise Ratio (SNR) plays a significant role in the precision of the Far-red SIF measurements, since the SNR was inversely related to the magnitude of the standard deviations of the Far-red SIF retrievals.
5.1. Introduction and objectives

Sun-Induced Chlorophyll Fluorescence (SIF) is an electromagnetic signal emitted throughout the red and near-infrared (NIR) spectrum by the chlorophyll-a, the primary photosynthetic pigment in green vegetation, in response to the absorption of photosynthetically active radiation from the sun. This low signal, typically 1–5% of the reflected radiation in the NIR, is directly emitted by the photosynthetic apparatus. In the recent two decades, research studies have demonstrated the potential use of SIF to monitor photosynthesis and the functional status of vegetation (Campbell et al., 2008, 2007; Corp et al., 2003; Damm et al., 2010; Maier et al., 2003; Meroni and Colombo, 2006; Panigada et al., 2014; Zarco-Tejada et al., 2013, 2012). In recent years, the growing interest of the scientific community in remote sensing of SIF (Meroni et al., 2009, Frankenberg et al., 2014, Hand, 2014) is attested by the increasing number of scientific studies based on SIF estimation at different scales of investigation. The estimation of SIF from space globally is particularly relevant due to its potential in improving our ability to accurately quantify terrestrial vegetation photosynthesis and to monitor plant functional status. This is the idea behind the development of the Fluorescence Explorer (FLEX), a candidate Earth Explorer 8 mission currently under evaluation by the European Space Agency (ESA). FLEX would obtain the Red, Far-red and full spectrum SIF emissions, as well as biophysical properties using traditional visible-NIR reflectance indices. At the same time, the newly launched NASA Orbiting Carbon Observatory-2 (OCO-2) has been considered a suitable sensor for retrieving the Far-red SIF signal (only) at orbital altitudes. The challenge for SIF retrievals lies in the difficulty to decouple the weak emitted SIF signal from the dominating reflected radiance. The estimation of SIF from radiances recorded both at top of canopy (TOC) (Rossini et al. 2010; Guanter et al. 2013; Daumard et al. 2010) or top of atmosphere (Guanter et al. 2014; Guanter et al. 2007; Joiner et al. 2011; Joiner et al. 2012; Joiner et al. 2013; Lee et al. 2013) exploits regions of the atmospheric spectrum where the incident irradiance is strongly reduced due to absorption in the Earth’s atmosphere or in the solar atmosphere. Two telluric oxygen absorption features are frequently exploited for SIF retrievals namely, O$_2$-B and O$_2$-A bands centered at 687.0 nm and 760.4 nm, respectively. The chlorophyll fluorescence emission spectrum is characterized by two peaks in the red and in the far-red regions, approximately centered at 690 nm and 740 nm, respectively (Buschmann 2007). The O$_2$-B band is used to retrieve Red SIF (at 687 nm); the O$_2$-A band can be used for the Far-red SIF estimates (at 760 nm). To detect these narrow atmospheric absorption bands, instruments having fine (2-5 nm) or ultrafine (<2 nm) spectral resolution is required (Meroni et al., 2009), and different methods have been proposed for SIF retrieval. The ability to apply one method or another often relies on the spectral and radiometric resolution of the device used. The Spectral Fitting Methods (SFM) proposed by Meroni et al. (2010) and the statistical approaches (Guanter et al. 2013) require spectra collected with ultrafine resolution, while the Fraunhofer Line Discriminator (FLD) method (Plascyk, 1975) or its several different formulations (single FLD, sFLD), three FLD (3FLD) or improved FLD (iFLD), (see Meroni et al., 2009) can be
applied on fine resolution spectra (Damm et al. 2011). Despite the fact that several research groups are now proposing field prototypes based on different spectroradiometer models to monitor TOC SIF (Meroni et al. 2011; Drolet et al. 2014; Fournier et al. 2012; Louis et al. 2005; Rossini et al. 2010), no studies have been performed comparing SIF retrievals from different systems. To the best of our knowledge, only one study (Damm et al., 2011) quantified the expected impacts of sensor characteristics, such as spectral resolution (SR), spectral sampling interval (SSI) stability, and signal to noise ratio (SNR) on the accuracy of SIF retrieval. However, Damm et al., (2011) only examined the potential retrieval of SIF in the far-red (O2- A band) region and was exclusively based on modeled data. This study provides a first quantitative assessment of the reproducibility of SIF retrieval using actual radiance spectra measured in the field by four individual spectroradiometers: three miniaturized systems from Ocean Optics (OO): two HR4000 and one QE Pro (http://www.oceanoptics.com/) and one ASD FieldSpec Pro (http://www.asdi.com/). The impact of the different device characteristics (e.g. SNR and SR) on the SIF estimates has been analyzed and discussed.

5.2. Methods

Four spectroradiometers with different characteristics in terms of SR, SSI, and SNR have been considered. The devices were used to collect measurements simultaneously above the same vegetated target. The same measurement protocol, data analysis procedure and algorithm for SIF estimation were used for all evaluations. Leaf level fluorescence emissions were also measured and used for comparison with the SIF values estimated at canopy level.

The spectroradiometers used in this study were: OO HR4000 narrow range, OO QE Pro, OO HR4000 full range and ASD FieldSpec Pro, hereafter called HRNR, QE, HRFR and ASD respectively. The instrument characteristics are summarized in Table 5.1, and the description of the methods used to characterize the devices is reported below in Section 2.1. Two HR4000s (HRNR and HRFR) were hosted in the S-FLUO box, a prototype system owned by the Jülich Research Center (Germany), and designed for high temporal frequency acquisition of continuous radiometric measurements. The S-FLUO box is based on a commercial optical multiplexer (MPM-2000, Ocean Optics, USA), able to switch between a channel measuring the incident irradiance (cosine response optic), a down-looking bare fiber (25° of Field Of View, FOV) for the measurement of the upwelling radiance and a blind channel for the spectral dark current measurement (Cogliati et al., submitted). A thermo-regulated system holds the temperature constant at 25°C while QE and ASD devices are automatically thermo-regulated.

5.2.1 Instrument characterizations

All the instruments have been characterized in terms of radiometric response, spectral noise and resolution. An additional element considered during the analysis has been the oxygen
absorption band depth. The analysis was conducted in the laboratory and outdoors, before the intercomparison experiment.

5.2.1.1 Signal to Noise Ratio & Full Width at Half Maximum characterization

The SNR characterization was accomplished following the protocol of the Schaepman and Dangel (2000) study. The SNR reported in Table 5.1 refers to the spectral average in the spectral range covered by each instrument: 400 – 1000 nm for ASD and HRFR, or 670-805 nm for HRNR and QE.

The spectral resolution, expressed as full width at half maximum (FWHM), of each device was determined by exploiting the SpecCal tool (Busetto et al. 2011; Meroni et al. 2010), which is based on the comparison between measured and modeled solar irradiance spectra. According to the spectral range of each device the number of atmospheric absorption features used for the FWHM determination varies between 4 (for the HRNR) and 11 (for the ASD). The mean FWHM values are reported in Table 5.1.

5.2.1.2 Oxygen absorption band depth

The ability of the spectrometers to resolve an O\textsubscript{2} absorption bands is related to their spectral, and to a lesser extent, their radiometric resolutions, with the ability to discern increasing feature depth aided by higher spectral resolution. For this reason, the O\textsubscript{2} absorption band depth can be considered an indicator of the capability of each device to detect the Fraunhofer features within the O\textsubscript{2}-B (687.0 nm) and O\textsubscript{2}-A (760.4 nm) features, respectively, even if the depths vary somewhat due to the sun’s position and/or the direct/diffuse shortwave radiation ratio.

The absorption band depths have been calculated as follows:

\[
\text{Band depth} = \frac{E_{\text{out}} - E_{\text{in}}}{E_{\text{out}}} \times 100
\]  \[5.1\]

where E is the incident solar irradiance. The \(\lambda_{\text{in}}\) refers to the wavelength at the bottom of the O\textsubscript{2} feature: around 689 nm for the O\textsubscript{2}-B band; or 760 nm for the O\textsubscript{2}-A band. The \(\lambda_{\text{out}}\) refers to the wavelength at the shoulder that provides the maximum value in the range of 680-688 nm for the O\textsubscript{2}-B band, or 750-755 nm for the O\textsubscript{2}-A band. Measurements at these wavelengths were used to determine the feature depth values associated with each spectrometer, and are reported in Table 5.1.
Table 5.1. The characteristics of each spectrometer are reported in terms of spectral range, spectral resolution (FWHM), spectral sampling interval (SSI), signal to noise ratio (SNR) and percentage depth of the two telluric oxygen absorption bands.

<table>
<thead>
<tr>
<th>Spectroradiometer</th>
<th>Spectral range [nm]</th>
<th>FWHM [nm]</th>
<th>SSI [nm]</th>
<th>SNR</th>
<th>O₂-B Depth [%]</th>
<th>O₂-A Depth [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>HRNR</td>
<td>670-857</td>
<td>0.2</td>
<td>0.05</td>
<td>250</td>
<td>42</td>
<td>81</td>
</tr>
<tr>
<td>QE</td>
<td>645-810</td>
<td>0.5</td>
<td>0.17</td>
<td>1080</td>
<td>35</td>
<td>80</td>
</tr>
<tr>
<td>HRFR</td>
<td>197-1115</td>
<td>1</td>
<td>0.3</td>
<td>580</td>
<td>27</td>
<td>77</td>
</tr>
<tr>
<td>ASD</td>
<td>350-2500</td>
<td>5.5</td>
<td>1</td>
<td>2200</td>
<td>12</td>
<td>49</td>
</tr>
</tbody>
</table>

5.2.2 Experiment setup and canopy fluorescence measurements

The experiment was conducted at the NASA Goddard Space Flight Center in Greenbelt, Maryland (38° 59' 32.15'' N, 76° 50' 22.22'' W). The measurements were acquired between 11:00 and 13:00 solar time (Solar Zenith Angles, 27-29 degrees) on April 24, 2014 under clear sky conditions. The target selected for the intercomparison was a 50 cm x 40 cm square area of grass (Festuca arundinacea). Each measurement cycle consisted of four spectra: first, a measurement of the dark current followed by 3 spectra whereby a measurement of the target’s reflected radiance was sandwiched between two solar irradiance measurements (e.g., dark current, irradiance, target, irradiance). The solar irradiance at the time of the target measurement was estimated by linear interpolation over the cycle’s 1 minute duration (Meroni and Colombo 2009).

For the HR4000s (HRNR, HRFR), the two sensors hosted in the S-FLUO box were used to measure the up-welling target radiance (field of view, FOV of 25 degrees) with the downward channels and the solar irradiance with the upward channels (Ocean Optics cosine receptors were used). The S-FLUO box’s downward channels were kept fixed above the same grass area using a second tripod, while the upward channels were secured to a third levelled tripod looking at the sky. The QE and the ASD FieldSpec spectrometers were operated with bare fibre optics where the FOV was 25 and 18 degrees respectively. A rotating tripod arm with a fiber optic holder was used to ensure that the fibers of the QE, HRNR, HRFR and ASD were as close together as possible, in order to measure as similar a spatial area on the target as could be physically achieved (Figure 5.1). The fiber optics of QE and ASD acquired alternating measurements of a calibrated white spectralon panel (99 % reflecting Labsphere Inc.) and the reflected radiance of the grass.
Figure 5.1. Experimental field setup. A) The fiber optics connected to ASD and QE spectrometers are secured to a rotating arm allowing the movement from the white reference panel and the vegetation target. B) The S-FLUO box downward channels (both HRNR and HRFR) are attached to a fixed tripod looking at the vegetation. C) S-FLUO box upward channels are horizontally mounted on the third tripod to collect reference measurements.

The grass target was observed from nadir at an average distance of 30 cm corresponding to a viewed area of approximately 10 or 15 cm diameter for all spectroradiometers. The integration time of the sensors was set to optimize the signal at around 80% of the dynamic range of each device. Spectrum averages varied according to the setup commonly used in the field measurements. In particular, the number of spectra averaged was set to: 3 for HRNR narrow, 5 for HRFR, 5 for QE and 25 for ASD. The instruments were warmed up for 1.5 hr before beginning the data acquisition. A total of 30 cycles of measurements were collected at the same time by each of these different instruments.

5.2.3 SIF retrieval

The different spectral resolution of the spectrometers did not allow us to perform any kind of algorithm comparison. Therefore, the SIF retrievals were conducted with FLD-like approaches which were applicable to all of the spectroradiometers used in this study. The 3FLD method was used to estimate Far-red SIF for the O₂-A band, considered to be the best option following Damm et al. (2011). The assumption of the 3FLD method cannot be considered valid for the Red SIF retrieval at the O₂-B-band. Therefore the sFLD method has been used to retrieve SIF at the O₂-B-band, using the following formula:

\[
F = \frac{E_{\text{out}} \times L_{\text{in}} - E_{\text{out}} \times E_{\text{in}}}{E_{\text{out}} - E_{\text{in}}} \quad [-] \quad [5.2]
\]

where \( E \) is the incident solar irradiance and \( L \) is the target radiance. \( \lambda_{\text{in}} \) and \( \lambda_{\text{out}} \) refer to the wavelengths at the bottoms and at the shoulders of the absorption features, respectively. To minimize possible mismatches due to the wavelength calibrations, an automatic selection of local maxima (outside of the absorption band) and minima (inside the absorption band) was used. In particular, the radiances associated with the deepest absorption band positions at 689 nm and 760 nm were selected to determine \( E_{\lambda_{\text{in}}} \) and \( L_{\lambda_{\text{in}}} \) for the O₂-B and O₂-A bands.
respectively. \lambda_{\text{out}} \text{ and } E_{\lambda_{\text{out}}} \text{ in the spectral regions outside the absorption feature were parameterized as the 1 nm mean value centered on the maximum radiance values, these were measured between 750–755 nm and between 772–777 nm in the } O_2-A \text{ band, and between 680–688 nm for the } O_2-B \text{ band. When the 3FLD is applied, the measurement made at the single reference wavelength (\lambda_{\text{out}}) used in the sFLD is replaced by the average value measured at the two wavelengths outside of the absorption line (\lambda_{\text{out}} \text{ and } E_{\lambda_{\text{out}}}). The Kruskall-Wallis test was performed to statistically test differences in the SIF retrieval using different spectroradiometers. When this test indicated significant results (p≤0.05), the Wilcoxon-Mann-Whitney test was employed to determine which spectroradiometer had a significantly different SIF retrieval (p≤0.05), as compared to the others.}

5.2.4 Leaf level fluorescence emission measurements

Leaf fluorescence emissions were measured on ten grass leaves collected from the target and immediately analysed in laboratory. Leaf fluorescence emission spectra were measured over the wavelength range from 600 to 810 nm with a spectrofluorometer (Fluorolog-3, Model FL3-22, Spex Industries, Edison NJ). A monochromatic excitation wavelength set to 530 nm was used to simulate solar radiation, activating fluorescence. Fluorescence emissions were then measured between 640 nm and 810 nm at a sampling resolution of 1 nm. The spectrofluorometer was calibrated with NIST traceable silicon trap detectors and provides simulated SIF intensities reported in mW m⁻² nm⁻¹ sr⁻¹.

5.3. Results and discussion

The solar irradiance spectra collected by the different spectroradiometers are shown in Figure 5.2. The graph reports the mean values of the 60 solar irradiance spectra measured with the different spectroradiometers in the spectral range (670-800 nm) covered by all of the spectrometers.
Figure 5.2. Incoming radiance measured with the 4 spectroradiometers in the O₂-B band (left panel) and in the O₂-A band (right panel). Each color represents a different instrument. The ability to detect the presence of narrow absorption features is directly related to the Spectral Resolution (i.e., FWHM) of each device.

The spectra depicted in Figure 5.2 show comparable radiance values in the plateau spectral regions. However, due to finer FWHM a higher channel-to-channel variability occurred in the Ocean Optics spectroradiometers, as compared with the ASD spectroradiometer. Differences in FWHM among the instruments are also responsible for differences in describing the shape and depth of the two absorption bands. The percent O₂-B band depth estimates were lowest when made with the ASD (12%), and highest (42%) when made with the HRNR. Comparable but higher values were obtained for the O₂-A band with the ASD (49%) and the HRNR (81%).

Note that the shape of the irradiance spectrum acquired with the HRNR (Fig. 2, dark red line) is characterized by narrow absorption features, which are possible to discern with this instrument’s higher spectral resolution, FWHM 0.2 nm. These narrow features progressively disappear and the spectra appear to be progressively more smoothed as the spectral resolution of the spectroradiometers decreases for the QE, HRFR and ASD.

From Table 5.1, an inverse relationship between the FWHM and the estimated depths of the telluric oxygen bands is apparent, decreasing from the HRNR (with the smallest FWHM, 0.2 nm) up to the ASD (with the widest FWHM at 5.5 nm). The percentage value of the O₂ absorption band depths is known to vary according to environmental factors, such as the sun’s zenith position the direct/diffuse shortwave radiation ratio, and surface pressure. Therefore, the results presented in this manuscript are valid for the specific conditions of the study and cannot be directly extrapolated to different geographic areas and atmospheric conditions.

Figure 5.3 shows the fluorescence values retrieved from the spectrometers considered in the study: red (left panel) and far-red (right panel). The average retrievals per band and instrument...
are included in Table 5.2. Estimates of the Red SIF varied considerably among the different sensors, with values increasing in concert with the FWHM per sensor, with the lowest values obtained with the HRNR. At the far-red band, the QE and the two HR4000 (HRNR) spectroradiometers retrieved the same SIF values (from Wilcoxon-Mann-Whitney test, p-value ≤0.05). On the contrary, the ASD always overestimated the SIF values in either band by 6 or 12 times compared to the mean value estimated using HRNR, QE and HRFR.

Figure 5.3. Boxplots of red (left) and far-red (right) SIF retrieval means and associated standard deviations of the 30 cycles of measurements. The instruments are reported in the order according to the increasing FWHM. The red SIF estimations differ, indicating a possible dependency on the SR of the sensor. The HRNR, QE and HRFR show comparable far-red SIF retrieval estimates. SIF estimated from the ASD is extremely high in both the red and far-red cases. The difference in the standard deviations for the far-red SIF estimates (right panel) can be explained by the differences in the SNR of these instruments.

Figure 5.3 suggests that the estimated value of Red SIF generally increases with the FWHM of the spectroradiometer used for the retrieval. Red SIF values obtained with different spectroradiometers have a similar standard deviation (SD) while the SD varied among spectroradiometers for the far-red SIF estimation. The lowest mean and SD combination in the far-red band was obtained with the QE instrument. We hypothesize that the differences in the SD of the Far-red SIF is related to the SNR of the spectroradiometers (Damm et al. 2011), since the ASD and QE sensors had similarly low SDs.

SIF estimates at the canopy level have been then compared with the leaf level fluorescence emissions at the same wavelengths (Figure 5.4). Absolute values of leaf and canopy fluorescence are expected to differ for two main reasons. First of all, the light source used to induce laboratory leaf emissions has a peak at 532 nm, which is close to the wavelength peak of solar radiance, but the shape and intensity of the monochromatic light source differs from the natural solar irradiance.
Figure 5.4. Grass leaf level fluorescence emissions acquired in the laboratory with the SPEX Fluorolog III spectrofluorometer using a 532 nm excitation wavelength. The red peak is expected to be partially reabsorbed at the canopy level. The ratio between fluorescence obtained at 690 nm and 760 (Red/far-red Ratio = 1.3) is used to qualitatively assess the SIF retrievals made at canopy level with the different instruments (see Table 5.2). Traditionally, the Red/NIR Ratio is computed with the values at the peaks (690, 740 nm), which would provide a Ratio = 0.72. Three vertical lines denote the red and NIR wavelengths used for these two Ratios.

The measured leaf level Red/Far-red ratio value using the SIF wavelengths (689, 760 nm) was 1.3, whereas the traditional Red/Far-red Ratio value using the peak wavelengths (690, 740 nm) yields a value of 0.72. According to Buschmann (2007) the red fluorescence is generally reabsorbed by photosynthetic pigments, which is expected to influence the Red/Far-red ratio determined with SIF retrievals at the canopy level more than at the individual leaf level. This means that the canopy Red/Far-red SIF ratio should be lower than the laboratory value computed at leaf level. We computed the Red/Far-red SIF ratios (Table 5.2) and compared each with the leaf level value, to determine which spectrometer provided a ratio closest to, but less than, the single leaf value. This assessment was based on the quotient between the SIF and leaf ratios, yielding: 0.5 (HRNR), 2.4 (QE), 8.3 (HRFR) and 4.5 (ASD). Only the HRNR successfully obtained a 689/760 SIF ratio value lower than the leaf level value, as expected by theory.
Overall, a reliable estimation of the absolute value of Far-red SIF can be achieved using any of the higher resolution spectrometers examined (the HRNR, QE and HRFR), but not with the ASD. The OO devices have an ultrafine resolution (FWHM ≤ 1 nm) and a corresponding percentage depth of the O₂-A band greater than 75%, a value that we should consider as a reasonable threshold to obtain reliable Far-red SIF data. For the Far-red SIF, the smaller SDs for the QE and ASD sensors is clearly related to their very high SNR (>1000). For the ASD, the small SD for the Far-red SIF is related as well to the high number of scans averaged (25). However, the ASD’s large SIF overestimates in both the red and far-red is due to its relatively low spectral resolution. The repeatability of the measurements recorded by devices with a low SNR was noted. This implies a larger number of replicates may be needed to obtain less variable (i.e., more reliable) mean values with the HRNR and HRFR OO sensors. For example, it would be a simple revision in the data collection protocol for the HRNR to increase the number of scans utilized. Further investigations are necessary to understand the capabilities of these sensors to capture the relative variability of Far-red SIF on targets emitting fluorescence with known intensities.

In comparison to the Far-red SIF, there was no agreement among the four sensors examined for the Red SIF. The Red SIF retrieval exhibits a strong dependency of the absolute mean SIF values on the SR of the devices. This SR effect is apparently more important than the SNR for retrievals within this narrow O₂-B feature (<5 nm), in contrast to the retrieval for the wider (~8 nm) and deeper O₂-A NIR band, since the variation around the mean values (the SDs) were similar across sensors.

A limitation to this empirical experiment is that a “true” value of fluorescence does not exist for use as a reference to evaluate the SIF retrievals made with different spectroradiometers. However the leaf level fluorescence spectrum can provide reasonable information about the expected ratio between Red and Far-red SIF. According to the leaf level fluorescence emission, the TOC SIF results indicate that the HRNR has the highest potential for accurate field SIF measurements in both SIF bands, a result obtained with the smallest number of scan collections. We note that two of the ultrafine sensors (QE and HRFR) overestimated the Red SIF using the sFLD retrieval method. Therefore, further study is necessary to determine the optimal measurement...
configurations and retrieval methods to boost the measurement success of all three of the OO sensors. Further analyses are needed to identify the SR limit in capturing relative changes of Red SIF on vegetation targets with different fluorescence emissions.

5.4 Conclusions

The results presented only refer to the particular instruments used, to the specific grass target considered, and to the methodologies used both in acquiring the measurements and in retrieving the SIF values. Nevertheless, credible results have been achieved to demonstrate the relative suitability for SIF retrieval of the instruments examined. Within this study an empirical inter-comparison between spectroradiometers with different performance characteristics and their impacts on SIF retrievals was conducted. The results of the experiment suggest that spectroradiometers with a high spectral resolution (FWHM ≤ 1 nm) are able to estimate the absolute value of Far-red SIF, based on the 3FLD retrieval method. Moreover, in order to improve the precision on the Far-red SIF estimation a high SNR value (>1000) is preferred. The O₂-B absorption band is itself less wide and deep compared to the O₂-A band, introducing a physical constraint in the Red SIF absolute value retrieval. Only the HRNR device, which has the highest ultrafine spectral resolution (FWHM of 0.2 nm) among the instruments tested in this study, gave the most reliable Red SIF estimates (and using the sFLD method). Nevertheless, its reliability might be enhanced by adjusting the measurement protocol, using either more repeated scans or longer integration times. Further study should also be designed to investigate different approaches in SIF retrieval (e.g. Spectral Fitting Method, statistical approaches) since the performance of the fluorescence algorithms may significantly change when applied to different instruments. In addition new studies must be developed to determine the optimum devices for detecting SIF variability, both time series and for different canopies in validation activities.

This study should be considered a first step in evaluating the best instruments and measurement protocols for their use in field research and for measurements to validate space-based remote sensing retrievals.
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Part 2 - Monitoring of terrestrial vegetation using proximal sensing sensors
Chapter 6

Using digital camera images to analyse snowmelt and phenology of a subalpine grassland

This research was conducted in the framework of the PhenoALP Project. The study has been published in Agricultural and Forest Meteorology, Volumes 198–199, November–December 2014, Pages 116–125.

Plant phenology is a commonly used and suitable indicator of the impact of climate change on vegetation. In mountainous areas phenology is governed by environmental drivers such as air temperature, photoperiod and the presence of snow. In this study, digital images collected over 3 years (2009, 2010 and 2011) in a subalpine grassland site were used to investigate the relationship between the timing of snowmelt and the beginning of the growing season in both the spatial and the temporal dimension. The image analysis was conducted for a wide area corresponding to approximately 150 m² to characterize the spatial heterogeneity of grassland phenology. The investigated area was divided into 855 10x10 pixel cells, and for each cell annual time series of green chromatic coordinates (gcc) were computed from hourly images. To analyse the spatial pattern of phenology, the beginning of the season for each cell was extracted from the gcc time series. Based on the same grid dimension, three maps of yearly snowmelt date corresponding to the day of the year in which the snow in each cell disappeared from the ground were obtained.

Although complete snowmelt in the area occurred rapidly, within a maximum of six days, several distinct spatial patterns were identified with snowmelt occurring earlier in convex compared to concave areas. Differences in snowmelt dates were quite unexpectedly negatively related to the beginning of the growing season. The negative correlation was explained considering that areas characterized by different microtopography have also a different species composition: the growing season began earlier in concave areas preferred by opportunistic species with a fast development after snowmelt while phenological development of grass typical of convex areas can take longer.
6.1 Introduction
Climate change is expected to strongly influence high altitude ecosystems in Europe by increasing temperature and inducing modifications in precipitation seasonal distribution and snow-pack duration (Alcamo et al., 2007; Auer et al., 2007; Beniston, 2005; Gobiet et al., 2013). Plant phenology is highly sensitive to climate variability (Menzel et al., 2006) and, particularly in ecosystems with strong seasonality, a noteworthy correspondence between climate and phenological patterns have been observed (Richardson et al., 2013). Together with other environmental parameters, snow is among the most important environmental factors controlling high-altitude plant phenology (Cornelius et al., 2013a; Cornelius et al., 2013b; Wipf et al., 2009), providing frost protection for covered plants in winter (Inouye and Wielgolaski, 2013), and water supply and nutrient mobilisation at snowmelt (Keller and Körner, 2003). Any changes in the date of snowmelt or snow cover establishment can induce strong ecosystem responses such as changes in seasonal patterns of ecosystem carbon and water fluxes related to plant photosynthesis and growth (i.e. snow-free season, Galvagno et al., 2013; Rossini et al., 2014) in interactions between species (Wipf et al., 2006), e.g. between plants and their pollinators, pests or pathogens (Roy et al., 2004), and in the timing of soil nutrient availability and thus ecosystem functioning (Saccone et al., 2013; Schimel et al., 2004). According to recent literature, the expected warming of the Alpine region will lead to more frequent early snowmelt events (Foppa and Seiz, 2012) which will in turn cause changes in phenological patterns in alpine vegetation. Therefore, efforts have been made to investigate the effect of changing snow cover on alpine plant phenology by means of direct snow manipulation experiments (Cornelius et al., 2013b; Wipf and Rixen, 2010). These studies highlight a highly variable response related to several factors such as plant species, growth forms and habitat (e.g. snowbed, fellfield). Some authors (Keller and Körner, 2003; Wipf and Rixen, 2010; Wipf et al., 2006) have proposed that species adapted to habitats characterised by different snow cover duration (such as snowbed or fellfield) can show distinct responses to snowmelt advancement or delay.

Since many vegetation-climate feedbacks (albedo, evapotranspiration and CO₂ fluxes) are mediated by phenology (Richardson et al., 2013), the monitoring and modelling of vegetation phenological cycles have become a major issue in global change research (Cleland et al., 2007). Traditional methods used to monitor plant phenology mainly consist of field observations and remote sensing data (e.g. Busetto et al., 2010; Linderholm, 2006). However, both strategies present some limits in terms of spatial and temporal resolution. Direct phenological surveys can hardly provide continuous and quantitative information on plant phenology and do not allow the covering of wide areas (Schwartz et al., 2002). Moreover, those observations do not often refer to the phenology of a whole community but to single species, and they might be affected by observer subjectivity. While satellite products can provide invaluable synoptic phenological information, they do not allow a detailed evaluation of the variability in species responses (Ide
and Oguma, 2013). Furthermore, the use of medium to coarse resolution satellite data in mountainous areas is often challenging due to complex topography and habitat fragmentation. Several studies have demonstrated the capability of Red-Green-Blue (RGB) digital imagery to provide accurate phenological information (Ahrends et al., 2009; Ahrends et al., 2008; Alberton et al., 2014; Bater et al., 2011; Migliavacca et al., 2011; Mizunuma et al., 2013; Richardson et al., 2007; Richardson et al., 2009). The digital cameras are usually fixed above a vegetated target (e.g. forests, croplands, grasslands and peatlands) and the images are continuously acquired during the season. The colour information contained in the images (chromatics coordinates) is then used as an index of canopy development and the time series of indices extracted from the digital cameras can be used to identify the timing of key phenological events.

Traditionally, digital images collected to track vegetation phenology are processed by analysing a single Region of Interest (ROI) within the image, considered as a reference of the mean behaviour of the entire ecosystem (Migliavacca et al., 2011; Richardson et al., 2006; Sonnentag et al., 2012). Few published studies use more than one ROI to evaluate phenological differences between plants included in the same image (Ahrends et al., 2008; Alberton et al., 2014; Henneken et al., 2013; Mizunuma et al., 2013) and only the study by Ide and Oguma (2013) performs a pixel per pixel analysis. An interesting and poorly investigated improvement of this technique is to analyse the spatial information in the considered frame to identify spatial differences in phenology within the image (Ide and Oguma, 2013).

RGB images can also be used to retrieve important information on snowmelt processes, as reported in literature (Hinkler et al., 2002; Parajka et al., 2012). Therefore, the combination of spatial phenological information and spatial characterization of the snowmelt process may improve knowledge of the response of plant development to snowmelt timing.

This study tests the hypothesis that separate phenological behaviours related to site microtopography and snow patches can be distinguished in the same ecosystem. Since mountain ecosystems are generally characterised by complex topography, the presence of microhabitats and related differences in snow dynamics induce patches with uneven distribution of the species representing vegetation types with different developmental strategies, even within the same alpine plant community. The observed phenological patterns may reflect distinct adaptations to resource use efficiency, reproductive competition, site microtopography and life cycle completion strategies (Keller and Körner, 2003). Monitoring of diverse phenological patterns in a plant community is useful in interpreting the whole ecosystem response to environmental and climate variability. In heterogeneous plant communities, such as mountain grassland, disentangling the contribution of single species to community phenology is time-consuming and data are often more qualitative than quantitative. To our knowledge no method has been proposed for long-term monitoring of community-level phenological responses to snowmelt variability in snow patches due to complex topography.
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In this study temporal and spatial patterns of phenology and their relationship to snowmelt using digital images collected in a grassland site located in an Alpine environment were investigated. Specifically, the following questions have been addressed: i) can digital camera images be a tool for identifying spatial patterns of phenology within the image and their relation with snowmelt? ii) how does the spatial pattern of phenology change in response to an exceptionally early snowmelt year?

To reach these objectives, snowmelt and spring phenology maps were computed from digital images of the subalpine grassland for three years (2009, 2010 and 2011) and their spatial patterns were evaluated and discussed.

6.2 Materials and methods

6.2.1 Site description

The study area is located in the north-western Italian Alps (Aosta Valley, IT) at 2160 m a.s.l. (45° 50’40’’N, 7° 34’41’’E) and is exhaustively presented by Migliavacca et al. (2011), Rossini et al. (2012) and Galvagno et al. (2013). The area is a subalpine unmanaged pasture classified as intra-alpine with semi-continental climate. The site is generally covered by snow from the end of October to late May. The vegetation is characterized by the dominant oligotrophic grass *Nardus stricta* and the forbs *Geummontanum*, *Crocus albiflorus*, *Arnica montana*, *Potentillacrantzi*, *Trifoliumalpinum*, *Ranunculuspyrenaeus*, *Leontodonhispidus*, *Hieraciumpilosella*, *Polygonumbistorta* and *Ranunculusacrasis*. The plant community, as a whole, has been classified to the Sieversio-Nardetum phytosociological association. Two vegetation types characterise the site: the first is mainly grasses (grass only, GO) dominated by *Nardus stricta* and the second, in which *Nardus stricta* has an average cover of ~50%, is characterized by the co-occurrence of forbs (grass and forbs, GF), the most abundant species being *Geummontanum*, *Crocus albiflorus* and *Arnica montana*. The two vegetation types compose a heterogeneous pattern related to different micro-topographical conditions: the first one occurs on the convex areas while the second on areas with a concave topography. The experimental site belongs to the Phenocam network (http://phenocam.sr.unh.edu/webcam/) and is equipped with a webcam system and an eddy covariance flux tower for continuous measurements of net ecosystem carbon dioxide exchange (Figure 6.1).
Figure 6.1. Location of the experimental site (red point) in the Italian Alps. False colour representation of a Near Infrared-Red (NIR) aerial photograph of the Torgnon (AO, Italy) study site (recorded in October 2012 by an unmanned aerial vehicle, UAV). The yellow mask approximately refers to the view area of the Campbell digital camera used in the study located at A. B and C refer to the eddy covariance tower and the micrometeorological station respectively. The image shows the heterogeneity of the grassland analysed.

6.2.2 Data collection

Two sources of data were collected for this study: digital time-lapse images and a field survey of species composition.

Digital images were collected using a Campbell digital camera (model CC640 Campbell Scientific, Logan, UT, USA) installed at the experimental site in 2009. Following Richardson et al. (2007), the camera was pointed north and set at an angle of about 20° below horizontal. Camera focal length was 3.5 mm and the field of view was approximately 79.8°. The camera was fixed at 2.5 m above ground and the same view scene was captured (Figure 6.2). The images were collected in Joint Photographic Experts Group format (JPEG) and present a resolution of 0.3 megapixels, with three colour channels, namely red, green and blue, at 8 bits of radiometric resolution. The images were collected hourly from 10 am to 5 pm and exposure mode and white balance were set to automatic. Overall, 5644 images were collected between 21st May 2009 and the 22nd November 2011 and were available for this study.

The plant survey was conducted in May 2012 when the vegetation clearly showed two different patterns: the early greening vegetation type, corresponding to the concave slope areas, and the late greening vegetation type, corresponding to the convex areas. Sixteen plots, visible within the digital camera images, were selected and sampled using a visual estimation survey.
method for the evaluation of the species composition and percentage cover. The whole site was completely covered by vegetation and no bare ground was visible. Finally, species composition was expressed in terms of percentage cover of each species.

Air temperature and snow height were measured respectively by a HMP45 (Vaisala Inc.) and a sonic snow depth sensor (SR50A, Campbell Scientific, Inc.). Air temperature data were then used to compute the Thawing Degree-Day from snowmelt (TDDsm) (Hollister et al., 2005), representing progressive heat accumulation in the season TDDsm were calculated as the area under the curve of daily temperature range above 0 °C as reported below:

\[ TDD_{sm} = \sum_{i=1}^{n} T_{air_i} \]  

[6.1]

Where \( n \) is the number of daily air temperature measurements (above 0 °C) collected after the snowmelt date. The daily TDDsm time series has been filtered using a moving average with window size equal to 9 days.

### 6.2.3 Image analysis

In this study digital images were used for monitoring phenology and the snowmelt process occurring in the subalpine grassland. A ROI was firstly identified and selected in the image to analyse snowmelt and vegetation phenology (Figure 6.2).

![Figure 6.2. The region of interest (ROI) in red was chosen in the foreground to avoid problems related to distance, weather and excessive pixel size differences. The ROI was then divided using a grid with a grid cell size of 10x10 pixels. Nineteen rows and forty-nine columns result from the division.](image)

The ROI was restricted to the foreground part of the grassland in the image, which was less affected by clouds occasionally observed in the background (Migliavacca et al., 2011). Pixel size within the ROI corresponded to 1 to 4 cm in field and the analysed area of the ROI to approximately 150 m² in nature. In order to investigate the spatial variability of greening and
snowmelt, the analysis was conducted by resampling the original ROI on a 10x10 pixel grid (Figure 6.2) providing 855 grid cells (19 rows and 45 columns). The grid cell size changes according to the distance from the camera and it ranges approximately between 10 and 40 cm². This dimension has the same order of magnitude of areas with homogeneous or heterogeneous species composition and can be considered large enough to distinguish the vegetation types present at the study site.

6.2.3.1 Snowmelt maps

Snowmelt maps were computed at pixel level by performing a k-means unsupervised classification (Hartigan and Wong, 1979) on each image in the three years examined (2009, 2010, 2011). The pixel values were clustered by the k-means method, partitioning the values into 2 groups such that the sum of squares from points to the assigned cluster centres was minimized. Two classes were identified corresponding to “snow” and “no snow” covered pixels. In a second step, the date of snowmelt for each cell of the grid was defined as the Day of Year (DOY) when more than 50% of pixels of the cell were classified as “no snow”. Finally, spatial anomalies of snowmelt dates were computed for each year as the difference between cell values and mean annual snowmelt date of the entire ROI.

The accuracy of the k-means unsupervised classification was evaluated on three images, one per year, characterized by a snow cover of about 50% of the image. On each classified image 100 pixels have been randomly selected (45% ± 5 and 55% ± 5 belonging to “snow” and “no snow” classes respectively). Each pixel has been analysed on the original images, attributing to each of them a flag of “snow” or “not snow” based on a visual inspection. The overall accuracy of the unsupervised classification was then computed as the ratio between the number of the pixels correctly classified and the total number of pixels considered. The obtained accuracy was greater than 90% for the three years analysed.

6.2.3.2 Spring phenological maps

The chromatic information contained in the collected images was extracted using indices that synthesize the primary colour content of the images. To minimise the effects of illumination conditions and the camera acquisition setup the original RGB images were transformed into RGB chromatic coordinates (i.e. the green and blue chromatic coordinates, gcc and bcc, respectively) (e.g. Gillespie et al., 1987; Woebbecke et al., 1995) as follow:

\[
gcc = G/(R + G + B) \quad [6.2]
\]

\[
bcc = B/(R + G + B) \quad [6.3]
\]
where R, G, B are the red, green and blue digital number (DN) values of each colour channel, respectively. The green chromatic coordinates were computed for each pixel and then averaged for each cell for all the images recorded during the three years, resulting in cell-based gcc time series.

After computation of the chromatic coordinates, the time series were filtered to reduce data noise. This step was necessary since illumination change within the field of view, especially due to cloudy sky conditions, affected the diurnal variation and the seasonal trend of the indices, thus producing undesired spikes. The filtering strategy was based on two steps:

1) using a threshold on the blue channel to discard cloudy images. The diffuse light conditions affect the blue channel, (Ide and Oguma, 2010) and when the weather conditions were not stable, the blue channel values showed larger daily variability compared to clear sky days. Therefore a threshold on the bcc was selected and the images were discarded accordingly:

\[
bcc_{dm} - (bcc_{sd}) 5^{\text{th}} < bcc < bcc_{dm} + (bcc_{sd}) 5^{\text{th}}
\]  

[6.4]

where bcc is the blue chromatic coordinate defined in formula 6.3, bcc_{dm} is the daily mean value of bcc and (bcc_{sd}) and 5^{\text{th}} is the fifth percentile of the seasonal standard deviation of bcc.

From a visual inspection, the filter based on bcc time series removed all the cloudy images and also some of the clear sky ones. Thus, a high temporal resolution time series (i.e. 5-8 images each day) is required when applying this filter;

2) using a further filtering technique to obtain gcc time series with constant time steps from daily to three daily composites. For this purpose, the approach suggested by Sonnentag et al. (2012) was used which consists of a 3-day moving-window assigning the 90th percentile to the centre day (calculated using all the gcc values referred to the images acquired in 3 days of measurements).

Finally, the gcc time series was fitted with a cubic smoothing spline according to Migliavacca et al. (2011). The beginning of the season (BOS) was defined as the time when the greenness curve reaches the half maximum of spring growth (Bradley et al., 2007; Fisher et al., 2006; White et al., 1997). The methodology was automatically applied first to the average ROI values and subsequently to all grid cells leading to a BOS map. A no-data flag was assigned to grid cells having BOS values outside the period from snowmelt dates to end of July (13%, 16%, 24% in 2009, 2010 and 2011 respectively). Annual BOS anomaly maps were obtained by subtracting the mean BOS value of the ROI from the corresponding mean BOS of each cell.
6.2.4 Comparison of the beginning of the season and the snowmelt dates

To evaluate the relationship between snowmelt and spring phenology, BOS and snowmelt maps of the three years were initially compared using the non-parametric Kendall correlation test. To reduce data noise this analysis was conducted on aggregated data: grid cells were grouped into 15 classes according to snowmelt date quantiles and their BOS median dates were computed. Lastly, generalized linear models (McCullagh and Nelder, 1989) were used to analyse the sensitivity of BOS to snowmelt, considering the entire community (i.e. the ROI) and the vegetation types (GF and GO) separately.

The Kruskall-Wallis test was performed to statistically test significant differences of spatially distributed BOS within the three years analysed. If the test resulted significant (p<0.05), the Wilcoxon-Mann-Whitney test was used to assess which group pairs significantly differ (p<0.05).

6.3 Results

6.3.1 Snowmelt and spring phenology of the subalpine grassland

During the three years analysed the air temperature time series were generally comparable except for a warm spring spell of about 10 days in April 2011 which was responsible for the extremely early snowmelt in that year (Figure 6.3a and 6.3b, Galvagno et al., 2013).
Snowmelt occurred on DOY 145 and 143 in 2009 and 2010, respectively, while it was observed 40 days earlier in 2011 on DOY 103. The 2011 snowmelt was followed by air temperature values lower than those recorded after the snowmelt in 2009 and 2010 causing a flatter daily increase of TDDsm compared to the two previous years. As reported in Figure 6.3c, the 2011 TDDsm (blue line) shows a delay of approximately a month in reaching values close to 400 thawing degree days compared to the two previous years.

Although only three years were evaluated and the size of the area investigated was quite small, significant dynamics in greening phenology and snowmelt could be observed within this ecosystem.

Figure 6.3. Annual time series of meteorological variables collected at the experimental site. a) air temperature \(^{[\circ C]}\); b) snow depth \([\text{cm}]\); c) Thawing Degree Day after snowmelt (TDDsm) \([\circ C]\). Air temperature and snow height are presented as the daily median value. The TDDsm is depicted as 9 days averaged value after the annual snowmelt date. The different colours refer to the three years analysed (2009, 2010 and 2011).
Digital images clearly showed similar spatial patterns of snowmelt in the three years (Figure 6.4, left panel). The complete snowmelt process occurred in 3 days in 2009 and 2010 while it was slower in 2011, lasting 6 days (Figure 6.5, bottom panel).

The BOS anomaly maps showed consistent interannual spatial patterns (Figure 6.4, right panel). Mean BOS occurred on DOY 172, 173, 162 in 2009, 2010, 2011, respectively, and a large spatial variability of BOS dates was found in each year with strong negative and positive anomalies (66, 70, 93 days in 2009, 2010, 2011, respectively, Figure 6.4).

The years 2009 and 2010 were characterised by a unimodal distribution of BOS dates and, quite surprisingly, two clear modes were evident in the 2011 BOS frequency distribution (Figure 6.5).

Figure6.4. Left panel: Snowmelt anomaly maps computed against the annual mean value of the entire ROI; right panel: maps of the anomaly of BOS (beginning of season) computed against the annual mean BOS of the entire ROI. The colour scales represent the range of variation of the snowmelt / greening dates in the images. Dark green highlights areas with early dates, while the light green refers to areas where snowmelt or BOS were delayed. Grey colour represents the no data, excluded during the filtering phase.

The years 2009 and 2010 were characterised by a unimodal distribution of BOS dates and, quite surprisingly, two clear modes were evident in the 2011 BOS frequency distribution (Figure 6.5).
Figure 6.5. Frequency distribution in terms of number of cells of snowmelt (light blue) and BOS (white) in the three study year with unimodal BOS distribution in the first two years and a bimodal one in 2011. In 2011 the date of snowmelt date was 40 days earlier than in 2009 and 2010.

6.3.2 Phenology of vegetation types: the effect of early snowmelt

The bimodal BOS frequency distribution of 2011 allowed analysing the BOS spatial distribution during the spring which followed an exceptionally early snowmelt. According to the field surveys, the areas characterized by an earlier BOS (first mode in Figure 6.5, bottom panel) corresponded to the vegetation type with higher abundance of forbs (GF) while the vegetation...
type with late BOS was dominated by grass, mainly *Nardus stricta* (GO) (Table 6.1). However it should be noted that the areas dominated by one of the two main vegetation types can have a different degree of homogeneity. Forbs represent from 50 to 90% cover of the early greening vegetation areas and grasses from 78 to 95% cover of the late greening vegetation areas assessed in the field.

<table>
<thead>
<tr>
<th></th>
<th>Early greening vegetation areas (GF)</th>
<th>Late greening vegetation areas (GO)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>A</td>
<td>B</td>
</tr>
<tr>
<td>BOS (DOY)</td>
<td>132±2</td>
<td>141±5</td>
</tr>
<tr>
<td>Total Grasses ( % cover)</td>
<td>10</td>
<td>20</td>
</tr>
<tr>
<td>Total Forbs ( % cover)</td>
<td>90</td>
<td>80</td>
</tr>
<tr>
<td>Snowmelt date (DOY)</td>
<td>105.58±0.2</td>
<td>103.54±0.4</td>
</tr>
</tbody>
</table>

Table 6.1 Summary of the images analysis data results and field phenological survey. The table contains the average beginning of the season date in 2011, species composition (percentage of cover) and the 2011 average snowmelt date (expressed as Day of the Year) of the areas analysed in the field. The plots were chosen in the field according to the digital camera images, distinguishing areas characterized by an early beginning of the season (early greening vegetation) and areas where the beginning of the season took place later (later greening vegetation). The subcategories A, B and C refer to areas with a different degree of homogeneity from A to C.

Using the bimodal distribution in 2011, a threshold (DOY 165), corresponding to the date where the two modes are clearly separated (Figure 6.5), was used to discriminate early and late BOS areas within the ROI and to classify the cells accordingly. The areas dominated by the GF vegetation type are those represented in dark green in Figure 6.4 (right panel). On the contrary the areas mainly dominated by the grasses (GO) are depicted in light green. A significant advance in BOS date was only observed for GF in 2011 (Figure 6.6, p-value < 0.05 performing the Mann-Whitney test). In particular the averaged GF BOS date in 2011, occurred 26 days earlier compared to the two previous years. In contrast, the total ROI and GO BOS dates did not show any significant variation (according to the Mann-Whitney test).
Figure 6.6. The graph shows the 3-year averaged beginning of the season and related standard deviation obtained by distinguishing between the two main vegetation types (grass only, GO and mixed grass and forb, GF) and the overall region of interest value. The beginning of the season related to the mixed grass and forbs vegetation type is strongly anticipated in 2011 (26 days before the two previous years) while the variation of beginning of the season related to the grass only is stable in the three years considered.

6.3.4 Spatial relationship between phenology and snowmelt

The correlation analyses between snowmelt and the spring phenology maps showed significant inverse correlations (p value <0.05; Kendall correlation coefficient (τ) values of -0.89, -0.63, -0.73 for 2009, 2010 and 2011, respectively), meaning that later snowmelt areas corresponded to early BOS areas.

Results of the sensitivity analysis conducted using the generalised linear model are shown in Figure 6.7 and Table 6.2 and refer to the model applied separately on the entire ROI and on the two vegetation types (GF and GO) separately.
A strong negative correlation was found between BOS and snowmelt dates. This indicates that, in the spatial domain, areas characterised by early snowmelt corresponded to the area where BOS took place later (and vice versa). In particular, the results show a significant negative relationship in the 3 years considered (Figure 6.7, top panel). Similar results were obtained also separately considering the two vegetation types: middle and bottom panels in Figure 6.7 show the relationship between snowmelt dates and BOS having a negative slope for both vegetation types (GF and GO) in the three years.
Table 6.2 Results of the analysis conducted using the Generalized Linear Model (glm). The relationship between the beginning of the season and snowmelt dates is reported here in terms of number of cell investigated, $r^2$, slope (m), standard error (SE) and p value. The table distinguishes between analysis conducted on the whole scene, or divided into the two main vegetation types, the first one dominated by forbs and the second dominated by grasses.

<table>
<thead>
<tr>
<th>Year</th>
<th>Nr of cell</th>
<th>$r^2$</th>
<th>M</th>
<th>SE</th>
<th>P</th>
<th>Nr of cell</th>
<th>$r^2$</th>
<th>m</th>
<th>SE</th>
<th>P</th>
<th>Nr of cell</th>
<th>$r^2$</th>
<th>M</th>
<th>SE</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>2009</td>
<td>809</td>
<td>0.90</td>
<td>-17.21</td>
<td>1.93</td>
<td>&lt;0.01</td>
<td>494</td>
<td>0.70</td>
<td>-14.48</td>
<td>3.5</td>
<td>&lt;0.01</td>
<td>479</td>
<td>0.74</td>
<td>-11.48</td>
<td>2.46</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>2010</td>
<td>785</td>
<td>0.75</td>
<td>-13.50</td>
<td>3.12</td>
<td>&lt;0.01</td>
<td>470</td>
<td>0.75</td>
<td>-14.40</td>
<td>3.2</td>
<td>&lt;0.01</td>
<td>467</td>
<td>0.56</td>
<td>-4.11</td>
<td>1.29</td>
<td>0.02</td>
</tr>
<tr>
<td>2011</td>
<td>655</td>
<td>0.80</td>
<td>-20.84</td>
<td>3.29</td>
<td>&lt;0.01</td>
<td>380</td>
<td>0.60</td>
<td>-3.93</td>
<td>0.8</td>
<td>&lt;0.01</td>
<td>373</td>
<td>0.63</td>
<td>-2.79</td>
<td>0.68</td>
<td>&lt;0.01</td>
</tr>
</tbody>
</table>
6.4 Discussion
The results of this study underline the potential of using repeat digital photography as a proximal remote sensing system for monitoring patterns of phenology in relation to snowmelt variability. The combination of temporal and spatial information gave important insights on the heterogeneity of vegetation among sites and also on the different responses of vegetation types, showing different ecological requirements of grasses and forbs. In turn, the spatial analysis of the snowmelt can provide useful information for interpreting the complex relationships between snowmelt, the heterogeneous microtopography and the phenological behaviour of the different vegetation types in the ecosystem.

The results show the importance of using a pixel per pixel analysis instead of considering an overall ROI. One out of three years (2011) was characterised by an extremely anticipated snowmelt in 2011. As observed in Figure 6.6 and better displayed in Figure 6.8, without disentangling the contribution of forbs and grasses, the temporal pattern of the phenological development of the ROI is similar in the three years. In fact if the BOS mean value of the entire ROI is considered (Fig 6.6, red bars) no significant advance can be found in 2011. On the contrary, when the two vegetation types are separately considered, significant differences appear in the mean BOS value of the vegetation type characterized by abundance of forbs (GF) in 2011. This finding suggests that the two vegetation types react in a different way to an extremely early snowmelt and underlines that snowmelt is the key environmental factor at the studied site for species with known opportunistic behaviour (Keller and Körner, 2003), like Geum montanum, Crocus alpinus, Arnica montana, Potentilla lacventa. However for the vegetation type dominated by grasses other environmental factors, such as air temperature (Figure 6.3), can have a role in driving BOS date. Irrespective of the timing of snowmelt, grass phenological development starts when TDDs reaches values close to 400 °C. This occurred 40 and 80 days after snowmelt in 2009-10 and in 2011 respectively. Furthermore the BOS GO date didn’t differ between the three years considered, thus an effect of the photoperiod length on the grass phenological response cannot be excluded (Keller and Körner, 2003). This difference in GF and GO response to early snowmelt is in agreement with Inouye (2013) where a species specific relationship between flowering and the time of snowmelt is shown.
Figure 6.8. The 3-year green chromatic coordinates (gcc) time series are separately plotted considering the average value of the overall ROI value (red line), and the two vegetation types characterized by dominance of the two vegetation types (GF, grass and forb, dark green line and GO, grass only, light green line). The year 2011 was characterized by a strong advance in the growth of GF while in 2009 and 2010 the difference between the two vegetation types was not so sharp.

Considering the spatial relation between snowmelt and phenology (Table 6.2, Figure 6.7), the impact of site microtopography on species compositions and thus on phenology emerged. Each year, the complete snowmelt occurs within a few days (at most 6 days in 2011) and the different patches of snowmelt reflect micro-topographical differences of the site. In the convex areas the snow melts earlier, while in the concave areas the snow lasts longer. Therefore the snowmelt can be considered as a proxy of microtopography, and indirectly of different site ecological conditions affecting the species distribution. The dominance of different species found in concave (i.e. GF vegetation type) or convex (GO) areas can be determined by several factors, such as the influence of snow, the higher nutrient availability during and after the snowmelt period, differences in soil chemical and physical properties (Schuerings et al., 2013) and, finally, differences in water availability depending on the microtopography (Michalet et al., 2002). The counter intuitive negative correlation between snowmelt and BOS on the whole scene (Table 6.2) can be explained considering that snow melts later in areas dominated by species with opportunistic behaviour (GF), able to quickly develop after snowmelt, and snow melts earlier in areas preferred by GO known to have a slower development affected by factors other than snow cover. Thus the negative relationship is driven by the presence of areas with...
different species composition. This is especially evident in 2011 (Figure 6.7a, blue triangles) where the two clusters of points clearly represent areas dominated by one of the two vegetation types (GF and GO). The separation of GF and GO is more difficult in 2009 and 2010 because the development of the two vegetation types occurred in a narrow time period. When GF and GO are separately considered the negative relationship is maintained (Table 6.2). GF and GO represent areas with abundance of grass or forbs, but in such a complex ecosystem a gradient of species distribution is still present. The spatial analysis of BOS date is able to capture the different species distribution within the same vegetation type (Table 6.1). In fact concave areas, at the bottom of the pit, show higher percentage of forbs if compared to the sides. The contrary occurs in the convex areas, where the percentage of forbs increases moving away from the mound.

In summary, these results appear to indicate that forbs, whose opportunistic behaviour is well known in the literature (Keller and Körner, 2003), are capable of quickly tuning their growth even in years with anticipated snowmelt. Indeed, in 2011, the year characterized by an extremely early snowmelt, a strong advance of BOS was observed in areas of the grassland dominated by forbs (on average 26 days in advance compared to 2009 and 2010). Conversely, the grasses (mainly Nardus stricta) showed a “safer” behaviour and started to develop in relatively constant periods of the years and showed no advancement in BOS even in the extreme year 2011 (mean BOS date of grasses occurred around DOY 180 in all the three years). These results are consistent with the studies carried out by Wipf and Rixen (2010) where grasses showed no significant response to snow manipulations. On the contrary, forbs are sensitive precursors of snowmelt (Keller and Körner, 2003). Forbs plasticity may represent the response of species adapted to growth in areas with a long persistence of snow. While in habitats with early snowmelt (e.g. convex areas), any advancement of snowmelt may lead to frost-damage, hence later BOS may be a safer strategy for this species. Differences in phenological development may also have an important role in all ecosystem processes, especially during years characterised by extreme early snowmelt. For example, a reduction in net CO₂ ecosystem uptake was observed in spring/summer 2011 (Galvagno et al., 2013) and this may in part be due to the later development of grasses compared to forbs (less abundant at the ecosystem level). In this context, the use of digital images for inferring the phenological cycle of different vegetation types represents a great opportunity to gain new insights for interpretation of eddy covariance measurements.

6.5 Conclusions
In this study, the possibility of exploiting digital time-lapse camera images for monitoring the phenology and snowmelt process in subalpine grassland environment was investigated. Within such a heterogeneous ecosystem, we emphasize the importance of analysing the image at pixel per pixel level instead of considering single ROI areas, thus providing a more detailed description in order to improve the knowledge of phenological and snowmelt processes and the
ecological requirements of species. In particular, in 2011 an exceptionally early snowmelt occurred, and it was possible to distinguish the phenological development of the two main vegetation types at the ecosystem level. Finally, this study highlights for the first time a significant inverse empirical relationship between spatial phenology and snowmelt as indirect indicator of microtopography, which may have important implications for ecological studies in alpine areas. Further investigations are however needed to better evaluate the role of microtopography and snowmelt through the influence they exert on species distribution.

In summary, this research demonstrates that digital time-lapse images can provide reliable spatial and temporal information on snowmelt and plant phenology in a heterogeneous ecosystem. Digital photography is therefore a promising and low-cost tool for long-term monitoring of the environment and may help to describe different ecosystem processes in scientific studies.
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Chapter 7

Early stress detection using optical remotely sensed indicators application

Data presented in this chapter were acquired in the frame of the HyFLEX campaign funded by the European Space Agency (ESA) (ESA ESTEC RFQ-3-13566/12/NL/LF).

Early plant stress can be tracked using indicators derived from hyperspectral optical remotely sensed data. Photochemical Reflectance Index and Sun-Induced chlorophyll Fluorescence (SIF) have been identified as potential indicators of plant physiological status, thus immediately responding to plant stress. The study presented in this chapter is dedicated to evaluate the suitability of these indicators for monitoring plant stress in an early phase. In the context of the European Space Agency (ESA) FLuorescence EXplorer (FLEX) mission, a field campaign was conducted in September 2012 in Czech Republic. The aim of the campaign was to evaluate the possibility of detecting Sun-Induced chlorophyll Fluorescence (SIF) emission from an airborne platform. To enhance differences in plant physiological status an artificial controlled experiment was set: two grass lawns were on purpose located at the experimental site and one was treated with an herbicide (DCMU) known to block photosynthetic electron flow and thus reduce photosynthetic activity, modifying energy dissipative pathways (i.e. fluorescence emission and non-photochemical quenching). During the entire campaign optical proximal sensing measurements were collected at ground level in order to validate airborne products. The analysis of field data showed that the application of DCMU on the grass lawn caused a significant increase of SIF and PRI in the treated grass whereas the traditional Normalized Difference Vegetation Index (NDVI) was not notably different from the lawn that remained untreated. The study demonstrates that both SIF and PRI are capable to detect short term plant stress. In particular SIF seems to be immediately affected even with lower herbicide concentration treatment.
7.1. Introduction and objectives

During the photosynthesis process the plants transform carbon dioxide and water into carbohydrate macromolecules and oxygen with energy of photons absorbed between 400 and 700 nm (Lange et al., 1981). Plant photosynthesis is an actively regulated process with a highly variable efficiency to adjust for dynamic environmental conditions (Schulze and Caldwell, 1994). These adjustments occur on a short-term by altering or rearranging the pigments within the leaves without determining any detectable change in reflectance regions (Red and Near Infrared regions) traditionally used for the calculation of vegetation indices (VI) such as the Normalized Difference Vegetation Index (NDVI). Photosynthesis starts with absorption of light by photosynthetic pigments, mainly by chlorophyll molecules. Under normal physiological conditions, the major part of absorbed light is used for photosynthetic quantum conversion. Under stress conditions photosynthesis declines and the absorbed light exceeding the energy demand has to be dissipated by plants to avoid oxidative damage. Two dissipative defensive strategies are used by plants: chlorophyll fluorescence and non-photochemical quenching. Fluorescence is the process by which the light energy absorbed by chlorophyll pigments at one wavelength is re-emitted at a different wavelength (Papageorgiou, 2004). NPQ involves acidification of the thylakoid lumen, the operation of the xanthophyll cycle pigments and specific components of the antenna (Papageorgiou, 2004) for the thermal dissipation of excess energy. In recent years two indicators derived from optical hyperspectral remotely sensed data and related to these two dissipative mechanisms have been proposed and investigated: Photochemical Reflectance Index (PRI) and Sun-induced Chlorophyll fluorescence (SIF). As described in chapter 2 these indicators are related to changes in the de-epoxidation state of the xanthophyll cycle pigments (PRI, Gamon et al., 1992) and to the direct emission of chlorophyll fluorescence. In recent years these indicators have been used to detect oxidative stress conditions with different degrees of success (Berni et al., 2009; Meroni et al., 2008; Panigada et al., 2014; Rossini et al., 2013; Suárez et al., 2010, 2008). In this study a dedicated experiment was designed to produce a variation in plant photosynthetic efficiency in a short time period. The experiment consisted in two grass lawns, one of them treated with DCMU (3-(3',4'-dichloropheny1)-1,1-dimethylurea) (DCMU) and the other used as a control. DCMU selectively binds to PSII and blocks its reoxidation by the plastoquinone pool (Van Rensen, 1989). The DCMU treated grass cannot perform the photosynthetic electron transport and the excess energy is dissipated as elevated chlorophyll fluorescence emission. Filed spectra measurements were collected simultaneously above the two carpets and spectral indices were calculated. In this chapter the feasibility of detecting early plant stress induced by DCMU application by using hyperspectral field data is evaluated and presented. More in detail NDVI, PRI and SIF response on the grass treated with the herbicide was compared to the response of the control plot.
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7.2 Materials and Methods

7.2.1 Herbicide treatment

The experimental study site was located at Bíly Kriz (Moravian-Silesian Beskydy Mts., Czech Republic, 18.54°E, 49.49°N, 860 m a.s.l.). Two commercially produced grass lawn carpets (12x8 m each) were used during the experiment (Figure 7.1). The dominant species of the grass were Festuca rubra, Lolium reppenne, Poa pratensis. One of the two carpet was treated with 3-(3',4'-dichlorophenyl)-1,1-dimethylurea (DCMU) on Sept 5th, 2012 at 08:00 local time by DCMU diluted to 10⁻⁵ M in 1% ethanol/water. On Sept 9th at 10:00 local time the carpet was treated a second time with 10 times higher herbicide concentration (10⁻⁴ M DCMU). On both days the control carpet was treated at the same time with 1% ethanol/water without the herbicide.

7.2.2 Leaf chemical analyses

Fresh leaf samples (typically 100 mg) were taken for chlorophyll and carotenoid analysis and frozen in liquid nitrogen. Chlorophyll and carotenoid pigments were extracted in 100% acetone with addition of MgCO₃ using mortar and pestle. The homogenate was centrifuged at 6000 rpm and then diluted to 80% solution of chlorophyll in acetone. Samples were analyzed using UV/VIS spectrometer (Specord 250 Plus, Analytik Jena AG, Germany) at an absorbance of 710.0 nm, 663.2 nm, 646.8 nm and 470.0 nm. Samples were diluted into cuvette using 80% acetone so that their absorbance at 663.2 was between 0.25 and 0.75. The chlorophyll and carotenoid concentrations per unit leaf mass (μg g⁻¹) were calculated based on the extinction coefficients derived by Wellburn (1994).

7.2.3 Top of canopy hyperspectral ground measurements

Measurements of grass lawn top of canopy radiance were performed from a distance of 4.2 m by an ASD spectroradiometer (ASD FieldSpec-3, Boulder, CO, USA) positioned alternatively over the DCMU treated and control grass lawn areas using a small hydraulic movable platform (Figure 7.1). The ASD FieldSpec-3 covers the spectral range 350–2500 nm with a spectral resolution of 3 nm at 700 nm and a sampling interval of 1.4 nm. For each grass treatment 20 acquisitions were collected moving the arm of the hydraulic platform. One measurement of a white reference calibrated panel (Spectralon, LabSphere, USA) was performed every 4 target measurements for the computation of the Hemispherical-Conical Reflectance Factor (HCRF, Schaepman-Strub et al., 2006). With a field of view of 25°, the diameter of each acquisition was about 1.8 m.

Simultaneously, the grass radiances were measured with an automatic system named S-FLUO box (Cogliati et al., submitted). The S-FLUO box system hosts two portable spectrometers
(HR4000, Ocean Optics, USA) characterized by different spectral resolutions. The first one covers the visible and near-infrared range (400-1000 nm) with a full width at half maximum (FWHM) of 1 nm and allows the computation of different vegetation indexes. The second one covers with a finer resolution (FWHM = 0.1 nm) a restricted spectral range (700-800 nm) and it is specifically intended for far-red sun-induced fluorescence measurements (at O2-A band positioned at 760 nm). This system used a commercial optical multiplexer (MPM-2000, OceanOptics, USA) to switch between a channel measuring the incident irradiance using a cosine-response optic (cc3, OceanOptics, USA), a 25° down-looking bare fiber for the measurement of the upwelling radiance and a “blind” channel for the dark current measurement. Spectrometers were housed in thermally regulated boxes controlling the internal temperature in order to reduce dark current drift. Spectrometers were spectrally calibrated with known standards (CAL-2000 mercury argon lamp, OceanOptics, USA) before the campaign while the radiometric calibration has been inferred from cross-calibration measurements performed with a calibrated FieldSpec Pro spectrometer (ASD, USA). The Ocean Optics spectrometer fibers were mounted on a tripod placed between the two grass carpets. The average canopy plane was observed from nadir at a distance of about 1.6 m corresponding to an area on the ground of 0.7 m diameter. The manual rotation of a mast mounted horizontally on the tripod allowed the alternative observation of the DCMU-treated and control grass lawn areas (Figure 7.1). The field spectroscopy technique referred to as “single beam” (Milton and Rollin, 2006) was employed to evaluate the incident and upwelling fluxes. Target measurements were sandwiched between two incident irradiance measurements made by a single device a few seconds apart. The incident irradiance at the time of the target measurement was estimated by linear interpolation. Additionally, the instrument dark current was collected for every set of measurements. Spectral data were acquired with a dedicated software (Meroni and Colombo, 2009) and processed with an IDL (ITTvis IDL 7.1.1®) application specifically developed. Visible and near-infrared reflectance derived from both the ASD and Ocean Optics spectrometers were used to compute the normalized difference vegetation index (NDVI, Rouse et al., 1973) and the Photochemical Reflectance Index (PRI, Gamon et al., 1992) according to the following equations:

\[
PRI = \frac{(R_{531} - R_{570})}{(R_{531} + R_{570})}
\]

\[
NDVI = \frac{(R_{800} - R_{680})}{(R_{800} + R_{680})}
\]

where R represent the reflectance at the specified wavelength in nm.

Far-Red SIF was estimated from the high resolution Ocean Optics spectrometer using the spectral fitting method described in Meroni et al., (2010), assuming a linear variation of reflectance and fluorescence in the O2-A absorption band region. The spectral interval used for Far-Red SIF estimation was set to 759.00 - 767.76 nm for a total of 439 spectral channels used. An apparent fluorescence yield (Fyield) was also computed as the ratio between Far-Red SIF and
the radiation incident in a nearby restricted spectral range not including the oxygen absorption band.

![Experimental setup at Bíly Kriz site. The two lawn carpets are depicted in Figure. C is for control and T is for herbicide treated carpet. The position of the portable spectrometric system hosting two Ocean Optics spectrometers and the ASD spectroradiometer is shown together with the dimension of the field of view of each instrument.](image)

**Figure 7.1.** Experimental setup at Bíly Kriz site. The two lawn carpets are depicted in Figure. C is for control and T is for herbicide treated carpet. The position of the portable spectrometric system hosting two Ocean Optics spectrometers and the ASD spectroradiometer is shown together with the dimension of the field of view of each instrument.

### 7.2.4 Statistical analysis

Comparisons between control and treated leaf biochemical variables were performed according to Student’s t-test. The level of statistical significance was set at $P = 0$. Leaf measurements are expressed as the mean ± standard deviation of seven measurements per thesis for the two days of sampling.

The variation induced by the herbicide application in the two dates on the four indices considered has been assessed computing the percentage temporal variation (PVD) and the percentage treatment variation (PVT) according to the following formulas:

\[
PVT(d) = \frac{V_{t} - V_{c}}{V_{c}} \times 100
\]

\[
PVD(p) = \frac{V_{d1} - V_{d2}}{V_{d1}} \times 100
\]
where \( d \) is the day (September 5\textsuperscript{th} or 9\textsuperscript{th}), \( p \) is the plot (control or DCMU treated), \( VI \) is midday mean value of the vegetation index referred to DCMU treated (\( t \)) or control (\( c \)) lawn carpet in September 5\textsuperscript{th} (\( d1 \)) or 9\textsuperscript{th} (\( d2 \)). Values of VIs measured between 11.00 and 12.00 solar time have been used to minimize undesired effects due to low sun zenith angles.

Moreover normalized difference of the VI values has been calculated between control and treated grass on the two dates. The ratio between the difference of control and treated at different days indicates the capability of the VI to detect physiological status changes due to the two herbicide treatments. The normalized difference has been calculated as follow:

\[
\text{ND} = \frac{\text{VI}_t - \text{VI}_c}{\text{VI}_t - \text{VI}_c} \quad [7.6]
\]

where \( \text{ND} \) is the normalized difference, \( \text{VI} \) is the vegetation index referred to DCMU treated (\( t \)) or control (\( c \)) lawn carpet and 5 and 9 are the date (September 5\textsuperscript{th} or 9\textsuperscript{th}).

### 7.3 Results and discussion

#### 7.3.1 Leaf chemical analyses

The average chlorophyll and carotenoid concentrations in control and DCMU-treated samples are reported in Table 7.1. The t-test indicated that pigment concentration was similar in control and treated samples on both September 5\textsuperscript{th} and September 9\textsuperscript{th} indicating that the application of DCMU didn’t cause any significant change in leaf pigment composition at the temporal scale of the experiment.

<table>
<thead>
<tr>
<th></th>
<th>5 Sept</th>
<th>9 Sept</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control</td>
<td>DCMU</td>
</tr>
<tr>
<td>Chl ab (mg g(^{-1}))</td>
<td>2.30 ± 0.44</td>
<td>2.48 ± 0.54</td>
</tr>
<tr>
<td>Car (mg g(^{-1}))</td>
<td>0.41 ± 0.11</td>
<td>0.46 ± 0.10</td>
</tr>
</tbody>
</table>

Table 7.1 Average and standard deviation of chlorophyll and carotenoid concentration in control and DCMU-treated samples on September 5\textsuperscript{th} and 9\textsuperscript{th}.

#### 7.3.1 Field top of canopy spectral measurements

The normalized difference vegetation index (NDVI) and the photochemical reflectance index (PRI) computed from the measurements collected with the ASD spectrometer are reported in Figure 7.2a and 7.2b. VIs calculated from ASD measurements are reported because they are representative of a wider area. Results obtained with the Ocean Optics spectrometer covering the visible-near infrared region were similar (data not shown). The percentage variation (PV) and the normalized difference (ND) between VIs on treated and control grass are reported in Table 7.2.
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Table 7.2. Percentage temporal and treatment variation between the two dates and the two plots is reported. Last column refers to the normalized difference.

<table>
<thead>
<tr>
<th></th>
<th>Percentage temporal variation PVD [%]</th>
<th>Percentage treatment variation PVT [%]</th>
<th>Normalized difference ND [-]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Control</td>
<td>DCMU</td>
<td></td>
</tr>
<tr>
<td>NDVI</td>
<td>1.6</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>PRI</td>
<td>-106</td>
<td>87</td>
<td></td>
</tr>
<tr>
<td>Far-Red</td>
<td>22</td>
<td>91</td>
<td></td>
</tr>
<tr>
<td>Fyield</td>
<td>20</td>
<td>80</td>
<td></td>
</tr>
</tbody>
</table>

The NDVI course was quite stable during the day (Figure 7.2a) with a slight increase of NDVI value from September the 5th and the 9th. This increase was slightly higher (PVD = 4%, Table 7.2) for the DCMU treated grass compared to control one (1.6%, Table 7.2). In addition it can be noticed that NDVI values of the treated plot were always lower than the control plot PVT (negative values of PVT, Table 7.2) and the difference of the NDVI value measured on the treated and the control plot decreased from September 5th to 9th (ND = 0.39). The midday PRI mean absolute value of the control lawn carpet was more than the double of the treated one on September the 5th (PVT = -85%, Table 7.2). In the second day (September 9th) a 106% decrease of the control grass value was noticed while an almost 90% increase of PRI value on the treated sample has been detected (Table 7.2). The ND equal to 2.26 (meaning an increase of the difference between treated and control in the two days) depends both on the decrease of PRI in the control grass and on the PRI increase on the DCMU treated one. PRI is supposed to track changes in the de-epoxidation state of the xanthophyll cycle pigments (related to heat dissipation) and is also known to change according to the chlorophyll/carotenoid ratio. This latter did not change during the two dates (Table 7.1), therefore the PRI variation is expected to be dependent on physiological changes of the grass. Under excess light the conversion of violaxanthin to zeaxanthin (i.e. de-epoxidation), via the xanthophyll cycle pigments, is responsible for the majority of dissipation of the excess excitation energy as heat, a process also known as non-photochemical quenching (NPQ). This reaction is reversed under low light levels (i.e. epoxidation). PRI is expected to decrease with increasing NPQ (Filella et al., 2009; Penuelas et al., 1997). Therefore the extreme decrease of PRI on November 9th can be explained considering the ~10% rise of PPFD between the two dates (Figure 7.2, blue dots). On the contrary regarding the treated plot PRI values are higher than in the control suggesting that DCMU induced a decrease of the NPQ value. This effect has been already observed in samples treated with atrazine (Frankart et al., 2003), a herbicide known to have a mode of action similar to DCMU and in laboratory experiment where leaves were exposed to DCMU (Saura and Quiles, 2009). Both herbicides affect photosynthesis by binding to the second electron acceptor (Qb) then strongly inhibiting the electron transport shortly after PSII. This will subsequently induce an over-excitation of PSII (Conrad et al., 1993) and cause an increase of the steady state fluorescence level. Instead, the energy-dependent NPQ related to a buildup of the
transthylakoid ΔpH generated by the photosynthetic electron transport (Ruban et al., 1992) is inhibited by DCMU. The ΔpH is also responsible for the activation of the xanthophyll cycle involved in photoprotection of the photosynthetic apparatus (Ruban et al., 2001). The reduced activation of the xanthophyll cycle is detected remotely as a higher PRI value in DCMU-treated compared to control grass. This behavior is even more enhanced comparing the control PRI reference value which decrease between the two dates considered.

The time courses of Far-Red SIF are reported in Figure 7.2c. As expected, during the day the intensity of Far-Red SIF is generally proportional to the incident radiance, being maximum at solar noon. On the contrary, the apparent fluorescence yield shows a more stable daily course (Figure 7.2d) with a trend generally opposite to the one of the incident radiance. The application of DCMU caused an increase of Far-Red SIF at 760 nm up to 5 mW m\(^{-2}\) sr\(^{-1}\) nm\(^{-1}\) on September 9\(^{th}\), while the 5\(^{th}\) recorded values are ~50% higher on the treated grass compare to the control (PVT in Table 7.2). On average a 91% increase (midday mean, Table 7.2) is noticed comparing the treated grass values between 5\(^{th}\) and 9\(^{th}\), while a smaller increase (22%) is found on the control lawn carpet. Finally the normalized difference between the two days is equal to 3.37. This is the highest difference recorded indicating the capability of Far-Red SIF in detecting the physiological change induced by the higher dose of DCMU. However the Far-Red SIF is known to be proportional to the solar irradiance, thus the high ND value can be enhanced by the 10% higher incoming radiation measured the November 9\(^{th}\). Nevertheless high ND (2.88, Table 7.2) value is reached also considering the Fyield, which gives more reliable comparison between the two dates.
Figure 7.2. Time courses of the NDVI (a) and the photochemical reflectance index (PRI) (b) derived from the ASD spectrometer, far-red sun-induced fluorescence at 760 nm (Far-Red SIF) (c) and apparent fluorescence yield at 760 nm (Fyield) (d) derived from the high resolution Ocean Optics spectrometer, measured over the control (black) and the DCMU treated (green) grassland carpets during September the 5th (Day Of the Year 249) and September the 9th (Day Of the Year 253).

In summary the DCMU treatment has been shown to produce the higher effect in Far-Red SIF and in the related Fyield. Unfortunately the uncertain weather conditions occurred the days before the experiment setup prevented to measure the treated grass before the DCMU treatment. Therefore no reference values of the untreated condition have been acquired and the comparison between control and treated carpets before the treatment is missing. Nevertheless assuming that the differences of NDVI detected in September 5th do not refer to DCMU treatment but to the natural variability within the lawn carpets the consequent fluorescence values are expected to be higher in the control (direct relationship between NDVI and fluorescence is expected). On the contrary the opposite result suggests that the increase of the fluorescence emission is directly related to the DCMU application also in the first day of treatment, progressively enhanced after the second higher dose DCMU application. PRI differences between control and treated grass at the two dates strongly increased both due to the treatment and PPFD intensity changes, confirming also the PRI as plant stress indicator. As expected NDVI was the index with the smaller variation detected between the treated and untreated grass.
7.4 Conclusions
The first top of canopy measurements used to quantitative estimate the DCMU effect on plant physiological status have been presented in this study. DCMU treatment caused significant variation of the grass physiological status, in fact the DCMU treatment had no effects on leaf pigments in the duration of the experiment. The NDVI values, mainly driven by leaf Chlorophyll content were stable after the two treatments, confirming the inability of this index to detect early stress due to physiological changes. On the contrary both PRI and Far-Red SIF strongly increased in the treated grass lawn carpet immediately after the higher dose of DCMU was applied (September the 9th). The Far-Red SIF is directly affected by the incoming solar irradiance therefore more comparable results can be obtained using the Fyield which still confirm fluorescence as early stress indicator. Unfortunately we were not able to perform spectral measurements on the treated carpet before any treatment was applied. This prevented to quantify in an absolute way the effect of the two different DCMU doses on the fluorescence signal and on the PRI variation. Nevertheless it seems that the Far-red SIF is more responsive to the treatment even, to lower dose, compared to PRI which is also extremely dependent on light stress conditions. Further studies should be provided in order to determine DCMU doses effect on the two early stress detection indicators.
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Conclusion

This research addresses on the use of optical proximal sensing technique for evaluating the role of multispectral and hyperspectral devices for monitoring vegetation parameters and processes (i.e. biophysical/biochemical parameters and plant status processes). In this context specific objectives of the study were: i) characterization and reduction of the measurement uncertainty sources; ii) application of improved optical sensing techniques based on multispectral and hyperspectral data to monitor terrestrial ecosystems.

In the proximal sensing community there is no agreement on one particular instrument to be used for vegetation monitoring. Often, different objectives or economic constraints limit the choice of the systems to be deployed in the field. Therefore, the collection of reliable and repeatable high quality data is strictly related to the definition of standard protocol used. People dealing with optical proximal sensing have to deeply know the instrumental characteristics of the device used and the site characteristics they want to measure (e.g. heterogeneity of the canopy to determine the proper acquisition scheme, shadows change during the day, hotspot and darkspot of the target, etc.). The reduction of the instrumental uncertainty sources is useless if the system is finally wrongly installed in the field (e.g. the monitored area is not representative of the surrounding area). The sensors characterization presented in Chapter 3, 4, and 5 focused on spectroradiometers which enable the collection of hyperspectral data allowing a detailed description of the investigated vegetation target. Nevertheless, the measurements collected by such systems are considerably influenced by instrumental characteristics and the reduction of such uncertainties is a fundamental practice in order to get high quality and repeatable data. In Chapter 3 the procedures needed to reduce measurement uncertainty sources related to instrumental components have been presented and applied on several spectroradiometers. Moreover, suggestions on the installation of portable spectrometers in the field have been proposed. In summary, the quality of the collected data depends on the acquisition scheme defined for sampling the target and on the data processing chain. In fact, once the measurement is properly collected a rigorous data processing chain has to be implemented to apply a series of correction (i.e. nonlinearity factors, spectral shift correction, radiometric calibration etc.) and to filter the data time series removing data collected under unfavorable condition (e.g. variable illumination conditions, extreme values of solar zenith angle). Once good quality measurements are achieved there are still instrumental characteristics that can affect vegetation biophysical parameter estimations. This is the case of the angular response of the field reference standards commonly used in the field to collect solar irradiance measurements. The angular response is barely reducible in field condition because it depends on the diffuse to global radiation which is difficult to measure spectrally, especially with automatic system installed for long term monitoring. Thus, it is important to quantify the impact that different reference standard angular responses can have on the measurements. In Chapter
4 the results of such evaluation have been reported according to spectral reflectance regions, vegetation indices and biochemical/biophysical parameter. In general, it was established that the effect of the reference standard deviation from an ideal cosine response can vary according to the field standard used and to the goal of the analysis. In fact, on reflectance regions the variation due to differences on reference standards angular response can be high (30-40%), particularly considering high solar zenith angles. This is especially true for commercially available cosine receptors which have been showed having a significant spectral dependency. This effect is strongly reduced on normalized vegetation indices and in the biochemical/biophysical parameter estimations. In the latter, it was found that the variations due to the reference standards angular response are in line with the uncertainties expected when the parameter is directly estimated in the field.

A physical constraint that cannot be modified in a spectroradiometer is the spectral resolution. In the calculation of the most traditional broad band indices used for characterizing the amount of green biomass it was found that finer spectral resolution have not influence on the index value. Nevertheless, in Chapter 5 the intercomparison experiment presented showed that spectral resolution can instead have an important effect on the retrieval of the sun induced chlorophyll fluorescence absolute values (even in devices with ultrafine spectral resolution, i.e. FWHM lower than 1 nm). From these results it can be noticed that the spectral resolution strongly affects the retrieval of the red fluorescence compared to the far-red fluorescence. This can significantly modify the red far-red fluorescence ratio which is considered a good indicator of light use efficiency and plant status.

The second section of the dissertation has been focused on the application of proximal sensing techniques in order to describe plant phenological and physiological status. Regarding phenological studies, digital photography is considered a promising and low-cost tool for long-term monitoring. So far, the phenological analyses made by using RGB digital images have been only focused on temporal analysis. The spatial information of the images is usually ignored and lost performing the analysis at region of interest level. Within this study (Chapter 6) we developed a spatial analysis to understand in relation with snowmelt of an alpine grassland. The spatial analysis highlighted different phenological behaviours of the two main vegetation types of the studied site (grass and forbs). This suggests that the two vegetation types react in a different way to an extremely early snowmelt, underlining that snowmelt is the key environmental factor at the studied site for species with opportunistic behaviour while for the vegetation type dominated by grasses other environmental factors (temperature photoperiod) can have a role in driving the start of the season.

Finally, field spectroscopy techniques (Chapter 7) have been applied to evaluate the possibility of using hyperspectral indices (i.e. the sun induced chlorophyll fluorescence and the photochemical reflectance index) as indicators of plant physiological status under artificial induced stress. A controlled experiment was set to enhance differences in plant stress by
applying an herbicide treatment known to reduce the electron transport chain between the Photosystems I and II during the photosynthetic process. Such herbicide after few days produced a degradation of the photosynthetic pigments (chlorophyll and carotenoids) while in the short term it affected the not photochemical dissipative ways. In fact, as result, the normalized difference vegetation index, mainly related to green biomass, was not capable to detect changes in the treated plot. On the contrary, the photochemical reflectance index and the sun induced chlorophyll fluorescence showed an immediate increase only related to physiological changes. In particular, the Far-Red fluorescence (also expressed as fluorescence yield) showed the greater difference after the treatment was applied. This result confirms the capability of vegetation indices of new generation to track physiological changes of vegetation. In summary, this research allowed to understand the potential of optical proximal sensing techniques for vegetation monitoring. Reccomendation and suggestions for field spectroscopy are provided in this study and new insight, regarding vegetation monitoring in terms of phenology and plant status, were delineated.