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Diffusion and decomposition of SiH$_x$ species adsorbed on the clean Si(100) surface are processes of relevance for the growth of crystalline silicon by plasma-enhanced chemical vapor deposition. In this work, we report an extensive search of diffusion and decomposition pathways for SiH$_3$, SiH$_2$, and SiH by means of combined *ab initio* metadynamics simulations and optimization of minimum-energy reactions paths. We find that on the clean surface SiH$_3$ undergoes stepwise decompositions into Si and H adatoms according to $\text{SiH}_3 \rightarrow \text{SiH}_2 + \text{H} \rightarrow \text{SiH} + 2\text{H} \rightarrow \text{Si} + 3\text{H}$ with an overall reaction barrier of the order of 0.8 eV, consistent with the scenario inferred from secondary ion mass spectroscopy data. The lifetime of SiH$_3$ at room temperature calculated within transition state theory in the harmonic approximation is in agreement with experiments. The lifetime of SiH$_2$ turns out to be similar to that of SiH$_3$. Possible trap states for SiH$_2$ are proposed, based on energetics and by comparing calculated scanning tunneling microscope images with experimental data.
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**I. INTRODUCTION**

Plasma-enhanced chemical vapor deposition (PECVD) from silane (or disilane) is a widespread technique for fast growth of silicon films. In PECVD, high deposition rates are guaranteed by the creation of reactive radicals in the gas phase. Among them, SiH$_3$ is believed to be the most abundant under most experimental conditions. Since, at variance with conventional chemical vapor deposition (CVD), thermal cracking of neutral molecules at the film surface is not needed, reactors can also operate at low temperature ($T$). Low-$T$ (below 300 °C) PECVD is commonly used to grow amorphous, microcrystalline, or nanocrystalline films. At higher temperatures epitaxial films can also be obtained, provided that the ions’ energy is carefully controlled so that damage is avoided. In fact, the closely related low-energy plasma-enhanced chemical vapor deposition (LEPECVD) technique, where large amount of reactants are created while keeping the kinetic energy of the impinging ions below $\sim 15$ eV, was used to grow device-quality Si or SiGe films. Understanding the elementary processes leading to silicon growth from radicals is thus relevant for applications of amorphous thin-films and for the development of electronic and optoelectronic devices grown on crystalline Si(100) substrates.

Unfortunately, film growth in plasma reactors is very complex both to investigate experimentally and to model at the molecular level. Information on elementary reaction steps of radicals on Si(100) has been obtained under more controlled experimental conditions. Surface analysis techniques, such as secondary-ions mass spectroscopy (SIMS), temperature programmed desorption (TPD) (Refs. 10–13) and scanning tunneling microscopy (STM) (Refs. 14 and 15) have been applied to study the fate of SiH$_3$ radicals adsorbed on Si(100). Measurements at room temperature allow one to obtain time-resolved information on the evolution of the adsorbed species. SiH$_3$ radicals result from the exposure of the surface to silane (SiH$_4$) and disilane (Si$_2$H$_6$) at low temperature and at different partial pressures. Submonolayer coverages have been explored to investigate the behavior of nearly isolated adsorbed species on the otherwise clean surface. Silicon is believed to decompose into SiH$_4$ and hydrogen while disilane is supposed to decompose into two adsorbed silyl radicals, although different decomposition pathways have also been proposed for the latter. In a seminal paper, Gates et al. proposed the following scenario for SiH$_3$ decomposition at the Si(100) surface, based on SIMS and TPD data. SiH$_3$ decomposes readily at 300 K according to

$$\text{SiH}_3^+ + \text{d} \rightarrow \text{SiH}_2^+ + \text{H},$$

where db indicates a dangling bond belonging to a clean Si-Si surface dimer. All SiH$_x$ species in reaction (1) and hereafter have to be considered adsorbed species if not otherwise specified. Then, at low hydrogen coverage (low silyl coverage on a nearly clean surface) SiH$_2$ can further decompose into adsorbed SiH and eventually into silicon adatoms according to

$$\text{SiH}_2 + 2\text{d} \rightarrow \text{SiH} + \text{H} + \text{d} \rightarrow \text{Si} + 2\text{H}.$$

At higher hydrogen coverage, when there is not a sufficient density of dangling bonds to receive hydrogen from the decomposing radicals, SiH$_2$ is stable: only at higher temperatures (over 200 °C) does it start diffusing on the surface, and eventually it releases hydrogen according to the recombination reaction,

$$2\text{SiH}_2 \rightarrow \text{H}_2 + \text{SiH} + \text{H}_2(\text{gas}),$$

producing a hydrogenated dimer. Reaction (3) is responsible for the $\beta_2$ peak of H$_2$ release measured in TPD experiments. The barrier for silyl decomposition estimated from SIMS data is very low, ranging from 80 to 100 meV, depending on silane dosage. The corresponding preexponential factors are, however, anomalously low (0.7 and 4.0 s$^{-1}$, respectively). It has been proposed that these low activation energies are related to processes occurring at steps and defects, at which silane precursors would preferentially adsorb. Adsorbed SiH$_2$ and SiH$_3$ species have also been identified by STM measurements at and above room temperature. STM and SIMS agree on a lifetime of sev-
eral minutes for SiH$_3$ at room temperature. However, reaction path (2) inferred from SIMS data has been questioned by STM based on the measurement of a very precise correspondence between the number of adsorbed SiH$_2$ and H, which has been interpreted as resulting from the decomposition of silyl only. Moreover, no evidence of the intermediate species SiH has been detected by STM, which may be due to the very short lifetime of SiH. Nevertheless, recent TPD (Ref. 16) and modulated beam mass spectroscopy$^{20}$ measurements on Si(100) dosed with disilane are consistent with the decomposition of SiH$_2$ according to reaction (2).

From the theoretical side, several works are devoted to reactions leading to SiH$_2$ from SiH$_3$ in the framework of density-functional theory (DFT).$^{21,22}$ DFT slab calculations [Perdew-Burke-Ernzerhof (PBE) functional$^{23}$] by Lim et al.$^{22}$ reported activation barriers of 1.12 and 1.34 eV for reaction (1), with the SiH$_2$ ending up in on-dimer and intrarow geometries, respectively. These activation energies are much lower than the results (2 and 2.5 eV) of Srivastava et al.$^{24}$ possibly because of inaccuracies in the location of the transition state in the latter work. Earlier DFT calculations on cluster models predicted a barrier of 1.43 eV for the same reaction, the final configuration being the silylene trapped in a broken-dimer geometry, with the hydrogen bound to one of the Si of the broken dimer.$^{21}$ This configuration, however, is not seen in STM experiments, and the calculated barrier is incompatible with the measured lifetime of SiH$_2$. Other decomposition pathways of SiH$_2$ on the clean Si(100) surface have not been addressed yet by $ab$ initio calculations. Moreover, beside possible inaccuracies due to the method used to locate the saddle point, previous theoretical works suffer from limitations stemming from the $a$ priori selection of reaction pathways, a procedure which might overlook unexpected mechanisms for the reaction of the adsorbed species.

In this paper we investigate further the fate of SiH$_2$ on Si(100), by making use of the $ab$ initio metadynamics technique,$^{25,26}$ a simulation tool which allows for extensive search of diffusion and reaction pathways. As a first step toward the modeling of the growing surface, we will consider here radicals adsorbed on the clean Si(100) surface which can be compared with experimental data at low silyl (and then hydrogen) coverage. Local minima visited during (or inspired by) metadynamics trajectories have been optimized, and activation energies between different minima have been further refined by the nudged elastic band (NEB) (Ref. 27) method.

After a description of our theoretical framework in Sec. II, we present in Sec. III A the results of $ab$ initio metadynamics simulations of an isolated SiH$_3$ on the clean Si(100) surface. In Sec. III B we discuss the outcome of the NEB calculations on the diffusion of silyl, on the decomposition of SiH$_3$ into SiH$_2$, on the diffusion of SiH$_2$ and its decomposition into SiH, and finally on the diffusion of SiH and its decomposition pathways in adatoms. In Sec. IV we report and discuss calculated STM images of relevant intermediates in comparison with experimental STM data. Section V is devoted to our conclusions.

II. COMPUTATIONAL DETAILS

The calculation scheme adopted throughout this work is based on density-functional theory, using an energy functional with generalized-gradient corrections (PBE),$^{23}$ and plane-wave expansion of the Kohn-Sham orbitals up to a kinetic-energy cutoff of 25 Ry. We have used the PWSCF (Ref. 28) code for static calculations, and CPMD (Ref. 29) for Car-Parrinello$^{30}$ metadynamics simulations. Norm-conserving$^{31}$ and ultrasoft$^{32}$ pseudopotentials have been used, respectively, for silicon and hydrogen. In previous work on diffusion of SiH$_2$ on H:Si(100)-2 × 1, we have performed tests on the accuracy of our framework, by computing reaction enthalpies for some gas-phase decomposition channels of disilane.$^{33}$ As discussed in Ref. 33 and 34, spin-unrestricted calculations are mandatory to reproduce the correct reaction enthalpy of radical species. Therefore, all the calculations reported here have been performed in a spin-unrestricted framework (local spin-density approximation, LSD-PBE). The Si(100) surface is reconstructed with buckled dimers in the $c(4 \times 2)$ geometry. The surface is modeled by a slab, six silicon layers thick, with three-dimensional periodic boundary conditions and a vacuum gap 11 Å wide. The simulation cell contains eight surface dimers, corresponding to four $c(4 \times 2)$ surface unit cells (Fig. 1). The bottom surface is saturated by symmetric SiH$_2$ groups, which are kept fixed at the ideal bulk positions, together with the underlying silicon layer. The supercell contains a total number of 128 atoms. The theoretical equilibrium lattice parameter obtained from a bulk calculation with the $k$-point sampling corresponding to the supercell $\Gamma$ point is 0.7% larger than the experimental one, while the theoretical value at full convergence in Brillouin-zone (BZ) integration is 0.6% shorter than the experimental one. Thus, in the slab calcula-
tion we chose the experimental lattice parameter [5.43 Å (Ref. 35)]. In previous work,33 we found that the adsorption energy of the silyl radical on the clean Si(100)-2×1 surface (0.5 eV) changes by less than 10 meV by changing the lattice parameter by 0.7%.

In molecular-dynamics simulations only the Γ point has been considered in the BZ sampling, whereas two special k-points [(1/4, ±1/2) in crystal coordinates] have been used in geometry optimizations and NEB calculations, as discussed later on.

We have made use of metadynamics as a tool to uncover reaction and diffusion pathways. Metadynamics allows one to overcome large barriers in a simulation time (few picoseconds) affordable in ab initio molecular dynamics.25,36,37 The method is based on a coarse-grained, non-Markovian dynamics in the manifold spanned by a few reaction coordinates biased by a history-dependent potential which drives the system toward the lowest saddle point. The main assumption is that the reaction path can be described on the manifold of few collective variables (CV) \( S_\alpha(R_j) \), which are a function of the ionic coordinates \( R_j \). The Lagrangian \( \mathcal{L}_k \) of the system is then modified, by introducing a history-dependent biasing potential, which pushes the system out of the region it has already visited, and allows it to overcome the lowest energy barrier and move toward a new equilibrium basin. Many variations over these basic principles have been explored; in this paper we use the direct metadynamics approach,37 which simply introduces a repulsive potential \( \left\{ \mathcal{L} = \mathcal{L}_0 - g(R_j, t) \right\} \) built from the superposition of Gaussians centered at points previously visited by the trajectory in CV space, which acts directly on the ionic coordinates \( R_j \) as

\[
g(R_j, t) = w \sum_{j', \lambda} \exp \left[ - \frac{\sum_{\alpha=1}^w \left( S_\alpha(R_j(t)) - S_\alpha(R_{j'}(t)) \right)^2}{2 \Delta s^2} \right].
\]  

(4)

The height \( w \) and width \( \Delta s \) of the Gaussians are chosen in such a way as to uniformly fill the free-energy wells. We have performed metadynamics simulations of diffusion and decomposition of a single silyl and a single SiH on the clean surface. To this aim, we have chosen in both cases the \((x, y)\) surface position of the silicon atom of the radical to be used as collective variables. This choice for the collective variables is clearly well suited to the study of diffusion, and it turned out to be sufficient to study decomposition reactions as well, since diffusion and decomposition are competitive processes, with similar activation barriers. The underlying ab initio dynamics is based on the Car-Parrinello method40 with a time-step of 6 a.u., an electron fictitious mass of 600 a.u., and deuterium mass for hydrogen. We have used norm-conserving31 pseudopotentials and a plane-waves cutoff of 18 Ry, as these simulations are only aimed at a preliminary exploration of the potential-energy surface. Constant temperature (300 K) on ions is enforced by a Nosé-Hoover thermostat.38,39 The hills parameters [Eq. (4)] are chosen as \( \Delta s = 0.26 \) Å and \( w = 0.22 \) eV; a new hill is added each time the trajectory reaches a point \( 2 \Delta s \) far from the previous Gaussian centers in CV space, or at worst every 300 time steps. In principle, metadynamics allows one to compute activation free energies from a finite temperature simulation. However, long simulations with a small Gaussian height \( w \) are needed to obtain accurate estimates of activation free energies. Once we have obtained a good starting guess for the transformation path out of the metadynamics trajectory, the geometry and activation energy of the transition state have been further refined by optimizing the minimum energy path (MEP) with the NEB method.37 Climbing image and variable springs40 have been used, with \( k_{\text{max}} = 0.6 \) a.u. and \( k_{\text{min}} = 0.3 \) a.u. A minimization scheme has been applied until the residual total forces acting on each image in the direction perpendicular to the path were less than 0.05 eV/Å.

In previous work on the diffusion of SiH3 on hydrogenated Si(100) it turned out that good accuracy is obtained by performing geometry optimizations of minima and transition states (TS) with Γ point-only sampling of the Brillouin zone, followed by a self-consistent energy calculation using a special k point.33 This is also true for most of the configurations studied in the present work. However, for a few ones where diradical electronic states are present, Γ-only and multiple k-points calculations result in qualitatively different electronic configurations, and the error on energy differences due to the use of Γ-optimized geometries is as high as 0.3 eV. A more thorough discussion of this rather technical issue is deferred to the supplementary materials.41 Although only a few configurations suffered from this problem, for the sake of consistency all the local minima and TS geometries have been fully optimized using the aforementioned two special k points. To speed up the optimization of TS geometries, we have applied the dimer method,42 starting from the saddle-point geometry and the tangent to the reaction path as obtained from Γ-only NEB calculations.

### III. RESULTS

#### A. Preliminary metadynamics simulations

The starting geometry for our metadynamics simulation corresponds to a SiH3 radical adsorbed on a dangling bond of a surface dimer (panel A in Fig. 2). An SiH3 radical impinging on the clean Si(100) surface would bind to a surface dangling bond with a nearly unitary sticking coefficient as demonstrated by previous theoretical investigation.3 As discussed in Sec. II, we used as collective variables the \((x, y)\) coordinates which locate the position of the Si atom of the adsorbed radical.

We observed a few hops of the SiH3 radicals among the two dangling bonds of the dimer on which it was initially adsorbed, but once the added Gaussians pushed the silyl away from the dimer, instead of hopping onto the adjacent dimer, the SiH3 decomposed into SiH2 and H, as shown in Fig. 2(C). This outcome suggests that decomposition into silylene is more favorable than diffusion. Subsequently, the intradimer SiH3 is forced to jump in the nearby location [Fig. 2(D)]. Then, instead of further diffusing away under the action of the history-dependent potential, the silylene decomposed into SiH, as shown in panel E, finally reaching a trap state (which will be discussed below). The whole trajectory
behavior observed in the metadynamics simulations. The outcomes that seemed likely to be viable in the light of the boundaries also been considered. Furthermore, we also explored pathways previously proposed in literature have been the intradimer diffusion, the decomposition into SiH2 and eventually into SiH; a movie of the complete trajectory is available as additional material (Ref. 41).

lasts 20 ps. A sketch of the full trajectory in CV space is shown in the upper panel of Fig. 2.

The SiH$_2$→SiH+H pathway is interesting, since it seems to have an activation energy comparable or lower than the barrier for SiH$_2$ diffusion. These results support the predominance of reaction path (2), as inferred from earlier SIMS and TPD measurements$^{10}$ and by later experiments.$^{16}$

To reliably assess the predominance of one reaction channel over the many others conceivable, we have undertaken extensive NEB calculations to assign activation and reaction energies among local minima identified in the metadynamics run, and several others starting from an adsorbed SiH$_2$ or SiH from an otherwise clean surface. Additional minima and transformation paths previously proposed in literature have also been considered. Furthermore, we also explored pathways that seemed likely to be viable in the light of the behavior observed in the metadynamics simulations. The outcome of the NEB calculations is discussed in Sec. III B. To simplify the discussion, we introduce here a notation to classify the very many configurations we are going to consider later on. Since all configurations correspond to a clean Si(100) surface plus one additional silicon atom and a variable number of hydrogen atoms, we will label local minima according to the scheme $N^m_\alpha$, where $N$ indicates the total number of H atoms present, $m$ is the number of hydrogen atoms which are bound to the adsorbed silicon atom, and $\alpha$ is a label to distinguish configurations with identical $N$ and $m$.

For instance, the local minima corresponding to configurations in Fig. 2, panels A, C, and F will be labeled in the following as $3^2_0$, $3^2_0$, and $3^2_0$ respectively. Configurations $N^m_\alpha$ and $N^m_\alpha$ differ only because of the buckling state of nearby dimers. Configurations $N^m_\alpha$ and $N^m_\alpha$ have the same energy and they can be converted one into the other by a symmetry operation.

**B. Local minima and activation energies**

Energies (eV) of local minima and transition states are reported in four synoptic figures (Figs. 3–5 and 8). A reference state is chosen for each figure, and its energy is set to zero. Absolute energies can be compared within the same figure, but not between different ones. Activation barriers can be obtained as a difference in energy between the transition and initial states. For a few, selected reaction pathways we have computed harmonic vibrational frequencies $\nu$ by finite displacements of the atoms (F-only calculations) and obtained zero-point energy (ZPE) corrections, and the prefactors $\nu^*$ for reaction rates within harmonic transition state theory. In the classical limit, $\nu^*=\prod_k \nu_k^{(R)}/\prod_j \nu_j^{(TS)}$ where $\nu_j^{(R)}$ and $\nu_j^{(TS)}$ are the positive eigenvalues of the Hessian matrix for reactant and transition states, respectively. Reaction rates and ZPE corrected energies are reported in the synoptic figures, when available, together with the energies without ZPE corrections.

At room temperature the flipping of the buckled dimers is very fast, its barrier being around 0.1 eV$^{43}$ Therefore, only in few cases have we considered pathways differing only by the buckling of dimers on which the different species are adsorbed. In all the cases considered, the resulting difference in energy is below 0.1 eV. The synoptic figures contain all the information about decomposition pathways that emerged from the $ab$ initio calculations. In brief, Fig. 3 reports diffusion and decomposition pathways for an adsorbed SiH$_3$, and also considers further decomposition events which ultimately lead to an adsorbed silicon adatom. Figure 4 displays similar processes in the presence of an additional adsorbed H. Figure 5 collects the diffusion and decomposition pathways of an isolated SiH$_2$, which might be produced by the intermediate silylene diffusing away from the initial adsorption site of the silyl. Finally, Fig. 8 displays diffusion and decomposition pathways of an isolated SiH, which we found to be an intermediate step in our decomposition pathways, and which received scarce attention so far. The reader can refer to Fig. 3 for all structures of the form $3^n_0$, to Fig. 4 for $4^n_\alpha$, to Fig. 5 for $2^m_\alpha$, and to Fig. 8 for $1^m_\alpha$ minima.
FIG. 3. (Color online) Synoptic scheme of the diffusion and decomposition pathways of SiH$_3$ on the clean Si(100) surface. The different configurations are labeled as $3^m_a$ where the number indicates that there are three H atoms of which $m$ are bound to the silicon adatom; $a$ labels different configurations with the same $m$. Configurations $3^m_a$ and $3^n_a$ differ only because of the buckling state of the dimers. Energies (eV) with respect to a reference state ($3^3_a$) are given for the local minima in rounded boxes. Energies of the transition states (with the same zero energy reference) are given above the arrows connecting two local minima. Energies corrected by ZPE and frequency prefactor (terahertz) in reaction rates (see text) are given in squared boxes for selected local minima and reactions. The reference of energy is again the state ($3^3_a$) also with ZPE correction. Reaction energies are obtained as energy difference between the local minima, while activation energies for reactions are obtained as energy differences of transition and initial state.
1. Diffusion and decomposition of SiH₃

In its most stable adsorption configuration, SiH₃ (Refs. 44 and 45) is bound to one of the silicon atoms of a surface dimer (structure 3ₐ). The difference in energy that results from the buckling of nearby dimers is less than 10 meV, and the activation energy for jumping between the two atoms of the same dimer is 0.94 eV (3ₐ → 3ₐ'). To diffuse along the dimer row (3ₐ → 3ₐ') a barrier of 1.37 eV must be overcome. Diffusion of silyl is pre-empted by decomposition (SiH₃ → SiH₂ + H), through competitive channels with barriers in the 0.8–1.0 eV range, i.e., pathways 3ₐ → 3ₐ', 3ₐ' → 3ₐ'', 3ₐ'' → 3ₐ' (cf. Fig. 3). The intrarow configuration of SiH₂ in the presence of the extra H atom (3ₐ''), is 0.10 eV more stable than the on-dimer structure (3ₐ'), in agreement with previous theoretical results.⁴⁶ Conversely, on the clean surface the relative stability of the corresponding configurations (2ₐ' and 2ₐ in Fig. 5) is reversed, the on dimer being 0.17 eV more stable than the intrarow.⁴⁷,⁴⁸ The lowest energy barrier we found is 0.84 eV, for the 3ₐ → 3ₐ' reaction, which is further lowered to 0.77 eV when ZPE corrections are taken into account. The intermediate 3ₐ' then evolve to the more stable 3ₐ'' or 3ₐ' structures.

We can estimate the average lifetime τ of an SiH₃ within transition state theory, \( \tau^{-1} = \nu \exp(-\Delta E/k_B T) \), by choosing for the activation energy and frequency prefactor the calculated values \( \Delta E = 0.8 \) eV and \( \nu = 0.5 \) THz (cf. Fig. 3). The resulting lifetime is \( \sim 48 \) s, which is compatible with the lifetime of few minutes measured by STM (Refs. 14 and 15) and SIMS.¹⁰ Although theoretical and experimental lifetimes are similar, barriers and prefactors computed from SIMS data are anomalously low (\( \sim -0.1 \) eV and \( \sim -1 \) Hz, respectively). It has been proposed that the low activation energy for decomposition might be related to preferential adsorption of silane at surface defects.¹⁵ Moreover, activation energy measured from SIMS data seems to depend on the type of precursor (0.1 eV for SiH₂, and 0.27 eV for disilane¹⁰). That said, STM measurements report similar decomposition rates due to processes occurring on a flat, defectless surface. Our results suggest that decomposition of SiH₃ can indeed take place on a clean terrace, with a lifetime on the order of minutes, and with prefactors compatible with the values generally observed for similar simple surface reactions. The activation energies for decomposition according to the 3ₐ → 3ₐ' and 3ₐ'' → 3ₐ' pathways had previously been computed within a similar DFT framework by Lim et al.²² who found the values 1.12 and 1.34 eV, respectively, as opposed to our values of 0.84 and 0.99 eV. An overestimation of the activation barriers is expected due to the use of a scheme for MEP optimization which is less reliable than the NEB method used here. Actually, the intermediate state 3ₐ' along the 3ₐ → 3ₐ' decomposition channel is not found in Ref. 22.

In short, our results support the picture in which SiH₃ does not diffuse on the clean surface, but readily decomposes into SiH₂ at room temperature.

2. Decomposition of SiH₂

SiH₂ is not stable in configurations 3ₐ and 3ₐ' as the barrier for decomposition according to SiH₂ → SiH + H, via one of

---

**FIG. 4.** (Color online) Synoptic scheme of decomposition pathways of SiH₃ in the presence of an additional adsorbed H atom. The different configurations are labeled as 4ₐₘ where the number indicates that there are four H atoms of which m are bound to the silicon adatom; α labels different configurations with the same m. Energies (eV) of local minima and transition states are given. For all other notations see caption of Fig. 3. All the configurations are in a closed-shell state, but for 4ₐ² which is a diradical.
the channels $3^a_0 \rightarrow 3^b_1$, $3^a_0 \rightarrow 3^b_1 \rightarrow 3^a_0$, or $3^a_0 \rightarrow 3^a_0 \rightarrow 3^a_0$, is comparable to the barrier for decomposition of SiH$_3$ into SiH$_2$. This further decomposition step is facilitated by the presence of the additional hydrogen atom bound to the nearby dimer. In the absence of this additional H atom, the activation energies rise to 1.0 eV along the pathways $2^a_2 \rightarrow 2^b_1$ and $2^a_2 \rightarrow 2^a_2 \rightarrow 2^a_1$ (cf. Fig. 5). The resulting adsorbed SiH can then reach the trap state $2^a_1$ or diffuse away overcoming small barriers via channels that we will discuss in detail later on.

For an isolated SiH$_2$ on the clean surface, decomposition into SiH is in competition with diffusion along the dimer rows. The activation energy for diffusion along the row ($2^a_2 \rightarrow 2^a_2$) is actually 1.01 eV. Diffusion of SiH$_2$ to adjacent dimer rows involves overcoming the much larger barrier of 1.43 eV ($2^a_2 \rightarrow 2^a_2 \rightarrow 2^a_2$). In the search for the lowest energy diffusion pathways of SiH$_2$ we have explored all the transitions between the local minima identified in Ref. 48. Therefore, intrarow diffusion and decomposition into SiH are competing processes on the clean surface.

As suggested by the metadynamics simulations, the calculated lifetimes of SiH$_3$ and of SiH$_2$ are similar [respectively, 48 s for SiH$_3$, 6 min for SiH$_2$ on the clean surface ($2^a_2 \rightarrow 2^a_2 \rightarrow 2^a_1$)], and 3 s in presence of a hydrogen atom ($3^a_0 \rightarrow 3^a_0$)]. However, we cannot draw compelling conclusions on the predominance of decomposition of SiH$_2$ with respect to diffusion because of insufficient accuracy in the calculated activation energies. Errors of the order of 0.1 eV in the activation energies are expected due to overall inaccuracies of the DFT-GGA framework. With this fundamental accuracy issue in mind, we can move on to a consideration of how our results fit to the experimental data. The scenario which fits best our findings is the stepwise decomposition of SiH$_2$ down to adatoms according to reaction (2). The decomposition of SiH into adatoms is as fast as the previous two steps, as will be discussed later on. However, some problems arise with respect to the interpretation of STM data. Namely,

(i) If SiH$_2$ is not stable at room temperature, what is the configuration which is assigned to an intrarow silylene, immobile at 300 K?

(ii) If SiH$_2$ readily decomposes into SiH, why has no signal been detected in STM which can be assigned to this latter species?

(iii) Is the picture emerging from simulations compatible with the $\beta_2$ release of H$_2$ at higher temperature and at higher coverage?

Regarding question (i) above, a possible explanation is that the decomposition of SiH$_2$ is hindered by the presence of additional hydrogen atoms at the surface, which is very likely at high SiH$_3$ coverage. Consider for instance the scenario shown in Fig. 4. A silyl radical adsorbed on a dimer with a nearby hemihydrogenated dimer can decompose into SiH$_2$ with a barrier as low as \( \sim 0.5 \) eV ($4^b_1 \rightarrow 4^b_1$). Not only is the intrarow configuration more stable than the on dimer, but the former ($4^b_1$) is a deep trap state for the silylene, which cannot decompose or diffuse at room temperature, the barrier for escape being \( \sim 1.4 \) eV. Problem (ii) can be solved by considering that SiH is both short lived and diffuses too
quickly to be detected in a fixed configuration by STM measurements as we will discuss below.

Concerning question (iii) on the H$_2$ release observed at high temperature [\(\sim 650\) K (Ref. 10)], we recall that the $\beta_2$ peak in TPD, assigned to reaction (3), is observed at high coverage (high dose of silane or disilane precursor). Under these conditions the hydrogen coverage is expected to be high and the fully hydrogenated SiH$_2$ intrarow configuration \(4^2_a\) might be seen as a silicon adatom on a (locally) hydrogenated Si(100)-2\(\times\)1 surface. It is known\(^{49,50}\) that such an adatom can diffuse along the rows with an activation energy of 1.4 eV, which would correspond to a diffusion of silylene via concerted hydrogen exchange. Once two SiH$_2$ meet in configuration \(4^2_a\), they could give rise to the $\beta_2$-H$_2$ release observed in Ref. 10. Such a channel for silylene diffusion on fully hydrogenated surface would be viable at temperatures high enough for the experimental activation barrier \(1.87\) eV (Ref. 51) to be overcome. Two theoretical estimates are available at present for the barrier to this reaction. The first is lower than the experimental value \(1.45\) eV (Ref. 52), which is probably due to the use of the simple DFT-LDA functional which usually underestimates activation energies. The second \(2.32\) eV (Ref. 21) is higher, and corresponds to a different process, which involves two on-dimer SiH$_2$, and results in a different configuration than the experimentally observed nonrotated monohydrogenated (NRMH) dimer.\(^{52}\)

We therefore decided to repeat the calculations, combining a preliminary metadynamics run with NEB static optimization of the reaction path. The final result is reported in Fig. 6, and provides interesting insights, which aid in explaining problems (i) and (iii). The barrier for H$_2$ release is 1.76 eV, in excellent agreement with experimental data, although the barrier might be slightly different on the hydrogenated surface. The transition state is stabilized by the presence of a hydride “bridging” between the two Si atoms. In fact, the barrier for the reaction occurring without SiH$_2$ tilting, which results in the reaction of the two central hydrogens, is 0.5 eV higher. Similar behavior is observed in Ref. 21 where the activation energy for the reaction between the two central hydrogens is much higher than a concerted reaction ending up with a “bridged” configuration (although for on-dimer SiH$_2$). The reaction between the two SiH$_2$ in Fig. 6 does not result in the immediate formation of a NRMH dimer, but produces an adatom and SiH$_2$ pair. The further reaction to form the NRMH dimer has a barrier of 0.93 eV. However, we cannot exclude that kinetic effects beyond transition state theory applied here could drive the system directly toward the NRMH product skipping the intermediate local minimum. Nevertheless, our finding actually provides additional insight to explain the experimental STM results. In fact, on the hydrogenated surface the two fragments may react to give a NRMH dimer, but on the clean surface the barrier for diffusion of the adatom is only \(\sim 0.6\) eV, and the Si might
diffuse away before reacting. Then we speculate that NRMH dimers observed by STM at low coverage might not be the direct result of $\beta_2$ reaction of two SiH$_2$, but of the reaction of an SiH$_2$ trapped in configuration 4$_a$ and of an adatom wandering along the adjacent dimer row, produced from the complete dehydrogenation of another radical (see also Sec. III B 3). Moreover, we found that two nearby SiH$_2$ are 0.16 eV higher in energy than when far away from each other. This is easy to understand in terms of steric hindrance between the hydrides. Even at 450 K, simple statistical considerations suggest that the probability of finding one such a pair is as low as 1%, which is lowered further if one takes into account configurational entropy at low coverage. This scenario also fits better the evidence of NRMH formation at 470 K, a temperature sizably lower than the TPD peak at 670 K assigned to the $\beta_2$ process (with an experimental activation energy of 1.87 eV). The $\beta_2$ reaction of Fig. 6 still takes place at high coverage when adatoms diffuse on the hydrogenated surface as discussed previously.

In short, our calculations suggest that the picture of a SiH$_2$ diffusing intact on the surface at low coverage must be revised, because the lifetime of silylene is similar to that of SiH$_3$ due to decomposition into SiH and then into Si and H (see Sec. III B 3). On the clean surface competitive channels exist for SiH$_3$ diffusion and decomposition, but SiH$_2$ is stable at room temperature once bound to two hemihydrated dimers. This latter configuration might arise from the decomposition of the silyl radical in the presence of a hemihydrated dimer.

3. Diffusion and decomposition of SiH

In order to achieve a better understanding of the behavior of a SiH radical on the clean surface we have performed an in-depth analysis. First, we have performed a metadynamics run starting from the on-dimer configuration ($I^a_1$, cf. panel A of Fig. 7), and using the collective variables and parameters we used for SiH$_3$ (cf. Sec. II). In the time span of 16 ps, the SiH group diffuses along the dimer row (panels A–D), jumps onto the adjacent row (panels E–G) and eventually decomposes into an adsorbed hydrogen and a Si adatom. The trajectory in CV space is sketched in the upper panel of Fig. 7. Local minima observed along the trajectories and few others are reported in Fig. 8. The diffusion of SiH along the dimer row takes place via the path $1^a_d \rightarrow 1^a_{d'} \rightarrow 1^a_{d''} \rightarrow 1^a_d$ with an overall barrier of 0.43 eV. To diffuse to an adjacent row the
FIG. 10. (Color online) Simulated STM images of different metastable minima for SiH$_4$ radicals on Si(100) surface. Plots represent height profiles of the surface at a constant local density of states ($0.8 \times 10^{-5}$ a.u.), for $-1.5$ V (filled states) and $1.5$ V (empty states) tip-sample biases. In the Tersoff-Hamann approximation, the plot corresponds to a constant-current image. All the structures but $3^a$ exist in two symmetry-equivalent buckling states. The first two profiles correspond to frozen dimers, while in the last two we plot the average of the two equivalent configurations, which takes into account to a certain extent the dynamic average of the STM images to be expected in a room-temperature measurement. The profile for the clean surface is plotted as a reference, and the average height for the clean surface for each bias is taken as the zero height for the other images.
activation barrier is instead as high as 1 eV \((\text{via } 1^a \rightarrow 1^f)\). From configuration \(1^a\), SiH can move to the (shallow) trap state \(1^1\) or decompose into Si and H adatoms (via \(1^a \rightarrow 1^b \rightarrow 1^1 \rightarrow 1^0 \rightarrow 1^0\)) with an activation energy of 0.45 eV. By using a frequency prefactor of 0.5 THz and an activation energy of 0.43 eV, we obtain a jump rate at room temperature of 33 kHz which is too high for SiH to be seen in STM, at least in 1994 when the latest measurements on this system have been made.\(^{15}\) Therefore, either SiH moves or decomposes too fast on the clean surface to be detected by STM. However, we have also identified a trap state for SiH in the presence of additional H atoms. In fact, in configuration \(3^f\) produced by a stepwise decomposition [reactions (1) and (2)], detraping of SiH and decomposition into adatoms requires overcoming an activation barrier of 0.92 eV (via \(3^f \rightarrow 3^1 \rightarrow 3^0 \rightarrow \ldots \rightarrow 3^0\)). This trap state for SiH is expected to be as long lived as the SiH\(_2\) and SiH\(_2\) precursors on the clean surface (i.e., with a life time of minutes). Structures \(3^f\) and \(4^e\) both have the correct symmetry to produce an STM image similar to that recorded in experiments and assigned to an SiH\(_2\) group, as we will discuss in more detail in Sec. IV.

We would also like to mention that SiH diffusion offers another scenario for the formation of monohydridic dimers (H-Si-Si-H) at room temperature. As shown in Fig. 9 two SiH can react in configuration \(1^a\) on adjacent dimer rows, giving rise to a NRHM dimer, or in configuration \(1^a\) on the same row, the “on-row” configuration being \(-0.9\) eV more stable than the “on-channel” one. Both reaction pathways are barrierless.

At low H coverage the decomposition of SiH\(_3\) down to mobile silicon adatom and adsorbed hydrogen would also lead to the formation of Si-Si ad-dimers, once two adatoms come close. The barriers for adatom diffusion on clean Si(100) are on the order of 0.6 eV along the dimer rows, and of 1.0 eV in the perpendicular direction.\(^{53}\) In this scenario, ad-dimers can form directly from adatoms, and not necessarily from hydrogenated or monohydrogenated dimers, which would be produced from the reaction of two SiH or SiH\(_2\).

Finally we remark that all the individual decomposition reactions SiH\(_3\)→SiH\(_2\)+H, SiH\(_2\)→SiH+H, and SiH→Si+H are exothermic. The overall energy gain in the full decomposition of the silyl into Si and H adatoms depends on the final positions of the H atoms, but it is at most of the order of 1.5 eV (\(3^0\)), a value much lower than the rough estimate of 3.8 eV for the full decomposition of SiH\(_2\) given in Ref. 10 on the basis of a bond-count argument.

### IV. STM IMAGES

The adsorption geometry of SiH\(_3\) and SiH\(_2\) has been inferred experimentally from STM data.\(^{14,15}\) SiH\(_3\) appears as a bright spot by imaging occupied electronic states (negative bias). The STM image is consistent with the adsorption geometry \(3^f\). The adsorption geometry of SiH\(_2\) has been assigned instead to the intradimer configuration \(2^2\) on the basis of the symmetry of the image and of the location of the protrusion detected at negative bias. However, it is not possible to discriminate between configurations \(2^2\) and \(4^e\), the latter with SiH\(_2\) bound to hemihydrogenated dimers (cf. Figs. 5 and 4).

In Fig. 10 we report the calculated STM images for different configurations at negative (occupied states) and positive (empty states) biases. In the spirit of the Tersoff and Hamann\(^{34}\) approximation, we assume the tunneling current to be proportional to the local density of states (LDOS), integrating the contributions from the states in an energy window above or below the Fermi energy as dictated by the bias potential. The images correspond to the surface topography at constant current, computed as a surface at constant LDOS. We have verified that the energy cutoff and the vacuum spacing are large enough to guarantee an exponentially decrease in the LDOS up to \(\sim 5\) Å from the surface, whereas the isodensity surface we plot lies typically at \(-4\) Å from the underlying surface atoms.

The STM images of the configurations of SiH\(_3\) bound to clean or hemihydrogenated dimers (\(2^2\) and \(4^e\)) are indeed very similar at both positive and negative bias. Moreover, they are also similar to the STM image of the configuration of SiH\(_3\) bound to hemihydrogenated dimers (the trap state \(3^1\), Fig. 3). Since, as discussed in Sec. III, configuration \(4^e\) survives long enough at normal conditions, while configurations \(2^2\) and \(3^1\) do not, we propose that the geometry seen in STM is actually the former. Note that all configurations \(2^2\), \(4^e\), and \(3^1\) appear as a protrusion in the theoretical STM images at both positive and negative bias, while the experimental STM image (assigned in the experimental papers to \(2^2\)) is reported in Ref. 15 (but not in the previous work\(^{14}\)) to appear as a protrusion at negative voltage, but as a depression at positive voltage. The reasons for these discrepancies remain to be seen. For sake of comparison, we also report in Fig. 10 the calculated STM images of the adsorbed SiH\(_3\), of SiH\(_2\) in the on-dimer configuration and of the clean surface.

### V. CONCLUSIONS

In summary, we have performed an extensive search for diffusion and decomposition pathways of SiH\(_3\) species on the clean Si(100) surface aiming at interpreting the experimental data on Si(100) at very low coverage. Activation energies for different reaction channels have been refined by NEB optimization of the minimum-energy paths. All the results point to the conclusion that at room temperature SiH\(_3\) fully decomposes on the clean surface down to Si and H adatoms (SiH\(_3\)→SiH\(_2\)+H→SiH+2H→Si+3H) in agreement with the scenario inferred from SIMS, TPD, and modulated beam mass spectroscopy data.\(^{10,16,20}\) The activation energy and frequency prefactor (within harmonic transition state theory) for SiH\(_3\) decomposition into SiH\(_2\) are 0.8 eV and 0.5 THz, respectively, which provide a theoretical lifetime (48 s) close to experimental SIMS and STM data (few minutes). The SiH\(_2\) product has a lifetime similar to that of SiH\(_3\) due to decomposition into SiH. Diffusion and decomposition are competitive channels for SiH\(_3\) on the clean surface with similar activation energy (1.0 eV). The SiH intermediate can also diffuse very fast or decompose into adatoms with activation energies sufficiently low (0.4 or 0.5 eV, respectively) to prevent its identification by STM at room temperature.
SiH$_2$ adsorbed nearby a hemihydrogenated dimer can decompose even faster ($E_r$=0.5 eV) into SiH$_2$ bridging two hemihydrogenated dimers. This latter species has a longer lifetime than other SiH$_x$ configurations, the barrier for escaping or decomposing being as large as 1.4 eV. Based on calculated lifetimes and STM images, we propose that the latter species can be identified with the structure seen experimentally by STM and previously assigned to SiH$_2$ bridging two clean dimers.

Overall, the simulations revealed a complex scenario with very many competitive channels for diffusion and decompositions of SiH$_x$ on the clean Si(100) surface. These results complement our previous works on the behavior of adsorbed SiH$_x$ species at the opposite limit of a fully hydrogenated H:Si(100)-2×1 surface. In order to perform a direct comparison with experiments at growth conditions, it would be necessary to investigate diffusion and decomposition channels on a partially hydrogenated surface. To this aim additional calculations may be necessary, which are left for future works. Provided with a complete database of reaction rates at intermediate H coverages, one might attempt kinetic Monte Carlo (KMC) simulations of the growing surface under PECVD conditions along the lines outlined in recent KMC simulations of the fully hydrogenated surface, which is based on the ab initio reaction rates obtained in our previous works.
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