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Abstract

Often we are confronted with heterogeneous multivariate data, i.e., data coming from several categories, and the interest may center on the differential structure of stochastic dependence among the variables between the groups. We concentrate on the comparison between two Directed Acyclic Graph (DAG) models. For instance, one DAG relates to healthy people, and the other to patients affected by a disease. The objective is to find differences, if any, between the two DAGs, both in terms of conditional independencies and in terms of the strengths of common dependencies. This is achieved through a Bayesian model selection strategy. We assume that the two graph models are jointly distributed according to a multivariate Gaussian family. The advantage of a joint modelling approach is to exploit, whenever they exist, similarities between the graphs. We approach model selection using an objective Bayes framework, so that minimal prior elicitation is needed. We elaborated a modelling framework incorporating a sparsity assumption, which is likely to be satisfied when the number of variables is high or very high. To this end, we make use of non-local priors on the regression coefficients to further enhance simple models having a good fit. We develop an efficient search strategy over the space of pairs of DAGs, and test our procedure by means of simulations. Results are presented in terms of operating characteristic curves and related indexes.
Chapter 1

Conditional Independence

Independence of random variables is a very strong statement on the relationship it exists between variables. In the case of two random variables \( X \) and \( Y \), independence is defined as

\[
p_{X,Y}(x, y) = p_X(x)p_Y(y) \quad \text{for every } x, y
\]

and is denoted by \( X \independent Y \). This yields, conditioning on events with positive probability, to

- \( p_{X|Y}(x|y) = p(x) \)
- \( p_{Y|X}(y|x) = p(y) \)

which makes clear that independence means that \( Y \) doesn’t contain any useful information about \( X \) and vice versa.

When it comes to complex models, independence may not be sufficient to understand the relationships governing the variables, and a “looser” concept of independence, i.e. conditional independence, gives us a lot of information about them. Two random variables \( X \) and \( Y \) are conditionally independent given the random variable \( Z \) if, for all \( z \) such that \( p_Z(z) > 0 \)

\[
p_{X,Y|Z}(x, y | z) = p_{X|Z}(x | z)p_{Y|Z}(y | z) \quad \text{for every } x, y
\]

and we write \( X \independent Y \mid Z \). Easily it can be shown that the following properties are equivalent (we omit subscripts to improve readability)

\footnote{Here like in all this work we let \( p(\cdot) \) be the Radon-Nikodym derivative of the probability distribution \( P \) with respect to a dominating \( \sigma \)-finite measure (e.g. \( p_X(\cdot) \) is the density (pdf) or the probability mass function (pmf) of the random variable \( X \)).}
\begin{itemize}
\item $p(x, y, z) = p(x, z)p(y, z)/p(z)$;
\item $p(x, y, z) = p(x \mid z)p(y \mid z)p(z)$;
\item $p(x \mid y, z) = p(x \mid z)$.
\end{itemize}

From the last equation we can interpret conditional independence in the same way we did for marginal independence, namely we can say $Y$ doesn’t contain any useful information about $X$ provided that $Z$ is given.

An useful result to easily find conditional independence relationships from probability mass functions or probability density functions is given by the following theorem.

**Theorem 1 (factorization criterion)** Let $V$ be a set of random variables and $S, U, T$ a partition of $V$ then:
\[ U \perp \!\!\!\!\perp T \mid S \iff p(v) = h(u, s)k(t, s) \]

Conditional independence is a very helpful tool, since it helps the researcher to understand complex problems trough simple statements. The problem is that in complex probability systems there can be a huge number of conditional independence statements, making the interpretation of the problem extremely laborious. As always, when properly designed, a graphical representation is a very powerful tool for making problems understandable.

A natural way to represent relationships between variables is through simple graphs

**Definition 1 (simple graph)** A simple\footnote{Note that in this work we will always talk about graphs that are simple, and every time we will talk about a graph we will mean a simple graph.} graph is an ordered pair $G = (V, E)$ of sets, with $V = \{1, 2, 3, \ldots, q\}$ a finite set of nodes or vertices and $E \subseteq V \times V$ the set of the edges, such that it does not allows for self-loops, $(i, i) \notin E \forall i \in V$, and multiple edges.

We see from this definition that elements of $E$ are couples of elements of $V$, and thus we may think nodes as random variables and represent dependence between variables through the edges. But in reality we are interested in the lack of dependence, or better conditional independence. The easiest statement we can think about is $X \perp \!\!\!\!\perp Y \mid Z$, where $X, Y, Z$ are random variables. A natural way to represent this ternary relationship graphically might be...
we can see the lack of dependence being represented by the lack of an edge between $X$ and $Y$, but that they are still connected through $Z$, so that we can distinguish conditional independence from *marginal independence*, where nodes would not be connected at all. Graphically this can be viewed as a ternary relationship and we can say that $Z$ separates $X$ from $Y$. This is just a very simple example and systems can become much more complex than that, therefore we need a solid theory that helps us to connect this algebraic objects with probabilistic models. Before we continue we may introduce some basic concepts of graph theory.
Chapter 2
Graphical Models

To simplify our notation we will indicate nodes with integers and small Latin letters in general and set of nodes with capital Latin letters, e.g. $V = \{1, 2, 3, \ldots, v, \ldots, q\}$. Finally random variables associated to a node $v$ as $X_v$ and random vectors associated with a set $A$ as $X_A$.

2.1 Undirected Graphs

Definition 2 (undirected graph (UG)) A graph $\mathcal{G} = (V, E)$ is called undirected when edges are seen as unordered pairs $(i, j) \in E \iff (j, i) \in E$.

Definition 3 (adjacent) If $(v_i, v_j) \in E$ then $v_i$ and $v_j$ are said to be adjacent.

Definition 4 (adjacency matrix) A matrix $A$ of size $|V| \times |V|$ with entries $a_{ij} = 1$ when $v_i$ is adjacent to $v_j$ and 0 otherwise is called adjacency matrix.

Definition 5 (path) We define a path from node $a$ to node $b$ of length $n$ a sequence $a = v_0, \ldots, v_n = b$ of vertices where subsequent elements in the sequence are adjacent:

$(v_{j-1}, v_j) \in E, j = 1, \ldots, n$.

Definition 6 (cycle) Let $(v_1, \ldots, v_n)$ be a path, if $v_1 = v_n$ then the path $(v_1, \ldots, v_n)$ is called cycle.
Definition 7 (boundary) We define boundary of $S$, $bd(S)$, the set of the vertices not in $S$ adjacent with at least one vertex in $S$:

$$bd(S) = \{a \in V \setminus S : (\exists b \in S : (a, b) \in E)\}$$

Definition 8 (vertex induced subgraph) Consider an undirected graph $G = (V, E)$, let $S \subset V$ and $E_S = E \cap (S \times S)$ then the couple $G_S = (S, E_S)$ is called subgraph induced by $S \subset V$.

From this definition we note that $E_S$ contains only edges in $E$ that connect couples of vertices of $S$.

Definition 9 (complete graphs and complete subsets) $S \subseteq V$ is said to be a complete subset if and only if $G_S = (S, E_S)$, the graph induced by $S$, is complete, namely if every pair of distinct vertices in $S$ are adjacent, i.e.

$$E_S = S \times S$$

Definition 10 (cliques) A clique is a maximal complete set, i.e. a set that is complete and is not subset of any other complete set.

The family of the cliques is sometimes called also the graph generator, since an undirected graph is uniquely identified by the set $C$ of its cliques.

We present two simple examples to visualize some of the concepts viewed until now

Example 1
• \((v_1, v_3, v_4, v_5)\) is a path, \((v_1, v_3, v_4, v_2, v_1)\) is a cycle;
• Let \(A = \{v_1, v_2\}\), then \(\text{bd}(A) = \{v_3, v_4\}\)

Example 2

\[
\begin{array}{c}
v_1 \\
| \\
v_3 \\
| \\
v_4 \\
\end{array}
\begin{array}{c}
v_2 \\
| \\
v_3 \\
| \\
v_4 \\
\end{array}
\]

• the graph induced by \(\{v_2, v_3\}\) is not complete;
• the graph induced by \(\{v_1, v_2\}\) is complete but \(\{v_1, v_2\}\) is not a clique;
• the graph induced by \(\{v_1, v_2, v_4\}\) is complete and \(\{v_1, v_2, v_4\}\) is a clique;

Now that we have some terminology we can formalize the concept of separation.

**Definition 11 (separation in an undirected graph)** A subset \(S \subseteq V\) is said to separate \(a, b \in V\) in \(G\) if every path form \(a\) to \(b\) intersects \(S\). Let \(A, B\) and \(S\) be three subsets of \(V\). \(S\) separates \(A\) and \(B\) in \(G\) if \(S\) separates every vertex in \(A\) from every vertex in \(B\). We write \(A \perp_G B \mid S\).

The connection between separation and conditional independence has been formalized from Pearl and Paz (1987) through the concept of graphoid.

**Definition 12 (semi-graphoid and graphoid)** A ternary relationship \(\perp_\sigma\) is a semi-graphoid if and only if for any disjoint subsets \(A, B, C\) and \(D\) of \(V\) it holds that:

(S1) \(A \perp_\sigma B \mid C \Rightarrow B \perp_\sigma A \mid C\) (symmetry)
(S2) \(A \perp_\sigma B \mid C\) and \(D \subset B\) \(\Rightarrow A \perp_\sigma D \mid C\) (decomposition)
(S3) \(A \perp_\sigma B \mid C\) and \(D \subset B\) \(\Rightarrow A \perp_\sigma B \mid C \cup D\) (weak-union)
If it is also true that:

\[(S5) \ A \perp \sigma B \cup C \text{ and } A \perp \sigma C \cup D \Rightarrow A \perp \sigma B \cup D \mid C \] (intersection)

then the ternary relationship is called graphoid. \(\square\)

It is not difficult to see that the ternary relationship \(\perp\) of separation is a graphoid. Exploiting rules of conditional independence we can also show that the ternary relationship \(\perp\) of conditional independence is a semi-graphoid and that a sufficient (but not necessary) condition for \(\perp\) to be a graphoid is that the joint distribution is strictly positive.

**Proof** To prove that \(\perp\) is a semi-graphoid we have to prove that condition (S1) to (S4) are satisfied by \(\perp\). With abuse of notation, we are indicating with \(A\) the random vector \(X_A\):

(C1) \(A \perp B \mid C \Rightarrow B \perp A \mid C\)

**Proof** by definition

(C2) \(A \perp B \mid C \text{ and } D \subset B \Rightarrow A \perp \sigma D \mid C\)

**Proof**

\[
p(X_A, X_B, X_C) = p(X_A, X_D, X_{B \setminus D}, X_C) \overset{(FC)}{=} h(X_A, X_C)k(X_B, X_C) = h(X_A, X_C)k(X_D, X_{B \setminus D}, X_C)
\]

integrating \(X_{B \setminus D}\) we get:

\[
p(X_A, X_D, X_C) = h(X_A, X_C)k^*(X_D, X_C)
\]

(C3) \(A \perp B \mid C \text{ and } D \subset B \Rightarrow A \perp B \mid C \cup D\)

**Proof**

\[
p(A|B, C) = p(A|C) \wedge p(A|D, C) = p(A|C)
\]

\[
\Leftrightarrow p(A|B, C) = p(A|D, C)
\]

\[
\Leftrightarrow p(A|(B \setminus D), D, C) = p(A|D, C)
\]

\[
\Leftrightarrow A \perp (B \setminus D) \mid D \cup C,
\]

\[
\Leftrightarrow p(A, B, C, D) = h(A, D, C)k(B \setminus D, D, C) = h(A, D, C)k(B, D, C)
\]

\[
\Leftrightarrow A \perp B \mid D \cup C
\]
(C4) \[ A \perp \perp B \mid C \] (2.1)
and \[ A \perp \perp D \mid B \cup C \] (2.2)
implies \[ A \perp \perp B \cup D \mid C \]

**Proof**

\[ p(A, D, B, C) \]
\[ \overset{(2.2)}{=} p(A, B, C)p(D, B, C)/p(B, C) \]
\[ \overset{(2.1)}{=} h(A, C)k(B, C)p(D, B, C)/p(B, C) \]
\[ = h(A, C)k^*(B, C, D) \]
\[ \iff A \perp \perp B \cup D \mid C \]

The first part is now proved. We still need to verify (S5).

(C5) \[ A \perp \perp C \mid B \cup D \land A \perp \perp B \mid C \cup D \Rightarrow A \perp \perp B \cup C \mid D \]

**Proof** If \[ A \perp \perp B \mid C \cup D \] holds, then \[ p(A, B, C, D) = h_1(A, C, D)k_1(B, C, D) \]
and if \[ A \perp \perp C \mid B \cup D \] holds, then \[ p(A, B, C, D) = h_2(A, B, D)k_2(C, B, D) \].
And this implies that:
\[ h_1(A, C, D)k_1(B, C, D) = h_2(A, B, D)k_2(C, B, D) \] (2.3)

But this is equal, assuming \( k_1(B, C, D) > 0 \), to:
\[ h_1(A, C, D) = k_2(B, A, D)h_2(C, B, D)/k_1(B, C, D) = h^*(A, D)w(C, D) \]

since \( h_1(A, C, D) \) must not depend on \( B \), and this implies, substituting in (2.3), that:
\[ p(A, B, C, D) = h^*(A, D)w(C, D)k_1(B, C, D) = h^*(A, D)k^*(B, C, D) \]
with
\[ k^*(B, C, D) = w(C, D)k_1(B, C, D) \]

The results now follow from the factorization criterion.
2.1.1 Undirected Markov Properties

Given the concept of separation we can define three different ways of connecting conditional independencies with a graph $\mathcal{G} = (V, E)$. We say a probability distribution on $X_V$ satisfies

(P) the pairwise Markov property with respect to $\mathcal{G}$ if:

$$(i, j) \notin E \Rightarrow X_i \perp \perp X_j \mid X_{V \setminus \{i, j\}}$$

(L) the local Markov property with respect to $\mathcal{G}$ if for every $i \in V$:

$$X_i \perp \perp X_{V \setminus (\text{bd}(i) \cup \{i\})} \mid X_{\text{bd}(i)}$$

(G) the global Markov property with respect to $\mathcal{G}$ if:

$$A \perp \perp B \mid S \Rightarrow X_A \perp \perp X_B \mid X_S$$

It’s easy to see that (G) $\Rightarrow$ (L), to see that (L) $\Rightarrow$ (P) we have to note that since $i$ and $j$ are not adjacent $j \in V \setminus (\text{bd}(i) \cup \{i\})$ and therefore $\text{bd}(i) \cup ((V \setminus (\text{bd}(i) \cup \{i\})) \setminus j) = V \setminus \{i, j\}$. So applying (C3) to (L) gives $X_i \perp \perp X_{V \setminus (\text{bd}(i) \cup \{i\})} \mid X_{V \setminus \{i, j\}}$, and applying (C2) we get (P). Note that since we used just (C2) and (C3) to prove these implications they hold for any semi-graphoid relationship.

**Theorem 1 (Pearl and Paz)** If the probability distribution of $X_V$ satisfies (C5) then it also holds that (P) $\Rightarrow$ (G)

To prove this theorem it is possible to use just the graphoid axioms (C1) to (C5) and therefore also here conditional independence could be replaced by any graphoid defined on $V$.

2.1.2 Factorization

Beside for visual representation graphs are also really useful for computation, since they are objects computers easily understand and through their properties and relationship with probability distributions we can achieve local computation easily. In this context factorization and his relationships with Markov properties become essential.
Definition 13 (factorization w.r.t. a graph) Let $G = (V, E)$ be an undirected graph and let $p(x_V)$ be the probability density function (or probability mass function) of $X_V$. If $p(x_V)$ admits a factorization of the form

$$ p(x_V) = \prod_{T \subseteq V : T \text{ complete}} g_i(x_T) \quad \text{(F)} $$

for some function $g_1(\cdot) \ldots g_k(\cdot)$ where $g_j(x_T)$ depends on $x_V$ only through $x_T$, then we say that the distribution of $X_V$ factorizes with respect to $G$.

It’s really important to note that the functions $g_j(x_T)$ are not uniquely determined and can be multiplied or splitted up in different ways, so without loss of generality we can rewrite (F) with respect to the cliques of $G$:

$$ p(x_V) = \prod_{T \subseteq C} g_i(x_T) $$

where $C$ is the set of cliques of $G$. \hfill \Box

Given the definition of factorization w.r.t. a graph we immediately note that the factorization criterion in conjunction with (C2) gives us the connection between factorization and Markov properties, i.e. $(F) \Rightarrow (G)$, so that:

$$(F) \Rightarrow (G) \Rightarrow (L) \Rightarrow (P)$$

If $(P)$ would imply $(F)$ we could show that all the Markov properties are equivalent, and that the factorization (w.r.t. a graph) would be a necessary and sufficient condition for a distribution to be Markov w.r.t. a graph. This has been shown to be true by HAMMERSLEY and CLIFFORD (1971) in the case the pdf (or pmf) of $X_V$ is strictly positive.

Theorem 2 (Hammersley Clifford theorem) If the pdf (or pmf) of $X_V$ is strictly positive then the pairwise Markov property implies the factorization property. \hfill \Box

Thanks to the Hammersley Clifford theorem we know that a strictly positive probability distribution factorizes with respect to a graph $G$ if and only if it is Markovian w.r.t. $G$ (in any sense). But even if we knew that a distribution is Markov with respect to $G$ and strictly positive we don’t have a tool to determine which are the local components $g_i(x_T)$ in (F), in that sense decomposable graphs have an important role.
2.1.3 Decomposable graphs

Definition 14 (decomposition) The pair \((A, B)\) of subsets of \(V\), with \(V = A \cup B\) forms a (weak) decomposition of \(\mathcal{G}\) if it holds that

- \(A \cap B\) separates \(A\) from \(B\) in \(\mathcal{G}\)
- \(A \cap B\) is a complete subset of \(V\).

\[ \square \]

Definition 15 (proper decomposition) We say a decomposition is proper if \(A \setminus B\) and \(B \setminus A\) are both non-empty.

\[ \square \]

Definition 16 (components and prime components) A decomposition \((A, B)\) decomposes \(\mathcal{G}\) into the components \(\mathcal{G}_A\) and \(\mathcal{G}_B\). Since a component takes the form of a subgraph clearly it may or may not admit further decompositions. If a component does not admit further decompositions it is called prime and the components we get by recursively decomposing \(\mathcal{G}\) until no more components can be further decomposed are called maximal prime components of \(\mathcal{G}\).

\[ \square \]

Definition 17 (recursive definition of decomposable graph) An undirected graph \(\mathcal{G}\) is said to be decomposable if one of the following statements holds:

1. \(\mathcal{G}\) is complete

2. \(\mathcal{G}\) admits a proper decomposition \((A, B)\) into decomposable components \(\mathcal{G}_A, \mathcal{G}_B\)

Looking at the recursive definition into more detail we see that a graph is decomposable if and only if all its maximal prime components are complete and since we continue decomposing until we find a complete component this has to be induced by a clique of \(\mathcal{G}\).

Proposition 1 Assume that \((A, B)\) decomposes \(\mathcal{G} = (V, E)\), then a probability distribution \(P_V\) is globally Markov with respect to \(\mathcal{G}\) if and only if both its marginal distributions \(P_A\) and \(P_B\) are globally Markov with respect to \(\mathcal{G}_A\) and \(\mathcal{G}_B\) respectively and the the densities satisfy

\[ p_V(x_V)p(x_{A\cap B}) = p_A(x_A)p_B(x_B) \]

\[ \square \]
Let $\mathcal{G}$ be a decomposable graph with $k$ cliques, $C_1, \ldots, C_k$, and $k-1$ separators, $S_1, \ldots, S_{k-1}$, resulting from the recursive decomposition process, applying Proposition 1 recursively we obtain the following factorization

$$p_{V}(x_{V}) = \frac{\prod_{i=1}^{k} p_{C_{i}}(x_{C_{i}})}{\prod_{i=1}^{k-1} p_{S_{i}}(x_{S_{i}})}$$

**Definition 18 (Chordal/Triangulated graphs)** Another characterization of a decomposable graph is given through the concept of chordality, i.e. an undirected graph is decomposable if and only if it is chordal, where a graph is chordal if every cycle of length $\geq 4$ has a chord, that is, two non-consecutive vertices that are adjacent.

Strictly connected with chordality is the concept of perfect numbering of the vertices of an undirected graph

**Definition 19 (Perfect numbering)** A numbering $V = \{1, 2, \ldots, q\}$ is perfect if for every $i = 2, \ldots, q$ it holds that:

$$\text{bd}(i) \cap \{1, \ldots, i - 1\} \text{ is complete in } \mathcal{G}$$

Both these definitions become important since it can be proved that an undirected graph is decomposable if and only if its vertices admit a perfect numbering, and algorithms, like the maximum cardinality search, can be developed efficiently to perform this check.

### 2.1.4 Gaussian graphical models

Given a graph $G = (V, E)$, when we talk about a graphical model $M(\mathcal{G})$ we’re essentially talking about the family of distributions on $X_{V}$ that satisfy the conditional independence statements encoded in $\mathcal{G}$. Then, a Gaussian (undirected) graphical model, is a subset of $M(\mathcal{G})$, which contains just multivariate normal distributions. Furthermore we don’t even have to care about specifying which undirected Markov properties they have to satisfy, since in this context they’re all equivalent, because $p_{V}(x) > 0 \ \forall x$.

A nice feature of Gaussian graphical models is that we can exploit the precision matrix of the Gaussian distribution to read conditional independence relationships easily. Without loss of generality, suppose to have a zero
mean multivariate Gaussian distribution with density

\[
p_V(x) \propto \exp \left\{ -\frac{1}{2} x^\top \Sigma^{-1} x \right\} \\
= \exp \left\{ -\frac{1}{2} \text{tr} \left( x^\top \Sigma^{-1} x \right) \right\} \\
= \exp \left\{ -\frac{1}{2} \sum_{i=1}^{q} \sum_{j=1}^{q} \sigma_{ij} x_i x_j \right\} \tag{2.4}
\]

where \( \sigma_{ij} \) are the entries of the concentration matrix \( \Sigma^{-1} \). We see that setting \( \sigma_{ij} \) to zero \( x_i \) and \( x_j \) will never compare in the same factor again, and thus from the factorization criterion

\[
\sigma_{ij} = 0 \iff X_i \independent X_j \mid X_{V\setminus\{i,j\}}
\]

Therefore a multivariate normal distribution will be pairwise Markov, and thus Markov, with respect to a graph which has a missing edge between \( i \) and \( j \) for each \( \sigma_{ij} = 0 \), this graph is often called the concentration graph.

### 2.2 Directed acyclic graphical models

In the previous chapter we put a lot of attention on the concept of factorization w.r.t. an undirected graph \( G \). But if we ask about factorization in probability, probably the most of us would immediately think about the chain rule of probability

\[
p(x_1, \ldots, x_n) = p(x_1)p(x_2 \mid x_1) \cdots p(x_n \mid x_1, \ldots, x_{n-1})
\]

From this relationship we see that if we knew which conditional independence statements were true, we could highly simple the model, and already work on an efficient framework for computation.

To express our chain rule we impose an ordering to the variables and implicitly we are not allowing to condition on variables with higher index. That reflects in our graph theory, respectively, in adding arrows to the edges, in order to direct the relationships, and not allowing directed cycles, to be coherent with the allowed conditioning sets. Under this framework we call the graph representation a directed acyclic graph. Among other things DAGs are useful to represent structural equation models (SEMs), which are nothing
else than sets of multivariate regression models where the dependent variable in one regression may appear as independent variable in another equation. This brief note will become very important when considering Gaussian distributions, since we remember that conditioning in a Gaussian framework is essentially a regression.

We may note that adding arrows and disallowing directed cycles is not enough since we want our graph to be coherent with the other conditional independence statements implied by the model, and applying the rules derived for undirected graphs in this framework would not satisfy our needs.

### 2.2.1 Basic concepts

Before we can go into more detail we may introduce some new definition relative to directed graphs.

**Definition 20 (directed graph)** A directed graph is a graph $\mathcal{D} = (V, E)$ where edges are seen as ordered pairs. In general an edge $(a, b) \in E$ will be represented by an arrow $a \rightarrow b$.

**Definition 21 (directed path, directed cycle)** A directed path from $v_0$ to $v_k$ is path where all subsequent nodes are directed in a way such that

$$v_{i-1} \rightarrow v_i \quad \forall i = 1, \ldots, k$$

A directed path which begins and ends with the same vertex is a directed cycle.

**Definition 22 (directed acyclic graph)** A directed acyclic graph (DAG) is a directed graph $\mathcal{D} = (V, E)$ with no directed cycles.

**Definition 23 (trail)** A trail from $v_0$ to $v_k$ is a path where edges may be directed in any sense.

**Definition 24 (parents, children)** If there is an arrow that connects node $a$ with $b$ ($a \rightarrow b$) we say $a$ is a parent of $b$ and $b$ is a child of $a$. The set of parents of node $b$ is indicated as $\text{pa}(b)$ and the set of the children of $a$ as $\text{ch}(a)$.

**Definition 25 (ancestors, descendants, non-descendants)** If from $a$ there is a direct path that leads to $b$ ($a \rightarrow b$) we say that $a$ is an ancestor of $b$, and $b$ is a descendant of $a$. The set of the ancestors of $b$ is indicated as $\text{an}(b)$ and the set of descendants of $a$ as $\text{de}(a)$. The set of the non-descendants of $a$ is $\text{nd}(a) = V \setminus (\text{de}(a) \cup \{a\})$.
Definition 26 (ancestral set) If \( \text{an}(a) \subseteq A \) for all \( a \in A \) we say that \( A \) is an ancestral set, and the smallest ancestral set containing \( A \) is indicated as \( \text{An}(A) \).

2.2.2 Recursive Factorization and the directed Markov properties

We say a random vector \( X_V \) admits a recursive factorization (DF) with respect to a DAG \( D = (V, E) \) if the pdf (pmf) of \( X_V \) can be represented as

\[
p_V(x_v) = \prod_{v \in V} p(x_v \mid x_{\text{pa}(v)})
\]

There is an important connection between DAGs and UGs, namely, given a DAG \( D \), if we join all unmarried, i.e. not connected, parents with a common child and make all the edges of the graph undirected, we get an undirected graph \( D^m \) called the the moral version of \( D \). Since the sets \( \{a\} \cup \text{pa}(a) \) are complete in \( D^m \), it is not difficult to see that if a distribution admits a recursive factorization w.r.t. \( D \) then it has the property to factorize (in the undirected sense) with respect to \( D^m \) and it is therefore globally Markov with respect to \( D^m \). Even though we note that if a probability distribution \( P \) factorizes according to \( D^m \), \( P \) does not necessary recursively factorizes according to \( D \). We also note that if \( A \) is an ancestral set then the marginal distribution of \( A \) admits a recursive factorization with respect to \( D_A \), thus we can restrict our attention on this subgraph only, and applying the same reasoning again we can conclude that if a distribution \( P \) recursively factorizes with respect to a DAG \( D \) then

\[
X_A \independent X_B \mid X_S
\]

whenever \( A \) and \( B \) are separated by \( S \) in the moral graph of the smallest ancestral set containing \( A \cup B \cup S \), and this is called the directed global Markov property.

Definition 27 (well-ordering) We say that the vertices \( v_1, \ldots, v_q \) of DAG \( D \) are well ordered when the arrows always point from vertices with lower index to vertices with higher index. Note that that a well-ordering is not unique.

Definition 28 (predecessors) Given a well-ordering the predecessors of a node \( v \), \( \text{pr}(v) \), are all nodes that come before \( v \) in the well-ordering.
Another Markov property in the DAG framework is the ordered Markov Property \((O)\): we say that a probability distribution on \(X_V\) satisfies the ordered Markov property with respect to a DAG \(D\) if \(\forall v \in V\)

\[
X_v \perp \perp X_{\text{pr}(v)\setminus \text{pa}(v)} \mid X_{\text{pa}(v)}
\]

As we have in the undirected graph framework also for directed acyclic graphs we have a local Markov property, namely a probability distribution on \(X_V\) is said to satisfy the local Markov property \((DL)\) w.r.t. a DAG \(D\) if \(\forall v \in V\) it holds that

\[
X_v \perp \perp X_{\text{nd}(v)\setminus \text{pa}(v)} \mid X_{\text{pa}(v)}
\]

And finally also a directed pairwise Markov property exists namely a probability distribution on \(X_V\) satisfies the directed pairwise Markov property \((DP)\) w.r.t. a DAG \(D = (V, E)\) if for any \(i < j\)

\[
(i, j) \notin E \Rightarrow X_i \perp \perp X_j \mid X_{\text{an}(i) \cup \text{an}(j) \setminus \{i, j\}}
\]

An important result is that here \((O),(DL)\) and \((DG)\) are equivalent, even without assuming positive pdf (pmf), while \((DG) \Rightarrow (DP)\), and are equivalent just in case of positive probability distribution.

### 2.2.3 d-separation

Another way to express the directed global Markov property is through d-separation: a trail \(\pi\) from \(a\) to \(c\) in \(D\) is said to be blocked by \(S \in V\) if it contains a vertex \(b\) such that either

- \(b \in S\) and at \(b\) the arrows of \(\pi\) do not meet head to head, or
- \(b \notin S \wedge \text{de}(b) \cap S = \emptyset\), and at \(b\) the arrows of \(\pi\) do meet head to head

A trail that is not blocked is said to be active. Two subsets \(A\) and \(B\) are said to be d-separated by \(S\) if all trails from \(A\) to \(B\) are blocked by \(S\).

It can be proved that \(S\) d-separates \(A\) from \(B\) if and only if \(S\) separates \(A\) from \(B\) in the moral Graph induced by the smallest ancestral set containing \(A \cup B \cup S\) and therefore that the directed global Markov property can be equivalently expressed in terms of d-separation.
2.2.4 Directed Gaussian Graphical Models

Directed Gaussian Graphical Models were first formalized by Shachter and Kenley (1989), noting that the influence diagram graphical structure, this is how they used to call a DAG, represents a particular representation of the joint distribution into conditional distributions. In fact a $q$-variate normal distribution $X_V = \mathcal{N}_q(\mu, \Sigma)$, given an ordering of the nodes, always admits a factorization of the type:

\[
p_{V}(x_V) = \prod_{j=1}^{q} p_{j|\text{pa}(j)}(x_j \mid x_{\text{pa}(j)})
\]

(2.5)

where $X_i \mid \text{pa}(X_i)$ are univariate normal distributions with mean

\[
\mu_j + \Sigma_{j,\text{pa}(j)}\Sigma^{-1}_{\text{pa}(j),\text{pa}(j)}(X_{\text{pa}(j)} - \mu_{\text{pa}(j)})
\]

and variance

\[
\sigma_{jj} - \Sigma_{j,\text{pa}(j)}\Sigma^{-1}_{\text{pa}(j),\text{pa}(j)}\Sigma_{\text{pa}(j),j}
\]

We note that in this formulation some conditional independence statements determine the conditioning sets for each variable. Furthermore an interesting fact is that the conditional models are independent and therefore we can think our model as a set of separate multivariate regressions. This highly simplifies our problem and puts us in an efficient conditional independence framework for computation.

Let $D$ be the DAG that connects the children to the parents according to (2.5), then clearly $X_V$ factorizes w.r.t. to $D = (V, E)$ and it is therefore Markov with respect to $D$. Anyway it is still interesting to note that how this factorization follows the ordered Markov property (O). Let indicate with $\Sigma_{A,B}$ the submatrix of $\Sigma$ relative to the vectors $X_A$ and $X_B$. Then the vector

\[
b_j = \Sigma_{j,\text{pa}(j)}\Sigma^{-1}_{\text{pa}(j),\text{pa}(j)}
\]

is the vector of the regression coefficients for the $j$th regression. If we think each variable regressed against all its predecessors in a well-ordering, then we can think the vector $b_j$ as a vector which states a conditional independence between $i$ and $j$ (given the parents of $j$) when the $i$th entry of $b_j$ is zero, which follows by decomposition (C2) from (O). Therefore if we summarize all our regression coefficients in a matrix $B$, where per column we put our $b_j$ relative to all the predecessors, and fill the rest of the vector with zeros,
we get an upper triangular matrix $B$ which will have the same zero-entries as the adjacency matrix induced by $D$.

Since $B$ is upper triangular $I - B$ can be inverted, so let $U = (I - B)^{-1}$ then the covariance matrix can be found as

$$\Sigma = U^\top DU$$

with $D$ a diagonal matrix with entries the conditional variances.

### 2.3 Markov equivalence

We say that two graphs are Markov equivalent if they encode the same set of conditional independecies. In the directed case we can have graphs with different structure which are Markov equivalent:

**Example 3** Given 3 vertices this two graph are Markov equivalent

```
   a   b
  / \ /  \
 /   /   \
\    \    
 a   c   b
```

The first graph admits a recursive factorization of the form:

$$p(a, b, c) = p(a)p(b|a)p(c|b) = p(a, b)p(c|b)$$

and the second

$$p(a, b, c) = p(b)p(a|b)p(c|b) = p(a, b)p(c|b)$$

Therefore both include only the conditional independence statement $c \perp \perp a \mid b$ which can be red also from the moral graph

```
   b
  / \
 /   \
\    
 a   c
```
If we think about the directed global Markov property then we notice that if two DAGs have the same immoralities, i.e. unmarried parents with a common child, and and the same undirected version then their moral graph is exactly the same, and thus they will encode the same set of conditional independencies, in effect it can be proved that two DAGs are Markov equivalent if and only if they have the same undirected version, often called skeleton, and the same immoralities.

In contrast, in the undirected case two graphs are Markov equivalent if and only if they are identical, but there still exists undirected graphs which are Markov equivalent to direct graphs. Infact a DAG $\mathcal{D}$ and an UG $\mathcal{G}$ are Markov equivalent if and only if the DAG is perfect, i.e. has no immoralities, and the skeleton of the DAG is equal to $\mathcal{G}$. Moreover we can see that the skeleton of a perfect DAG is decomposable and that from every decomposable UG directing the edges from lower to higher positions in a perfect numbering we get a perfect DAG, therefore the family of perfect DAG models coincides with the family of decomposable undirected models.
Chapter 3
Bayes Factor

Bayes factors can be seen as the Bayesian analog of the classical tests of hypotheses. In fact Bayes factors summarizes the evidence provided by the data in favor of a statistical model opposed to another. While their formal definition refers to just two models, thanks to their properties they are often used for model selection problems. In this chapter we will review the basic properties of Bayes factors with particular attention to the case of objective Bayesian analysis.

3.1 Bayes factor and posterior model probabilities

Definition 29 (Posterior probability of a Model $M$) Let $M$ be a model and $D$ be a set of data then the posterior probability of the model $M$ given the data $D$ is as follow:

$$P(M|D) = \frac{P(D|M)P(M)}{P(D)}$$

Definition 30 (Marginal Likelihood) The integral of the likelihood over all possible values of $\theta$:

$$m(D) = P(D|M) = \int P(D|\theta, M)P(\theta|M) \, d\theta$$

is defined as the marginal likelihood.
Let $M_1$ and $M_2$ be two different generating models for the same set of data $D$. If we want to evaluate which model is more probable \textit{a posteriori}, we might consider the ratio:

\[
\frac{\mathbb{P}(M_1|D)}{\mathbb{P}(M_2|D)} = \frac{\mathbb{P}(D|M_1)}{\mathbb{P}(D|M_2)} = \frac{\mathbb{P}(M_1)m_1(D)}{\mathbb{P}(M_2)m_2(D)}
\]

If two models are equally probable \textit{a priori} (which is a common assumption) the ratio simplifies to the Bayes Factor

\textbf{Definition 31 (Bayes Factor (BF))} We define Bayes Factor the quantity:

\[
B_{ij} = \frac{\mathbb{P}(D|M_1)}{\mathbb{P}(D|M_2)} = \frac{m_1(D)}{m_2(D)} = \int \mathbb{P}(D|\theta_1, M_1)\mathbb{P}(\theta_1|M_1)\,d\theta_1
\]

\[
= \int \mathbb{P}(D|\theta_2, M_2)\mathbb{P}(\theta_2|M_2)\,d\theta_2
\]

which is a ratio of marginal likelihoods \hfill \Box

Let $H_i$ denote a hypothesis and $E$ evidence. To compare hypotheses \textit{post-experimentally}, we often calculate the posterior odds:

\[
\frac{\Pr(H_i \mid E)}{\Pr(H_j \mid E)} = \frac{\Pr(E \mid H_i)\Pr(H_i) / \Pr(E)}{\Pr(E \mid H_j)\Pr(H_j) / \Pr(E)} = \frac{\Pr(E \mid H_i)\Pr(H_i)}{\Pr(E \mid H_j)\Pr(H_j)} = \frac{\Pr(H_i)}{\Pr(H_j)} = \text{Bayes factor} \times \text{prior odds}
\]

Note that the Bayes factor is the same as

\[
\frac{\Pr(H_i \mid E)}{\Pr(H_j \mid E)} = \frac{\mathbb{P}(H_i | E)}{\mathbb{P}(H_j | E)} / \mathbb{P}(H_j)
\]

and that it does not depend on the priors on the hypothesis on $H_i$’s. Note that in the Bayes factor definition given above hypothesis were prior probabilities on the models.

An useful result that joins the Bayes factor with the model posterior probabilities is the following: suppose that we are comparing $q$ models ($M_1, \ldots, M_q$) if the prior probabilities $\mathbb{P}(M_j)$ are available for each model, then one can compute the \textit{model posterior probabilities} from the Bayes factors

\[
P(M_i|D) = \frac{P(D|M_i)P(M_i)}{\sum_{j=1}^{q} P(D|M_j)P(M_j)} = \left[ \sum_{j} \frac{\mathbb{P}(M_j)}{\mathbb{P}(M_i)} B_{ji} \right]^{-1} \quad (3.1)
\]
Definition 32 (Renormalized marginal probabilities) We define renormalized marginal probabilities as:
\[
\bar{m}_i = \frac{m_i}{\sum_{j=1}^{q} m_j} = \left( \sum_j B_{ji} \right)^{-1}
\] (3.2)

We note from (3.1) that if \( P(M_i) = 1/q \) for all \( i = 1, \ldots, q \) then the posterior probabilities are the same as the renormalized marginal probabilities. Further note that there is a one to one relationship between Bayes factors and renormalized marginal probabilities since beside (3.2) it also holds that
\[
\frac{\bar{m}_j}{\bar{m}_i} = \frac{m_j(D)}{\sum_{j=1}^{q} m_j(D)} = \frac{m_j(D)}{m_i(D)} = B_{ji}
\]

In effect reporting the renormalized marginal probabilities (or equivalently Bayes factors) beside/rather then the posterior probabilities is good practice since anyone, through (3.1), can use the renormalized marginal probabilities to determine their personal posterior probabilities choosing their favorite prior probabilities.

Proposition 2 (Bayes factor composition)
\[
B_{ij} = B_{ik}B_{kj}
\] (3.3)

Proof
\[
B_{ik}B_{kj} = \frac{m_i}{m_k} \frac{m_k}{m_j} = \frac{m_i}{m_j} = B_{ij}
\]

Definition 33 (Bayes factor chain rule) Applying the previous proposition iteratively we can see that given \( i + 1 \) models index by \( s = 0, \ldots, i \)
\[
B_{i0} = \prod_{s=1}^{i} B_{s,s-1}
\]

and this is called the Bayes factor chain rule
3.1.1 Encompassing

In some situations it may occur that the prior elicitation requires the BF to be calculated between nested models, in those cases we can exploit the encompassing approach (Cox, 1961) to get any other Bayes factor. Suppose we have a model $M_0$ that includes all other models, i.e. the encompassing model, we can then compute the Bayes factors for the encompassing model against any other and thanks to the Bayes factor composition (3.3) we can obtain Bayes factors also for non-nested models, e.g. let model $M_i$ and model $M_j$ be two non nested models then

$$B_{ij} = B_{0j}/B_{0i}$$

The encompassing approach can also be used to get any desired model posterior probability, let $M_0$ be the reference model, we can reformulate (3.1) as

$$P(M_i | D) = \frac{m_i(x)P(M_i)}{\sum_{j=1}^{q} m_j(x)P(M_j)} = \frac{m_i(x)P(M_i)}{\sum_{j=1}^{q} \frac{m_j(x)}{m_0(x)}P(M_j)} = \frac{B_{i0}P(M_i)}{\sum_{j=1}^{q} B_{j0}P(M_j)}$$

Clearly this approach can be also pursued when the reference model is a model that is included in every other model, in this case we call the approach encompassing from below.

3.2 Objective Bayes in model selection

The motivation for using objective Bayesian methods for variable selection is that, in a subjective framework, the specification of all prior distributions for all models is a huge work, and the usually limited expert time available one would typically use it for model formulation and, possibly, prior elicitation for the model that is ultimately selected. That said, following the objective Bayes approach involves also some problems. For a complete review of such problems refer to Berger et al. (2001), the major ones are

1. we have seen that to compute the BF s we need to integrate out the parameters and the computation of the integrals can be hard, moreover
doing it for all models (too many) may be not feasible in a reasonable
time span.

2. improper priors yields indeterminate BF s (when the parameter space
has different dimension)

3. vague priors give bad answers, i.e. the Bayes factor will always strongly
depend on the vague prior even when \( n \) is large.

4. in different models the same parameters may have different interpreta-
tion and the prior has to change in a corresponding fashion.

To address at least some of these issues we can use methodologies derived
from the partial Bayes factor presented in the next section.

3.2.1 Partial Bayes factor

To introduce the partial Bayes factor we need the concept of proper minimal
training sample. Let \( M_1, \ldots, M_q \) be \( q \) models and \( x \) data. Under model
\( M_i \) let the data be related to parameters \( \theta_i \) by a distribution \( f(x|\theta_i) \) and
let \( p_i^N(\theta_i) \), for \( i = 1, \ldots, q \), be noninformative priors for \( \theta_i \) and \( m_i^N(x) \) the
 corresponding marginal likelihoods. Finally Let \( x \) be partitioned in to sets
\( x = (x(l), x(\neg l)) \) with \( x(l) \) a training sample.

**Definition 34 (proper minimal training sample)** A training sample \( x(l) \),
is called proper if \( 0 < m_i^N(x(l)) < \infty \) for all \( M_i \), and minimal if it is proper
and no subset is proper.

**Definition 35 (partial Bayes factor)** Given a proper minimal training
sample \( x(l) \) we can define a proper (conditional) prior

\[
p_i^N(\theta_i|x(l)) = \frac{f_i(x(l)|\theta_i)p_i^N(\theta_i)}{m_i^N(x(l))}
\]  \hspace{1cm} (3.5)

Then the partial Bayes factor is the Bayes factor on the remaining dataset,
\( x(-l) \), conditioned on having observed \( x(l) \)

\[
B_{ji}(l) = \frac{m_j^N(x(-l)|x(l))}{m_i^N(x(-l)|x(l))}
\]
Focusing on the numerator the partial marginal likelihood results:

\[
m_j^N(x(-l) \mid x(l)) = \int f_j(x(-l) \mid x(l), \theta_j)p_j^N(\theta_j \mid x(l)) \, d\theta_j \\
= \int \frac{f(x(-l)), x(l) \mid \theta_j)}{f_j(x(l) \mid \theta_j)} \int \frac{f_j(x(l) \mid \theta_j)}{m_j^N(x(l))} \, d\theta_j \\
= \int \frac{f(x \mid \theta_j)p_j^N(\theta_j)}{m_j^N(x(l))} \, d\theta_j \\
= \frac{m_j^N(x)}{m_j^N(x(l))}
\]

and therefore partial Bayes factor can be also expressed as

\[
B_{ji}(l) = \frac{m_j^N(x)}{m_j^N(x(l))} \frac{m_i^N(x(l))}{m_i^N(x)} = B_{ji}^N B_{ij}^N(x(l))
\]

Note that if the noninformative prior has an improper form then the indeterminate constant cancels out.

### 3.2.2 Intrinsic Bayes factor

We have just seen that the partial Bayes factor for comparing model \(M_j\) with \(M_i\) no longer depends on the scales of the noninformative priors \(p_j^N\) and \(p_i^N\), but it still depends on the arbitrary choice of the minimal training sample \(x(l)\). To eliminate this dependence and to increase stability, BERGER and PERICCHI (1996) proposed the Intrinsic Bayes factor.

**Definition 36 (Intrinsic Bayes factor (IBF))** Let \(B_{ji}(l)\) be the partial Bayes factor in favor of Model \(M_j\) versus model \(M_i\) relative to a training sample \(x(l)\). If we “average” the \(B_{ji}(l)\) over all possible training sample \(x(l), l = 1, \ldots, L\), we obtain the arithmetic IBF (AIBF) or the median IBF (MIBF):

\[
B_{ji}^{AI} = B_{ji}^N(x) \frac{1}{L} \sum_{l=1}^{L} B_{ij}^N(x(l)) \\
B_{ji}^{MI} = B_{ji}^N(x) \text{Med}[B_{ij}^N(x(l))]
\]

Note that IBFs are resampling summaries of the evidence of the data for the comparison of models.
3.2.3 Fractional Bayes factor

The fractional Bayes factor follows the same “philosophy” of the partial Bayes factor. So, suppose that the observed dataset \( x \) is partitioned in two datasets, let say \( x(l) \) of size \( m \) and \( x(-l) \) of size \( n - m \).\(^1\) Let \( b = m/n \) be the fraction of the data of \( x \) contained in \( x(l) \), if both \( m \) and \( n \) are large, the likelihood \( f(x(l)|\theta_i) \) based only on the training sample \( x(l) \) will approximate to the full likelihood \( f(x|\theta_i) \) raised to the power \( b \).\(^2\)

**Definition 37 (Fractional prior)** As we did in (3.5) we use the trick of creating a proper (conditional) prior, and exploiting the approximation readily introduced we can define \( p^{F}(\theta_i | x) \)

\[
p(\theta_i | x(l)) = \frac{f(x(l) | \theta_i)p_{i}^{N}(\theta_i)}{\int f(x(l) | \theta_i)p_{i}^{N}(\theta_i) \, d\theta_i} \approx \frac{f(x | \theta_i)^{b}p_{i}^{N}(\theta_i)}{\int f(x | \theta_i)^{b}p_{i}^{N}(\theta_i) \, d\theta_i} = p^{F}(\theta_i | x)
\]

the so called fractional prior.

**Definition 38 (Fractional Bayes factor)** Remembering that the partial Bayes factor is the Bayes factor on the remaining dataset, namely \( x(-l) \), conditioned on having observed \( x(l) \), we can simply exploit the previously introduced approximation and redo the same steps done for the partial Bayes factor to obtain the fractional Bayes factor

\[
B_{ji}^{F} = \frac{m_{f}^{F}(x)}{m_{f}^{N}(x)} = B_{ji}^{N}(x) \frac{m_{i}^{N}(x)}{m_{j}^{N}(x)}
\]

\(^1\)it will become clearer in a minute that we don’t even need to choose \( x(l) \).

\(^2\)since already with \( m \) simple random samples we are considering a lot of information from the generating distribution, considering the likelihood on \( x(l) \) the remaining contribution (to reach \( x \)) will be similar to the average contribution already considered with \( x(l) \)

\[
f_{i}(x(-l)|\theta_i) \approx f_{i}(x(l)|\theta_i)^{\frac{n-m}{m}}
\]

then

\[
f_{i}(x|\theta_i) = f_{i}(x(l)|\theta_i)f_{i}(x(-l)|\theta_i) \approx f_{i}(x(l)|\theta_i)\left[f_{i}(x(l)|\theta_i)^{\frac{n-m}{m}} = f_{i}(x(l)|\theta_i)^{\frac{1}{b}}\right]
\]

which is equal to

\[
f_{i}(x|\theta_i)^{b} \approx f_{i}(x(l)|\theta_i)
\]
Proof In detail the fractional marginal likelihood results:

\[
m_F^j(x) = \int f(x | \theta_j)^{1-b} p^F(\theta_j | x) \, d\theta_j
\]
\[
= \int f(x | \theta_j)^{1-b} \frac{f(x | \theta_j)^b p_N^j(\theta_j)}{\int f(x | \theta_j)^b p_N^j(\theta_j) \, d\theta_j} \, d\theta_j
\]
\[
= \frac{m_N^j(x)}{m_{N,b}^j(x)}
\]

with

\[
m_{N,b}^j(x) = \int f(x | \theta_j)^b p_N^j(\theta_j) \, d\theta_j
\]

and finally, as usual, the ratio of the marginal likelihoods gives us the Bayes factor, here the so called fractional Bayes factor.

Note that (3.8) does not depend anymore from the dataset \(x(l)\), and so there is no arbitrariness on the choice of the sampling dataset as we had with the partial Bayes factor but that it inherits the fact that if the noninformative prior has an improper form then the indeterminate constant cancels out.

The fractional prior \(p^F(\theta|x) \propto f(x|\theta)^b p_N^j(\theta)\) clearly depends on the observed dataset \(x\), intuitively to make the dependence weak \(b\) should be small, in fact consistency of the FBF is achieved as long as \(b \to 0\) for \(n \to \infty\).

One common choice of \(b\), suggested by O’HAGAN (1995), is \(b = m/n\) where \(m\) is the “minimal training sample size” as defined above.

Example 4 (FBF for the Normal Linear Model) Let \(M_j\) be defined by

\[
M_j : f(y|X; \beta_j, \gamma_j) = \left(\frac{\gamma_j}{2\pi}\right)^{n/2} \exp\left(\frac{-\gamma_j}{2} \|y - X \beta_j\|^2\right)
\]

A default noninformative prior for \((\beta_j, \gamma_j)\) is proportional to \(\frac{1}{\gamma_j}\) (i.e. reference prior), so that the marginal fractional likelihood for model \(j\) is given by:

\[
m_F^j(y) = \frac{m_N^j(y)}{m_{N,b}^j(y)}
\]
\[
= \frac{\int \int f(y | X; \beta, \gamma)p_N(\beta, \gamma) \, d\beta \, d\gamma}{\int \int f(y | X; \beta, \gamma)^b p_N(\beta, \gamma) \, d\beta \, d\gamma}
\]
lets concentrate on \( m^N_{j,b}(y) \), suppressing the model subscript to simplify the notation it can be rewritten as:

\[
m^N_{b}(y) = \int \int f(y \mid X; \beta, \gamma)^b p^N(\beta, \gamma) \, d\beta \, d\gamma
\]

\[
= \int \int \left( \frac{\gamma}{2\pi} \right)^{bn/2} \exp \left( -\frac{b\gamma}{2} ||y - X\beta||^2 \right) \frac{1}{\gamma} \, d\beta \, d\gamma
\]

\[
= \int \int \left( \frac{1}{2\pi} \right)^{bn/2} \gamma^{bn/2-1} \exp \left( -\frac{b\gamma}{2} ||y - X\beta||^2 \right) \, d\beta \, d\gamma
\] (3.9)

\[
= \int \left( \frac{1}{2\pi} \right)^{bn/2} \gamma^{bn/2-1} \exp \left( -\frac{b\gamma}{2} ||y - X\hat{\beta}||^2 \right) \, d\gamma
\]

\[
\int \exp \left( -\frac{b\gamma}{2} ||X(\beta - \hat{\beta})||^2 \right) \, d\beta \, d\gamma
\]

since

\[
||y - X\beta||^2 = ||y - X\hat{\beta} + X\hat{\beta} - X\beta||^2
\]

\[
= ||y - X\hat{\beta}||^2 + ||X\hat{\beta} - X\beta||^2 + 2(y - X\hat{\beta})^T (X\beta - X\hat{\beta})
\]

\[
= ||y - X\hat{\beta}||^2 + ||X\hat{\beta} - X\beta||^2 + 2(y - Hy)^T (X\beta - Hy)
\]

\[
= ||y - X\hat{\beta}||^2 + ||X\hat{\beta} - X\beta||^2
\]

\[
+ 2(y^T X\beta - y^T Hy - y^T H^T X\hat{\beta} + y^T H^T Hy)
\]

\[
= ||y - X\hat{\beta}||^2 + ||X\hat{\beta} - X\beta||^2
\]

We recognize in the integral in \( \beta \) the kernel of a multivariate normal distribution \( \mathcal{N}_p \left( \hat{\beta}, [b\gamma(X^T X)]^{-1} \right) \) so that (3.9) becomes:

\[
m^N_{b}(y) = \int \left( \frac{1}{2\pi} \right)^{bn/2} \gamma^{bn/2-1} \exp \left( -\frac{b\gamma}{2} ||y - X\hat{\beta}||^2 \right)
\]

\[
\int \gamma^{bn/2-1} \exp \left( -\gamma \frac{b}{2} ||y - X\hat{\beta}||^2 \right) \, d\gamma
\]

\[
= K \int \gamma^{bn/2-p-1} \exp \left( -\frac{b}{2} ||y - X\hat{\beta}||^2 \right) \, d\gamma
\]

\[
= K \int \gamma^{bn/2-p-1} \exp \left( -\frac{b}{2} R \right) \, d\gamma
\]
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with \( K = \left( \frac{1}{2\pi} \right)^{bn/2} (\frac{2\pi}{b})^{p/2} \) \( (X^\top X)^{-1/2} \) and \( R = \| y - X\hat{\beta} \|^2 \). Thus we recognize a Gamma distribution and \( m^N_b(y) \) becomes when \( b > \frac{p}{n} \)

\[
m^N_b(y) = K \Gamma \left( \frac{bn - p}{2} \right) \left( \frac{b}{2} R \right)^{-\frac{bn - p}{2}} = \left( \frac{1}{2\pi} \right)^{bn/2} \left( \frac{2\pi}{b} \right)^{p/2} \| X^\top X \|^{-1/2} \Gamma \left( \frac{bn - p}{2} \right) \left( \frac{b}{2} R^2 \right)^{-\frac{bn - p}{2}} = \pi^{p - bn/2} b^{-bn/2} \| X^\top X \|^{-\frac{1}{2}} \Gamma \left( \frac{bn - p}{2} \right) R^{-\frac{bn - p}{2}}
\]

and this the fractional marginal likelihood is

\[
m^F(y) = \frac{m^N_b(y)}{m^N_b(y)} = \pi^{-\frac{n}{2}} b^{-\frac{bn}{2}} \Gamma \left( \frac{n - p}{2} \right) R^{-\frac{n - p}{2}} = \pi^{-\frac{bn}{2}} b^{-\frac{bn}{2}} \Gamma \left( \frac{bn - p}{2} \right) R^{-\frac{bn - p}{2}} = \pi^{-\frac{n - p}{2}} b^{-\frac{n - p}{2}} \Gamma \left( \frac{bn - p}{2} \right) R^{-\frac{n - p}{2}} = \Gamma \left( \frac{n - p}{2} \right) \left( \frac{b}{2} \right)^{n - p/2} \Gamma \left( \frac{bn - p}{2} \right) R^{-\frac{n - p}{2}}
\]

Finally the fractional Bayes factor in favor of \( M_j \) against \( M_i \) results

\[
B_{ji}^F = \frac{m^F_j(y)}{m^F_i(y)} = \frac{\Gamma \left( \frac{n - p_j}{2} \right) \Gamma \left( \frac{bn - p_j}{2} \right) R_j^{-\frac{n - p_j}{2}}}{\Gamma \left( \frac{n - p_i}{2} \right) \Gamma \left( \frac{bn - p_i}{2} \right) R_i^{-\frac{n - p_i}{2}}} = \frac{\Gamma \left( \frac{n - p_j}{2} \right) \Gamma \left( \frac{bn - p_j}{2} \right) R_j^{-\frac{n - p_j}{2}}}{\Gamma \left( \frac{n - p_i}{2} \right) \Gamma \left( \frac{bn - p_i}{2} \right) R_i^{-\frac{n - p_i}{2}}} = \frac{\Gamma \left( \frac{n - p_j}{2} \right) \Gamma \left( \frac{bn - p_j}{2} \right) R_j^{-\frac{n - p_j}{2}}}{\Gamma \left( \frac{n - p_i}{2} \right) \Gamma \left( \frac{bn - p_i}{2} \right) R_i^{-\frac{n - p_i}{2}}}
\]
Chapter 4

Non-local Priors

4.1 Non-local priors for hypothesis testing and model selection

In a parametric setting, classical hypothesis tests about a parameter of interests $\theta$ are usually posted as

\[ H_0 : \theta \in \Theta_0 \]
\[ H_1 : \theta \in \Theta_1 \]

where $\Theta_0$ and $\Theta_1$ are disjoint parameter sets. In the Bayesian paradigm it is required to specify prior distribution on $\theta$ under each hypothesis, and in most Bayesian hypothesis tests local alternative prior densities are used, i.e. prior densities that are positive on $\Theta_0$. On a philosophical level this seems to be a contradiction and moreover it can be proved that Bayes factors with local alternative priors have a strong unbalanced learning rate behavior, e.g. for a scalar valued parameter and a point null hypothesis, if $H_1$ is true, the Bayes factor in favor of the null hypothesis decreases exponentially fast, while if $H_0$ is true, the Bayes factor in favor of the alternative hypothesis decreases only at rate $O_p(n^{-1/2})$.

Johnson and Rosell (2010) highlighted that priors that separate between the null and alternative hypotheses can improve this convergence rates and mitigate the unbalance.

**Definition 39 (non-local prior)** We say $p(\theta)$ is a non-local (alternative) prior density, if for every $\varepsilon > 0$ there is a $\zeta > 0$ such that

\[ p(\theta) < \varepsilon \quad \forall \theta \in \Theta : \inf_{\theta_0 \in \Theta_0} |\theta - \theta_0| < \zeta \]  

(4.1)
An early proposal of non-local priors can be found in Verdinelli and Wasserman (1996) and Rousseau (2007). They propose priors which are defined to be 0 for all $\theta$ in a neighborhood of $\Theta_0$. For example, focusing on point null hypothesis, with respect to a scalar parameter $\theta$, these type of priors are defined to be zero in an interval $(\theta_0 - \varepsilon, \theta_0 + \varepsilon)$ for some $\varepsilon > 0$. Johnson and Rossell (2010) state that the problem about these type of priors is that they do not provide “flexibility in the specification of the rate at which 0 is approached at parameter values that are consistent with the null hypothesis” and lack of a “mechanism for rejecting $H_0$ for values of $\theta$ outside but near $\Theta_0$”. Therefore they propose moment priors.

**Definition 40 (moment priors)** Let focus on a point null hypothesis and a scalar parameter, given a base prior $p_b(\theta)$, with $2k$ finite integer moments, $k > 0$, two bounded derivatives in a neighborhood containing $\theta_0$ and such that $p_b(\theta_0) > 0$, then the $k$th moment prior (MOM) is defined as

$$p_M(\theta) = \frac{(\theta - \theta_0)^{2k}}{\tau_k} p_b(\theta)$$

with $\tau_k$ normalizing constant

$$\tau_k = \int (\theta - \theta_0)^{2k} p_b(\theta) \, d\theta = \mathbb{E}_{p_b}[(\theta - \theta_0)^{2k}]$$

ensuring $p_M$ to be a proper density.

The moment prior is non-local satisfying (4.1), but assigns mass to all $\theta$s in $\Theta_1$, and through the choice of the base prior and $k$ it can be controlled the rate at which it approaches zero. It also interesting to note that for $k = 0$ the moment prior reduces to the base prior.

**Proposition 3** The convergence rate of the Bayes factor in favor of the false alternative hypothesis when the alternative model is specified by the $k$th moment prior is

$$B_{10} = O_p(n^{-k-1/2})$$

The extra power $k$, this class of priors gives to the Bayes factor with respect to local priors, means that, for instance, if $k = 1$ the rate changes from sublinear to superlinear.

Moment priors can be naturally generalized to the multivariate case as

$$p_M(\theta) = \frac{Q(\theta)^k}{\mathbb{E}_{p_b}[Q(\theta)^k]} p_b(\theta)$$
where
\[ Q(\theta) = \frac{(\theta - \theta_0)^\top \Sigma^{-1} (\theta - \theta_0)}{n\tau\sigma^2} \]
with \( \Sigma \) a positive definite matrix and \( \tau \) and \( \sigma^2 \) scalars. For the choice of \( \tau \) the authors suggest to choose \( \tau \) so that the prior probability that a standardized effect size is less than 0.2 is less than 0.05, see section A.2 to learn more about \( \tau \).

Following this work in Johnson and Rosell (2012) they propose the product moment prior (pMOM), suited for model selection in high dimensional normal linear models. This prior arises as the independent products of the univariate MOM prior densities, and is proper. The main difference is that while the multivariate MOM density is 0 only when all components of the parameter vector are 0, pMOM instead is 0 if any of the components is zero. This is important since it introduces a greater penalty for models that have any of the components close to 0, and makes this prior appropriate for variable selection where sparse models are usually preferred.

Finally, for identifying high probability models, they propose a MCMC algorithm to explore the model space based on a Laplace approximation to approximate the marginal likelihood of the data under each model.

### 4.2 Non-local priors for graphical model choice

Following the work of Johnson and Rosell (2010) Consonni and La Rocca (2011) derived a FBF for pairwise comparison of nested Gaussian DAGs in an objective framework. Let \((V, D)\) be a DAG, the joint density of \(U_1, \ldots, U_q\) can be written like in (2.5) as

\[ p(u_1, \ldots, u_q \mid \beta, \gamma) = \prod_{j=1}^q p(u_j \mid u_{pa(j)}; \beta_j, \gamma_j) \]

Because of the recursive structure of the likelihood it is natural to assume global parameter independence, see Geiger and Heckerman (2002)

\[ p(\beta, \gamma) = \prod_j p(\beta_j, \gamma_j) \]

and therefore a natural default prior is

\[ p_0(\beta_j, \gamma_j) \propto \gamma_j^{-1} \quad (4.2) \]
Since they focus on the pairwise comparison of two nested models, say $D_0 \subset D_1$, they define $L_j$, for each vertex $j$, as the set of the edges pointing to $j$ which are present in $D_1$ but not in $D_0$. Clearly setting $\beta_{jl}$ to zero for each $j$ and each $l \in L_j$ brings $D_1$ to $D_0$, and exploiting the default prior (4.2) as base prior they derive the (product) moment prior of order $h$ for vertex $j$.

$$p(\beta_j, \gamma_j) \propto \gamma_j^{-1} \prod_{l \in L_j} \beta_{jl}^{2h}$$

(4.3)

Multiplying together these priors one obtains a (product) moment prior for comparing Gaussian DAGs

$$p(\beta, \gamma) \propto \prod_{j=1}^{q} \left\{ \gamma_j^{-1} \prod_{l \in L_j} \beta_{jl}^{2h} \right\}$$

(4.4)

To derive the FBF in closed form the main difficulty arises in the fractional marginal likelihood under the alternative hypothesis, that because an expectation of the product of even powers of the parameters in $L_j$ under a multivariate Gaussian distribution. But it can be proved that

**Lemma 1** Let $U = (U_1, \ldots, U_q) \sim N_q(\mu, \Sigma)$ where $\mu = (\mu_1, \ldots, \mu_q)^\top$ and $\Sigma = \{\sigma_{ij}\}$. Fix $d \leq q$ and a positive integer $h$, then

$$E\left[ \prod_{l=1}^{d} U_{l}^{2h} \right] = \sum_{i=0}^{\binom{d}{h}} \frac{1}{2^i} H_i^{(h)}(\mu, \Sigma)$$

(4.5)

where

$$H_i^{(h)}(\mu, \Sigma) = \sum_{j \in J_h(i)} \prod_{l=1}^{d} (2h)! \prod_{m=1}^{d} \sigma_{jml}^{j_{ml}} \prod_{l=1}^{d} \mu_{jl}^{j_{jl}}$$

having defined

$$j_l^* = 2h - \sum_{m=1}^{d} j_{ml} - \sum_{m=1}^{d} j_{ml}$$

and

$$J_h(i) = \left\{ j : \sum_{l=1}^{d} \sum_{m=1}^{d} j_{lm} = i \land \forall l : j_l^* \geq 0 \right\}$$

\[\square\]
Then focusing on vertex $j$, we omit index $j$ for notational convenience, let $X$ be a $n \times p$ matrix whose columns contain the observations on the parent variables, then the fractional marginal likelihood based on (4.3) is

$$w_h(y|X,b) = \left(\frac{\pi b S^2}{2}\right)^{-\frac{n(p-b)}{2}} \sum_{i=0}^{\frac{n}{2}} \Gamma\left(\frac{n-p-2i}{2}\right) \left(S^2\right)^i$$

where $0 < b < 1$ is the sample size dependent fraction satisfying $nb > p + 2h|L|$, $\hat{\beta} = (X^TX)^{-1}X^Ty$ and $S^2 = (y - X\hat{\beta})^T(y - X\hat{\beta})$.

For $h = 0$ (4.6) clearly gives the fractional marginal likelihood under the null hypothesis, which is nothing else than the ordinary marginal fractional likelihood under the default prior, see FBF for the Normal Linear Model 4. Therefore the Moment FBF (MFBF)

$$FBF_{10}(y,b) = \frac{\prod_{j=1}^q w_0(y_j|X_{1j},b)}{\prod_{j=1}^q w_1(y_j|X_{0j},b)}$$

In a following work Altomare et al. (2013), assuming an ordering of the variables, developed an algorithm for model search in the space of DAGs based on the MFBF (4.7). The algorithm exploits the encompassing approach (see subsection 3.1.1) to calculate the model posterior probabilities. Using as reference model the complete independence DAG $D_0$, which is clearly included in every DAG, and approximating the normalizing constant with an indexed collection $H$ of high scoring DAGs

$$\hat{p}(D_k|y) = \frac{B_{k0}(y)p(D_k)}{\sum_{j \in H} B_{j0}(y)p(D_j)}$$

These estimated posterior probabilities allow, among other things, also to estimate the posterior edge inclusion probabilities as

$$\hat{p}(e|y) = \sum_{j \in H, e \in D_j} \hat{p}(D_j|y)$$

To complete the model they propose as model prior, adapting the approach of Scott and Berger (2010), a prior that they call split prior. The name is due to the fact that also the model prior is thought vertex-wise. Let $D_k$ be a DAG and denote with $M_2, \ldots, M_q$ the corresponding regression models, then

$$p(D_k) = \prod_{j=2}^q p(M_j) = \prod_{j=2}^q \frac{1}{j - 1} \left(\frac{j - 1}{|pa(j)|}\right)^{-1}$$
This prior, in conjunction with the factorization of the MFBF, allows the computation the be done locally, i.e. the algorithm can be run separately for each vertex, opening the doors to parallelization to further improve the computation speed.

Although from (4.7) we can see that the MFBF for a model that is far apart from the base DAG involves a lot of computation, therefore to speed up the algorithm the authors propose to use the Bayes factor chain rule considering pairwise comparison between adjacent models, i.e. DAGs differing by exactly one edge. In the context of MFBF this is just an approximation but this highly simplifies the computation.

The search algorithm is similar to the algorithms proposed from Berger and Molina (2005) and Scott and Carvalho (2008). The rationale behind is easy: edge moves which already improved some models are likely to improve other models too. Given a base DAG $\mathcal{D}_0 = (\mathcal{M}_1^{(0)}, \ldots, \mathcal{M}_q^{(0)})$, and the number of models we want to explore for each regression ($n_{\text{mod}}$), we can summarize the algorithm like

```
Algorithm 1 Local stochastic search

for j=2; j<=q; j++ do
    based on the collection of the models adjacent to $\mathcal{M}_j^{(0)}$ compute
    (i) the estimated posterior probability of each model and
    (ii) the relative edge inclusion probabilities
    and set t equal to the number of adjacent models + 1.
while t<n_mod do
    (i) a resampling move, i.e. randomly return to a previously visited model according to the estimated posterior probabilities and
    (ii) and a local move, i.e. randomly choose an edge move (add or remove an edge) accordingly to the edge move probabilities
        once a new model is chosen recalculate model and edge posterior probabilities and set t=t+1
end while
end for
```

Finally, extending the concept of median probability (MP) model, introduced by Barbieri and Berger (2004) in the context of regression models, the authors suggest to evaluate the graph structure through the MP-DAG,
i.e. the graph containing those edges whose inclusion probability is at least 0.5.
Chapter 5

Objective Bayesian Analysis for Differential Gaussian Directed Acyclic Graphs

5.1 Introduction

Often we are confronted with heterogeneous multivariate data, i.e., data coming from several categories, and the interest may center on the differential structure of stochastic dependence among the variables between the groups, as an example consider two groups, refractory and relapsed patients affected by a specific cancer with the underlying $q$ variables in each group being expressions from selectively targeted genes.

Suppose we model the dependence among variables through a graph (either undirected or directed). We could do this separately for each category, however it is reasonable to assume that there will be some shared edges across categories, and a joint estimation would be desirable to borrow strength and thus achieve a better inference.

A Bayesian approach to address this issue, in the undirected graph framework, under an informative setting, is presented in Peterson et al. (2014), they address the problem of inferring multiple undirected networks in situations where some of the networks may be unrelated. Let have $k$ $n_k$-dimensional samples $Y^{(k)}$ from $N_q(0, (\Omega^{(k)})^{-1})$ where $\Omega^{(k)}$ is the inverse of the covariance matrix. Given a graph structure they use a $G$-Wishart prior (Roverato, 2002) for each precision matrix $\Omega^{(k)}$ and link the graph structures via Markov random field priors which encourage common edges through
edge-specific parameters and a supergraph which describes the relatedness between the graphs. On the parameters of the supergraph they put spike and slab priors (George and McCulloch, 1993) with a non-local alternative component and to the edge-specific parameters they assign a prior that encourages higher edge selection probabilities for edges included in a reference graph $G_0$. Samples from the posterior distribution are obtained with a MCMC algorithm, and graph structures are selected thresholding the posterior marginal probabilities of edge inclusion.

Another Bayesian approach, but for Gaussian DAG models, is presented in Yajima et al. (2012) with regard to the two-category case. For category $k = 0, 1$, let the data be $Y^{(k)} = (y^{(k)}_1, \ldots, y^{(k)}_p)$ with $y^{(k)}_j = (y^{(k)}_{1j}, \ldots, y^{(k)}_{nj})$. They assume the model:

$$
y^{(k)}_{ij} | y^{(k)}_{i_{pa}(j)}, \alpha_j, \beta_j, \delta_j, \sigma^2_j, D_k \sim N(\alpha_j + \sum_{l \in pa_k(j)} y^{(k)}_{il}(\beta_{jl} + \delta_j I\{s_i = 1\}), \sigma^2_j),$$

for $i = 1, \ldots, n_k$, $j = 1, \ldots, p$. The scalar $\alpha_j$ is a nuisance parameter, $\sigma^2_j$ the error variance, $I\{A\}$ the indicator function of the event $A$, $s_i$ is a subgroup indicator such that $s_i = I\{\text{differential group}\}$ and $\beta_j$ the collection of regression coefficients $\{\beta_{sj}, s \neq j, s = 1, \ldots, p\}$, with a similar definition for $\delta_j$ representing the vector of differential effects. Model determination is performed based on local priors, essentially standard variable selection priors (George and McCulloch, 1993), and using a Reversible Jump Markov Chain Monte Carlo (RJMCMC) algorithm (Green, 1995), along the lines described in Fronk and Giudici (2004).

We concentrate on the two groups problem and we face it modeling the system through a Gaussian DAG couple linked in a fashion similar to Yajima et al. (2012), assuming that an ordering of the variable is given. Our aim is thus model selection and we choose to work in an objective Bayesian framework so that no complex prior elicitation is needed. The philosophy we followed when designing this algorithm was the one of exploratory analysis, we tried to provide an output which could be helpful to a researcher who is facing a multidimensional problem, and often this results in having a sparse graph, and in our case a sparse graph couple. Our proposal consists thus in assigning a non-local prior to the regression coefficients with the objective of enforcing stronger sparsity constraints on model selection.
5.2 A new model parametrization

Given \( q \) variables of interest and two groups, the baseline group, indexed by 0, and the differential group indexed by 1, let \( \mathcal{D} = \{ \mathcal{D}_0, \mathcal{D}_1 \} \) be the set of DAGs describing the dependence structure between the \( q \) variables in the two groups. It is important to note that, since we are interested in differential effects, \( \mathcal{D} = \{ \mathcal{D}_0, \mathcal{D}_1 \} \) alone is not sufficient to describe our model, in fact, given an ordering of the edges, there are two different types of differential effect:

(i) we have an edge in \( \mathcal{D}_0 \) but not in \( \mathcal{D}_1 \) or vice versa

(ii) both graphs have the edge but the effect is not the same

While the first type of differential effects are caught by \( \mathcal{D} \) the second type of differential effects suggests to introduce a third component: \( \Delta \), the set of common edges with differential effect. Now the triple \( \mathcal{M} = (\mathcal{D}_0, \mathcal{D}_1, \Delta) \) defines our model.

As usual in the Gaussian Multivariate framework let see the DAGs, given an ordering of the variables, as sets of regression models, formally \( \mathcal{D}_k \), for \( k = 0, 1 \), can be split into \( q \) independent models \( \mathcal{M}_{k1}, \ldots, \mathcal{M}_{kq} \) and thus our triple could conveniently be expressed by the triples \( \mathcal{M}_j = (\mathcal{M}_{0j}, \mathcal{M}_{1j}, \Delta_j) \) \( j = 1, \ldots, q \). Note that for \( j = 1 \) there is no regression and \( \Delta_1 = \emptyset \). To simplify our formulation we will further assume that the variable of interest have zero mean, so that no intercept is needed in our regressions, this is a standard assumption in graphical modeling and is achieved in practice by centering or standardizing the data matrix.

In this new formulation of the model \( \Delta_j \) does not loose his meaning, since it will be the set of the parents of \( j \) which are common in the both regressions but with a differential effect. Let further \( \overline{\Delta}_j = \text{pa}_0(j) \cap \text{pa}_1(j) \setminus \Delta_j \) be the set of common parents of \( j \) with common effect.

To fix the ideas we represent in a Venn diagram, in Figure 5.1, the parental sets, under the baseline and differential model, relative to vertex \( j \).

5.3 Likelihood

Let us have a sample of \( n \) independent observations, \( n_0 \) for the baseline group, and \( n_1 \) for the differential group, and let \( \mathbf{Y} \) be the centered or standardized
Figure 5.1: Venn diagram representing the sets induced by the triple \( \mathcal{M}_j = (\mathcal{M}_0, \mathcal{M}_1, \Delta_j) \).

data matrix, ordered for representational convenience:

\[
Y_{n \times q} = \begin{bmatrix}
y_1 & \cdots & y_q 
\end{bmatrix} = \begin{bmatrix}
Y_0_{n_0 \times q} & \cdots & Y_q_{n_q \times q} 
\end{bmatrix}
\]

with in mind our model formulation, we can assume, conditionally on knowing the group of each observation, the following likelihood:

\[
p(Y \mid D_0, D_1, \Delta, \beta, \delta, \gamma, \xi) \]

\[
= \prod_{i=1}^{n_0} \prod_{j=1}^{q} p(y_{ij}^{(0)} \mid y_{i, \text{pa}_0(j)}^{(0)}, D_0, \beta_j, \gamma_j) \prod_{i=1}^{n_1} \prod_{j=1}^{q} p(y_{ij}^{(1)} \mid y_{i, \text{pa}_1(j)}^{(1)}, D_0, D_1, \Delta, \beta_j, \delta_j, \gamma_j, c_j)
\]

\[
p(y_{ij}^{(0)} \mid \cdot) = \mathcal{N}\left(y_{ij}^{(0)} \mid \mu_j^{(0)}, \gamma_j^{-1}\right)
\]

\[
p(y_{ij}^{(1)} \mid \cdot) = \mathcal{N}\left(y_{ij}^{(1)} \mid \mu_j^{(1)}, (c_j \gamma_j)^{-1}\right)
\]

with

\[
\mu_j^{(0)} = \sum_{l \in \text{pa}_0(j)} \beta_{lj} y_{il}^{(0)}
\]

\[
\mu_j^{(1)} = \sum_{l \in \Delta_j} \beta_{lj} y_{il}^{(1)} + \sum_{l \in \Delta_j} (\beta_{lj} + \delta_{lj}) y_{il}^{(1)} + \sum_{l \in \text{pa}_1(j) \setminus \text{pa}_0(j)} \delta_{lj} y_{il}^{(1)}
\]

We further indicate with \( \gamma = (\gamma_1, \ldots, \gamma_q)^T \) a vector of conditional precisions and \( \xi = (c_1, \ldots, c_q)^T \) a multiplicative parameter. In order to make the computation faster, \( \xi \) will be treated as constant vector given the model and will
be chosen according to the data\textsuperscript{1}. Since $c_j$ times the precision $\gamma_j$ of the $j$th regression under the baseline model is nothing else than the precision of the $j$th regression under the differential model it seems reasonable to set $c_j$ equal to the ratio of the estimated conditional variances.

The parameters we are most interested in are instead $\beta = \{\beta_1, \ldots, \beta_q\}$ and $\delta = \{\delta_1, \ldots, \delta_q\}$

$$
\beta_j \overset{\text{def}}{=} \beta_{pa_0, \{\Delta_j\}} = \begin{bmatrix}
\beta_{pa_0, \{\Delta_j\} \setminus pa_1(j)} \\
\beta_{pa_0, \{\Delta_j\} \cap pa_1(j)}
\end{bmatrix} = \begin{bmatrix}
\beta_{pa_0(j) \setminus pa_1(j)} \\
\beta_{\overline{\Delta_j}} \\
\beta_{\Delta_j}
\end{bmatrix}
$$

$$
\delta_j \overset{\text{def}}{=} \delta_{pa_1(j) \setminus \overline{\Delta_j}} = \begin{bmatrix}
\delta_{\Delta_j} \\
\delta_{pa_1(j) \setminus pa_0(j)}
\end{bmatrix}
$$

As we can see from these formulas their structure, i.e. which and how many parameters we have in each regression, will depend on our model triple $M_j$, and setting a coefficient to 0 will bring us to a smaller model nested in the first one, which we could also express without including this parameter.

We can further see from (5.1) and (5.2) that the differential model depends on the regression coefficients of the baseline model for the edges which are common in both graphs. This happens in two situations, first when an edge is present in both graphs but the effect is different ($\Delta_j$), and second when we suppose that the edge has the same effect in both baseline and differential model ($\overline{\Delta_j}$). Note that in the latter situation the parameter will need to fit both models to make the likelihood reasonably high, but keep in mind that our aim is model selection rather than parameter estimation.

5.4 Priors

5.4.1 Parameter priors

Because of the recursive structure of the likelihood is natural to assume the assumption of global parameter independence, see Geiger and Heckerman (2002):

$$
p(\beta \mid D_0) = \prod_j p(\beta_j \mid D_0)
$$

\textsuperscript{1}This choice will become clearer when deriving the Fractional Bayes Factor because it will allow us to get it in closed form
\[
p(\delta \mid \beta, D_0, D_1, \Delta) = \prod_j p(\delta_j \mid \beta_j, D_0, D_1, \Delta)
\]
\[
p(\gamma) = \prod_j p(\gamma_j)
\]

Since our aim is to investigate differential effects is natural to prefer possibly sparse models where only strong differential effects are considered, this intuition suggests to work with product moment priors (Consonni and La Rocca, 2011; Altomare et al., 2013). We remember from section 4.2 that product moment priors arise from a Bayesian testing procedure based on combining the advantages of the FBF with those of the moment prior, in order to obtain an objective method with enhanced learning behavior. Therefore when assigning parameter priors we have to concentrate on pairwise comparison of two nested models.

**Definition 41 (model inclusion)** In our framework a model

\[
\mathcal{M}^{(A)} = (D_0^{(A)}, D_1^{(A)}, \Delta^{(A)})
\]

is said to be included in a model

\[
\mathcal{M}^{(B)} = (D_0^{(B)}, D_1^{(B)}, \Delta^{(B)})
\]

if and only if for each \( j \in \{1, \ldots, q \} \) and each \( l < j \):

1. \( l \in \Delta_j^{(B)} \Rightarrow l \in \text{pa}_0^{(A)}(j) \iff l \in \text{pa}_1^{(A)}(j) \)
2. \( l \in \Delta_j^{(B)} \Rightarrow l \notin \text{pa}_0^{(A)}(j) \setminus \text{pa}_1^{(A)}(j) \)

or equivalently if and only if

- \( \text{pa}_0^{(A)}(j) \setminus \text{pa}_1^{(A)}(j) \subset \text{pa}_0^{(B)}(j) \setminus \text{pa}_1^{(B)}(j) \)
- \( \text{pa}_1^{(A)}(j) \setminus \text{pa}_0^{(A)}(j) \subset \text{pa}_1^{(B)}(j) \setminus \text{pa}_0^{(B)}(j) \cup \Delta_j^{(B)} \)
- \( \Delta_j^{(A)} \subset \Delta_j^{(B)} \)
- \( \Delta_j^{(A)} \subset \overline{\Delta}_j^{(B)} \cup \Delta_j^{(B)} \)

This assures that, when the inclusion is respected, the likelihood under \( \mathcal{M}^{(A)} \) can be obtained from the likelihood under \( \mathcal{M}^{(B)} \) simply by setting some \( \delta_{lj}^{(B)}, \beta_{lj}^{(B)} \) to zero. Note that, in contrast with the single graph case where
setting a parameter to zero corresponds to removing an edge, here when removing a parameter different scenarios can arise. Since we always remove edges or set parameters to zero from the bigger model \( \mathcal{M}(B) \), to enumerate the various scenarios let drop the superscript \((B)\)

1. \( \beta_{lj} = 0 \)
   - \( l \in \text{pa}_0 \setminus \text{pa}_1 \): we remove edge \( l \rightarrow j \) in \( \mathcal{D}_0 \), this is the same as the single graph case.
   - \( l \in \Delta \): we remove edge \( l \rightarrow j \) from both \( \mathcal{D}_0 \) and \( \mathcal{D}_1 \)
   - \( l \in \Delta \): we remove edge \( l \rightarrow j \) from \( \mathcal{D}_0 \) and \( \Delta \)

2. \( \delta_{lj} = 0 \)
   - \( l \in \text{pa}_1 \setminus \text{pa}_0 \): we remove edge \( l \rightarrow j \) from \( \mathcal{D}_1 \), this is the same as the single graph case.
   - \( l \in \Delta \): we remove edge \( l \rightarrow j \) from \( \Delta \) and let \( \mathcal{D}_1 \) and \( \mathcal{D}_0 \) untouched

3. \( \beta_{lj} = 0 \) and \( \delta_{lj} = 0 \)
   - we remove edge \( l \rightarrow j \) from \( \mathcal{D}_0 \), \( \mathcal{D}_1 \) and \( \Delta \).

This highlights the importance of introducing the third component \( \Delta \) in our model formulation, without it we could not have an identified model when removing/adding a parameter.

Following the method introduced in section 4.2 we choose as base priors the default priors

\[
p^D(\beta_j \mid \mathcal{D}_0) \propto 1
\]

\[
p^D(\delta_j \mid \mathcal{D}_1, \Delta) \propto 1
\]

\[
p^D(\gamma_j) \propto \gamma_j^{-1}
\]

and given two models \( \mathcal{M}(A) \subset \mathcal{M}(B) \), we define,

\[
L^\beta_j = \text{pa}_0(B)(j) \setminus \text{pa}_0(A)(j)
\]

and

\[
L^\delta_j = \left( \left( \text{pa}_1(B)(j) \setminus \text{pa}_0(B)(j) \right) \setminus \left( \text{pa}_1(A)(j) \setminus \text{pa}_0(A)(j) \right) \right) \cup \left( \Delta_j(B) \setminus \Delta_j(A) \right)
\]
so that the hypothesis that $M^{(A)}$ holds is equivalent to set $\beta_{lj}^{(B)} = 0$, $l \in L_j^\beta$ and $\delta_{lj}^{(B)} = 0$, $l \in L_j^\delta$, $j = 1, \ldots, q$ in $M^{(B)}$. The corresponding default product moment priors of order $h$ are then

$$p(\beta_j | D_0) \propto \prod_{l \in L_j^\beta} \beta_{lj}^{2h}$$

$$p(\delta_j | \beta_j, D_0, D_1) \propto \prod_{l \in L_j^\delta} \delta_{lj}^{2h}$$

so that

$$p(\beta_j, \delta_j, \gamma_j | D_0, D_1, \Delta) \propto \gamma_j^{-1} \prod_{l \in L_j^\beta} \beta_{lj}^{2h} \prod_{l \in L_j^\delta} \delta_{lj}^{2h}$$

(5.3)

where $h$ is a positive integer, as usual $h = 0$ returns the initial default prior. Note that when we are comparing against the null model, i.e. a complete independence model in both group, our prior will then be:

$$p(\beta_j, \delta_j, \gamma_j | D_0, D_1, \Delta) \propto \gamma_j^{-1} \prod_{l \in \text{pa}_0(j)} \beta_{lj}^{2h} \prod_{l \in \text{pa}_1(j) \setminus \Delta_j} \delta_{lj}^{2h}$$

5.4.2 Model prior

For the model prior after several proposal we choose to go for an uniform prior

$$p(D_0, D_1, \Delta) \propto 1$$

since from the simulations we have seen that this prior is more stable. By stable we mean that the uniform prior against sparsity inducing priors or common structure inducing priors, performs slightly worse for pairs of DAGs with high common structure, e.g. when more then 80% of the edges are the same in both graphs, but outperforms these priors when the two graph are not that similar.

5.5 Moment Fractional Bayes Factor

When we are interested in comparing

$$M^{(A)} = (D_0^{(A)}, D_1^{(A)}, \Delta^{(A)})$$
against
\[ \mathcal{M}^{(B)} = (\mathcal{D}_0^{(B)}, \mathcal{D}_1^{(B)}, \Delta^{(B)}) \]

with \( \mathcal{M}^{(A)} \subset \mathcal{M}^{(B)} \) we can note that given the recursive structure of the likelihood and of the priors, then also the fractional marginal likelihood, under each hypothesis, factorizes

\[ w_h^H(Y, g_0, g_1) = \prod_{j=1}^{q} w_{j,h}^H(y_j, y_{pa_0(j)}, y_{pa_1(j)}, g_0, g_1) \]

with \( H = A, B \) and \( g_0 \) and \( g_1 \) the sample size dependent fractions, see subsection 3.2.3. The subscript \( h \) is, as usual, the order of the product moment prior, and we remember that under the null hypothesis our parameter prior is the default local prior used to define the product moment prior. Furthermore this prior can be obtained simply by setting \( h = 0 \) in the product moment prior of order \( h \), therefore we will simply drop this subscript when talking about the null hypothesis. So let \( w_h^B \) be the fractional marginal likelihood for model \( \mathcal{M}^{(B)} \) and \( w^A \) the fractional marginal likelihood for model \( \mathcal{M}^{(A)} \), then the moment fractional Bayes factor for comparing \( \mathcal{M}^{(A)} \) against \( \mathcal{M}^{(B)} \) with \( \mathcal{M}^{(A)} \subset \mathcal{M}^{(B)} \) is

\[ MFBF_{BA}^{(h)} \]

This factorization allows us to work at node \( j \) level. So let focus on the fractional marginal likelihood under the alternative model \( \mathcal{M}^{(B)} \) and drop the superscript \( (B) \) and the subscript \( j \) for notational convenience. Let

\[ X_0 = \begin{bmatrix} y_{pa_0}^{(0)} & \delta & y_\Delta^{(0)} & 0 & 0 \end{bmatrix} \]

and

\[ X_1 = \begin{bmatrix} 0 & \delta & y_\Delta^{(1)} & 0 & 0 \end{bmatrix} \]

be the observations of the parents of node \( j \) under DAG \( D_0 \) and \( D_1 \), augmented with 0’s to be coherent in size with \( \hat{\beta} = \begin{bmatrix} \check{\beta} \\ \check{\delta} \end{bmatrix} \). The fractional marginal likelihood is then

\[ w_h = \frac{I(h, y_\Delta^{(0)}, y_\Delta^{(1)}, X_0, X_1, 1, 1)}{I(h, \hat{\beta}, \hat{\delta}, X_0, X_1, g_0, g_1)} \]  \hspace{1cm} (5.4)
with

\[
I(\cdot) = \int p(y(0) | \beta, \gamma, D_0; X_0) p(y(1) | \beta, \delta, \gamma, D_0, D_1, \Delta; X_1, \xi) \, d\beta \, d\delta \, d\gamma \tag{5.5}
\]

\[
p(\beta, \delta, \gamma | D_0, D_1, \Delta) \, d\beta \, d\delta \, d\gamma
\]

The main issue with \(I(\cdot)\) is that we have a product of parameters, coming from the product moment prior, that we have to integrate out. In (5.5) we can see the product of two multivariate normal densities one raised to the power of \(g_0\) and the other to the power of \(g_1\). With a single multivariate normal density we could proceed like in Consonni and La Rocca (2011), thus it would be useful to group these two densities in a single object, so focusing on the exponentials of the likelihoods we can note that

\[
\exp \left\{ -\frac{g_0 \gamma}{2} \|y(0) - X_0 \hat{\beta}\|^2 \right\} \exp \left\{ -\frac{c g_1 \gamma}{2} \|y(1) - X_1 \hat{\beta}\|^2 \right\} =
\]

\[
= \exp \left\{ -\frac{\gamma}{2} \left( \begin{bmatrix} y(0) \\ y(1) \end{bmatrix} - \begin{bmatrix} X_0 \\ X_1 \end{bmatrix} \right)^\top \begin{bmatrix} g_0 I_{n_0} & 0 \\ 0 & c g_1 I_{n_1} \end{bmatrix} \left( \begin{bmatrix} y(0) \\ y(1) \end{bmatrix} - \begin{bmatrix} X_0 \\ X_1 \end{bmatrix} \right) \right\}
\]

\[
= \exp \left\{ -\frac{\gamma}{2} \|y_g - X_g \hat{\beta}_g\|^2 \right\}
\]

where we have indicated

\[
y_g = G_g^{\frac{1}{2}} \left[ \begin{bmatrix} y(0) \\ y(1) \end{bmatrix} \right] = \left[ \begin{bmatrix} \sqrt{g_0} y(0) \\ \sqrt{c g_1} y(1) \end{bmatrix} \right] \quad X_g = G_g^{\frac{1}{2}} \left[ \begin{bmatrix} X_0 \\ X_1 \end{bmatrix} \right] = \left[ \begin{bmatrix} \sqrt{g_0} X_0 \\ \sqrt{c g_1} X_1 \end{bmatrix} \right]
\]

with

\[
G = \begin{bmatrix} g_0 I_{n_0} & 0 \\ 0 & c g_1 I_{n_1} \end{bmatrix}
\]

if we further define

\[
\hat{\beta}_g = (X_g^\top X_g)^{-1} X_g^\top y_g
\]

and

\[
S_g^2 = (y_g - X_g \hat{\beta}_g)^\top (y_g - X_g \hat{\beta}_g)
\]

we can use the well know relation

\[
\exp \left\{ -\frac{\gamma}{2} \|y_g - X_g \hat{\beta}_g\|^2 \right\} = \exp \left\{ -\frac{\gamma}{2} \left( \|y_g - X_g \hat{\beta}_g\|^2 + \|X_g \hat{\beta}_g - X_g \hat{\beta}_g\|^2 \right) \right\}
\]

\[
= \exp \left\{ -\frac{\gamma}{2} S_g^2 \right\} \exp \left\{ -\frac{\gamma}{2} \|X_g (\hat{\beta}_g - \hat{\beta}_g)\|^2 \right\}
\]
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from which we can see the kernel of a

\[ \mathcal{N}_{|\beta|} \left( \hat{\beta}; \hat{\beta}^g, \frac{1}{\gamma} \left( X_g^T X_g \right)^{-1} \right) \]

With in in mind (5.3) let \( d = |L^\beta| + |L^\delta| \) then

\[
I(\cdot) = \int \frac{n_{1g1}}{(2\pi)^{\frac{n_0g_0+n_1g_1-|\beta|}{2}}} \left( \frac{n_0g_0+n_1g_1-|\beta|}{2} \right)^{\frac{n_0g_0+n_1g_1-|\beta|}{2}} |X_g^T X_g|^{-\frac{1}{2}} \sum_{i=0}^{d} \frac{1}{\gamma} H_{1}(\hat{\beta}_i, X_g^T X_g^{-1}) \int \frac{n_0g_0+n_1g_1-|\beta|}{2} \exp \left\{ -\frac{n_0g_0+n_1g_1-|\beta|}{2} \right\} \frac{n_0g_0+n_1g_1-|\beta|}{2} \left( X_g^T X_g^{-1} \right) \gamma^{-1} d \gamma
\]

applying Lemma 1 and integrating out \( \gamma \) we get

\[
I(\cdot) = \frac{n_{1g1}}{(2\pi)^{\frac{n_0g_0+n_1g_1-|\beta|}{2}}} \left( \frac{n_0g_0+n_1g_1-|\beta|}{2} \right)^{\frac{n_0g_0+n_1g_1-|\beta|}{2}} |X_g^T X_g|^{-\frac{1}{2}} \sum_{i=0}^{d} \frac{1}{\gamma} H_{1}(\hat{\beta}_i, X_g^T X_g^{-1}) \int \frac{n_0g_0+n_1g_1-|\beta|}{2} \exp \left\{ -\frac{n_0g_0+n_1g_1-|\beta|}{2} \right\} \frac{n_0g_0+n_1g_1-|\beta|}{2} \left( X_g^T X_g^{-1} \right) \gamma^{-1} d \gamma
\]

Focusing on the gamma function we note that the fractions \( 0 < g_0 < 1 \) and \( 0 < g_1 < 1 \) have to be chosen so that

\[ n_0g_0 + n_1g_1 > |\hat{\beta}| + 2hd \]

One thing one has to be careful about, is that because of the particular construction we adopted to solve this integral, \( X_g^T \hat{\beta}_i \hat{\beta}_g \) and \( S^2_g \) they will all depend on the fractions \( g_0 \) and \( g_1 \), and therefore nothing will cancel out when computing the marginal fractional likelihood \( \omega_h (B) \) (5.4).

Under the null hypothesis \( \mathcal{M}^{(A)} \) our parameter prior is the default local prior used to define the product moment prior, thus the fractional marginal likelihood \( \omega_h (A) \) can be obtained from the same formulas above just setting \( h = 0 \).

### 5.6 Stochastic search

The recursive structure of the MFBB gives us the opportunity to work locally. Therefore to search in the space of models, following Altomare et al. (2013),
we exploit the encompassing from below approach and the approximation of the MFBF with the BF chain rule, and we adapt the local search algorithm described previously to this framework.

The main difference between the two algorithms is that in the single graph framework a local move proposes an adjacent model, i.e. a model that differs exactly by one parameter from the starting model. In our framework this could be a limit and to improve the way our algorithm moves through the space of triples we prefer to define a \textit{local move} in slightly different way.

**Definition 42 (local move)** we define a local move the change of status of an edge couple, where by status of an edge couple we mean

1. the edge is missing in both graphs
2. the edge is present in $\mathcal{D}_0$ but not in $\mathcal{D}_1$
3. the edge is present in $\mathcal{D}_1$ but not in $\mathcal{D}_0$
4. the edge is present in both $\mathcal{D}_0$ and $\mathcal{D}_1$ but not in $\Delta$
5. the edge is present in both $\mathcal{D}_0$ and $\mathcal{D}_1$ and in $\Delta$

We see from our definition of inclusion, that making a move from status 4 to 2, from status 4 to 3 and from status 5 to 2 it doesn’t involves nested models, i.e. we don’t have a MFBF with which can compare these 2 models. This can be solved noting that two models, $\mathcal{M}^{(i)}$ and $\mathcal{M}^{(j)}$, differing just by a single edge status $e$, with $e = 1$ in $\mathcal{M}^{(i)}$ and $e \neq 1$ in $\mathcal{M}^{(j)}$, then $\mathcal{M}^{(i)}$ is always nested in $\mathcal{M}^{(j)}$. Therefore we can calculate the MFBF in two steps, i.e. passing through status 1 and taking the ratio between the two intermediate Bayes Factors.

We have implemented all this logic in MATLAB and at the end of the day, given a starting triple $\mathcal{M}^{(b)} = (\mathcal{D}_0^{(b)}, \mathcal{D}_1^{(b)}, \Delta^{(b)}) = (\mathcal{M}_1^{(b)}, \ldots, \mathcal{M}_q^{(b)})$, with $\mathcal{M}_j^{(b)} = (\mathcal{M}_0^{(b)}, \mathcal{M}_1^{(b)}, \Delta_j^{(b)})$ $j = 1, \ldots, q$ and the number of models we want to explore for each vertex ($n_{\text{mod}}$) our algorithm can be summarized as
Algorithm 2 Local stochastic search for differential Gaussian DAGs

for $j=2; j=q; j++$ do

based on the collection of the models adjacent to $M_j^{(b)}$ compute

(i) the estimated posterior probability of each model and

(ii) the relative edge inclusion probabilities

and set $t$ equal to the number of adjacent models + 1.

while $t<n_{mod}$ do

(i) a resampling move, i.e. randomly return to a previously visited model according to the estimated posterior probabilities and

(ii) and a local move, i.e. randomly choose an edge move (change the status of an edge couple) accordingly to the edge move prob-

abilities

once a new model is chosen recalculate model and edge posterior prob-

abilities and set $t=t+1$

end while

end for

5.7 Simulations

5.7.1 Comparison with the disjoint model

First of all we want to evaluate if our joint proposal improves the results obtained by applying on each graph separately the standard method proposed by Altomare et al. (2013). In this section we will call this method the disjoint method. In order to complete this task we simulate from three different scenarios. In the first one we suppose that the graphs share 90% of their edges, in the second that 50% of the edges are shared and in the last one just 10%. We apply these scenarios to the 20, 50 and 100 variables problem, see Table 5.1

Simulation strategy

To present how we simulate the data let $s$ be the desired percentage of shared edges between the graphs. We start by simulating a DAG randomly recurring to the R package pcalg (Kalisch et al., 2012), with sparsity parameter
Table 5.1: Descriptive schema of the simulations considered for the comparison of the joint vs the disjoint method, \( s \) is the percentage of shared structure, and \( z \) the sparsity level.

<table>
<thead>
<tr>
<th>( q )</th>
<th>( n_0 = n_1 )</th>
<th>( s )</th>
<th>( z )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20</td>
<td>20</td>
<td>0.9</td>
</tr>
<tr>
<td>2</td>
<td>20</td>
<td>20</td>
<td>0.5</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>20</td>
<td>0.1</td>
</tr>
<tr>
<td>4</td>
<td>50</td>
<td>50</td>
<td>0.9</td>
</tr>
<tr>
<td>5</td>
<td>50</td>
<td>50</td>
<td>0.5</td>
</tr>
<tr>
<td>6</td>
<td>50</td>
<td>50</td>
<td>0.1</td>
</tr>
<tr>
<td>7</td>
<td>100</td>
<td>50</td>
<td>0.9</td>
</tr>
<tr>
<td>8</td>
<td>100</td>
<td>50</td>
<td>0.5</td>
</tr>
<tr>
<td>9</td>
<td>100</td>
<td>50</td>
<td>0.1</td>
</tr>
</tbody>
</table>

When we have \( D_0 \) and \( D_1 \) we generate the data with the function \texttt{rmvDAG} of the package \texttt{pcalg}. This is equal to simulate from a normal distribution with zero mean and covariance matrix \( \Sigma_k k = 0, 1 \) given by (2.6) with \( D = I_q \).

\( z = 0.1 \) and setting edge weights randomly to 0.4 or 0.8. In our simulations edge weights are the weights of the parameters of the conditional regressions with conditional variance equal to 1, this approach gives standardized effects around 0.3 and 0.6 respectively. The DAG obtained this way will be our baseline DAG \( D_0 \). To determine \( D_1 \) let \( D_1 = D_0 \) and randomly remove from \( D_1 \) the desired percentage of edges we want to be different \((1 - s)\), at the same time we add in the same amount new edges to \( D_1 \), i.e. edges not present in \( D_0 \), with edge weights 0.4 or 0.8 randomly. Finally, we choose randomly \((1 - s) \times 100\% \) of of the edges we have not touched yet and in order to introduce some common edges with differential effect we change their weights to 0.4 or 0.8 respectively.

When we have \( D_0 \) and \( D_1 \) we generate the data with the function \texttt{rmvDAG} of the package \texttt{pcalg}. This is equal to simulate from a normal distribution with zero mean and covariance matrix \( \Sigma_k k = 0, 1 \) given by (2.6) with \( D = I_q \).

Results

In Table 5.1 we summarize with a schema the simulations considered, and in the appendix (subsection B.1.2) we represent the corresponding graphs. We can see that we have chosen situations where the number of observations are relatively small, since we know that the disjoint algorithm, under these conditions, with a moderate sample size reconstructs the graph almost perfectly, thus, with such sample sizes, we would not have had any space to see if there is some improvement in searching the graphs jointly.
Since the sample sizes are small we simulate 3 datasets for each configuration and we assess the performances of the methods with the mean of the AUCs obtained from the graphs selected by thresholding the edge posterior probabilities at various points. In particular we will look at the overall AUC (Table 5.2), i.e. the AUC we get considering false positive edge discovery rates and true positive edge discovery rates in both graphs as they would be a single model (Table 5.3), and at the shared structure AUC (Table 5.4), i.e. the AUC we get considering as a true positive an edge present in both true graphs (Table 5.5). The corresponding ROC curves can be found in the appendix (subsection B.1.1).

We test the datasets, in both algorithms, with $h = 1$ and $h = 2$. From Table 5.2 we see that the joint method outperforms the disjoint one when the graphs have many common edges ($s = 0.9$). Instead, when the graphs don’t share much structure, with a moderate number of nodes it has performances similar to the disjoint method while it seems to deteriorate when $q = 100$. This problem may be connected to the fact that when the sample size is too small (in relation to the graph size) and there is no significant common structure between the graphs, the algorithm still tries to borrow strength from the two graphs, and since the small sample can not adequately separate between the two models the performances deteriorate. Anyway even in these situations if we look at the AUCs relative to the common structure (Table 5.4) we see that our algorithm at least reconstructs common edges better.

A strategy to exploit the best of the two approaches may be the one of trying to launch the disjoint algorithm first, and if from its output we see that the two graphs are similar (e.g. more then 50% of the edges are the same) then probably we can improve the performances with the joint method.

### 5.7.2 Common edges with differential effect

To compare the disjoint with the joint method we have not looked at the shared edges with differential effect, since the disjoint method is not able to catch these differences. To understand how our algorithm works in relation to these effects we consider a graph couple with common structure of 0.8, 50 nodes and sparsity 0.1 for various values of the sample size: 50, 100, 250. Since the method we use to generate the random DAGs doesn’t let us control the standardized effects precisely we introduce a threshold on how much these effects have to be different in order to be considered differential. We set these thresholds to 0, 0.05, 0.1, 0.2 and we test our algorithm with $h = 1$. Results
<table>
<thead>
<tr>
<th>Model</th>
<th>$h=1$</th>
<th>$h=2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q$</td>
<td>$n_0 = n_1$</td>
<td>$s$</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>0.9</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>0.5</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>0.1</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>0.9</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>0.5</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>0.1</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>0.9</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>0.5</td>
</tr>
</tbody>
</table>

Table 5.2: overall AUCs for the joint and disjoint method for $h = 1$ and $h = 2$

<table>
<thead>
<tr>
<th>Model</th>
<th>$h=1$</th>
<th>$h=2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$q$</td>
<td>$n_0 = n_1$</td>
<td>$s$</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>0.9</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>0.5</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>0.1</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>0.9</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>0.5</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>0.1</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>0.9</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>0.5</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>0.1</td>
</tr>
</tbody>
</table>

Table 5.3: mean of the overall TPRs and overall FPRs for the joint and disjoint method for $h = 1$ and $h = 2$
<table>
<thead>
<tr>
<th>Model</th>
<th>$q$</th>
<th>$n_0 = n_1$</th>
<th>$s$</th>
<th>Joint $h=1$</th>
<th>Disjoint $h=1$</th>
<th>Joint $h=2$</th>
<th>Disjoint $h=2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>TPR</td>
<td>FPR</td>
<td>TPR</td>
<td>FPR</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>0.9</td>
<td></td>
<td>0.83</td>
<td>0.74</td>
<td>0.88</td>
<td>0.70</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>0.5</td>
<td></td>
<td>0.76</td>
<td>0.70</td>
<td>0.79</td>
<td>0.74</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>0.1</td>
<td></td>
<td>0.77</td>
<td>0.74</td>
<td>0.89</td>
<td>0.69</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>0.9</td>
<td></td>
<td>0.98</td>
<td>0.91</td>
<td>0.98</td>
<td>0.84</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>0.5</td>
<td></td>
<td>0.95</td>
<td>0.92</td>
<td>0.97</td>
<td>0.86</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>0.1</td>
<td></td>
<td>0.97</td>
<td>0.94</td>
<td>0.98</td>
<td>0.88</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>0.9</td>
<td></td>
<td>0.90</td>
<td>0.84</td>
<td>0.92</td>
<td>0.77</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>0.5</td>
<td></td>
<td>0.86</td>
<td>0.82</td>
<td>0.86</td>
<td>0.78</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>0.1</td>
<td></td>
<td>0.88</td>
<td>0.82</td>
<td>0.86</td>
<td>0.74</td>
</tr>
</tbody>
</table>

Table 5.4: AUCs relative to the shared structure recognition for the joint and disjoint method with $h = 1$ and $h = 2$

<table>
<thead>
<tr>
<th>Model</th>
<th>$q$</th>
<th>$n_0 = n_1$</th>
<th>$s$</th>
<th>Joint $h=1$</th>
<th>Disjoint $h=1$</th>
<th>Joint $h=2$</th>
<th>Disjoint $h=2$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>TPR</td>
<td>FPR</td>
<td>TPR</td>
<td>FPR</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>0.9</td>
<td></td>
<td>0.59</td>
<td>0.10</td>
<td>0.06</td>
<td>0.00</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>0.5</td>
<td></td>
<td>0.44</td>
<td>0.09</td>
<td>0.11</td>
<td>0.01</td>
</tr>
<tr>
<td>20</td>
<td>20</td>
<td>0.1</td>
<td></td>
<td>0.41</td>
<td>0.11</td>
<td>0.08</td>
<td>0.01</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>0.9</td>
<td></td>
<td>0.86</td>
<td>0.02</td>
<td>0.48</td>
<td>0.00</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>0.5</td>
<td></td>
<td>0.78</td>
<td>0.03</td>
<td>0.48</td>
<td>0.00</td>
</tr>
<tr>
<td>50</td>
<td>50</td>
<td>0.1</td>
<td></td>
<td>0.78</td>
<td>0.04</td>
<td>0.42</td>
<td>0.00</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>0.9</td>
<td></td>
<td>0.74</td>
<td>0.03</td>
<td>0.40</td>
<td>0.00</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>0.5</td>
<td></td>
<td>0.67</td>
<td>0.04</td>
<td>0.37</td>
<td>0.00</td>
</tr>
<tr>
<td>100</td>
<td>50</td>
<td>0.1</td>
<td></td>
<td>0.66</td>
<td>0.05</td>
<td>0.33</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 5.5: mean of the TPRs and FPRs relative to the shared structure recognition for the joint and disjoint method for $h = 1$ and $h = 2$
are reported in Table 5.6. For these examples the corresponding overall AUCs are 0.97, 0.99 and 1 respectively. We see instead, that catching the common edges with differential effect is an harder task and that even with a threshold of 0.2, which seems a reasonable threshold for us, we need a moderate sample size to get good results. This behavior is to impute to the fact we chose a product moment prior for the $\delta$ parameters, and thus just differential effects which are considerably high are highlighted by this method.

### 5.7.3 Comparison with Peterson et al. (2014)

The most advanced Bayesian method we found in literature for making inference on multiple graphs is the one of Peterson et al. (2014), we will call it the benchmark method. This algorithm works in the undirected graphs framework, so if we want to compare our method with theirs we have to assume a known ordering and focus on decomposable graphs, see section 2.3.

**Simulation strategy**

To simulate the data, we proceed in a way similar to the one described earlier, with the only expedient of transforming our randomly chosen DAGs to perfect DAGs and obtaining therefore the UGs just removing the arrows.
Note that sparsity and shared structure will not be fully controllable when generating DAGs and UGs randomly in this way.

Results

Before presenting the results we may note that we put ourselves in a favorite situation, since we’re are assuming a known ordering of the variables. The benchmark algorithm cannot exploit the given ordering since it works in an undirected framework, so to rebalance the comparison we decided to check the performances of our algorithm also in the case the ordering is mis-specified.

In order to set a desired mis-specification level note that if we have an ordered sequence \(1, \ldots, q\), and a permutation of that sequence \(\pi = \pi(1), \ldots, \pi(q)\), the number of inversions, i.e. the number of pairs \((\pi(i), \pi(j))\) such that \(\pi(i) < \pi(j)\) and \(i > j\), is a well-established way to assess how far \(\pi\) is from the naturally ordered sequence. Moreover we know that the number of inversions takes values between 0 and \(q(q - 1)/2\), so dividing the number of inversions by its maximum we get a relative distance \(d\).

We decided to test our algorithm under three different degrees of mis-specification, namely \(d = 0, 0.25, 1\). We investigate the performances of the algorithms under 6 situations, in particular we sampled data from 4 different randomly chosen DAG couples with 20 nodes each, and different values of sample size, graph sparsity and common structure. In order to reduce the variability due to the sampling, we decided to run the algorithms on three different samples under each configuration.

<table>
<thead>
<tr>
<th>model</th>
<th>q</th>
<th>(n_0 = n_1)</th>
<th>(\approx z)</th>
<th>(\approx s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>20</td>
<td>20</td>
<td>0.1</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>20</td>
<td>50</td>
<td>0.1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>20</td>
<td>100</td>
<td>0.1</td>
</tr>
<tr>
<td>4</td>
<td>2</td>
<td>20</td>
<td>100</td>
<td>0.2</td>
</tr>
<tr>
<td>5</td>
<td>3</td>
<td>20</td>
<td>100</td>
<td>0.2</td>
</tr>
<tr>
<td>6</td>
<td>4</td>
<td>20</td>
<td>100</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Table 5.7: Descriptive schema of the simulations considered for the comparison with the benchmark method.
In Table 5.7 we summarize with a schema the situations considered, and in the appendix we represent the corresponding graphs (subsection B.2.2). We set up our algorithm with $h = 1$ and with regard to the benchmark algorithm, following \textsc{Peterson et al.} (2014), we set the hyper-parameters of the $G$-Wishart prior in the “noninformative setting” $b = 3$ and $D = I_q$. For the edge specific prior we follow the suggestions given to encourage overall sparsity, i.e. we choose as reference graph a $q \times q$ matrix of all ones and set $a = 1$ and $b = 4$ for the parameters of the Beta governing the edge inclusion probability, which leads, for every edge, to a prior probability of edge inclusion of 20% and finally we set the hyperparameter $w$ of the Bernoulli prior on the latent indicator of network relatedness equal to 0.8 for the first 4 examples and to 0.5 in last 2, to set a prior belief that the networks are related in a way similar to the true one. Finally we run a MCMC chain of 30000 samples of which 10000 for burn-in.

We present in Table 5.8 the overall AUCs, in Table 5.10 the common structure AUCs and the corresponding ROC curves in the appendix (subsection B.2.1).

From the overall AUCs we see that our method outperforms the benchmark when the order is not mis-specified. When $d = 0.25$ our algorithm still works better then the benchmark when the sample size is small, while we get similar results when the sample size grows. Finally with $d = 1$, we perform similarly to the benchmark when there is an high sparsity level ($z = 0.1$), which clearly makes the mis-specification less dramatic, otherwise the benchmark outperforms our method. Similar results hold also for the shared structure AUCs in Table 5.10.

We may further note that in \textsc{Altomare et al.} (2013) it is stated that the performance of the MFBF search with respect to the mis-specification deteriorates with the number of v-structures, i.e. unmarried parents that meet head to head, present in the true graph. In our examples we have no v-structures since we needed to restrict our attention to decomposable graphs. Anyway these results seem to suggest that when the ordering is known or if we have at least a general idea on how to order the variables, we can get an advantage using our method, while when the ordering is completely unknown we may rather go with the benchmark method, remembering that this implies to carefully set the hyper-parameters in order to get good results.
5.8 Conclusion and Discussion

In this work we concentrated on the comparison between two Directed Acyclic Graph (DAG) models with the objective of finding differences, if any, between the two DAGs, both in terms of conditional independencies and in terms of the strengths of common dependencies.

We approached model selection using an objective Bayes framework, so that minimal prior elicitation is needed and we made use of non-local priors on the regression coefficients to incorporate in our model a sparsity assumption. Finally we tested our method against the approach of Peterson et al. (2014) showing that our algorithm is competitive in several settings.

We conclude this work by considering some issues worth of further investigation. Our model selection procedure was based on the Fractional Bayes Factor (FBF), essentially because in this way the expression of the marginal likelihood is available in closed form, and this greatly speeds up computations. Other approaches of model choice, such as the intrinsic priors Berger and Pericchi (1996), may be also theoretically sound, but computationally less efficient, especially in high dimensional settings, where numerical integrations can slow down the algorithm massively.

A critical point of our procedure is the assumption that there exists a known ordering of the variables. Notice that this requirement is in some way natural for DAGs which are mathematical objects relying on some ordering which provides the orientation of the edges. They help researchers better understand the problem. Moreover we have shown that our algorithm still gives good results when the mis-specification of the ordering is moderate. We would like to point out that our tests on the mis-specification where conducted in a situation where there were no immoralities, and with the growth of the immoralities the performances in relation to the mis-classification should deteriorate.

If we look at DAGs purely as models for conditional independence, a drawback is that our algorithm does not assign equal scores to DAGs contained in the same equivalence classes, since non-local priors do not fall in the (restrictive) class of priors characterized by this feature Geiger and Heckerman (2002). A potential way out of this difficulty, would be to consider only equivalence classes of DAGs, whose representative is an essential graph Andersson et al. (1997).

An additional problem that we have noted is that, when the sample size is small in relation to the number of variables, and the graphs do not share
enough structure, our method does not perform as well as the disjoint one (analyzing the two graphs separately). Therefore in such situations a recommendation is to run the disjoint method first, assess how much structure the two graphs share, and if the common edges are prevalent, running the joint algorithm should bring improvements on model selection.
<table>
<thead>
<tr>
<th>Peterson et. Al</th>
<th>d=0</th>
<th>d=0.25</th>
<th>d=1</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.75</td>
<td>0.90</td>
<td>0.87</td>
<td>0.80</td>
</tr>
<tr>
<td>0.88</td>
<td>0.98</td>
<td>0.93</td>
<td>0.87</td>
</tr>
<tr>
<td>0.90</td>
<td>1.00</td>
<td>0.89</td>
<td>0.89</td>
</tr>
<tr>
<td>0.93</td>
<td>0.99</td>
<td>0.92</td>
<td>0.82</td>
</tr>
<tr>
<td>0.93</td>
<td>0.98</td>
<td>0.93</td>
<td>0.83</td>
</tr>
<tr>
<td>0.93</td>
<td>0.98</td>
<td>0.91</td>
<td>0.83</td>
</tr>
</tbody>
</table>

**Table 5.8:** overall AUCs of the joint MFBF method (for $d = 0, 0.25, 1$) and of the benchmark method.

<table>
<thead>
<tr>
<th></th>
<th>Joint</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Peterson et al.</strong></td>
<td><strong>$d = 0$</strong></td>
</tr>
<tr>
<td><strong>TPR</strong></td>
<td><strong>FPR</strong></td>
</tr>
<tr>
<td>0.86</td>
<td>0.64</td>
</tr>
<tr>
<td>0.68</td>
<td>0.13</td>
</tr>
<tr>
<td>0.72</td>
<td>0.08</td>
</tr>
<tr>
<td>0.75</td>
<td>0.10</td>
</tr>
<tr>
<td>0.75</td>
<td>0.09</td>
</tr>
<tr>
<td>0.73</td>
<td>0.08</td>
</tr>
</tbody>
</table>

**Table 5.9:** mean of the TPRs and FPRs for the joint MFBF method (for $d = 0, 0.25, 1$) and the benchmark method.
Table 5.10: Shared Structure AUCs for the joint MFBF method (for $d = 0, 0.25, 1$) and the benchmark method.

<table>
<thead>
<tr>
<th>Peterson et. Al</th>
<th>d=0</th>
<th>d=0.25</th>
<th>d=1</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.77</td>
<td>0.92</td>
<td>0.88</td>
<td>0.82</td>
</tr>
<tr>
<td>0.90</td>
<td>0.99</td>
<td>0.93</td>
<td>0.89</td>
</tr>
<tr>
<td>0.91</td>
<td>1.00</td>
<td>0.87</td>
<td>0.87</td>
</tr>
<tr>
<td>0.94</td>
<td>0.99</td>
<td>0.90</td>
<td>0.82</td>
</tr>
<tr>
<td>0.93</td>
<td>0.98</td>
<td>0.88</td>
<td>0.78</td>
</tr>
<tr>
<td>0.91</td>
<td>0.98</td>
<td>0.86</td>
<td>0.79</td>
</tr>
</tbody>
</table>

Table 5.11: mean of the TPRs and FPRs for the joint MFBF method vs the benchmark method.

<table>
<thead>
<tr>
<th></th>
<th>Joint</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$d = 0$</td>
</tr>
<tr>
<td>TPR FPR</td>
<td>TPR FPR TPR FPR TPR FPR</td>
</tr>
<tr>
<td>0.84 0.61</td>
<td>0.62 0.09</td>
</tr>
<tr>
<td>0.60 0.07</td>
<td>0.83 0.03</td>
</tr>
<tr>
<td>0.62 0.04</td>
<td>0.94 0.01</td>
</tr>
<tr>
<td>0.66 0.06</td>
<td>0.91 0.02</td>
</tr>
<tr>
<td>0.48 0.06</td>
<td>0.85 0.06</td>
</tr>
<tr>
<td>0.42 0.05</td>
<td>0.87 0.05</td>
</tr>
</tbody>
</table>

Table 5.11: mean of the TPRs and FPRs for the joint MFBF method vs the benchmark method.
Notes about non-local priors

A.1 Scale Invariance

Given the linear model:

\[ y_{n \times 1} = X_{n \times p \times 1} \beta_{p \times 1} + \epsilon_{n \times 1} \] (A.1)

with:

\[ H_0 : \beta_i = 0 \quad \forall i \]

To evaluate the properties of the prior proposed by Consomni and La Rocca (2011), since the model selection exploits the FBF, we have to consider the induced fractional prior:

\[ \pi_{\text{FBF}}(\beta | \sigma^2) \propto \pi_{\text{CL}}(\beta | \sigma^2) p(y | X_{-} \beta, \sigma^2 I)^b \]
\[ \propto \prod_{i} \beta_i^{2h} N(\beta_i | \hat{\beta}, \frac{\sigma^2}{b} (X^\top X)^{-1}) \] (A.2)

It is desirable that a prior on the regression parameter will be coherent when defined on a scaled model, in the sense that the prior on the scaled model can be constructed either directly by applying the "construction rule" or by transforming the prior accordingly to the new model. The scaled model can be obtained either scaling \( y \) or \( X \) or even both. In general, letting \( c, k > 0 \) the scaled model will be:

\[ cy = k X_{k \times p} \beta_{k \times 1} + c \epsilon \iff y' = X' \beta' + \epsilon' \] (A.3)
Prior (A.2) has this property since for model (A.3) automatically we would define the prior on $\beta'$ like:

$$\pi_{FBF}(\beta' | \sigma'^2) \propto \prod \beta_i^2 N(\beta' | \hat{\beta}', \sigma'^2 \frac{b}{b} (X'X)^{-1})$$

while defining the prior on (A.1) and then obtaining the prior through transforming the variables would give:

$$\pi_{\beta'}(\beta' | \sigma'^2) = \pi_{\beta'}(k \frac{c}{c} \beta' | \sigma^2) \left(\frac{k}{c}\right)^p$$

$$\propto \prod \beta_i^2 \exp \left[ -\frac{b}{\sigma^2} \|y - X_k \beta'\|_2^2 \right]$$

$$= \prod \beta_i^2 \exp \left[ -\frac{b}{\sigma^2 c^2} \|cy - X_k \beta'\|_2^2 \right]$$

$$= \prod \beta_i^2 \exp \left[ -\frac{b}{\sigma^2} \|y' - X' \beta'\|_2^2 \right]$$

$$\propto \prod \beta_i^2 N(\beta' | \hat{\beta}', \sigma'^2 b (X'X)^{-1})$$

The prior proposed by (Johnson and Rosell, 2010, 2012) instead exploits $\tau$ for achieving this result.

### A.2 Comparison

If we consider the model:

$$y_i = \mu + \epsilon_i \quad \epsilon_i \overset{iid}{\sim} N(0, \sigma^2) \quad H_0 : \mu = 0$$

then the first order pMOM proposed by Johnson and Rosell (2010, 2012) reduces to:

$$\pi_{JR}(\mu) \propto \mu^2 N(\mu | 0, \tau \sigma^2)$$

the fractional prior (A.2) becomes:

$$\pi_{FBF}(\mu) \propto \mu^2 N(\mu | \bar{y}, \sigma^2 \frac{b}{bm})$$

and interestingly the non-local prior obtained by considering the Zellner g-prior as local component is:

$$\pi_G(\mu) \propto \mu^2 N(\mu, 0, \frac{ga^2}{n})$$
If we center the data and consider the default choices suggested for the FBF \((b = \frac{1}{n})\) and \(g\)-prior \((g = \max(n, p^2))\) we see that in several settings these two priors match, and they differ from Johnson and Rosell (2010, 2012) just for the scaling factor \(\tau\). It is important to note that even though these priors have the same distribution, when computing the FBF not the whole likelihood is considered but just a fraction, namely \((1 - b) = \frac{n-1}{n}\), but this difference becomes negligible when \(n\) is sufficiently large.

In Johnson and Rosell (2010, 2012) it is recommended to choose \(\tau\) so that: \(P(|\frac{\mu}{\sigma}| \geq 0.2) = 0.99\), giving \(\tau = .348\), instead setting \(\tau = 1\) we get \(P(|\frac{\mu}{\sigma}| \geq 0.2) = 0.998\), indicating an even stronger selection effect, which can be seen also graphically in fig. A.1.
Appendix B

Supplementary materials

B.1 Comparison with the disjoint model

B.1.1 ROC Curves

ROC Curves for the comparison when $h = 1$

![ROC Curves](image)

**Figure B.1:** Joint vs Disjoint with $h = 1$: Overall structure recognition for simulation 1 ($q = 20$, $n_0 = n_1 = 20$, $s = 0.9$)
Figure B.2: Joint vs Disjoint with \( h = 1 \): Shared structure recognition for simulation 1 \((q = 20, n_0 = n_1 = 20, s = 0.9)\)

Figure B.3: Joint vs Disjoint with \( h = 1 \): Overall structure recognition for simulation 2 \((q = 20, n_0 = n_1 = 20, s = 0.5)\)
Figure B.4: Joint vs Disjoint with \( h = 1 \): Shared structure recognition for simulation 2 \((q = 20, n_0 = n_1 = 20, s = 0.5)\)

Figure B.5: Joint vs Disjoint with \( h = 1 \): Overall structure recognition for simulation 3 \((q = 20, n_0 = n_1 = 20, s = 0.1)\)
Figure B.6: Joint vs Disjoint with $h = 1$: Shared structure recognition for simulation 3 ($q = 20$, $n_0 = n_1 = 20$, $s = 0.1$)

Figure B.7: Joint vs Disjoint with $h = 1$: Overall structure recognition for simulation 4 ($q = 50$, $n_0 = n_1 = 50$, $s = 0.9$)
Figure B.8: Joint vs Disjoint with $h = 1$: Shared structure recognition for simulation 4 ($q = 50$, $n_0 = n_1 = 50$, $s = 0.9$)

Figure B.9: Joint vs Disjoint with $h = 1$: Overall structure recognition for simulation 5 ($q = 50$, $n_0 = n_1 = 50$, $s = 0.5$)
Figure B.10: Joint vs Disjoint with $h = 1$: Shared structure recognition for simulation 5 ($q = 50$, $n_0 = n_1 = 50$, $s = 0.5$)

Figure B.11: Joint vs Disjoint with $h = 1$: Overall structure recognition for simulation 6 ($q = 50$, $n_0 = n_1 = 50$, $s = 0.1$)
Figure B.12: Joint vs Disjoint with $h = 1$: Shared structure recognition for simulation 6 ($q = 50, n_0 = n_1 = 50, s = 0.1$)

Figure B.13: Joint vs Disjoint with $h = 1$: Overall structure recognition for simulation 7 ($q = 100, n_0 = n_1 = 50, s = 0.9$)
Figure B.14: Joint vs Disjoint with $h = 1$: Shared structure recognition for simulation 7 ($q = 100, n_0 = n_1 = 50, s = 0.9$)

Figure B.15: Joint vs Disjoint with $h = 1$: Overall structure recognition for simulation 8 ($q = 100, n_0 = n_1 = 50, s = 0.5$)
Figure B.16: Joint vs Disjoint with $h = 1$: Shared structure recognition for simulation 8 ($q = 100, n_0 = n_1 = 50, s = 0.5$)

Figure B.17: Joint vs Disjoint with $h = 1$: Overall structure recognition for simulation 9 ($q = 100, n_0 = n_1 = 50, s = 0.1$)
Figure B.18: Joint vs Disjoint with \( h = 1 \): Shared structure recognition for simulation 9 \((q = 100, n_0 = n_1 = 50, s = 0.1)\)

ROC Curves for the comparison when \( h = 2 \)

Figure B.19: Joint vs Disjoint with \( h = 2 \): Overall structure recognition for simulation 1 \((q = 20, n_0 = n_1 = 20, s = 0.9)\)
Figure B.20: Joint vs Disjoint with $h = 2$: Shared structure recognition for simulation 1 ($q = 20$, $n_0 = n_1 = 20$, $s = 0.9$)

Figure B.21: Joint vs Disjoint with $h = 2$: Overall structure recognition for simulation 2 ($q = 20$, $n_0 = n_1 = 20$, $s = 0.5$)
Figure B.22: Joint vs Disjoint with $h = 2$: Shared structure recognition for simulation 2 ($q = 20, n_0 = n_1 = 20, s = 0.5$)

Figure B.23: Joint vs Disjoint with $h = 2$: Overall structure recognition for simulation 3 ($q = 20, n_0 = n_1 = 20, s = 0.1$)
Figure B.24: Joint vs Disjoint with $h = 2$: Shared structure recognition for simulation 3 ($q = 20, n_0 = n_1 = 20, s = 0.1$)

Figure B.25: Joint vs Disjoint with $h = 2$: Overall structure recognition for simulation 4 ($q = 50, n_0 = n_1 = 50, s = 0.9$)
Figure B.26: Joint vs Disjoint with $h = 2$: Shared structure recognition for simulation 4 ($q = 50$, $n_0 = n_1 = 50$, $s = 0.9$)

Figure B.27: Joint vs Disjoint with $h = 2$: Overall structure recognition for simulation 5 ($q = 50$, $n_0 = n_1 = 50$, $s = 0.5$)
Figure B.28: Joint vs Disjoint with $h = 2$: Shared structure recognition for simulation 5 ($q = 50, n_0 = n_1 = 50, s = 0.5$)

Figure B.29: Joint vs Disjoint with $h = 2$: Overall structure recognition for simulation 6 ($q = 50, n_0 = n_1 = 50, s = 0.1$)
Figure B.30: Joint vs Disjoint with $h = 2$: Shared structure recognition for simulation 6 ($q = 50, n_0 = n_1 = 50, s = 0.1$)

Figure B.31: Joint vs Disjoint with $h = 2$: Overall structure recognition for simulation 7 ($q = 100, n_0 = n_1 = 50, s = 0.9$)
Figure B.32: Joint vs Disjoint with \( h = 2 \): Shared structure recognition for simulation 7 \((q = 100, n_0 = n_1 = 50, s = 0.9)\)

Figure B.33: Joint vs Disjoint with \( h = 2 \): Overall structure recognition for simulation 8 \((q = 100, n_0 = n_1 = 50, s = 0.5)\)
Figure B.34: Joint vs Disjoint with $h = 2$: Shared structure recognition for simulation 8 ($q = 100$, $n_0 = n_1 = 50$, $s = 0.5$)

Figure B.35: Joint vs Disjoint with $h = 2$: Overall structure recognition for simulation 9 ($q = 100$, $n_0 = n_1 = 50$, $s = 0.1$)
Figure B.36: Joint vs Disjoint with $h = 2$: Shared structure recognition for simulation 9 ($q = 100$, $n_0 = n_1 = 50$, $s = 0.1$)
B.1.2 Generating Graphs

**Figure B.37:** True graphs for simulation 1
Figure B.38: True graphs for simulation 2
Figure B.39: True graphs for simulation 3
Figure B.40: True graphs for simulation 4
Figure B.41: True graphs for simulation 5
Figure B.42: True graphs for simulation 6
Figure B.43: True graphs for simulation 7
Figure B.44: True graphs for simulation 8
Figure B.45: True graphs for simulation 9
B.2 Comparison with Peterson *et al.* (2014)

B.2.1 ROC curves

![ROC curve diagram](image)

**Figure B.46**: Joint vs Benchmark: Overall structure recognition for simulation 1 ($q = 20, n_0 = n_1 = 20, z = 0.1, s = 0.8$)
Figure B.47: Joint vs Benchmark: Shared structure recognition for simulation 1 ($q = 20$, $n_0 = n_1 = 20$, $z = 0.1$, $s = 0.8$)

Figure B.48: Joint vs Benchmark: Overall structure recognition for simulation 2 ($q = 20$, $n_0 = n_1 = 50$, $z = 0.1$, $s = 0.8$)
Figure B.49: Joint vs Benchmark: Shared structure recognition for simulation 2 ($q = 20$, $n_0 = n_1 = 50$, $z = 0.1$, $s = 0.8$)

Figure B.50: Joint vs Benchmark: Overall structure recognition for simulation 3 ($q = 20$, $n_0 = n_1 = 100$, $z = 0.1$, $s = 0.8$)
Figure B.51: Joint vs Benchmark: Shared structure recognition for simulation 3 ($q = 20, n_0 = n_1 = 100, z = 0.1, s = 0.8$)

Figure B.52: Joint vs Benchmark: Overall structure recognition for simulation 4 ($q = 20, n_0 = n_1 = 100, z = 0.2, s = 0.8$)
Figure B.53: Joint vs Benchmark: Shared structure recognition for simulation 4 ($q = 20$, $n_0 = n_1 = 100$, $z = 0.2$, $s = 0.8$)

Figure B.54: Joint vs Benchmark: Overall structure recognition for simulation 5 ($q = 20$, $n_0 = n_1 = 100$, $z = 0.2$, $s = 0.5$)
Figure B.55: Joint vs Benchmark: Shared structure recognition for simulation 5 ($q = 20$, $n_0 = n_1 = 100$, $z = 0.2$, $s = 0.5$)

Figure B.56: Joint vs Benchmark: Overall structure recognition for simulation 6 ($q = 20$, $n_0 = n_1 = 100$, $z = 0.2$, $s = 0.3$)
Figure B.57: Joint vs Benchmark: Shared structure recognition for simulation 6 (q = 20, n_0 = n_1 = 100, z = 0.2, s = 0.3)
B.2.2 Generating Graphs

Figure B.58: True graphs for simulation 1,2 and 3.
Figure B.59: True graphs for simulation 4.
Figure B.60: True graphs for simulation 5.
Figure B.61: True graphs for simulation 6.
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