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Abstract

In recent years there has been increasing interest in MeV range neutrons for applied physics studies. This encompasses both thermonuclear fusion experiments, where neutrons are the carriers of the energy released by the fusion reactions, and spallation sources, where there is need to mimic fast atmospheric neutrons to study effects on micro-electronics components. In both research domains there is demand for the development of dedicated instrumentation, which should combine high resolution and high counting rate (MHz) spectroscopy capabilities.

This thesis presents detector solutions based on Single crystal Diamond Detectors (SDDs) and Telescope Proton Recoil spectrometers (TPR). These devices were studied in mock up laboratory tests, as well as in dedicated measurements at nuclear accelerators, at the ISIS spallation neutron source and at the JET tokamak.

While there are certainly commonalities in the measurement requirements of fast neutrons at fusion and spallation facilities, specific distinctions shall also be remarked, which imply different drivers for the detector design. For diagnosing a fusion plasma, one has to measure at high resolution the details of a quasi-monoenergetic spectrum, which is peaked at 14 MeV for deuterium-tritium (DT) and at 2.5 MeV for deuterium plasmas. In a future fusion reactor, energy will be released via the \( d + t \rightarrow n + \alpha \) reaction, that occurs in a tokamak between deuterium and tritium in a plasma state. High resolution (<5% FWHM) is needed for neutron spectroscopy because the spectral shape of the neutron emission lines contains information on physical parameters such as the ion temperature or the presence of minority fast fuel ion population; high counting rates (>1 MHz) is crucial in order to provide time resolved measurements on a msec time scale, which is needed to study plasma phenomena such as magneto-hydrodynamic instabilities.

Unlike a tokamak, the neutron spectrum of a spallation source extends over several orders of magnitude, from thermal energies up to the energy of the proton accelerator (800 MeV for ISIS). The majority of beam-lines are dedicated to neutron scattering in the cold (<1 meV), thermal (≈ 25 meV) or epithermal (>1eV) range, as of principal interest for condensed matter studies. Beam-lines dedicated to exploit the fast neutron component (>10 MeV) are however being built, especially in view of those experiments aimed at studying the effect that atmospheric neutrons induce on micro-electronics. For these applications, a neutron spectrum as close as possible to the atmospheric one should be achieved, with the added benefit of significantly increased neutron fluxes. For the design of such beam-lines, the neutron energy spectrum and the spatial distribution of its flux are presently determined on the basis of Monte Carlo calculations that are meant to reproduce the complexity of nuclear and intra-nuclear neutron-matter interactions up to 800 MeV. The accuracy of such modelling however relies heavily on physical assumptions on the interactions, which are often based on poorly known cross sections. Clearly, direct measurements of the fast neutron spectrum actually achieved at a beamline are highly desired, especially to verify the capability of the facility to reproduce the target atmospheric spectrum and to evaluate the accuracy of the simulations, thus shading light on the complex physics of fast neutron interactions with matter. Development of dedicated instrumentation
for fast neutron beam-monitoring is needed in particular for the initial operations of ChipIr, the new ISIS beam-line dedicated to irradiation test of electronic chips. Here measurements have to cope with high instantaneous counting rates (>1 MHz) due to the pulsed nature of the spallation source.

A new diamond based neutron spectrometer has been designed in this thesis for neutron emission spectroscopy studies on fusion deuterium-tritium plasma experiments and spallation sources. The detector features a dedicated electronic chain that combines in a single detector high counting rate capabilities (>1 MHz) and high energy resolution (<3% at 14 MeV neutron energy). So far electronic chains were optimized either for spectroscopy or counting rate capability, but not both at the same time. The response function of a prototype single pixel detector to 14 MeV neutrons has been measured at the Frascati Neutron Generator (FNG) by observation of the 8.3 MeV peak from the $^{12}\text{C}(n,\alpha)^9\text{Be}$ reaction occurring between 14 MeV neutrons and $^{12}\text{C}$ nuclei in the detector. The measured energy resolution (2.5% FWHM) meets the requirements for neutron spectroscopy applications in deuterium-tritium plasmas.

A pilot project of SDD installation at JET was started during this thesis. First simultaneous measurements of Deuterium-Deuterium (DD) and DT neutrons from deuterium plasmas using a SDD are presented. The deposited energy spectrum from DD neutrons is successfully reproduced by means of Monte Carlo calculations of the detector response function and simulations of neutron emission from the plasma, including background contributions. The results are of special interest in view of the development of compact neutron spectrometers for fusion applications, which could be installed in camera systems of present and future high power fusion experiments, where traditional neutron spectrometers based on the time of flight or magnetic proton recoil techniques would not be usable due to space constraints.

The same detector has been used to characterize the fast component of the neutron spectrum of dedicated beam-lines at spallation sources, such as ChipIr at ISIS, which started operations in 2014. In this respect, a first exploratory measurement is presented, which shall be regarded as a basis for future detailed measurements to be carried out in 2015, aiming at a full development of diamond detectors as monitors for fast neutron beam-lines.

TPR spectrometers have also been developed and used to complement information from diamond detectors. Two different TPR designs have been experimentally studied, based on silicon (Si) or inorganic crystal as proton detectors. A Si-YAP (inorganic crystal) TPR concept has been tested on the VESUVIO beam line at ISIS, where recoil protons, converted using a plastic target, were measured by a proton spectrometer, which used a 2.54 cm thick YAP scintillator and a 500 $\mu$m thick silicon detector in coincidence. The two detectors measured the full proton recoil energy and the partial deposited energy in transmission, respectively. With the TPR prototype, the VESUVIO fast neutron spectrum was measured up to 120 MeV and results were in good agreement with Monte Carlo simulation of the beam-line.

A second TPR concept completely based on inorganic scintillators has been explored by measurements of the YAP and LaBr$_3$ light yield to protons in the range 4-8 MeV. The experiments were performed at the Uppsala tandem proton accelerator and are of particular interest for a TPR aimed at measuring fusion deuterium-tritium neutrons, as Si detectors may not be able to cope with the high neutron fluxes expected in fusion devices of the next generation. Two thin inorganic scintillators based on YAP and LaBr$_3$ crystals (1” diameter x 0.1” height) have been used for proton measurements in Uppsala. A comparable good energy resolution for the two detectors was shown, better than 2% (FWHM) for 8 MeV protons, which well matches the requirements for an inorganic crystal based TPR for fusion applications. The fast scintillation time of YAP and LaBr$_3$ crystals (less than 30 ns) makes them interesting candidates for operation at high counting rates.

A final part of this thesis has been devoted to the assessment of the background induced by fast
2.5 and 14 MeV neutrons on scintillation detectors. The framework of the investigation was the capability to operate inorganic scintillators, intentionally developed for γ-ray spectroscopy of fusion plasmas, in the harsh, neutron rich environment of next step machines. In fact, in the context of γ-ray measurements for tokamak applications, neutrons are no more the carriers of information, but rather a background source that interferes with the measurements. From an instrumental point of view, it is thus essential to understand the fast neutron response of gamma-ray detectors, especially LaBr$_3$, which was shown to combine good energy resolution (about 3% at 662 keV) and counting rate capabilities exceeding 1 MHz. In this thesis, measurements of the response of a LaBr$_3$ scintillator to 14 MeV and 2.5 MeV neutrons irradiation are presented and explained by means of a dedicated MCNP model. Several reactions are found to contribute to the measured response, with a key role played by neutron inelastic scattering and (n,2n) reactions on $^{79}$Br, $^{81}$Br and $^{139}$La isotopes.

In conclusion, the results presented in this thesis represent a step forward in the development of instrumentation for fast neutron detection of relevance for applications to fusion plasmas and spallation sources. In particular, these results show that common techniques can be adopted to combine good energy resolution (a few percent) and high counting rate capabilities in a single instrument, although the detailed detector design must be tailored to the measurement needs of each individual research field.
1.1 Introduction to fast neutrons detection

Due to the sheer fact that a neutron has no electric charge and, for this reason, a very week electromagnetic interaction with matter, a neutron detector always fulfil two major tasks, conversion of the neutrons into secondary particles (usually charged particles), and detection of this secondary radiation within an active volume.

This thesis presents neutron measurements of interest for nuclear fusion experiments and fast neutron beam lines at spallation sources. The focus is on fast neutrons in the low energy ($E_n < 20$ MeV) and intermediate energy ($20 \text{ MeV} < E_n < 1 \text{ GeV}$) range; fusion neutrons have energy of 2.5 MeV and 14 MeV, considering Deuterium-Deuterium (DD) or Deuterium-Tritium (DT) experiments [1], respectively, while spallation neutrons have a wide spectrum up to hundreds of MeV [2].

Neutron detection techniques can be very different with respect to the application and to the neutron energy range. This introduction start with considerations on thermal neutron detection, for two reasons: same methods can be exploited for fast neutrons and most standard fast neutron measurements and dosimetry are based on neutron moderation.

Exothermic nuclear reactions are needed for thermal neutron detection, since they carry to little kinetic energy to induce ionization. More possibilities are open for MeV neutrons, and detectors can be based also on heavy ion recoil and endothermic reactions.

1.1.1 Thermal neutron detection using nuclear reactions and fast neutron counters based on neutron moderation

Reactions suitable for thermal neutron detection feature high cross section and a positive (and possibly large) Q value. The Q value of a reaction is defined as the difference between the masses at rest of the reactants and the masses of the products. A positive Q value means that the products are lighter than the reactants, and the energy difference is released as additional kinetic energy. Only a limited number of isotopes present suitable reactions to be exploited for thermal neutron detection. Tab.1.1 lists the most commonly used reactions, with their cross section quoted at 25 meV, Q values, and relative isotopic abundance. All this parameters are important in evaluating the effectiveness of a detector and its affordability, with particular emphasis on the following considerations:
- High cross section and isotopic abundance implies high efficiency.
- High Q value makes easier the detection, allowing for better discrimination from γ-ray background.
- Reaction with charged products (as the first three listed in the Tab.1.1 and plotted in Fig.1.1) are usually preferred with respect to reactions emitting γ-rays, because ideally all the reaction products should deposit all their energy in the detector.

<table>
<thead>
<tr>
<th>Reaction</th>
<th>Q value</th>
<th>Isotope concentr.</th>
<th>σ (at 25 meV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n + {}^3\text{He} \rightarrow p + {}^3\text{H}$</td>
<td>0.765 MeV</td>
<td>1.4 E-4 %</td>
<td>5300 b</td>
</tr>
<tr>
<td>$n + {}^6\text{Li} \rightarrow ^4\text{He} + ^3\text{H}$</td>
<td>4.78 MeV</td>
<td>7.5%</td>
<td>940 b</td>
</tr>
<tr>
<td>$n + {}^{10}\text{B} \rightarrow ^7\text{Li} + ^4\text{He}$</td>
<td>$\simeq 2.5\text{MeV}$</td>
<td>20%</td>
<td>3800 b</td>
</tr>
<tr>
<td>$n + ^{115}\text{Cd} \rightarrow ^{114}\text{Cd} + \gamma$</td>
<td>$\simeq 8\text{MeV}$</td>
<td>12%</td>
<td>21 kb</td>
</tr>
<tr>
<td>$n + ^{157}\text{Gd} \rightarrow ^{158}\text{Gd} + \gamma$</td>
<td>$\simeq 8\text{MeV}$</td>
<td>16%</td>
<td>255 kb</td>
</tr>
<tr>
<td>$n + ^{235}\text{U} \rightarrow $ fission fragments</td>
<td>$\simeq 200\text{MeV}$</td>
<td>0.7%</td>
<td>505 b</td>
</tr>
</tbody>
</table>

Table 1.1: Parameters of the most commonly used reactions for thermal neutron detection.

Fig.1.1 shows the cross sections of reactions commonly used for neutron detectors as a function of the neutron energy. A nice review of thermal and fast neutron detectors is presented in Ref.[3], where different methods and techniques are discussed. The selected reactions present very high cross section values at thermal energies, quickly decreasing with the increasing energy of the incoming neutron. The cross section value falls as the $1/v$ law ($E^{-1/2}$).

For this reason, a thermal neutron detector can be used for MeV neutrons with a drop in the efficiency of more than three orders of magnitude. This problem can be overcome by surrounding the thermal neutron detector with a moderator material, hence providing an increased detection efficiency. By optimizing the thickness of the moderator (usually polyethylene) one can select the energy range where the detector is more efficient, as it was shown for the first time by Bramblett, Ewing and Bonner (see Ref.[4]).

The so called Bonner spheres[5, 6, 7] are neutron counters with different moderator thickness, that, with suitable deconvolution algorithms[8], can provide some information about the neutron energy.
energy distribution. Although the spectroscopic capability of Bonner spheres is moderate by comparison with other fast neutron spectrometers (they feature a poor energy resolution due to the similarity of response functions available[8]) they are widely used for two principal reasons: first, they can measure over a very wide range of orders of magnitude in the neutron spectrum (the only spectrometer presently available which will cover the energy range from thermal to the GeV region), and second, the response function of a \( \approx 12'' \) diameter sphere is very similar to the fluence-to-dose curve for total human body exposure[3], making the bonner sphere a good detector for neutron dosimetry.

1.1.2 Fission counters

Detectors based on fission reaction can be dedicated to thermal neutron measurements using isotopes with large cross sections, as \(^{235}\text{U}\) (see Tab.1.1), \(^{233}\text{U}\) or \(^{239}\text{U}\). A major advantage of fission detectors is the high Q value of fission reactions (\( \approx 200 \text{ MeV} \)), which guarantees an easy discrimination of signal to background. Fission chambers are gas detectors that, thanks to their capability of operating in large neutron fluxes are often used for in-core operation in fission reactors, or, as discussed below, for beam monitoring in fusion and spallation sources. As a matter of fact, fission counters can be easily adapted to fast neutron by choosing an isotope with threshold fission cross section, as \(^{238}\text{U}\), which detects neutron with \( E_n > 1 \text{ MeV} \). In Fig.1.2 the cross section of \(^{235}\text{U}\) and \(^{238}\text{U}\) are reported and one can notice that they can be alternatively used for thermal and fast neutron detection, respectively.

![Figure 1.2](image.png)

**Figure 1.2:** Fission cross sections of interest for neutron detectors as a function of the neutron energy.

1.1.3 Fast neutron detection using reactions on Carbon nuclei

In recent years, the technological development of artificially grown single crystal diamond detectors has encouraged the possibility of exploiting endothermic reactions of neutron with Carbon for fast neutron detection. In particular in this thesis the application of diamond detectors to fusion and spallation sources will be discussed. Neutron detection in SDDs is based on the collection of electrons and holes generated in the detector active volume by charged particles produced via neutron-induced nuclear reactions on \(^{12}\text{C}\). Here we present the cross sections of the reactions that allows for fast neutron detection.

The main reactions occurring in carbon are reported in Fig.1.3 for low energy neutrons. Due to
the variety of available reactions, the nature of the diamond response function is very different according to the neutron energy. For neutron spectroscopy of DD neutron only the elastic scattering is available. For neutron spectroscopy above 6 MeV the most interesting reaction
channel is the $^{12}\text{C}(n,\alpha)^9\text{Be}$ where the deposited energy, ideally, equals the incoming neutron minus the reaction Q-value, therefore giving rise to a peak for DT neutron spectroscopy. The quantitative interpretation of spectroscopy measurements at spallation sources is somehow limited, with respect to the fusion neutron case, by the incomplete knowledge of the neutron-carbon interaction cross sections above 20 MeV. The $^{12}\text{C}$ total cross section in the intermediate energy range, is presented in Fig.1.4 (see Refs. [9, 10]). This cross section includes nuclear cross section as in Fig.1.3 as well as intra-nuclear cascade cross sections. One can have a first estimation of a diamond detection total efficiency using the following approximated formula

$$\epsilon_{tot} = 1 - \exp(-n\sigma_{tot}(E)d)$$

where $n$ is the atom density, $\sigma$ is the cross section, and $d$ is the detector thickness. Considering $d = 500\mu m$ for the diamond detectors used in this thesis and $n = 176.2 \cdot 10^{21}cm^{-3}$ for diamond ($\rho = 3.5g/cm^3$), we obtain $\epsilon_{tot} \simeq 1.1\%$ for 2.5 and 14 MeV. This values decrease moderately at intermediate energies: $\epsilon_{tot} \simeq 0.4\%$ at 500 MeV. On the other hand, if for the 14 MeV case we consider only the $^{12}\text{C}(n,\alpha)^9\text{Be}$ reaction, we calculate $\epsilon_{n,\alpha} \simeq 0.06\%$.

### 1.1.4 Ion recoil for fast neutron detection

Fast neutron detectors are commonly based on recoil of light nuclei. Elastic scattering of fast neutrons transfer to light nuclei enough energy to induce a signal in a detector. According to the scattering kinematics [3] the energy $E_R$ transferred to the recoil nucleus follow the relation

$$E_R = \frac{4A}{(1+A)^2}\cos^2(\theta)E_n$$

where $\theta$ is the recoil angle in the laboratory system and $A$ is the atomic number. From eq.(1.3) one can understand that a larger fraction of energy is given to light nuclei, fixed the angle, with a maximum for $A = 1$. For a given nucleus the maximum energy transfer is for head-on collision ($\theta = 0$):

$$E_{R,\text{max}} = \frac{4A}{(1+A)^2}E_n$$

Figure 1.4: $^{12}\text{C}$ total cross section in the intermediate energy range of interest for fast neutron detection with diamonds. On the left, cross section from Ref.[9] for $E_n<600$ MeV. On the right, cross section from Ref.[10] for $E_n<800$ MeV.
which corresponds to $E_{R,\text{max}} = E_n$ for hydrogen, and $E_{R,\text{max}} = 0.284 \cdot E_n$ for carbon. Detectors based on scattering on hydrogen are commonly used, and they consist mostly of organic scintillators [11, 12]. Proton recoil scintillators present a characteristic box-like response function to mono-energetic neutron: a continuum ranging from 0 to $E_n$. As it will be shown later, a similar box-like response function is featured by diamond detectors, when $E_n < 4 MeV$, with differences due to the different features of the differential cross sections $\frac{d\sigma}{d\Omega}(E)$.

Similarly to the bonner spheres case, a detector based on ion recoil (a plastic scintillator or a diamond detector operating at $E_n < 4 MeV$) can give moderate spectroscopic information, when unfolding algorithms are applied. Limitations are given by the detailed knowledge of the response functions and by its stability versus changing variables (temperature, magnetic fields, fluxes, etc.).

On the other hand, direct spectroscopy can be performed using the Telescope Proton Recoil (TPR) techniques. In the TPR neutrons are converted into protons in a thin hydrogenated target via elastic scattering, and only protons at a selected angle are detected. The Target ought to be thin with respect to the range of the protons that one aim to measure. In this manner one can retrieve the neutron energy by the simple relation derived from eq.(1.2):

$$E_n = \frac{1}{\cos^2(\theta)} E_p$$ (1.4)

Recoil protons are detected with a $\Delta E - E$ detector system for background suppression, with a configuration similar to what is shown in Fig.1.5. The first detector is thin and measure only a small fraction of the proton energy. The second detector must be thick enough to stop the proton and measure its full energy $E$. The geometry of the detectors guarantees that coincidence particles are coming from the target, and $-E$ correlation allows for particle discrimination. Several parameters contribute to the efficiency and energy resolution: the target thickness, the solid angle covered by the detector, the energy resolution of the proton spectrometer. Efficiency and energy resolution of a TPR spectrometer will be discussed in more details in Chap.3. Here we underline the fact that efficiency of a TPR is eventually due to the differential elastic scattering cross section of neutron on hydrogen. We introduce the empirical fit of the scattering cross section as a function on neutron energy as suggested by Marion and Young [13]

$$\sigma_{el}(E_n) = \frac{4.83}{E_n[MeV]} - 0.578\text{barns}$$ (1.5)

In general, a characteristic of a TPR is the low efficiency (usually in the order of $10^{-5}$), which is due to two reasons: (1) the target (thin for the protons not to loose too much energy) allows
for a typical efficiency of conversion of the order of $10^{-3} - 10^{-4}$ and (2) the detection solid angle must be small enough to minimize the error on $\cos^2 \theta$ (see eq.1.3).

1.1.5 Historical Remark

Having recently celebrated 80 years from the discovery of the neutron, made in 1932 by Chadwick[14], it is worth to remark that the discovery itself was driven by an experiment involving recoil of light nuclei. There is not space in these lines to emphasise the importance of this discovery for our understanding of Nature and for technological applications, but only to underline the success of a smart explanation of a rather simple experiment.

In the experiment, the unknown radiation from an $\alpha$-Be source was converted using thin layers of different materials. Recoil nuclei were recorded using a ionization chamber. If, as it was firstly proposed, these recoil nuclei were due to a Compton scattering of a quantum radiation (i.e. $\gamma$-rays), it was not possible for energy and momentum to be conserved. The results were easily explained by the brilliant proposal of the existence of a neutron.

*These experiments have shown that the radiation ejects particles from hydrogen, helium, lithium, beryllium, carbon, air, and argon. The particles ejected from hydrogen behave, as regards range and ionising power, like protons with speeds up to about $3.2 \cdot 10^9$ cm. per sec. The particles from the other elements have a large ionising power, and appear to be in each case recoil atoms of the elements. [...] These results, and others I have obtained in the course of the work, are very difficult to explain on the assumption that the radiation from beryllium is a quantum radiation, if energy and momentum are to be conserved in the collisions. The difficulties disappear, however, if it be assumed that the radiation consists of particles of mass 1 and charge 0, or neutrons.*

Chadwick (1932)[14]

1.1.6 New challenges in neutron detection: welcome to the digital era

The development, started in early ’90s, of high-speed Analog-to-Digital Converters (ADC) opened a wide range of new possibilities in nuclear measurements techniques, and they demonstrated in many cases significant advantages over analog systems. They are particularly useful for applications where good resolution (few %) spectroscopy is needed at high counting rates (MHz), as the applications investigated in this thesis. A traditional analog spectroscopic chain has shaping constants in the $\mu$sec time scale. On the other hand, this thesis presents spectroscopy results obtained with signals with width in the $10nsec$ time scale.

The ADC acquires multiple sample of the pulse (that we call $V(t)$) during its duration and converts these samples into a sequence of digital values that represent the voltage level ($V_i$).

**Sampling frequency** Sampling frequency is the speed at which the ADC converts the input signal to digital values. The sampling frequency of a high-speed digitizer is based on the sample clock that tells the ADC when to convert the instantaneous analog voltage to the digital values. The choice of the sampling frequency for a given application is driven by the Nyquist-Shannon theorem, which states: “If a signal $V(t)$ contains no frequencies higher than $f_{nyq}$ it is completely determined by giving its ordinates at a series of points spaced $\Delta t = 1/(2f_{nyq})$ apart” [15]. In other words, there is no additional information at sampling at a rate greater than twice the highest frequency component of the signal.
Figure 1.6: Schematic representation of the trapezoidal filter algorithm. On the left, a visual representation of how $F_{\text{trap}}(i)$ is calculated (eq.1.8) by the difference of mean values of two windows of length $G$ separated by a distance $L$. On the right, a visual representation of how three pulses are analysed in a signal (blue line) thanks to a trapezoidal filter (red line). Figure on the right taken from Ref.[21].

Figure 1.7: Examples a trapezoidal filter applied to fast signals.

**ADC Resolution** The resolution of an ADC is determined by how many parts the maximum signal can be divided into, which correspond to $2^n$ for an n-bit ADC. For example, a 12 bit ADC has a number of codes of $2^{12} = 4096$. Therefore, our best resolution is 1 part out of 4096, or 0.0244% of the full scale.

The choice of the ADC Resolution for a given application is driven by the signal to noise ratio of the electronic chain: the fundamental idea is that even if the ADC returns, say, an eight-bit value, the significance of the result can be reduced because of noise so that fewer of the bits are significant [16].

**Fitting Algorithms** One of the main advantages of digital acquisition is that, after the conversion to digital data, the information can be extracted by off-line (or post-mortem) analysis. This can involve fitting algorithms that have a degree of complexity too high to run on-line. In this thesis (Papers VI, VII and VIII) I made use of a fitting algorithm for Pulse Height analysis of pulses from inorganic scintillators developed by the Milano spectroscopy group and presented in Ref.[17]. Other algorithms can be dedicated, for example, to enhance the timing
performance of a digital system [18, 19] or for particle discrimination via pulse shape analysis [20].

**Filters**  
Digital filters are algorithms that shape the signal pulse. The shaping $F(t)$ of an analog signal can be mathematically represented by the convolution of the signal $V(t)$ with a shaping impulse response function $H(t)$. For a finite response function of length $L$ this correspond to

$$F(t) = \int_{t-L}^{t} V(t') \cdot H(t - t')dt'$$  \hspace{1cm} (1.6)

where it is assumed that only event in the past, with respect to a certain time $t$, can give a contribution. The discrete representation of eq.1.6, valid for digital signal can be expressed as

$$F(i) = \sum_{j=i-L}^{i} V(j) \cdot H(i - j)$$  \hspace{1cm} (1.7)

where $F(i)$ represents the new sequence of values that derives form the original sequence of values $V(i)$. In particular in this thesis a *trapezoidal filter* has been used (*Papers II, IV and V*), and its matematical representation is given by

$$F_{\text{trap}}(i) = \frac{1}{G} \left[ \sum_{j=i-G}^{i} V(j) - \sum_{j=i-(L+2G)}^{i-(L+G)} V(j) \right]$$  \hspace{1cm} (1.8)

where $G$ and $L$ are two parameters of the filter. The *trapezoidal filter algorithm* produces a new sequence of value $F_{\text{trap}}$ calculated (eq.1.8) by the difference of mean values of two mobile windows of length $G$ separated by a distance $L$. A visual representation is given in Fig.1.6. The *trapezoidal filter algorithm* is particularly useful when more pulses are close enough that one sits on the tail of the other (i.e. high rates applications). In this case, if the information is given by the pulse amplitude, after the trapezoidal filtering the information is given by maxima in the filtered sequence of values, as it is visually represented Fig.1.6 (on the right taken from Ref.[21]).

The trapezoidal filter is usually applied for signals with a fast rise time and a long tail, as it is the case for signals shown in Fig.1.6. It can however be applied to fast signals, when the parameters ($G$ and $L$) are correctly chosen. This is the case for signal used in this thesis. In particular, the parameter $L$ has to be equal to the signal rise time $\tau_{\text{rise}}$, and the parameter $G$ has to be much lesser then the decay time $\tau_{\text{fall}}$. An example of the trapezoidal filter applied to fast signals is shown in Fig.1.7, where $L = \tau_{\text{rise}} = 10$ and $G = 2 \ll \tau_{\text{fall}}$ (every sampling point here corresponds to 1 ns). It is worth to notice that the filtered function is no longer a trapezoid, but an *undershoot* is introduced by the fast tail. Nevertheless, the information on the Pulse Height is given by maxima in the filtered sequence of values.
1.2 Introduction to Nuclear Fusion applications

1.2.1 The tokamak

Plasmas with temperatures in the keV range are necessary for producing fusion energy on the Earth. The toroidal device where the high temperature plasma is confined by magnetic fields (with toroidal and poloidal components) is called the *tokamak* (figure 1.8). A comprehensive review of tokamak properties is given in Ref. [22]. Fusion research has selected as best candidate the \( d + t \rightarrow \alpha + n \) reaction (figure 1.8) for its high reactivity \( (<\sigma v>) \) at temperatures in the keV range and high Q value. In a \( d + t \rightarrow \alpha + n \) reaction occurring in a DT plasma confined by a tokamak, the released 17.5 MeV energy per reaction are shared between the neutron and the \( \alpha \) - particle in inverse proportion to their mass: the lighter neutron carries 14 MeV, while the four times more massive \( \alpha \) - particle has the remaining 3.5 MeV.

**Fusion products.** Both the \( \alpha \) -particle and the neutron are fundamental for different reasons. The neutron is unaffected by the magnetic fields that confine the plasma and leaves the tokamak. It is useful because (1) its kinetic energy can be converted to thermal energy by an *ad-hoc* designed blanket surrounding the tokamak [24] and because (2) it can *breed* the Tritium (the reactor fuel) via reactions with Lithium [25, 26]. The \( \alpha \) - particle on the other hand remains confined in the plasma. Its role is vital for the self-sustainment of fusion reactions. \( \alpha \) - particles, that are produced at an energy much higher than the average deuterium and tritium temperatures, need to transfer their energy to the reacting ions by slowing down in the bulk plasma to get the reaction going. This self heating has to be high enough to compensate for inevitable power losses.

![Figure 1.8: Illustration of a section of the JET tokamak [23] (on the left) and of the \( d + t \rightarrow \alpha + n \) reaction occurring in a DT plasma.](image)

**Plasma heating.** To create a thermonuclear fusion plasma requires heating the fuels with auxiliary systems:

- **Ohmic Heating or Current Drive** From an electrotechnic point of view, a tokamak is a huge transformer. A current is driven into the coils around the central pole of the torus,
that act as the primary loop. A large current is induced in the plasma, the secondary loop. This plasma current produces heat, just as a wire warms up when an electric current flows through it. Other mechanisms can be used to drive a current in a tokamak, as the Lower Hybrid Current Drive [27]. Tokamaks largely rely on plasma current not only for heating, but also for the poloidal magnetic field.

- **Neutral Beam Injection (NBI)** High energy neutral particle beams injected into the plasma transfer their energy as they collide with the plasma ions [28, 29]. A particle beam is generated by accelerating ions with high voltage. Since the charged particles cannot penetrate the magnetic field around the plasma, they are turned into neutral atoms just before injection. The JET NBI system can produce neutral with kinetic energy up to 125 keV [30].

- **Radio-Frequency (RF) Heating** The plasma particles have different resonance frequencies, depending on their mass and charge and the magnetic field strength at their location. Therefore the heating can be applied selectively to a defined group of particles in a defined location in the plasma, by injecting radiation at just the right frequency. This is known as Ion-Cyclotron Resonance Heating (ICRH), or Electron-Cyclotron Resonance Heating (ECRH), depending if the frequency is set to resonate with positive ions or electrons, respectively.

- **Self-heating via \( d + t \rightarrow \alpha + n \) reactions** For a fusion power reactor, the alpha particles fusion power must exceed, during steady operation, by more then 10 times the auxiliary heating power. *Burning plasma* physics will require study to gain sufficient knowledge to be able to design a prototype reactor. The ITER project has an overall programmatic objective “to demonstrate the scientific and technological feasibility of fusion energy for peaceful purposes” [32].

**Fast ions.** Good confinement of alphas is essentially required in realizing a nuclear fusion reactor. The fusion alpha particles and the ions accelerated to high energies by auxiliary systems (e.g. NB, RF) can modify the macro-behaviour of the plasma. In particular, they can interact with fluid-type (MHD) modes in the plasma causing them to grow (become unstable), and the non-linear development of such modes may cause the loss of the energetic particles [33, 34]. Uncontrolled instabilities are a major threat for a thermonuclear reactor, as they can limit the fusion performance or even cause abrupt losses of the plasma itself, called disruptions, which can cause damage to the first wall due to high power deposition.

A high power, large volume deuterium-tritium plasma is an intense source of neutrons and \( \gamma \)-rays, which can be used for fast ions diagnostics as discussed in Ref.[35].

1.2.2 Neutron measurements at tokamaks

In a tokamak the neutron emission is peaked at 14 MeV for deuterium-tritium (DT) and at 2.5 MeV for deuterium plasmas. As a matter of fact, in recent years, and therefore during this thesis, no tokamak has performed operations with DT plasmas, but only deuterium plasma. In a deuterium plasma 2.5 MeV neutron are emitted by the \( d + d \rightarrow ^{3}\text{He} + n \) . A competing reaction is the \( d + d \rightarrow ^{3}\text{H} + p \) (with 50% breaching ration) presenting no neutron emission, but responsible from the breeding of some tritium, which in turn gives a small (in the order of 1%) DT emission also in a deuterium plasma (*Paper II*).

Measuring fusion neutrons gives essential informations for the control of a fusion plasma. Neutron diagnostics can play different roles as neutron yield monitors, cameras and spectrometers[36].
Figure 1.9: On the left, schematics of the Magnetic Proton Recoil spectrometer Upgrade (MPRu) installed at JET for DT plasmas. On the right the line of sight is shown with a side and top view of the JET tokamak. Figures taken from Ref.[50].

Neutron yield monitors  Detectors to monitor the neutron inclusive flux are installed on most fusion plasma devices [37]. These measure the uncollimated flux which can be related to the total neutron yield, $Y_n(t)$, given appropriate calibration [38, 39, 40]. At JET the Fission Chambers and the Activation System methods have maintained the neutron measurement capability since 1984 with accuracies of 8-10%. The Fission Chamber (FC) neutron monitors comprise 3 pairs of moderated ion chambers containing $^{235}$U and $^{238}$U (see Ref.[40]). In this thesis we used measurements of $Y_n(t)$ from the JET fission chambers in Papers II and VII.

Neutron cameras  A tomographic diagnostics is based on measurements of the neutron flux in arrays of collimators (cameras) whose lines of sight intersect the plasma in the poloidal plane. For a good tomographic reconstruction it is preferred to have two perpendicular cameras each with good radial coverage. Using a neutron camera, profiles of different types of plasma parameter information can be extracted. Neutron cameras are present in today's tokamaks, name JET [41, 42] and MAST [43], and are in view for ITER [44]. The quality of the information and the parameters that can be measured depend, obviously, by the performances of the neutron detectors of the camera. For example, information is added if detectors have spectroscopic capabilities.

Neutron emission spectroscopy  For diagnosing a fusion plasma, one has to measure at high resolution (a few %) the details of a quasi-monoenergetic spectrum, which is peaked at 14 MeV for deuterium-tritium (DT) and at 2.5 MeV for deuterium plasmas. High counting rates (>1 MHz) are a key requirement for studying the interaction among fast ions and MHD instabilities on next step tokamaks on the msec time scale.

Concerning the neutron emission lines of a plasma, if the reactants had no velocity the neutron energy would be constant and exactly equal to 14.0 MeV and 2.45 MeV for the DT and DD reaction, respectively. When (which is always true) the reactants are not at rest, the energy of the products is shifted by a quantity that depends on the reactants kinetic energy and on the emission direction of the neutrons. This effect is responsible for the Doppler broadening.
effects in the neutron emission. In a thermal plasma (with a Maxwellian velocity distribution and ion temperature $T_i$) the neutron line is of nearly Gaussian shape with a thermal Doppler broadening. The FWHM of the peak is proportional $\sqrt{T_i}$, which can be directly used to measure $T_i$ [45].

However a fusion plasma is seldom at thermal equilibrium; when external heating is present in the form of NBI, ICRH or self heating, the fuel ion energy distribution develops non-Maxwellian components and even anisotropies with respect to the magnetic field direction. The neutron spectrum carries information on the reactants energy distribution, as demonstrated with dedicated work carried out mostly at the JET tokamak [50, 53].

In addition to information on the fast fuel (d and t) ion distribution, NES measurements can also provide insights into other minority, non-fuel fast ion population via the so-called knock-on processes [46]. A review of diagnosis of physical parameters of fast particles in high power fusion plasmas with high resolution neutron spectroscopy was recently presented in Ref.[47].

![Image 1.10](image.png)

Figure 1.10: On the left, picture of the TOFOR neutron spectrometer installed at JET for D plasmas. On the right the details of the line of sight are shown. Figures taken from Ref.[52] and Ref.[47]

### 1.2.3 Instrumentation for high resolution neutron spectroscopy

At JET, a Magnetic Proton Recoil (MPR) spectrometer has been used for 14 MeV neutron measurements at 5% resolution, providing information of unprecedented detail on neutron emission from the plasma [48, 49, 50]. Collimated neutrons impinge on a thin foil, where a small fraction of the neutrons undergo elastic nuclear scattering on hydrogen nuclei (protons). A magnetic field separates the recoil protons according to their energy. Finally, the positions of the protons are actively measured in a position sensitive scintillator array placed in the curved focal plane of the magnet (the hodoscope). An illustration of the MPR working principle is presented in Fig.1.9. In the same figure, on the right, the tangential line of sight of the MPR (crossing twice the plasma core) is shown.

At JET the TOFOR spectrometer is optimized for 2.5 MeV neutrons, whose energy is measured with the Time of Flight technique [51, 52, 53, 54]. TOFOR uses plastic scintillator detectors, with the first (S1) placed in a collimated beam of neutrons, a fraction of which is detected
through the proton recoils produced in the scattering process. The second detector (S2) is placed a known distance \( L \) away from S1 and records a fraction of the scattered neutrons, again through proton recoils. S1 gives the start signal and S2 the stop one. A schematics of the TOFOR detector is presented in Fig. 1.10. In the same figure, on the right, the vertical line of sight of the TOFOR is shown.

In Fig. 1.11 results of the MPR and TOFOR spectrometers are shown. One can notice how the neutron emission spectrum changes due to physical parameters related to different plasma heating scenarios. In particular, during the ohmic phase the neutron emission is thermal (i.e. the peak is almost gaussian) with a spectral broadening due to a temperature of 2.3 keV, for JET DT discharge 42759, as measured by the MPR spectrometer. During the ICRH phase of the same discharge the peak is larger due to an increased temperature of 4.7 keV [55]. A tail (in the red circle) appears due to a fast ion population with a measured equivalent temperature of about 200 keV. On the right in Fig. 1.11, measured time of flight spectra by the TOFOR spectrometer for the JET Deuterium discharge 74952 collected during the NBI (red) and ICRH (blu) phases [56, 57, 58].

1.2.4 Compact spectrometers

The spectrometers that have given so far the best results (the TOFOR and the MPR) are heavy and bulky so, of course, it is tempting to explore how to reduce the size. For example, the significant dimensions (several tens of meter) and weight (about 20 ton, plus 60 ton of shielding) of the instrument do not make the MPR technique particularly suitable for applications where there are space limitations, such as arrays of neutron detectors arranged in a camera system. Development of compact spectrometers has been focused on liquid scintillators, diamond detectors and Thin-film Proton Recoil.

At this point a distinction must be addressed. A genuine spectrometer present a direct correspondence between the measured signal and the energy of the neutron. In other words, for a mono-energetic neutron emission the response function of the spectrometer is ideally a delta
function, which is broadened in the real measurement by the finite energy resolution of the spectrometer. On the other hand, in a detector with *moderate spectroscopic capability* the response function of mono-energetic neutrons is complex and present broad structures. As this is an intrinsic characteristic of the detector, one has tried to compensate for the broad spectral information content in the data by the development of advanced data unfolding techniques [60]. The accuracy of the reconstructed neutron spectrum is affected by the knowledge of the response function (which can be perturbed by detector instability [59]) and by the statistics of the measurements. These compact spectrometers with *moderate spectroscopic capability* are not an alternative to genuine neutron spectrometers.

![Pulse height spectrum](image)

**Figure 1.12:** Pulse height spectrum measured with a NE213 compact spectrometer from a JET deuterium discharge collected during the NBI phase. The components are the thermal component (red solid line), the beam-thermal component (dashed-dotted green line), and the backscatter component (dashed black). The sum of the components is the blue bold line. Figure taken from Ref.[64]

**Liquid scintillators** Interest has been developed to explore the use of detectors, such as liquid scintillators for use as *compact spectrometers* with *moderate spectroscopic capability* in neutron cameras. Spectrometers based on NE213 liquid scintillating material are commonly used to characterize neutron (n) emissions either from sources or produced at accelerator facilities [61]. Since NE213 is also sensitive to gamma (γ) radiation, in neutron measurements in mixed n-γ-fields the capability of neutron and the gamma discrimination via pulse shape analysis is an advantage for these detectors[62].

A NE213 was installed at JET on the same line of sight of the MPR spectrometer (see Fig.1.9) by the Uppsala university group [64]. Pulse height spectrum measured with a NE213 compact spectrometer from a JET deuterium discharge collected during the NBI phase is presented in Ref.[64] and shown in Fig.1.12. In Ref.[64] it is shown how applying a forward fitting procedure using modeled spectral components one can extract information on the plasmas (in this case the fraction of thermal neutron emission).

The diamond detector presented in this thesis was installed on the same collimated line of sight of the MPR and NE213 detector, and a comparison of the data is discussed (see Paper II).

**Diamond detectors** Single crystal diamond detectors (SDDs) feature advantages such as radiation resistance and low sensitivity to magnetic fields and γ-ray background, which make them interesting candidates for operation in the harsh environment of a high power tokamak.
A diamond is a genuine spectrometer for 14 MeV neutrons, thanks to the $^{12}\text{C}(n, \alpha)^9\text{Be}$ reaction, while it presents moderate spectroscopic capabilities for 2.5 MeV neutrons, when the pulse height spectrum is determined by elastic recoil on carbon. Previous proof-of-principle measurements of 14 MeV neutrons with natural diamond detectors were performed in tokamak experiments with deuterium-tritium (DT) plasmas and are reported in [65, 66]. The use of artificially grown SDDs for applications to neutron measurements in fusion plasmas is recent and was so far focused on the determination of the time traces of 14 MeV neutron emission from trace tritium experiments at JET [67].

In this work it is presented the design of a new system based on a matrix of 12 SDD pixels, each equipped with independent high voltage supply and read-out electronics, designed for 14 MeV neutron spectroscopy applications in plasmas of deuterium-tritium (DT). The matrix is proposed for installation at JET on a collimated vertical line of sight in view of the next DT campaign. The results of a calibration at the Frascati Neutron Generator with 14 MeV neutrons impinging on a prototype single pixel detector are also presented, focusing in particular on the measured response function and energy resolution (Paper I). A prototype single pixel diamond detector (see Fig.1.13) has been installed at JET during this thesis. The feasibility of neutron spectroscopy with SDDs has been demonstrated by measurement of the 2.5 MeV neutron spectrum from JET deuterium plasmas, together with 14 MeV neutrons from triton burn up emission (Paper II).

**TPR** The Telescope Proton Recoil (TPR) spectrometer could be an interesting alternative for a compact genuine spectrometer.

The TPR detection principle is based on neutron-to-proton conversion via elastic scattering on hydrogen nuclei at a given angle in a plastic thin foil. The scattered proton energy can be easily measured and converted back to the incoming neutron energy, provided that the recoil angle is known. A preliminary design of a non-magnetic TPR detector for fusion plasma diagnostics has been presented in Ref.[68]. Here it is shown through calculations that TPR could attain an energy resolution close to that of the MPR, combined with an increased efficiency of $2.9 \cdot 10^{-4} n \cdot cm^2$ and compact dimensions. The design of Ref.[68] used silicon detectors as proton spectrometers, given their excellent energy resolution and fast signals. In particular, a proton energy resolution better than 2% would be ideal for a TPR system, so that the overall energy resolution of the spectrometer, that gains contributions also from the finite aperture of the recoil solid angle and the thickness of the scattering foil, could still be about 5%.

Figure 1.13: Picture of the prototype diamond detector installed at JET on a collimated line of sight.
In this thesis the possibility of a TPR based on inorganic scintillators has been investigated (Paper III)

1.2.5 \( \gamma \)-ray spectroscopy

Gamma-ray spectroscopy is among the diagnostics proposed to measure confined energetic ions in a high performance burning plasma, where the plasma behaviour is dominated by supra-thermal ions [69]. Energetic particles in the MeV range are naturally present in a burning deuterium-tritium plasma due to the main fusion reaction \( d + t \rightarrow \alpha + n \) and to auxiliary heating schemes. In a high power fusion device, \( \gamma \)-ray emission results from interactions between the energetic ions and impurities that are naturally found in the plasma [70, 47, 71]. Advanced \( \gamma \)-ray instrumentation is today installed at JET, in particular, a HpGe detector and LaBr\(_3\) scintillator (see Fig.1.14). Parameters of the fast ion energy distribution can be obtained by combining information on the intensity and shape of characteristic peaks of \( \gamma \)-ray reactions occurring in the plasma [72, 73] as demonstrated with high energy resolution measurements in present tokamak devices [74, 75, 76] (see Fig.1.14 on the right).

![Figure 1.14](image)

Figure 1.14: On the left, \( \gamma \)-ray spectroscopy instrumentation operating at JET, (1) an HpGe detector and (2) a LaBr\(_3\) scintillator. On the right, experimental peak shapes for the 1635 keV lines from the reaction \( ^{12}C(^{3}He, p\gamma)^{14}N \) measured at JET with the HpGe spectrometer [75]. The blue line represents a fit to the data for a tail temperature of the fast \(^3He\) population of 400 keV. Figure taken from Ref.[75].

Unlike present devices, \( \gamma \)-ray measurements in next step tokamaks, such as ITER, will have to be performed at MHz counting rates, still with high energy resolution, and under significant irradiation from 2.5 and 14 MeV neutrons produced by the main fusion reactions, \( d + d \rightarrow ^{3}He + n \) in deuterium plasmas and \( d + t \rightarrow \alpha + n \) in deuterium-tritium. Dedicated solutions therefore need to be developed. A recent scintillator material, LaBr\(_3\) [77, 78, 79], meets many of the requirements for \( \gamma \)-ray measurements at ITER. Unlike a HpGe detector, this scintillator is resilient to neutron damage. High counting rate \( \gamma \)-ray measurements up to a few MHz were also shown at nuclear accelerators without any significant degradation of the energy resolution [80]. Before this thesis, the effect of 2.5 and 14 MeV neutron irradiation on the detector had not yet been studied in detail. One study where the response of a 1.5” LaBr\(_3\) (Ce) detector to neutrons produced by a conventional 241Am/9Be source was presented [81]. However, this result cannot be easily extrapolated for applications in fusion plasmas, due to the very different neutron spectrum of 241Am/9Be from that of deuterium and deuterium-tritium reactions.
In this thesis we present dedicated measurements of the LaBr$_3$ (Ce) response to 2.5 MeV and 14 MeV neutrons (*Papers VI, VII and VIII*). The experiments were carried out at neutron accelerators and at tokamak devices with deuterium plasmas. The results are analyzed using a MCNP model to identify the main processes contributing to the observed response. Implications of the results for $\gamma$-ray measurements in a deuterium-tritium plasma of ITER are discussed.
1.3 Introduction to fast neutron beam lines for chip irradiation

1.3.1 Spallation neutrons

The spallation process occurs when energetic particles (e.g., protons, deuterons, neutrons, pions, muons, etc.) interact with an atomic nucleus (the target nucleus). When the projectile kinetic energy is larger than about 100 MeV per nucleon, the de Broglie wavelength of the incident particle is shorter than the radius of the nucleus, allowing the incident particle to interact with individual nucleons. The initial intra-nuclear collision leads to a series of direct reactions (intra-nuclear cascade) whereby individual nucleons are expelled at high energies. Those can in turn interact with other target nuclei, leading to a multiplication effect. As a second step of the process, the original nucleus, after the collision, is left in an excited state. It subsequently relaxes to ground state by evaporating nucleons, mostly neutrons at low energies (MeV range). The spallation process is depicted in Fig.1.15, showing two stages of the process (intra-nuclear cascade and evaporation) [82].

Spallation and fission differ in several ways. One difference is in the number of neutrons produced per single event, about 2.5 for fission, dozens for spallation. On average, spallation neutrons have higher energies than fission neutrons (see Fig.1.15 on the right). In a spallation source, high-energy secondary neutrons approach the energy of the incident particle. The moderation process (by means of pre-moderators, moderators, reflectors) lowers the energy of fast neutrons down to thermal or cold energy. Because of advances in high-power accelerator technology, spallation became an important alternative method to fission for producing high fluxes of neutrons for a variety of applications.

Galactic cosmic rays are a natural source of spallation neutrons. They reach the earth’s atmosphere and collide with atomic nuclei in air, creating cascades of interactions and reaction products, including neutrons. Some of these neutrons reach the ground. The neutron flux at the sea level is \( \simeq 20 n/cm^2/h \) above 1 MeV. In Fig.1.16, the atmospheric neutron spectrum is shown; which was measured by means of the extended-energy multi-sphere neutron spectrometer (Bonner sphere), from Ref.[83].

Figure 1.15: On the left, schematic representation of the spallation process. On the right, a typical neutron emission spectrum from spallation in comparison with a fission one.

produced per single event, about 2.5 for fission, dozens for spallation. On average, spallation neutrons have higher energies than fission neutrons (see Fig.1.15 on the right). In a spallation source, high-energy secondary neutrons approach the energy of the incident particle. The moderation process (by means of pre-moderators, moderators, reflectors) lowers the energy of fast neutrons down to thermal or cold energy. Because of advances in high-power accelerator technology, spallation became an important alternative method to fission for producing high fluxes of neutrons for a variety of applications.

Galactic cosmic rays are a natural source of spallation neutrons. They reach the earth’s atmosphere and collide with atomic nuclei in air, creating cascades of interactions and reaction products, including neutrons. Some of these neutrons reach the ground. The neutron flux at the sea level is \( \simeq 20 n/cm^2/h \) above 1 MeV. In Fig.1.16, the atmospheric neutron spectrum is shown; which was measured by means of the extended-energy multi-sphere neutron spectrometer (Bonner sphere), from Ref.[83].
1.3.2 Single Events Effects induced by atmospheric neutrons

Electronic devices are exposed to various types of radiation, such as energetic α particles, protons, neutrons and muons. The radiation may produce effects in electronics with consequences from temporary loss of data (soft errors) to catastrophic failure (hard errors). These effects in microelectronics are called Single Event Effects (SEEs)(see [84, 85, 86]).

As the name implies a single event effect is due to a single radiation event. The most common type of radiation-induced error is the soft error. The error is soft when the device (e.g. a memory) is not permanently damaged, and will store new data correctly. Soft errors include many types of different failure modes. In the commercial microelectronics devices for ground application the most common soft error is the Single Event Upset (SEU). SEUs are errors in which an individual memory component is directly corrupted by radiation. It consists of a flip in the logic state of a single bit.

Atmospheric radiation is a major concern to the reliability of micro-electronic devices. Due to the constantly decreasing dimensions and increased functionality of integrated circuits, SEEs must be considered when designing a digital system. Because of their intense flux and high Linear Energy Transfer, in the terrestrial environment neutrons represent the most important part of cosmic radiation producing single event effects [87]. The neutron flux, and then the rate of SEE, is 300 times higher at flight altitudes[88, 89].

Neutrons, being uncharged, do not directly generate ionization in silicon, but they interact elastically and inelastically with the nuclei in the chip material producing charge particles. At high energies, inelastic collisions are more effective and may lead to a series of direct reactions, called intra-nuclear cascades, which are characterized by the ejection of individual nucleons and heavy ions that more likely induce SEE into the device.

The probability of a SEE (cross section) is energy dependent and characteristic of the micro-electronic chip

$$\sigma_{\text{SEE}}(E) = \frac{\text{number of fails}}{\text{particles per unit area}}$$

If the SEE cross section and the neutron spectrum are known, the Single event Effects Rate
(SER) can be easily calculated as

\[ SER = \int \sigma_{SEE}(E) \left( \frac{d\phi(E)}{dE} \right) dE \]  \hspace{1cm} (1.10)

A typical \( \sigma_{SEE}(E) \) is characterised by a onset threshold energy and slow rise to a plateau value, according to the Weibull approximations [90, 91]. Fig.1.17 (taken from Ref.[92]) shows a selection of SEE cross sections for different effects and different systems, reviewed in Ref[92]. One can notice a wide range of energy threshold for different effects. Between them, cases A and D represent curves close to the extremes expected for most phenomena in most devices of interest. From this plot one can understand the importance of testing micro-electronics in a wide energy range up to hundreds of MeV. Testing electronics only with low energy neutrons would render the test meaningless with respect to SEE with high energy thresholds.

Another interesting discussion on the energy dependence of SEE cross sections can be found in Refs.[93, 94]. Examples of normalized Weibull approximation of cross-section, for values representative of SRAM (top) and DRAM (bottom) bit upsets are shown in In Fig.1.18, taken from Ref.[93]. The higher cutoff energy for DRAM indicates a larger critical charge is required to upset a DRAM cell than an SRAM cell.

Figure 1.17: Selected SEE cross section functions for different effects and different systems (A,B,C and D) with a wide range of energy thresholds \( E_t \). Figure taken from Ref.[92] .

1.3.3 Accelerated irradiation testing at spallation sources

Experiments with atmospheric neutrons at ground level and at different altitudes can be carried out, but due to low intensity, they require very long periods of data acquisition. Therefore, neutron sources represent an opportunity due to the availability of high intensity fluxes, which allow for accelerated irradiation experiments. A few dedicated facilities are available around the world, such as LANSCE [95] and TRIUMF [96], in order to investigate the SEEs incidence on chips. In Figure 1.19 the atmospheric neutron flux is compared to neutron facilities spectrum. LANSCE is a multidisciplinary facility for science and technology. At the Los Alamos Meson Physics laboratory, a 800 MeV high-power linear accelerator is used to accelerate both protons and negative hydrogen ions with pulsed beam. The resulting neutron spectrum is rather similar to that of neutrons produced in the atmosphere by cosmic rays, but with a neutron flux \( 10^8 \)
times higher than the natural one at sea level.

Irradiation tests of semiconductor devices are also performed at the Neutron Irradiation Facility (NIF) of TRIUMF, Vancouver, Canada. NIF is mainly dedicated to testing avionics and ground-based electronic systems. The neutrons are produced by an intense proton beam from a 500 MeV cyclotron, striking an aluminum beam stop immersed in a cooling water tank. NIF has an energy spectrum well matched to the atmospheric one, although somewhat softer than the one at LANSCE.

Below we will present the fast neutron beam-lines operating at ISIS. In particular, the new beam-line ChipIr has been built at the ISIS neutron source of the Rutherford Appleton Laboratory (UK) [103, 104] for neutron irradiation experiments on electronic and avionic devices and systems. The spectrum shown in Fig.1.19 refers on the pre-existing VESUVIO beam line. One of the key characteristics of SEE-inducing neutron fields is the distribution of neutrons by energy, defined by the differential neutron flux, \( \frac{d\Phi(E)}{dE} \) (see eq.1.10). Inevitably, each facility simulates the neutron field induced by cosmic rays with limited fidelity.

The practical problem is that \( \sigma_{\text{SEE}}(E) \) (eq.1.9) cannot be easily measured because of the absence of suitable mono-energetic neutron fields. Therefore the purpose of accelerated testing in white neutron beams is to use measurable quantities to estimate an integral cross-section in a synthetic field and use this information to extrapolate an integral cross-section for the atmospheric field. It is clear that this analysis is more accurate if the synthetic spectrum is close to the atmospheric one and/or if the two spectra are well known.

The integral neutron flux is normally provided by facility beam monitoring and today is typically known to an uncertainty of about 10%. The threshold energy is commonly taken to be 10 MeV, under the assumption that the contribution of lower energy neutrons to the event rate is
1.3.4 Fast neutrons beam lines at ISIS

Before the ChipIr beam was available, fast neutron irradiation tests have been performed at ISIS on the VESUVIO beam-line, located in the Target Station 1 (TS1). The VESUVIO beam-line, featuring a 300K water moderator, was designed to have an under-moderated spectrum for studies in the eV energy range. Spallation neutrons, before the moderators, have a wide energy spectrum, ending at the energy of the proton beam (800 MeV). This configuration provides VESUVIO with an intense tail of fast neutrons ($5 \cdot 10^4$ neutrons cm$^{-2}$ sec$^{-1}$ with $E_n > 10$MeV), which has been exploited in recent years for micro-electronics irradiation [102, 105].

As one can notice from Fig.1.19, the VESUVIO neutron spectrum is considerably softer with respect to TRIUMF, LANSCE and the atmospheric one, due to the moderator and to the Be reflector.

The new beam-line ChipIr has been built at the ISIS neutron source of the Rutherford Appleton Laboratory (UK) [103, 104] for neutron irradiation experiments on electronic and avionic devices and systems. ChipIr is designed to feature a fast neutron spectrum that mimics the atmospheric one, up to hundreds of MeV, with approximately $10^8 - 10^9$ times higher intensity with respect to the ground level and approximately $10^6 - 10^7$ with respect to normal flight altitude.

In particular, ChipIr will increase the high energy component of the spectrum using a channel cut out of the current beryllium reflector. An ad-hoc neutron transport system has been designed for optimization of the neutron spectrum for the specific application. ChipIr will provide a flux above 1 MeV in the order of $10^7$ n cm$^{-2}$ s$^{-1}$. That means 150 times more intense then the present ISIS-TS1 flux and 25 times more than the neutron flux at LANSCE.

The user community has proposed two modes of operation: a collimated neutron beam within a containment blockhouse (this is a standard approach adopted by other facilities), and a beam line that additionally provides a large, reasonably isotropic flood of neutrons by the use of ad-
ditional movable secondary scatterers. The last option will be unique to ChipIr and allow very large systems to be tested.

An important task for ChipIr design is the development of a neutron beam monitor for flux measurements in the MeV energy range.

The neutron energy spectrum and the flux spatial distribution of fast neutron beam-lines (e.g. ChipIr and VESUVIO) are determined on the basis of Monte Carlo calculations that try to reproduce the complexity of nuclear and intra-nuclear interactions up to 800 MeV. Direct measurements of these quantities are needed for the characterization of the neutron flux, to benchmark the simulations, and for a better understanding of the underlying physics of this kind of facilities.

1.3.5 Fast neutron instrumentation for spectroscopy and dosimetry

Different kinds of fast neutron detectors have been used to characterize the fast neutron flux:

- Irradiation foils [105]
- Bonner spheres [106]
- Thin-film breakdown counters [107]

and several are proposed for fast neutron ($E_n > 10MeV$) flux monitoring and imaging:

- Diamond detectors
- Gas Electron Multiplier detectors [108, 109, 110, 111]

A Telescope Proton Recoil spectrometer (TPR) was developed for a direct measurement of the fast neutron spectrum.

Diamond detectors  SDDs can be exploited as fast neutron detectors for fast neutron beam-lines. In particular, they can be used as fast neutron beam monitors with moderate spectroscopic capabilities. Here the issues are very different with respect to the application to fusion plasmas. On fusion applications, one has to measure with high resolution the details of a quasi-monoenergetic spectrum. The presence in the response function of the $^{12}C(n, \alpha)^9Be$ peak allows for a direct measurement of the features of the 14 MeV emission peak. On the other hand, on a spallation beam-line, the neutron spectrum ranges for several orders of magnitude
from thermal energies up to the energy of the proton accelerator (800 MeV for ISIS). For this reason the response functions of the detector is more complex, since the contribution of elastic and inelastic scattering, besides the reactions with charged products (see Fig.1.3), can not be easily discriminated. Moreover, above a few dozens of MeV the range in diamond of charged products becomes comparable with the detector thickness (500 µm) and finite size effect start to play an important role in the response function. If one can achieve an accurate knowledge of the response functions, the neutron spectrum of the beam line would be retrieved by deconvolution analysis. The evaluation of SDDs response functions has been the subject of dedicated tests at accelerator facilities [97, 98], and results were compared with Monte Carlo Simulations[97]. At the time of the writing of this thesis, the comprehension of the response functions is not yet adequate enough for a deconvolution process. More work will be needed both on experimental and simulation side. Nevertheless, this does not mean that the direct measurement of the deposited energy in the diamond can not yet give important informations. On the contrary, the following advantages derives from a spectroscopic measurement with SDD.

- Since all reactions are endothermic and the detector has good energy resolution, one can be sure that counts above a certain energy threshold are due to fast neutrons above a certain energy.

- Electrons, and then γ-rays can be discriminated by pulse height.

- Moderate spectroscopic capabilities can be enough to diagnose changes in the deposited energy spectrum measured on different beam-lines, and on different configurations of the same beam line, as a direct consequence of changes in the neutron spectrum.

Eventually the best approach for using SDDs at a pulsed spallation source like ISIS may be to combine pulse height analysis (as done in ordinary spectroscopy) with Time of Flight analysis (ToF). In principle ToF analysis and pulse height analysis provide the same information on the neutron energy spectrum with limitations due to e.g. the fine time structure of the ISIS pulsed beam (the time spread of the proton pulse is not negligible) or the pulse height energy resolution of the SDD. By combining both analyses in one bi-parametric measurement one can overcome some of the limitations intrinsic in the use of time of flight analysis or pulse height analysis independently. Diamond detectors were tested in recent years by the Milano spectroscopy group at the VESUVIO beam line at ISIS [99, 100, 101]. In this thesis I present the first neutron measurements on the new ChipIr beam line. This work will be continued with the next experimental campaign in 2015. During the period pf this PhD thesis, I also characterized for the first time the fast neutron component of the PRISMA beam-line at ISIS using diamond detectors. Finally, experimental work was dedicated to the understanding of polarization effects and detector stability, for development of SDD technology as beam monitors of fast neutron at spallation sources.

TPR A TPR spectrometer is a candidate *genuine* spectrometer for measurements of the neutron energy spectrum without need of deconvolution algorithms. An easier data interpretation, however, comes at the price of increased experimental difficulties in operating coincidence techniques in a high flux environment. During the period of this PhD thesis, a prototype TPR spectrometer was first tested on the VESUVIO beam line, and results are reported in *Paper IV*. In those preliminary measurements, a lithium glass scintillator was used for the transmission measurements (ΔE measurement), together with a 1” thick YAP crystal was used as proton spectrometer (E measurement). As a further development (*Paper V*), the lithium glass scintillator has been replaced by a silicon
detector for $\Delta E$ measurements. The second solution allows for better background discrimination due to a better energy resolution on the $\Delta E$. The Silicon fast signals are well suited to cope with the high instantaneous rates. The measurements performed with the TPR spectrometer in its final detector configuration on the VESUVIO beam-line are reported.
Chapter 2

Single crystal Diamond Detectors

Io stimo più il trovar un vero,
benché di cosa leggera,
che 'l disputar lungamente delle massime questioni
senza conseguir verità nessuna.
– Galileo Galilei

2.1 Overview

The applications of Single crystal Diamond Detectors (SDDs) are rapidly growing, ranging from UV detection [112, 113] for astrophysics and plasma physics, to minimum ionizing particle detection in particle physics experiments [114, 115], X-ray detection for radiology and radiotherapy [116, 117, 118], and proton beam sensors [119]. SDD applications for fast neutron measurements include neutron emission monitors and neutron spectrometers.

Neutron detection is based on the collection of the electrons/holes pairs produced by charged particles generated by neutron reactions with carbon nuclei. The most important reactions producing charge particles are the elastic channel, the $^{12}\text{C}(n,\alpha)^9\text{Be}$ reaction (the Q-value is -5.7 MeV) and the $^{12}\text{C}(n,n')3\alpha$ reaction (the Q-value is -7.3 MeV).

2.2 Design and realization of diamond based neutron spectrometers

A single SDD pixel prototype and a 12 pixel matrix were designed as neutron spectrometers and built at the CNR-ISM institute in Rome (Italy) based on the experience of X-ray detectors and dosimeters [117]-[124] (See Fig.2.1). The single pixel SDD was used for neutron measurements, whose results are presented hereby. At the time of the writing of this paper the 12 pixels matrix is being assembled and will be evaluated with laboratory tests. Each pixel is made of a single-crystal electronic grade diamond sample ($4.5 \times 4.5$ mm$^2$, 500 μm-thick, with boron concentration [B] <5 ppb, and nitrogen concentration [N] <1 ppb), provided by Element Six Ltd [125]. Aimed at removing any organic and metallic impurity, each sample was cleaned for 30 s in a boiling mixture (1:1:1) of nitric, sulfuric, and perchloric acid, then rinsed in deionized water. Ultrasound sonication was also used for debris removal. Ohmic contacts were obtained on top and bottom surfaces of the samples by subsequent sputtering depositions of a multilayer metal structure (patent pending), followed by a final gold layer deposition, in order to improve weldability with microwires. Aimed at maximizing contact homogeneity between pixels, the diamond samples were metalized all together in two sessions (one for the top and one for the bottom surfaces).
Figure 2.1: On the top, layout (a) and picture (b) of a neutron spectrometer based on a 12 pixel diamond matrix. On the bottom, layout (c) and picture (d) of a single pixel prototype. Figure taken from Paper I.

A dedicated 1 mm-thick alumina Printed Circuit Board (PCB) was designed and fabricated for the 12 pixel matrix. The bottom surfaces of the diamond samples were glued with a thin layer of conductive silver paste on their respective pixel pad, whereas top surfaces were wire-bonded (by means of 25 µm thick Al/Si wires) on the ground plane. In order to reduce cross-talk effects, the ground plane surrounds completely each pixel pad, as well as each signal track. All the pads and signal tracks, as well as the ground plane, are aluminum-made, aimed at minimizing metal activation by neutrons. The alumina PCB is housed inside a properly designed and developed aluminum metal case, equipped with 12 SMA connectors for pixel biasing and signal collecting.

Signals from each pixel are amplified by a fast charge preamplifier CIVIDEC C6, which is a low-noise charge amplifier with a rise time of 3.5 ns and a gaussian pulse shape with a FWHM of 10 ns [126]. Fast electronics is needed in order to allow for high rate measurements by reducing the pile-up probability. On the other hand, electronics with fast signals (tens of ns) feature worst energy resolution with respect to conventional spectroscopic preamplifiers with typically decay time in the range 50-500 µs. As a matter of fact, due to the large number of electron-hole pairs produced by MeV particles with a 5.5 eV band-gap (about $10^6$), we can state that the finite energy resolution of the SDD is entirely dominated by the electronics, with no contribution from Poisson statistics. CIVIDEC C6 was selected among other commercial and custom made preamplifiers, giving an energy resolution of 1.9% (FWHM) for 5.5 MeV alpha particles in vacuum and a counting rate capability in excess of 1 MHz (see papers I and II).

2.3 Experiments for fusion neutron applications

2.3.1 Measurements of 14 MeV neutrons at the Frascati Neutron Generator

Measurements of the response of the SDD single pixel prototype to 14 MeV neutrons were carried out at the Frascati Neutron Generator (FNG) [127]. FNG accelerates deuterium ions at 300 keV onto a tritiated-titanium target containing about $37 \times 10^{10}$ Bq of tritium. The detector was mounted at 90 deg with respect to the incoming deuterium beam. At this position the mono-energetic DT neutrons do not feature any energy shift due to the kinematics, and their spectrum has the minimum broadening, about 1% (FWHM). The detector was placed at a
distance of 25 cm from the target, where the neutron flux is about $10^6 \text{cm}^{-2}\text{s}^{-1}$. The CIVIDEC C6 preamplifier was connected to the detector through a 15 cm long low capacity cable. A four channel, 1 GS/s-10 bit CAEN waveform digitizer model DT5751 was used to record the signals [128]. A typical neutron signal measured at FNG is shown in Fig.2.2. One can notice that its full duration is below 30 ns. Digitized signals were analysed off-line by integrating their area (a dedicated algorithm with baseline subtraction was used) and the deposited energy spectra was reconstructed.

![Figure 2.2: Pulse of a 14 MeV neutron recorded by a 10 bit / 1 GS/s digitizer. Figure taken from Paper I.](image)

The deposited energy spectrum shown in Fig.2.3 integrates 780 seconds of measurement. Starting from high energy scale, it is possible to see the $^{12}\text{C}(n,\alpha)^9\text{Be}$ peak, the $^{12}\text{C}(n,n')3\alpha$ shoulder and the scattering continuum. The $^{12}\text{C}(n,\alpha)^9\text{Be}$ peak has a measured energy broadening of 2.7% FWHM. The energy resolution of the detector is therefore estimated to be 2.5% (FWHM), considering the 1% intrinsic broadening of the FNG DT spectrum. A zoom in log scale at higher deposited energies ($7 \text{MeV} < E_d < 14 \text{MeV}$) shows the presence of $^{13}\text{C}(n,\alpha)^{10}\text{Be}$ peak. The intensity of this peak is 0.3% respect to the $^{12}\text{C}(n,\alpha)^9\text{Be}$. This is due to the fact that $^{13}\text{C}$ is only 1.1% of the natural carbon and the cross section is about 1/3 (22mb vs. 62mb) [129]. The continuous background at $E_d > 8.5 \text{MeV}$ can be due also to neutron interaction with other elements contained into the contacts. These events with deposited energy above the $^{12}\text{C}(n,\alpha)^9\text{Be}$ peak set the instrument sensitivity for diagnostics of energetic ion population in the fusion plasma to about $10^{-2}$ level with respect to the main bulk emission.

Another important feature for a neutron detector for diagnostics of fusion plasmas is the capability of discriminating direct neutrons from scattered ones. An improvement in the scattered to direct neutron ratio would enhance the imaging capability of a neutron camera system, and ease the interpretation and analysis of neutron calibrations in a tokamak. For DT neutron a straightforward possibility is to have an high energy threshold below the $^{12}\text{C}(n,\alpha)^9\text{Be}$ peak. It was found that the measured $^{12}\text{C}(n,\alpha)^9\text{Be}$ counts in the range $7 \text{MeV} < E_d < 10 \text{MeV}$ are approximately 9.5% with respect to all the counts from other reaction channels ($1.5 \text{MeV} < E_d < 7 \text{MeV}$).

In Fig.2.4 the counting time trace of the SDD is compared to the standard monitor of the FNG [127]. Here errors on the diamond measurements are due to the Poisson counting statistics and not shown because of the same size of the black dots. It is possible to notice the good agreement of the two traces. No instability effects were observed during these 14 MeV neutron irradiation measurements, which is a good indication for a straightforward use of a SDD for neutron emission diagnostics.
Figure 2.3: Deposited energy spectrum of mono-energetic 14 MeV neutrons (a). The dashed vertical line is the energy threshold applied to count only events of the $^{12}\text{C}(n,\alpha)^9\text{Be}$ peak. The same spectrum for $7\text{ MeV} < E_d < 14\text{ MeV}$ is shown in log scale with a Gaussian fit to the $^{12}\text{C}(n,\alpha)^9\text{Be}$ peak (b). Figure taken from Paper I.
Figure 2.4: Counting time trace of a diamond detector compared with the standard monitor of the FNG. Figure taken from *Paper I*.

Figure 2.5: Pictures of the detector mounting with preamplifier on the detector table (top left) and inside the MPRu radiation shielding (bottom left). A picture of a back view of the MPRu is shown on the right. The diamond detector position is indicated with an arrow.
2.3.2 Experimental setup at the JET tokamak

An artificially grown SDD was installed in the JET Torus Hall on a collimated Line of Sight (LoS) shared with other neutron diagnostics, the MPRu proton-recoil neutron spectrometer and the NE213 scintillator. The installed diamond detector had a nominal active volume of the 4.7x4.7 mm$^2$ (surface area) x 0.5 mm (thickness) with 4.5 mm diameter aluminium electrical contacts.

![Figure 2.6: Pictures of the electronics mounted on the JET diagnostic hall for the setup of SDD measurements.](image)

![Figure 2.7: (a) Schematics of the SDD detector arrangement inside the radiation shielding of MPRu spectrometer. The direction of the neutrons produced by the plasma is indicated by the arrow. (b) Zoom of the detector position in front of the MPRu beam dump. Figure taken from Paper II.](image)

Two separate read-out electronic chains (see Fig.2.8) were developed to measure, at the same time, DD (2.5 MeV) and DT (14 MeV) neutrons. This was needed since the energy deposition for DD neutrons, due to carbon recoil, is about 20 times less than the energy deposition of DT neutrons via the $^{12}\text{C}(n,\alpha)^9\text{Be}$ reaction. Both electronic chains shared a fast charge preamplifier CIVIDEC C6 [126] as a first amplification stage. The latter was placed about 20 cm away from
the diamond detector, without intercepting the neutron beam. A 120 meter BNC cable was laid down from the preamplifier to the JET Diagnostic Hall, where signals from the diamond detector were recorded. The signal FWHM from an $\alpha$-particle of the calibration source, measured after the long BNC cable, was 20 ns (see Fig. 2.9). For 2.5 MeV neutron measurements a second amplification stage, consisting of a 20 dB current amplifier CIVIDEC C1, was installed right after the first preamplifier in the Torus Hall.

Figure 2.8: Schematics of the read-out electronics used for SDD measurements at JET. Figure taken from Paper II.

Figure 2.9: Signals from an $\alpha$-particle of the calibration source after the BNC cable in the Diagnostic Hall (a) and from a 2.5 MeV neutron after the second amplification stage (see text for details) (b).

The signal of a 2.5 MeV neutron after the second amplification stage is shown in Fig. 2.9. Clearly, there is a worse signal-to-noise ratio compared to the pulse from the calibration source, shown in Fig. 2.9. Nevertheless, the FWHM of the signal is still about 20 ns, which guarantees that the current amplifier did not introduce any significant shaping that could alter the fast temporal properties of the signal. Preserving fast signals is essential in view of high rate measurements in the JET DT campaign.

A four channel, 1 GHz, 10 bit CAEN waveform digitizer model DT5751 (input range: 0-1 V) was used to record the signals from both electronic chains in the Diagnostic Hall. The acquisition was triggered by the JET “pre”-signal, that is produced 40 s before each plasma discharge. The Pulse Height Spectrum (PHS) corresponding to each discharge was reconstructed off-line with a software based on a trapezoidal filter algorithm.

A calibration triple-$\alpha$ source ($^{241}$Am, $^{239}$Pu and $^{244}$Cm) was placed in front of the detector, providing a counting rate <10 Hz. A typical calibration spectrum, collected in 60 min without neutron emission from the plasma (see Fig. 2.10). It has to be considered in the calibration a calculated energy loss in air of 0.39 MeV. An energy resolution (FWHM/E) of 2.2% can be measured at 5.2 MeV. This value is acceptable for fusion spectroscopy applications, as
it is smaller than the kinematic broadening of the thermal emission peak from DT plasmas (between 5% and 10% for plasma temperatures in the range 4-10 keV [45]). For 2.5 MeV neutron measurements, which correspond to a maximum of 0.8 MeV of deposited Energy, the energy resolution of the SDD is assumed to be 8%. This value was extrapolated from the resolution determined experimentally using a $^{137}$Cs $\gamma$-ray source.

2.3.3 Neutron measurements on JET deuterium plasmas

2.5 MeV neutron measurements have been performed in deuterium plasmas from July 2013 during the JET C31 campaign. A clear evidence that the signals measured by the SDD detector were due to fusion neutrons was obtained by comparing the counts measured by the SDD with the neutron yield observed by the standard JET neutron diagnostics. The result is shown in Fig.2.11, where each data point represents an individual discharge performed on the 13th of August 2013. The SDD measurements had a low energy threshold corresponding to a deposited energy $E_d = 0.3 MeV$ and are shown in the Fig.2.11 versus the total neutron yield measured by the JET fission chamber diagnostics. There is clear linear correlation between the two set of data (correlation coefficient $R^2 = 0.9988$) with a proportionality constant of 4.5E-13. This small value results from the combined contribution of neutron transport from the plasma to the detector position and of the detector efficiency, which can be calculated to be about 1.4% for 2.45 MeV neutrons, based on the $n + ^{12}C$ nuclear elastic scattering cross sections. A comparison between the counts recorded by SDD and a NE213 liquid scintillator (active volume 1 cm$^2$ x 1 cm) placed in front of the SDD along the same LOS is presented in Fig.2.11.b for the same set of discharges of Fig.2.11.a. Again, we find a very good correlation between the two set of data ($R^2 = 0.9986$). The NE213/SDD efficiency ratio, derived from a linear fit to the data, is about 50/1.

The neutron emission time trace measured by SDD is compared with that from the JET fission chambers for a specific JET discharge (#84476) in Fig.2.12. The latter is a discharge with average Neutral Beam Injection (NBI) power of about 15 MW. Data for SDD are shown every 0.5 s to mitigate the statistical fluctuations arising from the low (a few hundred Hz) counting rates observed in deuterium plasmas at the detector location. The good agreement

Figure 2.10: Energy spectrum of a calibration triple-$\alpha$ source measured with the SDD in the final setup at JET. Figure taken from Paper II.
Figure 2.11: (a) Neutron counts measured by SDD versus the JET total neutron yield as derived from fission chambers. Each point corresponds to an individual discharge. (b) Neutron counts measured by SDD and by a NE213 liquid scintillator along the same line of sight. Figure taken from Paper II.

Figure 2.12: Time trace of neutron emission measured by SDD and by the JET fission chambers for discharge 84476. Figure taken from Paper II.
between the two set of data confirms the quality of the SDD measurements. We now move to the analysis of the measured PHS from DD neutrons. This is shown for a single JET discharge (#84476) in Fig.2.13.a and for the sum of 45 similar discharges in Fig.2.13.b as a function of the charged particle energy released in the detector. All these experiments refer to deuterium plasmas with NBI power in the range 12 MW - 20 MW. Qualitatively, the PHS has the characteristic box shape expected from the energy distribution of the $^{12}\text{C}$ recoil ions. The shoulder of the PHS is at 0.69 MeV, which correctly corresponds to the maximum energy deposited by back-scattering of 2.5 MeV neutrons on Carbon (see eq.1.3). The broadening of the edge is due to the combined contribution of the finite detector energy resolution and of Doppler broadening from plasma kinematics (see below).

The shoulder of the PHS is at 0.69 MeV, which correctly corresponds to the maximum energy deposited by back-scattering of 2.5 MeV neutrons on Carbon (see eq.1.3). The broadening of the edge is due to the combined contribution of the finite detector energy resolution and of Doppler broadening from plasma kinematics (see below).

A deuterium plasma offers the opportunity to also perform measurements of 14 MeV neutrons. These come from the burn up of tritons on deuterium. Tritons are produced by the $d + d \rightarrow ^3\text{H} + p$ reaction, which has about the same cross section as $d + d \rightarrow ^3\text{He} + n$. At JET, the 14 MeV Triton Burn up Neutron emission (TBN) in deuterium plasmas is estimated to be about 1% of that at 2.5 MeV [130, 131, 132]. In order to observe TBN emission we summed a set of discharges performed at JET during more than 1 month of operations with the result shown in Fig.2.14.

Here, a very wide peak, centered at 8.5 MeV, can be observed; this peak is due to the 14 MeV TBNs, which interact via the $^{12}\text{C}(n,\alpha)^9\text{Be}$ reaction. The considerable width of the peak (about 2 MeV FWHM) reflects the triton slowing down distribution and is in good agreement with calculations for JET (see figure 7 of Ref.[130]). The fit is obtained by comparison of a Gaussian function in terms of Cash statistics [133]. It can be noted that a shoulder appears for $E_d < 8\text{MeV}$; this continuous is due to the $^{12}\text{C}(n,n')^3\text{a}$ reaction.

### 2.3.4 Quantitative analysis of the deposited energy spectrum

The measured PHS can be analyzed to separate different neutron emission components from the plasma. To this end, one must first determine the background due to the calibration source. This was measured, without plasma emission, for about 130 minutes with the results shown in...
Figure 2.14: Measured pulse height spectrum from triton burn up neutrons in deuterium plasmas at JET. Data from all discharges during 1 month of operations at JET were summed. The FWHM of the \((n,\alpha)\) peak is indicated in the figure. Figure taken from Paper II.

Fig.2.17.

Figure 2.15: Response function of the SDD to mono-energetic neutrons.

A MCNP model was developed to simulate the detector response function to mono-energetic neutrons up to 4 MeV with an energy step of 100 keV. The model geometry consisted of the bare diamond volume and aluminum contacts. Mono-energetic neutrons are generated and headed on the detector front. The energy of the escaping neutron is then calculated for each neutron history. The deposited energy is obtained by subtracting incoming and out-coming energies of the neutron. Fig.2.15 shows the response functions calculated from 2 MeV to 3 MeV. It is worth to notice how the shape can change, from being box-like for neutron energies close to 2.5 MeV, to a far more peaked shape when one get closer to the resonance at 2.9 MeV. The resulting response function was convoluted with simulations of increasing complexity of
the neutron emission spectrum from the plasma for comparison with measurements, as shown in Fig.2.18. As a first step, we assumed the neutron spectrum to uniquely consist of monoenergetic neutrons at \( E = 2.45 \text{ MeV} \) (green dashed curve). This however provides an unsatisfactory description of the measured PHS, both in the flat region corresponding to low recoil energies and for the high energy shoulder.

As a second step, we used a more detailed model for neutron emission from NBI heated plasmas. In this model, neutron emission is described in terms of three components:

i) the thermal, that arises from reaction within the thermal (Maxwellian) plasma population;

ii) the beam-plasma, which originates from beam ions reacting with thermal ions;

iii) and the beam-beam, that is due to fusion reactions among deuterons of the beam.

All of these components were calculated with the Monte Carlo code GENESIS, which can determine the neutron and \( \gamma \)-ray emission spectrum from the plasma using as input the reactant distribution functions [75, 134, 135]. A half-box model was adopted to represent the beam population [136]. The output from GENESIS was in turn validated by comparison with measurements from the TOFOR [52] neutron spectrometer for a few discharges.

As the summed spectrum of Fig.2.18 included plasmas with different NBI injection energies (ranging from 80 keV to 120 keV), separate simulations were correspondingly performed and then combined with weights proportional to the actual NBI power mix used in the experiments. The finite energy resolution of the SDD was taken into account by convolution with a Gaussian of FWHM=8%. This value was extrapolated from the resolution determined experimentally using a \(^{137}\text{Cs} \) \( \gamma \)-ray source. The result of the fit is shown by the red curve in Fig.2.18. The high energy shoulder is now well described, but there is a significant excess of data in the low energy part of the spectrum that is not accounted for by the simulation.

This discrepancy can be solved by considering the background contributions from \( \gamma \)-rays and scattered neutrons to the measured spectrum. To this end, the MCNP model for MPRu (Fig.2.7) was used to calculate \( \gamma \)-ray production in the beam dump and the scattering of the incoming neutrons along the MPRu line of sight. Both scattered neutrons and \( \gamma \)-rays (simulated energy
Figure 2.17: Background energy spectrum due to the calibration source normalized to the measurement time. Figure taken from *Paper II*.

Figure 2.18: Measured SDD pulse height spectrum compared to simulations of the expected signal from different neutron emission models. The green dashed curve corresponds to mono-energetic neutrons at $E=2.45$ MeV. The solid red curve is instead the result of a neutron emission model for NBI injection, which includes thermal (pink dotted), beam-plasma (violet dotted) and beam-beam (blue dotted) reactions (see text for details). The background counting level from the triple-$\alpha$ calibration source is normalized to the measurement time. NBI-PLASMA is the sum of the four components Beam-plasma, thermal, Beam-beam and source. Figure taken from *Paper II*.
distributions are shown in Fig.2.16) come mostly from the polyethylene beam-dump, which is right after the diamond detector. The bump in the neutron scattered energy distribution starting at 1.8 MeV is due to back-scattering on carbon of $CH_2$. The main $\gamma$-ray line is due to neutron interaction on H of $CH_2$.

The complete description of the measured data (solid line of Fig.2.19) thus included four contributions:

1. A primary component due to DD neutrons emitted from the plasma and that reach the detector
2. Scattered neutrons
3. $\gamma$-rays produced by the interaction of the primary neutrons with the MPRu LoS
4. Background events from the triple-$\alpha$ calibration source, normalized to measurement time.

These contributions are used for interpretation of the measured PHS as shown in Fig.2.19 in linear and log scale. Neutron scattering results in an excess of low energy neutrons that show up as a component of significant intensity up to $E_d = 0.5 MeV$, with a rapid fall off at higher energies. $\gamma$-ray induced events in the SDD have a clear exponential shape.

Two normalization parameters only were determined by the fit, namely the absolute intensity of the primary neutron component and the amount of scattered neutrons. The scattered neutron/background $\gamma$-ray ratio was constrained to the value found by MCNP and confirmed by the NE213 measurements, which can distinguish signals from neutrons and $\gamma$-rays from their different pulse shapes. This allows for minimizing the number of free parameters in the fit. The background intensity from the triple-$\alpha$ source was known independently from a separate measurement and re-scaled to the actual measurement time during the plasma discharges.

With all four components included, we find a good agreement between measurements and data. In particular, neutron scattering amounts to 35% of the total, with background $\gamma$-rays contributing to about 20%. The contribution of the background components is mostly at low energies (say, $E_d < 0.5 MeV$) negligible in the shoulder of the PHS, whose shape is completely determined by direct (primary) d+d neutrons.
Figure 2.19: Measured PHS spectrum from a set of NBI plasmas as compared to simulations in linear (a) and logarithmic (b) scale. The simulated spectrum is the sum of four components: (1) a primary component due to d+d neutrons emitted from the plasma and that reach the detector; (2) scattered neutrons and (3) $\gamma$-rays produced by the interaction of the primary neutrons with the MPRu LoS; (4) background events from the calibration source, normalized to measurement time. Figure taken from Paper II.
2.4 Experiments for spallation sources applications

2.4.1 Time-stability of a Single-crystal Diamond Detector for fast neutron beam diagnostic under alpha and neutron irradiation

Diamonds are known to be resistant to neutron irradiation. Nevertheless, measurements show transient effects during irradiation with ionizing particles. The decrease of detector counting rate is interpreted as due to a partial charge trapping, which modifies the electric field inside the detector. The so-called polarization effects are strongly dependent on the nature of the interaction. Neutrons interact homogeneously in the whole detector volume whereas alpha particles, normally used as a calibration source, interact on the detector surface. Measurements have been carried out with both alpha particles, with a 37 kBq $^{241}$Am calibration source, and neutrons at the ISIS neutron spallation source. We show that polarization effects are not permanent. The detector performances can in fact be promptly restored by changing the charge carrier type using, for instance, a High Voltage inversion.

![Figure 2.20: Stability (a) of the $^{241}$Am alpha peak and degradation of the PH spectrum (b).](image)

In order to study the time detector stability during the irradiation time, $t_m$, a time-resolved analysis of the spectrum in Fig.2.20.b was performed: as a significant parameter we used the full energy peak intensity. In practice, the peak integral between 4.3 MeV and 5.9 MeV was evaluated for constant time. At $V_{bias} = +400$ V alpha spectra have been acquired every 5 minutes for about 3 hours, the source count rate being 30 cps. Results of this analysis are reported in Fig.2.20, where the normalized count rate is reported as function of the source fluence rate. The full black line represents the detector stability obtained at $V_{bias} = +400$ V: the intensity is normalized considering the peak intensity of the first recorded spectrum. At $V_{bias} = +400$ V the SDD is peak intensity is constant, meaning that the SDD is stable, up to a fluence of $7 \cdot 10^3$ α/μm$^2$ (about 1 hour); after that the intensity of the alpha peak rapidly decreases. This effect is called polarization effect. The irradiation time to get the detector fully polarized, polarization time, is related to the total counting rate, i.e. to the total charge deposited in the detector, and $V_{bias}$, which gives the electric field intensity into the detector bulk.

The time-stability of the SDD during the irradiation time ($t_m$) with neutrons was studied by counting during 290 seconds the number of signals whose amplitude was above the threshold of 150 mV (deposited energy equal to 6 MeV) (see Fig.2.21). The number of counts at different times is normalized with respect to the number of counts at the beginning of the measurement. The SDD behaviour is completely different from the one observed during alpha particle irradiation (Fig.2.20): the total counts decrease of 20 % in the first 50 minutes. After this transient...
time the counting rate is constant within 5%. In Fig. 3b the same plot is shown for the SDD-Al instead of the gold one. In this case the detector count rate is stable within 5% during the whole measurement.

![Figure 2.21: SDDs stability measured at the ISIS-VESUVIO beam line for two SDDs (see text).](image)

**Figure 2.21:** SDDs stability measured at the ISIS-VESUVIO beam line for two SDDs (see text).

The \( V_{bias} \) switching off is not enough to completely restore the detector properties. On the other hand, if a polarity inversion of \( V_{bias} \) is performed, the signal and the electric field shape are restored. In Fig.2.22 an example of a cycle of polarity inversion is reported. Here, three cycles of polarity inversion were performed. The cycle consists of a periodic variation of \( V_{bias} \): 45min at \( V_{bias} = +400 \) V, 30sec at \( V_{bias} = 0 \) V, 10min at \( V_{bias} = -400 \) V and then 30sec at \( V_{bias} = 0 \) V. Signals have been acquired during the +400 V regime, and the stability of the \( ^{241}Am \) peak is evaluated (as in section 2) during three HV-cycles. The source, placed near the bias contact, gives a rate of 110 cps and the fluence at which the detector is polarized is reproducible and equal to \( 7 \cdot 10^3 / \text{mm}^2 \).

![Figure 2.22: Stability of the Au-SDD under alpha particle irradiation, the source count rate was 110 cps. The polarization is induced by holes motion inside the detector, with a polarity inversion the detector properties are restored.](image)

**Figure 2.22:** Stability of the Au-SDD under alpha particle irradiation, the source count rate was 110 cps. The polarization is induced by holes motion inside the detector, with a polarity inversion the detector properties are restored.

A similar duty cycle was applied for the first time at ISIS. The cycle consists of a periodic variation of \( V_{bias} \): 1 min at \( V_{bias} = +400 \) V, 5 sec at \( V_{bias} = 0 \) V, 30 sec at \( V_{bias} = -400 \) V and then 30sec at \( V_{bias} = 0 \) V. Fig.2.23 shows the diamond detector time traces under neutron irradiation at ISIS with and without an HV duty cycle. Measurements were performed with the same diamond on different
runs of about 2 h. It is possible to appreciate that with a fixed bias the counting rate features a drop of 15% during the first hour. Using the HV duty cycle the counting rate remains constant during the whole irradiation time (when the ISIS beam was stable at 160 µA within a 5%), but for a quick drop around 4300 sec, after which the system recovers. A further investigation is needed to understand intermittent failures of the system. Nevertheless, the HV duty cycle was demonstrated to be a good candidate technique to overcome the polarization problem on SDDs when operating on spallation sources.

2.4.2 Test of current preamplifiers for high instantaneous counting rates

Preamplifiers have been tested in order to cope with the high instantaneous flux expected on ChipIr (about $10^6 n/cm^2$ sec). A suitable preamplifier has to be as fast as possible in order to preserve the fast electric properties of the diamond. The Gain of the preamplifier has to match the application (neutrons of dozens of MeV), considering that the system in use is expected to be linear in the range 0-1 V. Tab.2.1 present the calibration of preamplifiers used for fast neutron experiments at ISIS with SDDs. It has been chosen so far to operate with commercially available preamplifiers. Fig.2.24 shows deposited energy spectra measured on PRISMA with a SDD using different preamplifiers in order to cover different energy ranges. A C6 pream cover lower energy range, but saturates at about 40 MeV, which correspond to 1 V of PH with this system. A C1 preamplifier allows for measurements at higher energies.

<table>
<thead>
<tr>
<th>Preamp</th>
<th>1 MeV pulse height</th>
</tr>
</thead>
<tbody>
<tr>
<td>C6</td>
<td>20 mV</td>
</tr>
<tr>
<td>C1</td>
<td>1.2 mV</td>
</tr>
<tr>
<td>C2</td>
<td>12 mV</td>
</tr>
</tbody>
</table>

Table 2.1: Calibration of pramplifiers used for fast neutron experiments at ISIS with SDDs.
2.4.3 Characterization of the PRISMA fast neutron flux using a SDD

PRISMA is an inverse geometry crystal-analyser spectrometer and high resolution diffractometer designed to measure excitations, critical scattering and diffuse scattering in single crystal samples, for measurements in the meV thermal energy range [137, 138]. This instrument is now decommissioned, and was exploited in this thesis as a detector testing position. The instrument shares the same line of sight with the ALF/ROTAX beam line, but it is closer to the spallation target (about 6 meters for PRISMA, 12 meters for ROTAX). For the normal use of the beam-line, a chopper is rotating in phase with the accelerator pulse, in order to cut away the fast neutron components of the spectrum, which are in general a source of background when operating in the thermal range. The chopper was set out of phase for this experiment, where we are interested in characterizing the fast neutron component of the spectrum.

Figure 2.24: Deposited energy spectra measured on PRISMA with a SDD using different preamplifiers in order to cover different energy ranges.

Figure 2.25: Picture of the detectors setup in the PRISMA beam-line.
Fig. 2.25 shows a picture of the detectors setup in the PRISMA beam-line. Two diamond detectors are mounted on a support and hold in the center of the neutron beam, coming from left to right in the picture. The C6 charge preamplifiers are also visible in the same picture. As explained above, the information of a neutron measurement with SDDs at a pulsed spallation source like ISIS are a combination of pulse height analysis (as done in ordinary spectroscopy) with Time of Flight analysis (ToF). Fig.2.26 shows the bi-parametric contour plot of ToF and PH measured on PRISMA. One can notice that the intensity distribution reflects here the double bunch structure of the ISIS proton pulse. These data can be reduced, by projection on the X or Y axis, and the deposited energy spectra (Fig.2.27) and ToF spectra (Fig.2.28) obtained. Deposited Energy spectrum measured on PRISMA is compared to other beam lines. The spectral shape above 7 MeV is almost identical to VESUVIO and ROTAX beam lines, while it is different at lower energies where γ-ray and scattered neutron play an important role. It is worth to notice that the neutron flux with $E > 10 MeV$ of PRISMA is 5 times more intense with respect to the VESUVIO one. This result is of relevance for a possible use of PRISMA as a fast neutron irradiation point for detector testing or experiments for microchip irradiation. The 800 MeV proton beam has double bunch fine structure. The two proton bunches are about 70 ns wide (FWHM) and 322 ns apart, and their footprint can be seen in Fig.2.28, where the PRISMA and VESUVIO ToF spectra are compared. The VESUVIO beam-line is 11 meters, while PRISMA is only 6 meters long, and this result in shorter ToF for the same structures.

2.4.4 First experiments of fast neutron measurements on the ChipIr beam-line

First experiments were carried out to perform a preliminary characterization of the beam using diamond detectors. As a first remark, we need to underline that ChipIr was not setup in its final configuration: the hole in the Be reflector will be cut only for 2015 operations, and therefore neutron transport on the beam-line is not yet optimized.

Fig. 2.29 shows the schematics of the experimental setup for first fast neutron measurements on ChipIr. The signal from a SDD was split using a Fan-In-Fan-Out. One signal was fed to a 1Gsample digitizer for PH and ToF analysis. A copy of the signal was fed to a constant fraction discriminator, which in turn was sending logic signal to a counter. Similarly a Fission Chamber
Figure 2.27: Deposited Energy spectrum measured on PRISMA compared to other beam lines.

Figure 2.28: Time of Flight spectrum measured on PRISMA compared to VESUVIO.

Figure 2.29: Schematics of the experimental setup for first fast neutron measurements on ChipIr.
was used with a discriminator and a counter. This measurement provides less information, but the results were available on-line during the experiments, without need for waiting for the post-mortem analysis. Two different threshold were used for the discriminator: 200 mV corresponding to about 10 MeV of deposited energy, and 400 mV, corresponding to about 20 MeV of deposited energy.

Figure 2.31: SDD count rate as a function of the shutter position using different thresholds.

Fig.2.30 shows a picture of the experimental setup. The SDDs are mounted on a X-Y movement system for a first attempt to map the ChipIr beam. The Fission Chamber is installed in a fixed position, to be used as a reference monitor during the profile scan. Fig.2.31 reports a measurement of the SDD count rate as a function of the shutter position using different thresholds. This measurements was needed for optimization of the shutter position, to define an effective opening for the following ChipIr operations. It was measured as expected an increasing neutron flux as the shuttering was opening, and a plateau is reached after 620 mm.

Fig.2.32 shows Partial ChipIr beam profiles measured by a SDD. The profiles could not be
completed during this first measurements, because of the X-Y system setup. Further measurements will be needed in 2015 when ISIS will restart operations.

Fig. 2.33 shows the Deposited Energy spectrum resulting from post-mortem analysis with the digitizer. The measured ChipIr spectrum is compared with measurement on VESUVIO with the same experimental setup and electronic chain. The spectral shape of the deposited energy spectrum is significantly different, with different slopes. In particular on VESUVIO it is clear the effect of the moderator with an enhanced component at low energy. Also at higher energy ($E > 10\text{MeV}$) the ChipIr spectrum has a harder spectrum. This is expected since, without moderator, the beam line is designed to stream the neutrons directly from the spallation target.
Figure 2.33: Deposited Energy spectrum measured on the ChipIr and VESUVIO beam-lines.
Chapter 3

Telescope Proton Recoil Spectrometers

E tutte queste cose furono scoperte e osservate pochi giorni or sono con l’aiuto d’un occhiale che io inventai.
– Galileo Galilei

3.1 Overview

The Telescope Proton Recoil (TPR) allows for a direct measurement of the fast neutron spectrum without using deconvolution algorithms, as illustrated in Chap.1, via eq.1.4. One of the prices to pay is the low efficiency of the spectrometer, typically in the orders of $10^{-7} - 10^{-5}$.

The TPR is a consolidate technique in nuclear measurement, nevertheless, its design can vary a lot according to

i. The neutron energy range of interest.

ii. The energy resolution and the efficiency required by the applications.

iii. The background in the measurement environment.

In the design of a TPR, one has to consider the following issues

a. Proton detectors.

b. The target: passive or active hydrogenated material.

c. The geometrical parameters (target-detector distance, the recoil angle $\theta$, the detector and the target solid angles $\Omega_D$ and $\Omega_T$, the target thickness)

d. The vacuum system if needed.

In this thesis we considered a TPR for fusion application and a TPR for spallation sources. The two designs are different as explained in Chap.1. For diagnosing a fusion plasma, one has to measure at high resolution (<5%) the details of the 14 MeV line, and the counting rate has to be high (MHz) in order to follow the plasma on a msec time scale. On spallation sources the requirement on the energy resolution is less strict, but one has to handle a very high instantaneous counting rates due to the pulsed nature of the source and harsh measurement environment.

For both cases we choose a design with a passive polyethylene target and no vacuum system. An
active target in fact would not cope with the high neutron fluxes expected for the applications. It has been calculated [147, 68] that the attenuation, at these energies, due to air at atmospheric pressure correspond to a contribution to the energy resolution smaller with respect to others.

For fusion applications, the optimization of geometrical parameters was not a task of this thesis, and we refer to Ref.[68]. In this thesis we investigated the possibility of using fast scintillators (YAP and LaBr3) as proton spectrometers (Paper III), with tests with laboratory sources and at proton accelerators.

For spallation sources, a TPR prototype was developed for measurement at the ISIS spallation source. We report the first results in the energy range $30 \text{ MeV} < E_n < 120 \text{ MeV}$ (Papers IV and V).

### 3.2 Energy resolution and efficiency

Efficiency and energy resolution of the TPR system depend on several parameters that have to be optimized. The spectrometer resolution $R$ is the combination of four effects:

1. The target thickness $t$ gives a contribution $R_t$ to the resolution due to the energy loss of the protons exiting the polyethylene target.
2. The detector solid angle $\Omega_D$ with respect to the target centre gives a contribution $R_{\Omega_D}$ to the resolution, due to an uncertainty $\Delta \theta$ in the recoil angle.
3. The target solid angle $\Omega_T$ with respect to the detector centre gives a contribution $R_{\Omega_T}$ to the resolution, due to an uncertainty $\Delta \theta$ in the recoil angle.
4. The finite resolution of the proton spectrometer $R_p$.

and the TPR resolution is given by

$$R = \sqrt{R^2_t + R^2_{\Omega_D} + R^2_{\Omega_T} + R^2_p} \quad (3.1)$$

in the hypothesis of uncorrelated contributions and approximated with equivalent gaussian functions. $R_p$ is measured with calibration at proton accelerators, as presented below.

$R_{\Omega_D}$ and $R_{\Omega_T}$ can be analytically calculated as well as simulated with Monte Carlo codes.
For the analytical calculation we refer to Ref.[139]. If one considers the detector and the target (at distance $d$) to have a circular area of radius $r$, the solid angle is $\Omega = \pi r^2/d^2$. Defining $\Delta \theta = \arctan(r/d) = \arctan(\sqrt{\Omega/\pi})$ we can estimate

$$\Delta E_n/E_n = \frac{\cos^2(\theta - \Delta \theta) - \cos^2(\theta + \Delta \theta)}{\cos^2(\theta)}$$

(3.2)

This contribution is independent by the neutron energy, and it increases when $\theta$ is larger. This is due to the fact that the function $\cos^2 \theta$ has a larger derivative. Fig.3.1 presents on the left the resolution as a function of the solid angle at three selected recoil angles. It is clear that to optimize the resolution one would like to have a small recoil angle $\theta$, which can be difficult because the proton detectors would come closer to the beam with the effect of increasing the background. Similarly one would like a small $\Omega_D$ and $\Omega_T$, but this would clearly reduce the detector efficiency. Since eq.3.1 holds, it is clear that the optimum is having the target area equal to the detector area, and therefore $\Omega_D = \Omega_T$. Having one of the two considerably smaller then the other would reduce the detection efficiency without an improvement in the resolution, that would be dominated by the larger contribution.

$R_t$ can be analytically calculated and simulated with Monte Carlo codes (SRIM, MCNP). For the analytical calculation we refer again to Ref.[139]. For a thin ($\Delta E_p << E_p$) target the proton energy loss in the target is proportional to the target thickness $t$

$$\Delta E_p = \left( \frac{dE}{dx}(E_p) \right) \cdot t$$

(3.3)
Figure 3.3: Simulated TPR efficiency (top) and energy resolution (bottom) for the setup used at ISIS (See details in Section 3.4). Figure taken from Paper IV.
The contribution due to the proton energy loss have a box-like shape that, which can be associated to an equivalent Gaussian width [139]. The contribution to the resolution becomes

$$R_t = \frac{2.35}{\sqrt{12}} \frac{\Delta E_p}{E_p}$$

(3.4)

If the approximation of thin target does not hold any more, eq.3.5 cannot be used and the analytical representation is more complicated. A more time effective way of calculating the efficiency is via Monte Carlo methods. Fig.3.1 presents on the right the resolution as a function of neutron energy (at $\theta = 45$ deg) for two selected target thickness. This contribution is dominant at lower energies. It is clear that reducing the target thickness improves the resolution at the expense of a smaller efficiency (which for thin targets is linear with the thickness).

The efficiency $\epsilon$ of the TPR can be expressed by the equation

$$\epsilon = n \left( \frac{d\sigma}{d\Omega} \right) \Omega_D t$$

(3.5)

where $n$ is the atom density and $t$ the target thickness. For the ISIS prototype measurements an acceptable efficiency was obtained at the price of relatively low energy resolution.

A MCNPX model was used to determine the TPR efficiency and energy resolution for mono-energetic neutrons for the ISIS prototype. In the model a collimated neutron beam is directed towards a polyethylene target foil. The system geometry was taken into account with sufficient level of detail, including the $\Delta E$ detector with thin entrance and exit aluminum windows and air along the proton flight path. At the proton detector position the proton energy distribution is given as output of the simulations. The proton energy distribution was calculated for several neutron energies; Fig.3.2 shows an example for 50 MeV neutrons. The computed efficiency is defined as the ratio between the number of protons arriving at the detector position and the number of neutrons hitting the target foil. The computed energy resolution is given by the FWHM of the proton energy distribution, using a fit assuming a Gaussian distribution. Fig.3.3 show the simulated efficiency and resolution as function of neutron energy.

It is worth to notice from Fig.3.3 that the efficiency is vanishing for under 20 MeV neutrons. They correspond to 10 MeV protons (according to eq.1.4), which are not energetic enough to reach the proton E detector, and are stopped either by the polyethylene foil itself, by the $\Delta E$ detector or by the air. Neutrons above 30 MeV correspond to protons above 15 MeV, which are energetic enough to reach the YAP detector. Efficiency for neutrons in the $30 \text{MeV} < E_n < 100 \text{MeV}$ range is dominated by the elastic scattering macroscopic cross section and it ranges (see Fig.3.3) from $7 \cdot 10^{-6}$ to $4 \cdot 10^{-6}$.

In Fig.3.3 one can notice a very poor resolution below 40 MeV. This is due to the fact that in this energy range energy resolution is dominated by the contribution of the thickness of the scattering foil. The resolution is rather flat above 50 MeV and it is about 30%. In this region the dominant effect is due to the detector-foil solid angle contribution. A significant improvement on the energy resolution is expected if, thanks to a better background reduction, one could choose a smaller scattering angle, because the proton recoil energy would increase according to eq.1.4.

### 3.3 Characterization of proton detectors

The detectors considered in this thesis for proton spectroscopy are:

- A 500 $\mu$m thick Silicon detector by Ortec [141] to be used as $\Delta E$ detector.
• Two thin YAP and LaBr$_3$ scintillators (1” x 2 mm) for E measurement of protons with $E_p < 20\text{MeV}$.

• A thick YAP scintillator (1” x 1”) for E measurement of protons with $E_p < 100\text{MeV}$.

3.3.1 Characterization of Silicon Detectors

Silicon detectors are effective $\Delta$E detectors because of their high resolution and fast signals.

• High resolution is guaranteed by the large number of information carriers (electron-hole pairs) that are produce per single interaction. The energy per electron-hole pair production is 3.62 eV.

• The electron and hole mobility allows, when a semiconductor is operated with a large enough electric field, for saturated velocities in the order of $10^7\text{cm/s}$. This corresponds, for thickness $< 1\text{mm}$, to a signal of duration under 10 nsec.

As said above, a 500 $\mu\text{m}$ thick Silicon detector by Ortec [141] has been used (Picture in Fig.3.4). To test the best spectroscopic capability of the detector, a measurement was set up with a traditional spectroscopic chain, which features a charge preamplifier Ortec-142-A, a shaping amplifier Ortec-570 with 1 $\mu\text{s}$ shaping time, and a MAESTRO ADC [141]. The spectrum of a $^{241}\text{Am}$ alpha source has been measured in vacuum.

The Pulse Height spectrum (see Fig.3.5) present an energy resolution of 0.7% at the 5.485 MeV peak of $^{241}\text{Am}$. As a matter of fact, when the spectrum is analysed in log scale (see bottom of Fig.3.5), one can distinguish the four most intense $\alpha$-lines of $^{241}\text{Am}$: $\alpha_1 = 5.486 \text{MeV (84.5\%)}, \alpha_2 = 5.443 \text{MeV (13.0\%)}, \alpha_3 = 5.388 \text{MeV (1.6\%)}$ and $\alpha_4 = 5.545 \text{MeV (0.34 \%)},$ values from Ref.[151].

Although the spectroscopic chain gives the best results for energy resolution, it is not possible to exploit it for high rate applications, since it is too slow. Therefore, the possibility of using signals of duration $< 10$ nsec has been investigated. This can be achieved using a charge preamplifier that preserve the intrinsic time properties of the signal induced by the migration of electron-hole pairs in Silicon. The C2 preamplifier by CIVIDEC [126] has been used. Signals from the C2 preamplifier are fed into a 4 channel desktop digitizer with 1 GHz sampling.

![Figure 3.4: Picture of a 500 $\mu\text{m}$ thick silicon detector.](image-url)
Figure 3.5: Alpha measurement with a $^{241}$Am source in vacuum with spectroscopic electronic chain (top), and the same in log scale (bottom).
frequency, 0-1 V input range and 10 bit resolution [128].
The Pulse Height spectrum (see Fig.3.6) presents an energy resolution of 3.2% at the 5.485 MeV peak of $^{241}$Am. This is clearly worst then the 0.7% of the spectroscopic chain, but it is suitable for a spectrometer that aims at an overall neutron energy resolution of about 5%.
Similarly we tried the fast charge preamplifier C6 [126]. This gives a slower signal $\approx 30\text{nsec}$ with reflections, since this is optimize for detectors with smaller capacities (e.g. diamonds). A resolution of 3.2% is achieved, as shown in Fig.3.6.
After these tests we selected the C2 preamplifier to be used in the prototype TPR.
Proton measurements have been performed at the Legnaro Tandem-ALPI-PIAVE accelerator.

![Alpha measurement in vacuum with spectroscopic and fast electronic chains.](image)

Proton measurements have been performed at the Legnaro Tandem-ALPI-PIAVE accelerator [152]. Here The High Voltage Terminal exceeds 14.5 MV positive voltage as the maximum operational electrostatic value. Protons can be accelerated from 8 MeV to 28 MeV. Measurements have been performed at different energy values.
The Silicon detector was setup inside an interaction chamber, this has a cylindrical shape with a diameter of about 0.5 m. The proton beam enters from the aperture on one side of the chamber, along a diameter and perpendicularly to the chamber plane. The experiment was performed using a Rutherford scattering configuration [142] on a gold foil target ($\approx 3\mu\text{m}$), which was necessary to significantly reduce the proton current on the detector, that would otherwise result in counting rates well beyond the MHz range that can be coped with by the device. A proton back-scattering angle on the gold foil of about 140 deg with respect to the proton beam was chosen.

Experimental difficulties were posed by the fact that it was the first time that protons were collimated on the specific beam line that has been used. Usually the experimental line is used with heavy ions. For this reason, a poor collimation on the gold scattering target was achieved, and the resulting peak is broadened, probably by protons scattering on other materials in the chamber. The measurement has to be considered as a first explorative attempt and will be repeated in 2015. The same is true for what is presented below, regarding tests of thin scintillators.

Nevertheless, if is not worth to consider the information on energy resolution to be reliable, we can still present results about the measured energy spectra. Those are shown for selected energies in Fig.3.7. as expected the deposited energy is larger for decreasing proton energy. The centroid of the peak is used to build the plot in Fig.3.8, where the measured deposited energy is shown as a function of the nominal proton energy. It is possible to notice the characteristic distribution, that derives from the Bethe formula [150].
Figure 3.7: Deposited energy spectra measured at the Legnaro Tandem-ALPI-PIAVE accelerator with a fast electronic chain, selected for several proton energies.

Figure 3.8: Proton measurement at the Legnaro Tandem-ALPI-PIAVE accelerator with a Silicon detector. The measured deposited energy is shown as a function of the nominal proton energy.
3.3.2 Characterization of fast inorganic scintillators

Thin YAP and LaBr$_3$ crystals

Two thin inorganic scintillators based on YAP and LaBr$_3$ crystals (1” diameter x 2 mm height, see picture in Fig.3.9) have been coupled to two eight dynode Photo Multiplier Tubes (PMTs), model R6231 by Hamamatsu [140]. Special care was taken in the case of LaBr$_3$ which, being hygroscopic, was encapsulated on all sides by the supplier, with a thin (125 $\mu$m) Be entrance window. This is where the proton beam was impinging in the experiment and was needed to minimize energy loss, that would otherwise not be tolerable in the thick encapsulating material. The $^9$Be window was not needed for YAP, as this crystal is not hygroscopic. In this case, a thin (20 $\mu$m) aluminium layer was used for the purpose of light collection optimization only.

![Figure 3.9: YAP and LaBr$_3$ crystals.](image)

Detector characterization with laboratory $\gamma$-ray sources

The thickness of the two crystals is optimized to stop protons up to 20 MeV. For this reason the detectors have low efficiency to $\gamma$-rays, which are the main background source during the measurement. Nevertheless, the high density and high effective Z of the crystal allow distinguishing full-energy-peaks when the crystal is irradiated with laboratory $\gamma$-ray sources. An electronic chain devoted to energy resolution measurements and consisting of an ORTEC 570 amplifier and an ORTEC Multichannel Analyser was prepared [141]. These measurement are useful to determine the energy resolution of the two crystals to $\gamma$-rays in the MeV range, obtained from the FWHM of the full-energy peaks. A $^{137}$Cs and $^{60}$Co sources were used for this scope with the results summarized in Table 1 for YAP and LaBr$_3$. Here we note that the energy resolution found in the two cases does not significantly differ, especially above 1 MeV, where it is practically identical and has a value of 3.8%. This number can be compared to the expected light yield of 63000 photons-per-MeV of LaBr$_3$ [77] and 20000 to 25000 photons-per-MeV of YAP [143, 144, 145, 146], which would imply a much better resolution for LaBr$_3$. The difference can be qualitatively understood based on other contributions to the energy resolution. These are, for instance, variations in the luminescence and transparency characteristics of YAP depending on the concentration of the Ce doping and crystal phases [146]. Finally, there can be a further contribution due to non-homogeneous light collection over the crystal volume. This
can be minimized by optimizing the coupling of the crystal to PMT.

Fig.3.10 shows the measured γ-ray spectrum from a $^{60}$Co calibration source using LaBr$_3$ and

![Image of a graph showing γ-ray spectra from $^{60}$Co with LaBr$_3$ and YAP scintillators.]

Figure 3.10: γ-ray spectra from a $^{60}$Co γ-ray laboratory source measured with the thin LaBr$_3$ and YAP scintillators used in the proton measurements at Uppsala. Figure taken from Paper III.

YAP. The spectra are normalized to unity at the 1.33 MeV peak. In both cases, the two full energy peaks corresponding to 1.17 and 1.33 MeV γ-rays from $^{60}$Co can be observed, which were used to determine the energy resolution values reported in Tab.3.3.2 Most of the events lie in the Compton shoulder, as expected from the limited thickness of the scintillators, that provides a peak-to-Compton ratio of about 1/4 for YAP and 1/2 for LaBr3.

<table>
<thead>
<tr>
<th>Source</th>
<th>Peak Energy</th>
<th>LaBr$_3$ Resolution</th>
<th>YAP Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{137}$Cs</td>
<td>0.66 MeV</td>
<td>4.2%</td>
<td>5.5%</td>
</tr>
<tr>
<td>$^{60}$Co</td>
<td>1.17 MeV</td>
<td>3.5%</td>
<td>3.8%</td>
</tr>
<tr>
<td>$^{60}$Co</td>
<td>1.33 MeV</td>
<td>3.7%</td>
<td>3.8%</td>
</tr>
</tbody>
</table>

Table 3.1: Energy resolution values (FWHM/E) measured with γ-ray sources for the thin LaBr$_3$ and YAP scintillators used in the proton experiment.

Proton measurements at the Uppsala tandem accelerator

The scintillators were irradiated with 4 to 8 MeV protons from a tandem accelerator at Uppsala University. The accelerator features an accelerating voltage up to 5 MV and can produce beams of protons as well as heavy ions. Fig.3.11 shows the setup of the experiment in Uppsala inside the proton interaction chamber, i.e. a metal cylinder with a diameter of about 0.5 m. The proton beam enters from the aperture on one side of the chamber, along a diameter and perpendicularly to the chamber’s plane. The experiment was performed using a Rutherford scattering configuration [142] on a gold foil target ($\simeq 3\mu m$), which was necessary to significantly reduce the proton current on the detector, that would otherwise result in counting rates well
Beyond the MHz range that can be coped with by the device. A proton scattering angle on the gold foil of about 45 deg with respect to the proton beam was chosen. The PMTs were operated with a negative High Voltage of 750 V and energy calibration was repeated in situ with $^{137}$Cs and $^{60}$Co.

The spectroscopic chain is the reference for energy resolution measurements, but it cannot be used at high rates (MHz), since the shaped signals after the amplifier have a too long time constant ($\mu$sec). High rate measurements can however still be performed by direct digitization of the signal from the PMT anode using a digital acquisition system. Count rates up to a few MHz can be handled thanks to the fast scintillation time of YAP and LaBr$_3$ crystals, which is 27 and 16 nsec, respectively, with only a moderate degradation in the energy resolution, as demonstrated in Ref.[80]. The shapes of YAP and LaBr$_3$ signals after the PMT anode are compared in Fig.3.12. In particular, we can here notice a clear difference in the falling edges of

---

**Figure 3.11:** Experimental setup at the Uppsala tandem accelerator. The position of the detector and target (a gold-foil) for the Rutherford scattering experiment are indicated, together with the proton beam direction. Figure taken from *Paper III*.

**Figure 3.12:** Measured YAP and LaBr$_3$ signals from the PMT anode. Figure taken from *Paper III*. 
the two signals, which are due to the different time constant of the crystals. The rising edge is instead similar, as this part of the signal is dominated by the PMT response, which is the same for both scintillators.

Fig.3.13 compares proton energy spectra, normalized to peak height, measured with the thin LaBr₃ and YAP scintillators at the Uppsala tandem accelerator in the Rutherford scattering experiment described in section 2 and using a 8 MeV proton beam. The x-axis scale corresponds to the known proton beam energy corrected for the energy loss in the entrance window of each detector. This was calculated using MCNPX and was found to be larger (1.1 MeV) for the 125 µm Be window of LaBr₃ than in the case of the YAP Al window (0.2 MeV).

Different background levels can be also observed for the two measurements, due to the different position of the two detectors in the interaction chamber. In particular, YAP was closer to the proton beam dump.

Besides introducing a correction in the energy scale on the x-axis of the spectrum, the entrance

![Figure 3.13: Proton energy spectra measured with thin LaBr₃ and YAP scintillators at the Uppsala tandem accelerator using a 8 MeV beam. Figure taken from Paper III.](image)

windows also give a finite contribution to the detector energy resolution that sums up to those from statistics, electronic noise and intrinsic crystal effects, such as a non ideal light collection by the PMT. This finite contribution, which is relevant in the case of the LaBr₃ Be entrance window, proton straggling, and it is calculated by MCNPX to range from 8.8% to 1.2% MeV as the energy of the proton beam varies in the range 4 to 8 MeV.

The overall proton energy resolution of thin LaBr₃ and YAP scintillators measured for 4MeV < \( E_p < 8\, \text{MeV} \) are presented in Fig.3.14. The energy dependence of the resolution suggests a predominance of straggling effects for the LaBr₃ detector below 7 MeV. This is likely to be the reason why YAP outperforms LaBr₃ for \( E_p < 8\, \text{MeV} \). Finally, it is worth noticing that, based on our measurements, the energy resolution of both detectors is better than 2% for \( E_p > 7\, \text{MeV} \), which is an excellent value and promising result in view of the design of a scintillator based TPR spectrometer for applications at fusion devices and spallation sources.
Figure 3.14: Energy resolution of thin LaBr$_3$ and YAP scintillators measured at the Uppsala tandem accelerator at different proton beam energies. Figure taken from *Paper III*.

**Proton measurements at the Legnaro Tandem-ALPI-PIAVE accelerator**

The scintillators were irradiated with 8 to 20 MeV protons at the Legnaro Tandem-ALPI-PIAVE accelerator. Here a 1”x1” YAP scintillator was used along with the two thin YAP and LaBr$_3$ scintillators. As explained before, experimental difficulties in the proton beam collimation compromised the information on the energy resolution. Therefore, the measurements at the Legnaro Tandem-ALPI-PIAVE accelerator will be repeated in 2015.

Nevertheless, the measurements are useful for energy calibration of the system, in terms of relative proton/gamma light yield. The light yield of a scintillator crystal under proton irradiation is different from that measured with $\gamma$-rays of same energy due to quenching effects. For these relative measurements, the detectors were energy calibrated (in MeVee, MeV electron equivalent) with $^{137}$Cs and $^{60}$Co $\gamma$-ray sources. In Fig.3.15 the Pulse Height amplitude in MeVee (i.e. the centroid of the spectrum, found using a gaussian fit) measured by the two YAP and LaBr$_3$ scintillators is plotted as a function of the nominal proton energy. The most important information is that the light yield ratio proton/gamma is about 1 for the YAP scintillator, while it is measure to be about 75% for the LaBr$_3$ crystal.

The light collection for the YAP 1”x1” crystal is sensibly less then the 1”x2mm crystal. This fact is possibly explained by YAP self light absorption [146].
3.4 Measurements of the fast neutron spectrum at the ISIS spallation source

Experimental setup

A picture of the experimental setup of the TPR spectrometer on the VESUVIO beam-line is shown in Fig.3.16. A 2 mm thick polyethylene foil intercepts the entire beam cross section (about 5 cm in diameter). The proton spectrometer is placed clear of the neutron beam at 19 cm from the target and at an angle of 45 deg with respect to the neutron direction. At this angle recoil protons have 1/2 of the corresponding neutron energy, due to the elastic scattering kinematics (eq.1.4). The geometry sets the efficiency and resolution of the spectrometer, and the current configuration was chosen as a compromise of the two. The proton spectrometer is composed by a 500 μm thick silicon detector for ∆E measurement and a 2.54 cm thick YAP scintillator for E measurements. The YAP scintillator is thick enough to stop protons up to about 100 MeV [147]. Both detectors have a circular section with a diameter of 2.54 cm. The YAP crystal is coupled to a Hamamatsu R9420-100-10mod photomultiplier-tube (PMT) [140], where a High Voltage (HV) of -600 V is applied. The Silicon Detector is coupled to a current preamplifier CIVIDEC C2 [126] with a HV of +170 V.

The YAP spectrometer was previously calibrated with gamma sources of $^{137}$Cs and $^{60}$Co. The ratio between the proton light yield to photon light yield is assumed to be 90% according to measurements performed at proton accelerators (Fig.3.15). The Silicon Spectrometer was calibrated using $^{241}$Am alpha source and with protons from 10 to 20 MeV at the Legnaro tandem accelerator (Fig.3.8). Signals from the two detectors are fed into a 4 channel desktop digitizer with 1 GHz sampling frequency, 0-1 V input range and 10 bit resolution [128]. Since at the ISIS neutron source the
Figure 3.16: Picture of the experimental setup of a TPR spectrometer on the VESUVIO beamline of the ISIS spallation source. Figure taken from Paper V.

Figure 3.17: Example of signal pulses from the two detectors composing the TPR. The signal of the YAP is recorded directly after the PMT, while the Silicon signal is recorded after a current preamplifier. Figure taken from Paper V.
beam is pulsed with a repetition frequency of 50 Hz, the board trigger is set on a reference signal \((T_0)\) generated by the proton extraction from the synchrotron. For each \(T_0\) a 3000 ns long waveform is stored for both detectors. Neutrons with \(E_n > 10\text{MeV}\) fall inside this short time window. Fig.3.17 shows an example of the two detectors pulses recorded for the same \(T_0\). The zero of the time scale is defined as the rising edge of the \(T_0\) signal. Neutrons with \(E_n > 10\text{MeV}\) are recorded into the "pre-trigger" (i.e. negative time in the figure), because they arrive before the \(T_0\) signal. This is due to the electronics used to extract the \(T_0\) signal at ISIS and it is suited for most of the instruments that work with a Time of Flight (ToF) in the ms time scale.

Due to the pulsed nature of the source, even if the global count rate is relatively low (the machine operates at 50 Hz), the instantaneous count rate is very high (> 1 MHz), more than one signal pulse can be present within 1 \(\mu\)s window and pile-up is an important issue. A fast scintillation time (27 ns for the YAP crystal), a dedicated voltage divider and analysis algorithms are needed to cope with high count rate, to guarantee a good energy resolution. The coincidence analysis is carried out off-line and includes Pulse Height (PH) and ToF spectral analysis. In the example of Fig.3.17, one can notice three E signals with PH > 50 mV (t = -825, -663 and -475 ns). Only the first two of these three have a corresponding \(\Delta E\) signal from the Silicon detector, and can be associated to a recoil proton event.

**Optimization of \(\Delta E\)-E coincidence of TPR measurements**

A proton recoil spectrometer could in principle use a single detector. Multiple detectors are used in coincidence to reduce the background of secondary particles induced by fast neutrons (i.e. \(\gamma\)-rays and charged particles) [148, 149]. The coincidence analysis of the TPR was optimized off-line. Two events, E and \(\Delta E\), are considered to be in coincidence if the time difference \(\Delta t\) of their maxima falls inside a selected \(\Delta t\) window. Any rising edge in the waveform with amplitude above a user-defined threshold is defined as event. In order to reduce the probability of random coincidences, the \(\Delta t\) window must be set as short as possible. The \(\Delta t\) window is not centered to zero, since different time delays are introduced by the PMT and the preamplifier. The center of the \(\Delta t\) window was found using a routine that counts the number of coincidence events as a function of \(\Delta t\). The result is plotted in Fig.3.18. True coincidence events appear in a peak, which rises over a continuum of random coincidences. According to these results, the \(\Delta t\) window was centered at -27.5 ns with a 10 ns width.

A further tool for data reduction is given by the relation between E and \(\Delta E\). Fig.3.19 shows the \(\Delta E\)-E contour plot of coincidence events measured by the TPR. Proton related events have the characteristic distribution due to the Bethe formula [150]. Energy thresholds are defined accordingly; threshold on E is 8 MeV, which is the minimum energy for a proton to be transmitted by the silicon. Threshold on \(\Delta E\) is set above the electronic noise. Protons can be measured up to 60 MeV with this system. Above this value the \(\Delta E\) signal is too small (PH is less than 10 mV).

**Results**

The results of the ToF and PH coincidence analysis are presented in Fig.3.20 and Fig.3.21, respectively. A measurement without the scattering target (no target in Fig.3.20 and Fig.3.21) was carried out to estimate the background level and it is shown for comparison normalized to the integrated beam current. The time distribution of the coincidence counts is due to the double bunch structure of the ISIS proton beam. Every proton bunch is 70 ns wide and for this reason neutron spectroscopy in the MeV range or above is impossible with ToF analysis alone, due to the 11 meters of flight path, because the energy resolution would be too poor.
Figure 3.18: Coincidence events as a function of the time difference of YAP and Si events (E and \( \Delta E \)). True coincidence events appear in a peak, which rises over a continuum of random coincidences. The continuous line is a Gaussian fit of the data. Dashed lines indicate the limit of the \( \Delta t \) window selected for the TPR measurements. Figure taken from Paper V.

Figure 3.19: \( \Delta E \)-E contour plot of coincidence events measured by the TPR. The chromatic scale (colors online) indicates the intensity of counts. Dashed lines indicate software energy threshold used for the off-line analysis. Figure taken from Paper V.
However, it is possible to distinguish a clear difference between measurements with and without the scattering foil. The peaks in the background measurement (no target) are almost symmetric in ToF, centered at a ToF compatible with γ-rays. For this reason, this background is called γ-flash, even if it could be due to at least four processes, (1) γ-rays from the target, (2) γ-rays induced by spallation neutrons (hundreds of MeV) with a velocity not distinguishable from light, (3) charged particles (including protons) induced by spallation neutrons and (4) charged particles (including protons) induced by γ-rays via photonuclear reactions. Among those (3) and (4) are the most likely because can produce a coincidence ∆E-E event, while (1) and (2) can contribute only via random coincidences.

Figure 3.20: Time distribution of the coincidence counts with respect to the T0 signal of the accelerator. Comparison with a background measurement without the polyethylene target is shown. The difference between the two measurements is due to fast neutrons detected by the TPR spectrometer. Figure taken from Paper V.

The ToF structures are broadened at higher ToF when the scattering target is present. These events are compatible with proton recoil of fast neutrons with energy $20MeV < E_n < 120MeV$. In the PH Spectrum, shown in Fig.3.21, it is possible to notice that the normalized intensity almost doubles with the presence of the target, and the slope of the spectrum is different. The proton energy is defined as $\Delta E + E$.

In order to retrieve the neutron spectrum the data have been analyzed following the step listed here:

i The background measurement was subtracted from the measured proton energy spectrum.

ii The proton energy is corrected by adding the calculated energy loss in 19 cm of air [147].

iii The neutron energy scale is set according to the scattering kinematics (i.e. the proton energy scale is multiplied by a factor of 2 at 45 deg).

iv The neutron flux is found dividing the counts by the efficiency, which is a function of the neutron energy and by the area illuminated by the beam. The efficiency was calculated with MCNPX as presented above.
The resulting neutron spectrum is presented in Fig. 3.22 together with the simulated neutron spectrum [105]. The intensity of the simulated spectrum was normalized to the measurement. The measured neutron flux in the energy range $30\,\text{MeV} < E_n < 120\,\text{MeV}$ is $(1.5 \pm 0.2) \cdot 10^4 \,\text{s}^{-1}\,\text{cm}^{-2}$, considering an average proton current of $160 \,\mu\text{A}$. Extrapolating this result at lower energies, it corresponds to a neutron flux of $(7.6 \pm 0.9) \cdot 10^4 \,\text{s}^{-1}\,\text{cm}^{-2}$ for $E_n > 10\,\text{MeV}$, at $180 \,\mu\text{A}$ proton current. For comparison, the reference value for VESUVIO, reported in Ref.[105], is $(5.8 \pm 1) \cdot 10^4 \,\text{s}^{-1}\,\text{cm}^{-2}$ for $E_n > 10\,\text{MeV}$ at $180 \,\mu\text{A}$ proton current and the neutron flux measured by the TPR is compatible within $2\sigma$. Ref.[106] and Ref.[107] report measurements of $(8.3 \pm 0.8) \cdot 10^4 \,\text{s}^{-1}\,\text{cm}^{-2}$ and $(8.5 \pm 1) \cdot 10^4 \,\text{s}^{-1}\,\text{cm}^{-2}$, respectively. To compare the different measurements of the flux see Tab.3.2.

<table>
<thead>
<tr>
<th>Method</th>
<th>Neutron Flux ($\text{s}^{-1}\text{cm}^{-2}$)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>TPR</td>
<td>$(7.6 \pm 0.9) \cdot 10^4$</td>
<td>Paper V</td>
</tr>
<tr>
<td>Activation foils</td>
<td>$(5.8 \pm 1) \cdot 10^4$</td>
<td>Ref.[105]</td>
</tr>
<tr>
<td>Bonner spheres</td>
<td>$(8.3 \pm 0.8) \cdot 10^4$</td>
<td>Ref.[106]</td>
</tr>
<tr>
<td>Breakdown counters</td>
<td>$(8.5 \pm 1) \cdot 10^4$</td>
<td>Ref.[107]</td>
</tr>
</tbody>
</table>

Table 3.2: Measurements, that can be found in literature, of the VESUVIO neutron flux in the energy range $E_n > 10\,\text{MeV}$ at $80 \,\mu\text{A}$ proton current.

It has to be reminded that the most important advantage of the TPR technique is the direct measurement of the energy spectrum, without the necessity of deconvolution algorithms. Concerning the spectral information, a good agreement between the measured and simulated neutron energy spectrum is found. As a discussion of the comparison between measurements and simulations, the following points must be addressed:

(a) The flux and spectrum measured by the TPR are an average over the $5 \,\text{cm}$ wide neutron beam area. The measurement was carried out at the back of the irradiation table (see
Figure 3.22: Neutron spectrum measured by the TPR compared to Monte Carlo simulation of the VESUVIO beam-line. Figure taken from Paper V.

Fig.3.16) and not in the center of the beam line tank. A correction for the distance resulting from the $R^2$ law allows a measurement on the table to be scaled to the centre of the tank [107].

(b) The quality of the simulations of the fast neutron transport can be affected by components of the beam line not included in the geometry and by lack of reliable nuclear cross sections above 20 MeV.

(c) Errors in the TPR measurement shown in Fig.3.22 are estimated based on the Poisson counting statistics. The error in the measured neutron flux is considering also an error of 10% in the energy calibration of the proton spectrometer. Future measurements at a proton accelerator can diminish this error.
Chapter 4

Response of $\gamma$-ray spectrometers to a fast neutron field

Ho amato le stelle troppo profondamente per avere paura della notte.

– Galileo Galilei

4.1 Overview

High resolution $\gamma$-ray spectrometers have been developed within a project, coordinated by the ENEA-CNR association, resulted in the installation in the JET roof laboratory of two large sizes (3”x6”) LaBr$_3$ scintillators [17] and one High Purity Germanium semiconductor [47]. These $\gamma$-ray spectrometers are capable of achieving high energy resolution combined to high count rate capability [80].

ENEA-CNR has proposed the use of $\gamma$-ray spectrometers in the ITER Radial Neutron Camera. The spectrometers have been commissioned and have been collecting data in JET experimental campaigns. Results achieved during the past campaigns has shown the potentiality of the high resolution $\gamma$-ray spectroscopy in diagnosing fast minority ions (e.g. $^3$He and $^4$He) accelerated by ICRH [75, 76]. It is of particular interest the possibility of diagnosing the alpha particle energy distribution in DT burning plasma experiments of next step tokamaks, such as ITER and DEMO [47, 154].

In this context, it is interesting to study the performance of the new spectrometers in high 14 MeV neutron fluxes, such as the one of the future JET DT campaign. High Purity Germanium semiconductors suffer by radiation damage caused by energetic neutrons (let say above a few MeV), whose effect is a degradation of the energy resolution. Damage can be recovered by a so called annealing procedure. LaBr$_3$ scintillators, on the other hand, are not damaged by neutrons but feature a sensitivity to neutrons which represents a source of background for the measurements of the $\gamma$-ray emission spectrum from the plasma. Suitable neutron attenuators must be designed with the aim of reducing the neutron flux with a minimum attenuation of the $\gamma$-ray flux.

4.2 Monte Carlo simulation of the LaBr$_3$ response functions to $\gamma$-rays

Two 3”x6” LaBr$_3$ (Ce) scintillator detectors have been installed at JET and used for $\gamma$-ray spectroscopy. Monte Carlo simulations of $\gamma$-ray spectroscopy measurements have been performed with the MCNPX code in order to characterize the detector response function. A
first simulation includes only the 3”x6” LaBr$_3$ crystal. Further simulations have been performed, adding one after another the surrounding components of the detector. The aim is to understand the relative effect of the different elements and materials. First we included the mu-metal shielding (80% nickel, 20% iron), the glass window (supposing the material composition is mainly SiO$_3$), and an Al cylinder to mimic the PMT body structure. The iron shielding has been included in the simulation only in a second time. The final detector layout is shown in Fig. 4.1.

Figure 4.1: Detector layout used for MCNPX simulations.

Figure 4.2: Simulated spectra of a $^{137}Cs$ radioactive source using a 3”x6” LaBr$_3$ scintillator. Different surrounding components are included (see Fig. 4.1).

The simulated energy spectrum of a $^{137}Cs$ radioactive source changes as we add different elements in the geometry (see Fig. 4.2). The spectra are normalized to the simulated events. A 3% energy resolution at 662 keV peak is taken to broaden the spectra using a convolution algorithm. It is worth to notice how the full energy peak and the Compton-edge do not have any variation, while the difference is clear in the low energy part of the spectrum. The effect of added high Z material, such us the Iron magnetic shield, contributes to scatter additional radiation into the detector. The peak at 0.2 MeV is the backscattered peak due to $\gamma$-rays [3].

It is necessary to verify the agreement of the simulations with experimental data in order to prove the reliability of method and results. Energy calibration measurements have been carried out using $^{60}Co$ and $^{137}Cs$ radioactive sources for both KM6S1 and KM6S2. MCNPX
Figure 4.3: Layout of KM6S1 JET setup for MCNPX simulations.

Figure 4.4: Simulated and measured spectra of $^{137}$Cs and $^{60}$Co radioactive sources for the KM6S1, a 3”x6” LaBr$_3$ scintillator. Data are normalized to full-energy-peak height. Figure taken from *Paper VI*. 
simulations have been performed using a model of the JET setup in order to reproduce those measurements. The layout of KM6S1 is shown in Fig.4.3. Since High Z materials are important for scattering $\gamma$-rays, steel supports have been included as well as an iron cylinder standing by the detector. This cylinder represents, for the sake of simplicity, a NaI detector with his iron shielding. Polyethylene bricks ($(CH_2)_n$) are included because very close to the radiation sources.

![Graph showing simulated and measured spectra of $^{137}$Cs and $^{60}$Co radioactive source for the KM6S2, a 3"x6" LaBr$_3$ scintillator.](image)

**Figure 4.5:** Simulated and measured spectra of $^{137}$Cs and $^{60}$Co radioactive source for the KM6S2, a 3"x6" LaBr$_3$ scintillator. Normalized to full-energy-peak height.

Here the radioactive sources were standing on a polyethylene bricks at 3.4 cm from the detector. A background measurement was necessary to be subtracted from the calibration measurement with $^{60}$Co or $^{137}$Cs source. In fact the LaBr$_3$ scintillator has an intrinsic background due to radioactive isotopes. The main contributions is due to $^{138}$La, which represents the 0.1% of the natural lanthanum. Since background structures can be quite complicated to be included in the simulation, subtracting the measured background from the calibration spectra is a more straightforward procedure. We show in Fig.4.4 the comparison of the measurement with simulation of spectra of a $^{60}$Co and $^{137}$Cs radioactive source respectively for the KM6S1. The same for KM6S2 is shown in Fig.4.5. A measured 4% energy resolution at 662 keV peak is taken to broaden the simulated spectra using a convolution algorithm. Spectra are normalized to full-energy-peak height, and the integral over the all area gives the number of counts per
simulated event. These results show a good agreement of simulation with data. It has to be
noticed the agreement both at the Compton-edge level and at the low energy back-scattering
level. This gives a good reliability to MCNPX simulations used to study γ-ray spectroscopy
problems, and particularly to the characterization of the LaBr₃ scintillator.

The complete detector model has now been used to simulate the response function for
different energy γ-rays. MCNP simulations to all energies form 100 keV to 10 MeV have been
performed, with 100 keV step. A collimated radiation source has been used. In Fig.4.6 the
simulated spectra for selected γ-ray energies are shown. Features of these spectra are the single
and double escape peaks, that are present when the incident γ-ray energy is above the threshold
level of 1.022 MeV. Compton structures can be appreciated. This spectra do not consider the
detector resolution, which can be added in a second time if needed.

![Figure 4.6: Simulated spectra for selected γ-ray energies for a 3"x6" LaBr₃ scintillator.](image)

Since the spectra are normalized to the simulated events, it is possible to notice that the
full-energy-peak efficiency get smaller as the energy of the photon increase. MCNP simulations
have been performed in order to evaluate the efficiency as a function of the γ-ray energy. Results
are shown in Fig.4.7.

![Figure 4.7: Simulated intrinsic efficiency (left) and full-energy-peak efficiency (right) as a func-
tion of the γ-ray energy for a 3"x6" LaBr₃ scintillator.](image)

Intrinsic efficiency and full-energy-peak efficiency are defined respectively as number of
events in the whole spectrum and number of events in the full-energy-peak divided by the num-
ber of photons incident on the detector. The 3"x6" LaBr₃ scintillator has a considerably high
efficiency thanks to high effective Z, high density and big volume. Full-energy-peak efficiency
is 25% at 4.44 MeV, which is the energy of γ-rays from the reaction of interest ⁹Be(α,nγ)^{12}C.
4.3 Monte Carlo simulation of the HPGe response functions to $\gamma$-rays

HPGe detectors are standard equipment used in laboratory and industry for high resolution $\gamma$-ray spectroscopy. HpGe detector works on the principles of semiconductor detectors: e-/hole pairs are produced by ionizing radiations and are collected on the electrodes by the electric field. High energy resolution is achieved thanks to a particularly narrow band gap (band gap of Ge is only 0.7eV), which produce a large number of pairs, which represent the information carriers. Because of this narrow band gap, HPGe must be operated cold (77K), otherwise the leakage current would be too high to perform any measurement. This physical requirement reflect on the detector shape and layout. It is necessary to keep the detector in a vacuum chamber for thermal insulation. The chamber has a thin aluminum wall to minimize the attenuation of low energy photons. It is also necessary to maintain a thermal contact through a copper junction. This is why a hole in the detector is needed. Closed-ended coaxial allows for large volume crystals. The final detector layout used for simulations is shown in Fig.4.8. MCNP simulations have been performed to evaluate the efficiency as a function of the $\gamma$-ray energy. Results are shown in Fig.4.7. Since the spectra are normalized to the simulated events, it is possible to notice that the full-energy-peak efficiency get smaller as the energy of the photon increase.

It is necessary to verify the agreement of the simulations with experimental data in order to prove the reliability of method and results. Energy calibration measurements have been carried out using $^{137}$Cs and $^{60}$Co radioactive sources. MCNPX simulations have been performed using a model of the JET setup of the detector, in order to put the point-like radiation source in the right position. Since High Z materials are important for scattering $\gamma$-rays, steel supports have been included. MCNP simulations are used to study the response of a HPGe detector irradiated with $^{137}$Cs and $^{60}$Co radioactive sources (see Fig.4.9). A measured 2 keV energy resolution at 1332 keV peak is taken to broaden the simulated spectra using a convolution algorithm. Spectra are normalized to full-energy-peak height, and the integral over the all area gives the number of counts per simulated event. We show the spectra obtained with the complete simulation (MCNP1), including nearby materials, and spectra with a simulation including the crystal only (MCNP2).
Figure 4.9: Simulated and measured spectra of $^{137}\text{Cs}$ (top) and $^{60}\text{Co}$ (bottom) radioactive sources for the HPGe detector. MCNP1 and MCNP2 are simulations considering the complete geometry and the crystal only, respectively.
results show a good agreement of simulation with data. It has to be noticed the agreement both at the Compton-edge level and at the low energy back-scattering level. This gives a good reliability to MCNPX simulations used to study γ-ray spectroscopy problems, and particularly to the characterization of the HPGe detector. Small difference is ascribed to multiple compton events likely caused by background γ-rays of higher energies and surrounding materials not included in the simulation.

4.4 Monte Carlo simulation of the LaBr$_3$ response to fusion neutrons

The response of the crystal to 2.5 and 14 MeV neutrons is due to nuclear interaction with the isotopes of LaBr$_3$. $^{79}$Br and $^{81}$Br compose Bromine with relative concentration of about 1:1, while $^{139}$La is the only stable isotope of Lanthanum, and other isotopes are present only in traces. The interaction of fast neutron with these isotopes produces secondary particles, which in turn deposit their energy into the crystal, giving rise to recordable pulses. The cross sections for the production of secondary particles can be found in Fig.4.10. The response to 2.5 MeV neutrons is dominated only by inelastic scattering. Other channels contribute to the response to 14 MeV neutrons, since cross sections are above threshold at this energy. The most relevant of those is the (n,2n) reaction on $^{79}$Br, $^{81}$Br and $^{139}$La. This reaction has a dual effect on the response. First, it contributes to the creation of γ-rays emitted by the excited nuclei, and secondly it produces a population of secondary neutrons, which can interact again with the crystal isotopes. Other cross sections are also significant for the production of charged particles, alpha, deuterons and protons. Among those the largest is the (n,np) reaction on $^{79}$Br.

A MCNP model was implemented for the interpretation of experimental results. Mono-energetic 14 MeV neutrons are directed onto a 3"x3" LaBr$_3$. Mono-energetic 2.5 MeV neutrons are directed onto a 3"x6" LaBr$_3$. Different detector volumes are considered, since measurements were performed with different detectors. However, simulations of 14 MeV neutrons are performed also for a 3"x6" detector, which is what is currently installed at JET. A summary of the results of 14 MeV neutrons simulations is presented in Tab.4.1. For the case of 14 MeV neutrons on 3"x3" LaBr$_3$, 1.17 γ-rays and 0.45 secondary neutrons are emitted per neutron history. γ-rays are produced into the crystal and they have a large probability (close to 40%) to be detected, due to the large volume, high density and high Z of the scintillator. Charged particles are less likely to be produced, due to smaller cross sections, but, on the other hand, we can consider their detection efficiency to be 100%.

<table>
<thead>
<tr>
<th></th>
<th>LaBr$_3$ 3&quot;x6&quot;</th>
<th>LaBr$_3$ 3&quot;x3&quot;</th>
</tr>
</thead>
<tbody>
<tr>
<td>gamma creation</td>
<td>1.87</td>
<td>1.18</td>
</tr>
<tr>
<td>neutron creation (n,2n)</td>
<td>6.98 · 10^{-1}</td>
<td>4.51 · 10^{-1}</td>
</tr>
<tr>
<td>proton creation</td>
<td>1.53 · 10^{-2}</td>
<td>9.54 · 10^{-3}</td>
</tr>
<tr>
<td>deuteron creation</td>
<td>1.13 · 10^{-3}</td>
<td>7.62 · 10^{-4}</td>
</tr>
<tr>
<td>alpha creation</td>
<td>1.58 · 10^{-3}</td>
<td>1.10 · 10^{-3}</td>
</tr>
</tbody>
</table>

Table 4.1: MCNP simulation summary of the response of a 3"x3" LaBr$_3$ crystal to 14 MeV neutrons. Results are normalized per neutron history.

Fig.4.11 shows on the other hand the energy distribution of γ-rays induced by 2.5 MeV mono-energetic neutrons simulated with MCNP for a 3"x6" LaBr$_3$ detector. The contribution of each individual isotope is shown separately. At this point one has to consider the response
Figure 4.10: Neutrons cross sections on $^{79}\text{Br}$, $^{81}\text{Br}$ and $^{139}\text{La}$. Figure taken from Paper VIII.
Figure 4.11: Energy distribution of $\gamma$-rays induced by 2.5 MeV mono-energetic neutrons simulated with MCNP for a LaBr$_3$ detector. The contribution of each individual isotope is shown separately. Figure taken from *Paper VII*.

function of the detectors to this emitted secondary particles. Fig.4.12 shows, for the 14 MeV case, the simulated deposited energy spectra for all the secondary particle of interest into a 3"x3" LaBr$_3$. $\gamma$-ray contribution is largely dominant for $E_d < 5$MeV. Charged particles are relevant for $E_d < 5$MeV. Considering a threshold of 0.35 MeV, the detector efficacy to 14 MeV neutrons is 43%, taking into account the contribution of secondary $\gamma$-rays and secondary charged particles. For comparison, the efficiency of a 3"x6" LaBr$_3$ (Ce) to 2.5 MeV neutrons is found to be 76%. Eventually, the energy broadening due to the finite energy resolution of the detector is taken into account by convolution of the response with Gaussian functions. The energy resolution of 3.2% (FWHM/E) is considered to scale, according to the Poisson law, as $1/\sqrt{E}$. 
4.5 Monte Carlo simulation of the HPGe response to fusion neutrons

In the simulations, neutrons with 2.5 MeV and 14 MeV energies are directed in a flat beam configuration towards the head of the detector (which is the top in Fig.4.8). Counts in the detector are due to secondary particles emitted due to neutron interactions. It is found that several channels contribute to the measured response, the most relevant being neutron inelastic scattering on Ge nuclei (four stable isotopes are present in natural concentrations). Charged particles are also emitted for the 14 MeV case. Tab.4.2 summarize the MCNP simulations of secondary particles emission. Results are normalized per neutron history. Fig.4.13 shows the energy distribution of emitted $\gamma$-rays due to fusion neutrons interaction in a HPGe detector, simulated with MCNP.

If we consider the efficiency to charged particles detection to be about 100%, and the total efficiency to $\gamma$-rays in the MeV energy range to be about 60% (100% photopeak relative efficiency). We can estimate the efficiency to neutrons to be 52% for 2.5 MeV and 50% for 14 MeV.

A summary of the calculated efficiencies is presented in Tab.4.3, where the HPGe is compared to LaBr$_3$ detectors.

<table>
<thead>
<tr>
<th></th>
<th>2.5 MeV</th>
<th>14 MeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>gamma creation</td>
<td>$8.86 \cdot 10^{-1}$</td>
<td>$8.43 \cdot 10^{-1}$</td>
</tr>
<tr>
<td>neutron creation (n,2n)</td>
<td>$4.83 \cdot 10^{-1}$</td>
<td>1.22</td>
</tr>
<tr>
<td>proton creation</td>
<td>0.0</td>
<td>$1.82 \cdot 10^{-2}$</td>
</tr>
<tr>
<td>deuteron creation</td>
<td>0.0</td>
<td>$3.17 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>alpha creation</td>
<td>0.0</td>
<td>$6.86 \cdot 10^{-4}$</td>
</tr>
</tbody>
</table>

Table 4.2: MCNP simulation summary of the response of the JET HPGe detector to 2.5 MeV and 14 MeV neutrons. Results are normalized per neutron history.
Table 4.3: MCNP simulation summary of the counting efficiency to fusion neutrons for different γ-ray detectors.

<table>
<thead>
<tr>
<th>Detector Type</th>
<th>2.5 MeV</th>
<th>14 MeV</th>
</tr>
</thead>
<tbody>
<tr>
<td>LaBr3 3x6 (JET)</td>
<td>76%</td>
<td>70%</td>
</tr>
<tr>
<td>LaBr3 3x3</td>
<td>n.a.</td>
<td>43%</td>
</tr>
<tr>
<td>HPGe (JET)</td>
<td>52%</td>
<td>50%</td>
</tr>
</tbody>
</table>

4.6 Measurements of the response of LaBr3 detector to mono-energetic neutrons and simulations benchmark

The response of LaBr3 (Ce) to 2.5 MeV and 14 MeV neutrons has been measured at the Frascati Neutron Generator. 2.5 MeV neutron response was also measured at JET during deuterium plasma operations. The Frascati Neutron Generator (FNG) accelerates deuterium ions at 300 keV onto a tritiated-titanium target containing about $37 \times 10^{10}$ Bq of tritium, providing emission of 14 MeV mono-energetic neutrons. The LaBr3 (Ce) crystal used for the measurements has a cylindrical shape with 3 inches diameter and 3 inches height, for 14 MeV measurements, and 3 inches diameter and 6 inches height, for 2.5 MeV measurements. The detector was placed at 1.25 m from the target. The detector was mounted at 90 deg with respect to the incoming deuterium beam. At this angle the mono-energetic 14 MeV neutron spectrum has the minimum broadening, corresponding to about 1%.

The light emitted by the scintillator was collected by a photo-multiplier tube and signals were fed directly into a 12 bit - 250 Msample/s digitizer. Each waveform above threshold was saved and analysed off-line using a dedicated algorithm. The pulse height spectrum was energy calibrated using laboratory $^{137}$Cs and $^{60}$Co sources. The energy resolution of this system is measured to be 3.2% at the 0.662 MeV line of $^{137}$Cs.

The results of MCNP simulations are compared to the measurements. As a matter of fact, the detector at FNG does not have a collimated line of sight, and it is exposed to a more
Figure 4.14: Measured and simulated energy spectra of the LaBr$_3$ response at FNG. In the simulation, the three components at FNG (direct neutrons, scattered neutrons, and background gammas) are considered. All the secondary particles (gamma, protons, deuterons and alphas) are considered. Figure taken from Paper VIII.
complex admixed neutron and γ-ray field. Scattered neutrons with degraded energy and neutron-induced γ-rays reach the detector after interaction with the surrounding materials into the experimental hall. The energy distributions of scattered neutron and environmental γ-rays were calculated thanks to a MCNP model, which was provided by the FNG facility. The results of this calculation were then used as input for two new MCNP simulations of the response of the LaBr$_3$ detector to these scattered neutron and γ-ray field. The 2.5 MeV response measured at JET has used, because it has a collimated line of sight, and results are cleaner with respect to the FNG measurements.

Fig. 4.14 and Fig. 4.15 presents the comparison of simulations with experimental results for 14 MeV and 2.5 MeV, respectively. Simulations and measurements are consistent, as the same peaks and structures are found. The small differences observed are due to the following reasons. First of all, we have not included any other material in the simulation but the LaBr$_3$ crystal. Background γ-rays induced by neutron interactions with the tokamak main components and materials surrounding the detector are therefore not accounted for by the MCNP result. For example, the peak at 0.8 MeV can be attributed to the interaction of fast neutrons on iron, an abundant element in most tokamak structures. Similarly, we expect that environmental γ-rays induced by neutron interactions can fill the gaps in the energy region 1 to 1.5 MeV of the simulated spectrum. The second reason that could explain such differences is that the simulation considers only 2.5 MeV mono-energetic neutrons, and does not include other components of the neutron spectrum.

As a final test of the MCNP model, we can compare the predicted detector count rate as a function of the total neutron yield of JET with that measured (see Fig. 4.16). Three different discharges have been considered with NBI powers up to 17 MW, corresponding to neutron yields as high as 4 · 10$^{15}$n/s. The results indicate that the measured counting rate is in agreement with the prediction. The dispersion of the data is likely due to the different neutron transport conditions, changing with the plasma, along the line of sight [153].

Figure 4.15: Response spectrum of a LaBr$_3$ (Ce) detector to 2.5 MeV neutrons simulated with MCNP and measured at JET. Figure taken from Paper VII.
4.7 Short lived activation induced by 14 MeV neutrons

Post-irradiation measurements have been carried out at FNG. These measurements are of interest for two reasons. Activation of a large volume crystal can pose problems for handling after a large neutron flux irradiation and, secondly, the production of short lived isotopes reflects into a build-up of the counting rate during the measurement itself.

LaBr$_3$ (Ce) was irradiated for about 1.5 h. The neutron yield was $1.5 \cdot 10^{10}$ neutrons per second, which resulted in a neutron fluence on the detector front surface of approximately $3.8 \cdot 10^6$ neutrons per second.

After the FNG was switched off, the measurement was started. In Fig.4.17 the counting rate as a function of the time is presented. One point is acquired every second.

According to the given interpretation, the short lived activation is due to $^{78}\text{Br}$ and $^{80}\text{Br}$, which have a decay time of 540 s and 1500 s, respectively. $^{78}\text{Br}$ and $^{80}\text{Br}$ are produced by $(n,2n)$ reactions on $^{79}\text{Br}$ and $^{81}\text{Br}$. On the other hand, the $(n,2n)$ reaction on $^{139}\text{La}$ produces $^{138}\text{La}$, which has a half life of billions of years, and therefore cannot add any contribution on this time scale.

In Fig.6, the experimental data of count rate intensity ($I$) as a function of time ($t$) have been fitted by a double exponential decay with time constants $\tau_1 = 540\text{s}$ ($^{78}\text{Br}$) and $\tau_2 = 1500\text{s}$ ($^{80}\text{Br}$),

$$ I = A \cdot \exp \left( -\frac{t}{\tau_1} \right) + B \cdot \exp \left( -\frac{t}{\tau_2} \right) + C $$

where $A$, $B$ and $C$ are the three free parameters of the fit. The $A$ and $B$ parameters define the initial concentrations of $^{78}\text{Br}$ and $^{80}\text{Br}$. The free parameter $C$ takes into account all active isotopes with $\tau >> 30\text{min}$. These can be isotopes of surrounding materials at FNG.
4.8 Neutron attenuators

The possibility to implement a γ-ray camera system composed of an array of LaBr\(_3\) (Ce) crystals is currently under study for ITER [154]. One of the main challenges is the background on the detector produced by high neutron fluxes up to \(10^8 \text{ to } 10^9 \text{ cm}^{-2} \text{s}^{-1}\) at the detector position without neutron filters. The overall background count rate of the detector must also be kept sufficiently low, in order not to exceed its few MHz total count rate capability, leading to paralysis. Further work needs to be addressed to the design of neutron attenuators that can reduce the overall detector load at an acceptable level to enable measurements. A promising attenuator candidate is \(^6\text{LiH}\), as both \(^6\text{Li}\) and \(H\), being light nuclei, are good neutron moderators and, having low Z, give low γ-ray attenuation. Besides, \(^6\text{Li}\) is also a neutron absorber, with a capture cross section of \(3 \cdot 10^3 \text{b}\) for thermal neutrons. At present at JET, a \(^6\text{LiH}\) attenuator is being designed for installation in a γ-ray spectroscopy line of sight.

In this thesis, simple \(\text{CH}_2\) attenuators have been studied at JET. MCNP simulations have been performed to assess the attenuation of 2.5 and 14 MeV neutrons due to different thickness of \(\text{CH}_2\) attenuators. Results are presented in Fig.4.19. Here we considered a flat neutron beam, and attenuator placed at 100 cm distance from the detector. Neutrons are counted only if energy is above 0.7 MeV, which is the minimum to induce inelastic scattering on LaBr\(_3\). At JET (2.5 MeV neutrons) two different attenuator slabs (10 cm each) have been used (see Fig.4.20). Similar discharges with 5.5 MW NBI are considered. Measured attenuation was 7 times for 1 slab and 16 times for 2 slabs. This compares with MCNP calculation, which is 5 times for 1 slab and 12 times for 2 slabs, but the response of the detector to the modified
Figure 4.18: Neutron induced counting rate on gamma-detectors at JET for different neutron emissions during the DT campaign.

<table>
<thead>
<tr>
<th>JET DT neutron emission (s⁻¹)</th>
<th>14 MeV neutron flux at detector position (s⁻¹/cm²)</th>
<th>Gamma-detectors counting rate (cps)</th>
<th>30 cm CH₂ / Gamma-detectors counting rate (cps)</th>
<th>80 cm CH₂ / Gamma-detectors counting rate (cps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10⁻¹⁶</td>
<td>2.7 · 10⁻⁶</td>
<td>7 · 10⁻⁵</td>
<td>7 · 10⁻⁴</td>
<td>7 · 10⁻¹</td>
</tr>
<tr>
<td>10⁻¹⁷</td>
<td>2.7 · 10⁻⁵</td>
<td>7 · 10⁻⁶ (too high)</td>
<td>7 · 10⁻⁵</td>
<td>7 · 10⁻³</td>
</tr>
<tr>
<td>10⁻¹⁸</td>
<td>2.7 · 10⁻⁴</td>
<td>7 · 10⁻⁷ (too high)</td>
<td>7 · 10⁻⁶ (too high)</td>
<td>7 · 10⁻⁴</td>
</tr>
<tr>
<td>10⁻¹⁹</td>
<td>2.7 · 10⁻³</td>
<td>7 · 10⁻⁸ (too high)</td>
<td>7 · 10⁻⁷ (too high)</td>
<td>7 · 10⁻⁵</td>
</tr>
</tbody>
</table>

Figure 4.19: MCNP simulation of a CH₂ attenuators for 2.5 and 14 MeV neutrons.

Based on these results, a simple assessment of the performance of gamma-detectors installed at JET during the next DT campaign can be done, considering expected fluxes and the efficiencies given above for 14 MeV neutrons. Here we consider the efficiency to neutrons to be the same (60%) for the two detectors. In the table (Fig.4.18) a counting rate is labelled as too high when the LaBr₃ cannot cope with it. It has been considered that the total neutron yield of JET can range from 10¹⁶ to 10¹⁹ during the DT campaign. The HPGe will indeed be paralyzed at much smaller fluxes with respect to the LaBr₃. Concerning the LaBr₃ detector, it can be concluded that 80 cm of CH₂ shielding is needed to be not limited by neutron flux.
Figure 4.20: Measured counting rate at JET of a LaBr$_3$ detector with different neutron attenuators.
Chapter 5

Conclusions and Outlook

Ricordati che dietro ogni problema c'è un'opportunità.
– Galileo Galilei

This thesis presents results on fast neutron measurements applied to nuclear fusion and spallation sources. The novelty of the research activity was the development of instrumentation and methods for neutron detection with the capability to combine good energy resolution (a few percent) and high counting rates (> 1 MHz). These results can be summarised following the three parts of the thesis: Diamond Detectors, Telescope Proton Recoil spectrometers and γ-ray spectrometers. Based on these results new instruments will be installed at the JET tokamak, for plasma diagnostics during the next experimental campaigns, and at the ISIS spallation source, where the ChipIr beam-line dedicated to fast neutron irradiation will start full operations in 2015.

Concerning the application of Single crystal Diamond Detectors (SDDs) to fusion plasma diagnostics, the response of the single pixel SDD prototype to 14 MeV neutrons (Paper I) was measured at the Frascati Neutron Generator (FNG). Measurements showed a 2.5% energy resolution using fast electronics optimized for high counting rates, featuring a total signal length below 30 ns. Details of the response function to 14 MeV neutrons have been studied, with focus on the $^{12}$C($n, \alpha$)$^{9}$Be peak, which is of interest for spectroscopy of energetic ions in a fusion plasma.

First measurements at JET of the neutron spectrum from deuterium plasmas using a single crystal diamond detector were presented (Paper II). The observed neutron count rate was successfully correlated to data from other standard neutron rate diagnostics at JET. The deposited energy spectra were measured for both 2.5 MeV and burn-up 14 MeV neutrons. Monte Carlo simulations were used to determine the device response function and to interpret the measured pulse height spectrum in terms of components of neutron emission from NBI plasmas, including background contributions. A good agreement was found between calculations and measurements.

Concerning the application of SDDs to spallation sources, a SDD was used to characterise the fast neutron beam of PRISMA and VESUVIO beam-lines at the ISIS spallation source. Measurements have been performed to develop optimal solution for high rate measurements to be applied on the new ChipIr beam-line. In particular, different fast preamplifiers have been tested as well as a method of HV cycling to overcome polarization effects.

The SDD diamond was used for the first neutron measurements on the new ChipIr beam-line. Here preliminary tests where performed before the end of the ChipIr construction, which is at present still on going to optimize the fast neutron transport. A harder neutron spectrum was observed with respect to what measured on VESUVIO and PRISMA. This is indeed expected, since ChipIr has been designed with a line of sight on the spallation target without direct view.
on the moderator.

For Fusion applications, a TPR concept based on fast inorganic scintillators has been studied, with laboratory characterizations and measurements at proton accelerators. Energy resolution measurements have been performed with thin (1"x0.1") LaBr$_3$ and YAP scintillators using protons between 1 and 8 MeV at the Uppsala Tandem accelerator (Paper III). The measurements have shown that both crystals are good candidate components for a TPR spectrometer for fusion and spallation source applications as they match the required energy resolution and fast scintillation time. In particular, our measurements show that a proton energy resolution better than 2% can be achieved at 8 MeV. These results extrapolate favourably at $E_p > 8$ MeV, making LaBr$_3$ and YAP an effective alternative to silicon detectors for a TPR neutron spectrometer designed to deliver neutron spectra with an overall neutron energy resolution better than 5%. A further characterization of the crystals at proton energies in the 10-30 MeV energy range was done at the Legnaro Tandem-ALPI-PIAVE accelerator, and preliminary results are presented. Measurements of the energy resolution will be repeated in 2015, due to experimental problems in the proton collimation. However, the preliminary measurements are useful to assess the relative electron/proton light yield for these crystals, which is close to 95% for the thin YAP and 75% for the LaBr$_3$. These results are promising since they show a low light reduction when the crystals are irradiated with protons with respect to $\gamma$-ray interaction. It can be concluded that a thin YAP crystal is a cost effective solution to use in a TPR spectrometer.

Concerning the TPR for spallation sources, a first prototype was succesfully installed on the VESUVIO beam-line and measured the VESUVIO neutron spectrum in the 30-120 MeV neutron energy range. The optimization of the setup and off-line coincidence analysis was mostly devoted to reduce the intense background and distinguish recoil proton events. The first measurements were performed with a Proton Recoil Telescope consisting of a thin plastic foil placed in the neutron beam and two scintillator detectors (Paper IV). This design was lately improved by using a silicon detector as $\Delta E$ detector. Good background discrimination was obtained with the present detector configuration, using in coincidence a 500 $\mu$m Silicon detector and a 2.5 cm thick YAP scintillator. Measurements of the neutron spectrum of the VESUVIO beam line are presented in the 30 MeV < $E_n$ < 120 MeV energy range, where the neutron flux was measured to be $(1.5 \pm 0.2) \cdot 10^4 s^{-1} cm^{-2}$ at 160 $\mu$A proton current. The measured spectrum shows a good agreement with Monte Carlo simulations of the VESUVIO beam line (Paper V).

Response functions of $\gamma$-ray spectrometers for the diagnostics of fusion plasmas have been studied. The detectors now in use at JET and of interest for next generation tokamaks are LaBr$_3$ scintillators and a HPGe detector. A MCNP model was developed and benchmarked with measurements with laboratory $^{137}$Cs and $^{60}$Co $\gamma$-ray sources. The MCNP model was adapted in order to simulate the response of the LaBr$_3$ crystal to fusion neutron, which was unknown, and firstly observed with measurements at neutron sources and tokamaks (Paper VI). The response of LaBr$_3$ (Ce) scintillators to 2.5 (Paper VII) and 14 MeV (Paper VIII) neutrons has been measured at the FNG and at the JET tokamak. Measurements are used to benchmark Monte Carlo simulations. It is found that several channels contribute to the measured response, the most relevant ones being neutron inelastic scattering and (n,2n) reaction on $^{79}$Br, $^{81}$Br and $^{139}$La. This reactions are responsible for the production of secondary $\gamma$-rays, which in turn deposit their energy into the LaBr$_3$ (Ce) crystal. A small contribution is due to the production of secondary charged particles, relevant only for 14 MeV neutrons. Considering all contributions, the counting efficiency of a 3"x3" LaBr$_3$ (Ce) to 14 MeV neutrons is found to be 43%. The efficiency of a 3"x6" LaBr$_3$ (Ce) to 2.5 MeV neutrons is found to be 76%. For 14 MeV neutrons, the (n,2n) reaction is also responsible for the production of the short lived $^{78}$Br and $^{80}$Br isotopes, whose decay is the main contribution to post irradiation measurements.
The results presented in this thesis represent a step forward in the development of instrumentation for fast neutron detection. Following these results, and other studies by other groups, SDDs has been selected as promising candidates for a compact detector for use in camera systems of a burning plasma experiment, where there is limited space for implementation of more complex devices. SDDs feature compact dimensions and high rate capability. Moreover, the SDD does not suffer significant gain drifts at high counting rates and strong magnetic fields, which could instead be of major concerns for a scintillator detector. In deuterium plasmas, SDD allows for a good discrimination of direct (primary) and scattered neutrons. Such improvement in the scattered to direct neutron ratio would enhance the imaging capability of a neutron camera system, and ease the interpretation and analysis of neutron calibrations in a tokamak. In DT plasmas, SDD could allow for obtaining a spatially resolved spectroscopy information from the peak shape of the \((n,\alpha)\) reaction, providing detailed information on the fuel ion energy distribution in a high performance device. A 12-pixel SDD matrix has been designed and built for DT neutron emission measurements of the JET fusion plasma experiments. After characterization with laboratory \(\alpha\)-sources and 14 MeV neutron source (in late 2014), this system will be installed at the JET tokamak for neutron spectroscopy measurements, with particular emphasis to the future DT campaign (at present scheduled for 2017).

SDDs are proposed for installation as fast neutron monitor of ChipIr. A matrix with 4-pixels of reduced dimensions (\(\approx 1\,\text{mm}^2\)) is being designed to cope with the high instantaneous flux of ChipIr, that will start full operations in 2015 with the optimized neutron transport configuration. As future development of the diamond detector technology for application on ChipIr the following points have to be considered:

1. Study of the polarization effects, that determine transients that jeopardize the diamond time stability. A strategy to overcome this effects, based on HV cycling, has been identified. This can be of relevance also for fusion applications concerning long pulses of next step burning plasmas. In this thesis, during the measurements at the 14 MeV source the detector response was found to be stable during the irradiation time (20 minutes at 1 kHz counting rate), without showing any polarization effect (\textit{Paper I}).

2. Study of the response functions for neutron energy above 20 MeV, and up ideally to hundreds of MeV. A more detailed knowledge of the response functions would improve the energy information that can be retrieved from the diamond measurement. This can be done with dedicated measurements at quasi-monoenergetic neutron sources, and with the development of dedicated Monte Carlo models.

Following the results presented in this thesis, future developments of the TPR projects are expected:

1. For fusion applications, the TPR concept based on scintillators will be compared to the one based on Silicon detectors, with new measurements at proton accelerators. The possibility of tests of a complete system at a 14 MeV neutron source is under study.

2. Based on the results obtained on the VESUVIO beam-line, a new system will be built to measure the neutron spectrum of the ChipIr instrument at the ISIS spallation source.

Concerning the response of \(\gamma\)-ray spectrometers to a fast neutron field, the results presented in this thesis are of relevance for the design of \(\gamma\)-ray detectors in burning plasma fusion experiments of the next generation, such as ITER, where capability to perform measurements in an intense 14 MeV neutron flux is required.
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Synopsis of attached papers

The abstracts of the papers attached to this thesis have been collected in this section.

I. A Diamond based Neutron Spectrometer for diagnostics of Deuterium-Tritium Fusion Plasmas

Single crystal Diamond Detectors (SDD) are being increasingly exploited for neutron diagnostics in high power fusion devices, given their significant radiation hardness and high energy resolution capabilities. The geometrical efficiency of SDDs is limited by the size of commercially available crystals, which is often smaller than the dimension of neutron beams along collimated lines of sight in tokamak devices. In this work we present the design and fabrication of a 14 MeV neutron spectrometer consisting of 12 diamond pixels arranged in a matrix, so to achieve an improved geometrical efficiency. Each pixel is equipped with an independent high voltage supply and read-out electronics optimized to combine high energy resolution and fast signals (less than 30 ns), which are essential to enable high counting rate (>1 MHz) spectroscopy. The response function of a prototype SDD to 14 MeV neutrons has been measured at the Frascati Neutron Generator by observation of the 8.3 MeV peak from the \(^{12}C(n,\alpha)^{9}Be\) reaction occurring between neutrons and \(^{12}C\) nuclei in the detector. The measured energy resolution (2.5% FWHM) meets the requirements for neutron spectroscopy applications in deuterium-tritium plasmas.

II. Single crystal Diamond Detector measurements of DD and DT neutrons in JET fusion plasmas

First simultaneous measurements of DD and DT neutrons from deuterium plasmas using a Single crystal Diamond Detector are presented in this paper. The measurements were performed at JET with a dedicated electronic chain that combined high count rate capabilities and high energy resolution. The deposited energy spectrum from DD neutrons was successfully reproduced by means of Monte Carlo calculations of the detector response function and simulations of neutron emission from the plasma, including background contributions. The reported results are of relevance for the development of compact neutron detectors with spectroscopy capabilities for installation in camera systems of present and future high power fusion experiments.

III. Thin YAP (Ce) and LaBr\(_3\) (Ce) scintillators as proton detectors of a thin-film proton recoil neutron spectrometer for fusion and spallation sources applications

Two thin inorganic scintillators based on YAP and LaBr\(_3\) crystals (1” diameter x 0.1” height) have been used for proton measurements at the Uppsala tandem accelerator in the energy range 4-8 MeV. Measurements show a comparable good energy resolution for the two detectors, better than 2% (FWHM) for 8 MeV protons, which compares to 3.8% (LaBr\(_3\)) and 3.7% (YAP) obtained at the 1.3 MeV peak of a \(^{60}Co\) \(\gamma\)-ray source. The main advantage of these crystals are a fast scintillation time (less than 30 ns), an excellent light yield and the capability to operate in large neutron background, which make them
ideal candidates as proton detectors of a thin-film proton recoil neutron spectrometer for application on fusion experiments and fast neutron spallation sources.

IV. First measurement of the VESUVIO neutron spectrum in the 30-80 MeV energy range using a Proton Recoil Telescope technique
Measurements of the fast neutron energy spectrum at the ISIS spallation source are reported. The measurements were performed with a Proton Recoil Telescope consisting of a thin plastic foil placed in the neutron beam and two scintillator detectors. Results in the neutron energy range 30 MeV < $E_n$ < 80 MeV are in good agreement with Monte Carlo simulations of the neutron spectrum.

V. A Telescope Proton Recoil spectrometer for fast neutron beam-lines
Fast neutron measurements were performed on the VESUVIO beam-line at the ISIS spallation source using a new Telescope Proton Recoil spectrometer. Neutrons are converted into protons via elastic scattering on a plastic target. Recoil protons are measured by a proton spectrometer, which use in coincidence a 2.54 cm thick YAP scintillator and a 500 µm thick silicon detector, measuring the full proton recoil energy and the partial deposited energy in transmission, respectively. The VESUVIO fast neutron spectrum was measured up to 120 MeV and results are in good agreement with Monte Carlo simulation of the beam-line. This instrument is of particular interest for the characterization of the ChipIr beam-line at ISIS, which was designed to feature an atmospheric-like neutron spectrum for the irradiation of micro-electronics.

VI. LaBr$_3$ scintillator response to admixed neutron and γ-ray fluxes
Gamma ray spectroscopy is a promising method for diagnosing fast ions and confined alpha particles in a fusion plasma device. This application requires γ-ray detectors with high energy resolution (say a few percent for gamma ray energies in the range 1-5 MeV), high efficiency and high count rate capability, ideally up to a few MHz. Furthermore, the detector will have to withstand the high 14 MeV and 2.45 MeV neutron fluxes produced by the main fusion reactions between deuterium and tritium. Experimental results demonstrate that the requirements on energy resolution, efficiency and count rate can be met with a LaBr$_3$ scintillator detector equipped with fast digital data acquisition. The measured response of the detector to 2.45 MeV neutrons is presented in this paper and discussed in terms of the interaction mechanism between neutrons and detector.

VII. Response of LaBr$_3$ (Ce) scintillators to 2.5 MeV fusion neutrons
Measurements of the response of LaBr$_3$ (Ce) to 2.5 MeV neutrons have been carried out at the Frascati Neutron Generator and at tokamak facilities with deuterium plasmas. The observed spectrum has been interpreted by means of a MCNP model. It is found that the main contributor to the measured response is neutron inelastic scattering on $^{79}$Br, $^{81}$Br and $^{139}$La. An extrapolation of the count rate response to 14 MeV neutrons from deuterium-tritium plasmas is also presented. The results are of relevance for the design of γ-ray diagnostics of fusion burning plasmas.

VIII. Response of LaBr$_3$ (Ce) scintillators to 14 MeV fusion neutrons
The response of LaBr$_3$ (Ce) to 14 MeV neutrons has been measured at the Frascati Neutron Generator. A MCNP model is used for the interpretation of experimental results. It is found that several channels contribute to the measured response, the most relevant being neutron inelastic scattering and (n,2n) reaction on $^{79}$Br, $^{81}$Br and $^{139}$La. This reactions are responsible for the production of secondary γ-rays, which in turns deposit their energy into the LaBr$_3$ (Ce) crystal. A small contribution is due to the production of
secondary charged particles, relevant only at deposited energies $E_d > 5$ MeV. Considering all contributions, the efficiency of a 3”x3” LaBr$_3$ (Ce) to 14 MeV neutrons is found to be 43%. The (n,2n) reaction is also responsible for the production of the short lived $^{78}$Br and $^{80}$Br isotopes, whose decay is the main contribution to post irradiation measurements. The results presented hereby are of relevance for the design of $\gamma$-ray diagnostics of fusion burning plasmas.
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Single crystal Diamond Detectors (SDD) are being increasingly exploited for neutron diagnostics in high power fusion devices, given their significant radiation hardness and high energy resolution capabilities. The geometrical efficiency of SDDs is limited by the size of commercially available crystals, which is often smaller than the dimension of neutron beams along collimated lines of sight in tokamak devices. In this work, we present the design and fabrication of a 14 MeV neutron spectrometer consisting of 12 diamond pixels arranged in a matrix, so to achieve an improved geometrical efficiency. Each pixel is equipped with an independent high voltage supply and read-out electronics optimized to combine high energy resolution and fast signals (<30 ns), which are essential to enable high counting rate (>1 MHz) spectroscopy. The response function of a prototype SDD to 14 MeV neutrons has been measured at the Frascati Neutron Generator by observation of the 8.3 MeV peak from the $^{12}\text{C}(\text{n},\alpha)^{9}\text{Be}$ reaction occurring between neutrons and $^{12}\text{C}$ nuclei in the detector. The measured energy resolution (2.5% FWHM) meets the requirements for neutron spectroscopy applications in deuterium-tritium plasmas. [http://dx.doi.org/10.1063/1.4885356]

I. INTRODUCTION

Single crystal Diamond Detectors (SDD) can play an important role as compact neutron detectors with spectroscopy capabilities for use in camera systems of a burning plasma experiment, where there is limited space for implementation of more complex devices such as dedicated spectrometers for 2.5 and 14 MeV neutrons.1–3 Furthermore, SDDs feature other advantages such as radiation resistance and low sensitivity to magnetic fields and $\gamma$-ray background, which make them interesting candidates for operation in the harsh environment of a high power tokamak.

The performance evaluation of SDDs as neutron spectrometers has been the subject of dedicated tests at accelerator facilities.1–11 Neutrons are measured by means of their interactions with carbon nuclei in the detector, which include elastic and inelastic scattering, besides the $^{12}\text{C}(\text{n},\alpha)^{9}\text{Be}$ and $^{12}\text{C}(\text{n},\alpha)^{9}\text{Be}$ reactions.12 The latter process is the most interesting one for 14 MeV neutron measurements, since it results in a peak centred at $E_0 = 8.3$ MeV (which compares to a reaction Q value of $-5.7$ MeV). Neutron spectroscopy measurements with SDDs are especially concerned with measuring the shape of this $(\text{n},\alpha)$ peak, as its width would be proportional to plasma temperature,13 net of the added broadening from the instrument response function. Additional diagnostic capabilities may also be possible by resolving small (at the $10^{-2}$ level) high energy components appearing along the falling edge of the $(\text{n},\alpha)$ peak,14–17 as so far demonstrated at JET with ad hoc designed non-compact neutron spectrometers.18–21

Previous proof-of-principle measurements of 14 MeV neutrons with natural diamond detectors were performed in tokamak experiments with deuterium-tritium (DT) plasmas and are reported in Refs. 22 and 23. The use of artificially grown SDDs for applications to neutron measurements in fusion plasmas is recent and was so far focused on the determination of the time traces of 14 MeV neutron emission from tritium experiments at JET.24 It is only very recently that the feasibility of neutron spectroscopy with SDDs has been demonstrated by measurement of the 2.5 MeV neutron spectrum from JET deuterium plasmas, together with 14 MeV neutrons from triton burn up emission.25

In this work, we present the design of a new system based on a matrix of 12 SDD pixels, each equipped with independent high voltage supply and read-out electronics, designed for 14 MeV neutron spectroscopy applications in plasmas of DT. Special care was taken in optimizing the electronic chain to combine high energy resolution and counting rate (>1 MHz) capabilities. The matrix is proposed for installation at JET on a collimated vertical line of sight in view of the next DT campaign. The results of an experiment at the Frascati Neutron Generator with 14 MeV neutrons impinging on

---
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II. DESIGN AND REALIZATION OF DIAMOND BASED NEUTRON SPECTROMETERS

A single SDD pixel prototype and a 12 pixel matrix were designed as neutron spectrometers and built at the CNR-ISM institute in Rome (Italy) based on the experience of X-ray detectors and dosimeters\textsuperscript{26–32} (see Fig. 1). The single pixel SDD was completed and neutron measurement results are presented hereby. At the time of the writing of this paper the 12 pixels matrix is being assembled and will be evaluated with laboratory tests. Each pixel is made of a single-crystal “electronic grade” diamond sample (4.5 $\times$ 4.5 mm\textsuperscript{2}, 500 $\mu$m-thick, with boron concentration [B] $<$ 5 ppb, and nitrogen concentration [N] $<$ 1 ppb), provided by Element Six Ltd.\textsuperscript{33} Aimed at removing any organic and metallic impurity, each sample was cleaned for 30 s in a boiling mixture (1:1:1) of nitric, sulfuric, and perchloric acid, then rinsed in deionized water. Ultrasound sonication was also used for debris removal. Ohmic contacts were obtained on top and bottom surfaces of the samples by subsequent sputtering depositions of a multilayer metal structure (patent pending), followed by a final gold layer deposition, in order to improve weldability with microwires. Aimed at maximizing contact homogeneity between pixels, the diamond samples were metalized all together in two sessions (one for the top and one for the bottom surfaces).

A dedicated 1 mm-thick alumina Printed Circuit Board (PCB) was designed and fabricated for the 12 pixel matrix. The bottom surfaces of the diamond samples were glued with a thin layer of conductive silver paste on their respective pad, whereas top surfaces were wire-bonded (by means of 25 $\mu$m thick Al/Si wires) on the ground plane. In order to reduce cross-talk effects, the ground plane surrounds completely each pixel pad, as well as each signal track. All the pads and signal tracks, as well as the ground plane, are aluminum-made, aimed at minimizing metal activation by neutrons. The alumina PCB is housed inside a properly designed and developed aluminum metal case, equipped with 12 SMA (SubMiniature version A) connectors for pixel biasing and signal collecting.

Signals from each pixel are amplified by a fast charge preamplifier CIVIDEC C6, which is a low-noise charge amplifier with a rise time of 3.5 ns and a Gaussian pulse shape with a FWHM of 10 ns.\textsuperscript{34} Fast electronics is needed in order to allow for high rate measurements by reducing the pile-up probability. On the other hand, electronics with fast signals (tens of ns) feature worst energy resolution with respect to conventional spectroscopic preamplifiers with typically decay time in the range 50–500 $\mu$s. As a matter of fact, due to the large number of electron-hole pairs produced by MeV particles with a 5.5 eV band-gap (about $10^6$), we can state that the finite energy resolution of the SDD is entirely dominated by the electronics, with no contribution from Poisson statistics. CIVIDEC C6 was selected among other commercial and custom made preamplifiers, giving an energy resolution of 1.9% (FWHM) for 5.5 MeV alpha particles in vacuum.

III. MEASUREMENTS OF 14 MeV NEUTRONS AT THE FRASCATI NEUTRON GENERATOR

Measurements of the response of the SDD single pixel prototype to 14 MeV neutrons were carried out at the Frascati Neutron Generator (FNG).\textsuperscript{35} FNG accelerates deuterium ions...
at 300 keV onto a tritiated-titanium target containing about $37 \times 10^{10}$ Bq of tritium. The detector was mounted at 90° with respect to the incoming deuterium beam. At this position the mono-energetic DT neutrons do not have any energy shift due to the kinematics, and their spectrum has the minimum broadening, corresponding to about 1%. The detector was placed at a distance of 25 cm from the target, providing a neutron flux of about $10^6$ n cm$^{-2}$ s$^{-1}$. The CIVIDEC C6 preamplifier was connected to the detector through a 15 cm long low capacity cable. A four channel, 1 GS/s-10 bit CAEN waveform digitizer model DT5751 was used to record the signals. A typical neutron signal measured at FNG is shown in Fig. 2. One can notice that its full duration is below 30 ns. Digitized signals were analyzed off-line by integrating their area (a dedicated algorithm with baseline subtraction was used) and the deposited energy spectra built.

The deposited energy spectrum shown in Fig. 3 integrates 780 s of measurement. Starting from high deposited energy, it is possible to see the $^{12}$C(n,$\alpha$)$^9$Be peak, the $^{12}$C(n,$n'$)3$\alpha$ shoulder and the scattering continuum. The (n,$\alpha$) peak has a measured energy broadening of 2.7% FWHM. The energy resolution of the detector is therefore estimated to be 2.5% (FWHM), considering the 1% intrinsic broadening of the FNG DT spectrum. A zoom in log scale at higher deposited energies ($7$ MeV $< E_d < 14$ MeV) shows the presence of $^{13}$C(n,$\alpha$)$^{10}$Be peak. The intensity of this peak is 0.3% with respect to the $^{12}$C(n,$\alpha$)$^9$Be peak. This is due to the fact that $^{13}$C is only 1.1% of the natural carbon and the cross section is about 1/3 (22 mb vs. 62 mb). The continuous background at $E_d > 8.5$ MeV can be due also to neutron interaction with other elements present into the contacts. These events with deposited energy above the $^{12}$C(n,$\alpha$)$^9$Be peak set the instrument sensitivity for diagnostics of energetic ion population in the fusion plasma to about $10^{-2}$ level with respect to the main bulk emission.

Another important feature for a neutron detector for diagnostics of fusion plasmas is the capability of discriminating direct from scattered neutron. An improvement in the scattered to direct neutron ratio would enhance the imaging capability of a neutron camera system, and ease the interpretation and analysis of neutron calibrations in a tokamak. For DT neutron a straightforward possibility is to have an high energy threshold below the (n,$\alpha$) peak. It was found that the measured (n,$\alpha$) counts in the range $7$ MeV $< E_d < 10$ MeV are 9.5% with respect to all the counts from other reaction channels ($1.5$ MeV $< E_d < 7$ MeV).

In Fig. 4, the counting time trace of the SDD is compared to the standard monitor of the FNG. Here, errors on the diamond measurements are due to the Poisson counting statistics and not shown because of the same magnitude of the
black dots. It is possible to notice the good agreement of the two traces. No instability effects were observed during these 14 MeV neutron irradiation measurements, which is a good indication for a straightforward use of a SDD for neutron emission diagnostics.

IV. CONCLUSIONS

Two SDD based neutron spectrometers (a single pixel and a 12-pixel matrix) have been designed and built for DT neutron emission measurements of fusion plasma experiments. The response of the single pixel SDD to 14 MeV was measured at FNG. Measurements showed a 2.5% energy resolution using fast electronics, optimized for high counting rates, featuring a total signal length below 30 ns. Details of the response function to 14 MeV neutrons have been studied, with focus on the $^{12}$C($n,\alpha)^{9}$Be peak, which is of interest for energetic ions studies in a fusion plasma. The detector response was stable during the irradiation time, without showing any instability effect. The 12 pixel SDD matrix, after characterization, will be installed at the JET tokamak for neutron spectroscopy measurements during the future DT campaign.
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I. INTRODUCTION

Single crystal Diamond Detectors (SDDs) are artificially produced by chemical vapor deposition.1 In recent years they have been successfully used for fast neutron measurements in the MeV range mostly at spallation sources,2–5 where spectral measurements were demonstrated in time of flight experiments. SDDs are interesting candidates also for measurements of the 2.5 MeV and 14 MeV neutron energy spectrum from fusion plasmas of tokamak experiments, particularly in next step devices, such as ITER. Here, advantage can be taken of the high neutron fluxes (109 n cm−2 s−1), which enable measurements at high counting rates (MHz) and, thus, temporal resolution (a few ms). Besides, the compact dimensions and radiation resistance of SDDs make them particularly interesting as detectors for camera systems with spectroscopy capabilities, thanks to their high energy resolution (∼2% at 5 MeV).

As far as neutron spectroscopy applications of SDDs are concerned, a distinction must be made between neutrons of energy below and above 6 MeV, due to the different response function of the instrument in these energy ranges. Above 6 MeV, neutron spectroscopy is enabled by the 12C(n,α)9Be reaction (energy threshold: 6.17 MeV) between the incoming neutrons and carbon nuclei of the diamond crystal. The α particle energy is deposited in the device and results in a peak, whose mean position and shape depend on the incoming neutron energies. For example, 14 MeV neutrons from deuterium-tritium (DT) plasmas would be manifested as a peak at mean energy E0 = 8.5 MeV with width proportional to the square root of the plasma temperature T.6 Measurements of 14 MeV neutrons were performed in tokamak experiments with DT plasmas using natural diamond detectors and are reported in Refs. 7–9.

For neutron energies below 6 MeV, instead, the 12C(n,α)9Be reaction is forbidden by kinematics and the main reaction channel is neutron elastic scattering on 12C nuclei. The 12C recoil nuclei are stopped in the detector and, for a monochromatic neutron beam, their spectrum appears as a continuous distribution ending at the maximum recoil energy transferred to 12C, which is proportional to the incoming neutron energy. Measurements of the SDD response in this energy range, as well as for EN > 6 MeV, were performed at accelerator facilities and are reported in the literature.10–12 The simultaneous detection of 2.5 and 14 MeV neutrons from a fusion plasma using a lithium coated SDD is reported in Ref. 13. In this experiment, the detection efficiency of the device was boosted by the 6Li(n,α)T reaction in the coating which, however, resulted in a loss of spectroscopy information on 2.5 MeV neutrons.

In this work we present the first simultaneous spectroscopy measurements of 2.5 and 14 MeV neutrons from a deuterium-deuterium (DD) fusion plasma in a tokamak environment using a bare SDD. The measurements were performed at JET with a fast acquisition chain optimized for high rate applications and are interpreted in terms of components of the neutron emission spectrum together with the simulated SDD response function. Advantages of SDDs over other techniques based on compact detectors for neutron measurements in tokamak experiments are finally illustrated.

a)carlo.cazzaniga@mib.infn.it
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II. EXPERIMENTAL SETUP

An artificially grown SDD was installed in the JET Torus Hall on a collimated Line of Sight (LoS) shared with other neutron diagnostics, the MPRu proton-recoil neutron spectrometer and the NE213 scintillator. Fig. 1 shows the position of the detector inside the MPRu radiation shielding as in the MCNP model used for the calculations presented in Sec. IV. The installed diamond detector had a nominal active volume of the $4.7 \times 4.7$ mm$^2$ (surface area) $\times$ 0.5 mm (thickness) with 4.5 mm diameter aluminium electrical contacts.

Two separate read-out electronic chains (see Fig. 2) were developed to measure, at the same time, DD (2.5 MeV) and DT (14 MeV) neutrons. This was needed since the energy deposition for DD neutrons, due to carbon recoil, is about 20 times less than the energy deposition of DT neutrons via the $(n,\alpha)$ reaction. Both chains shared a fast charge preamplifier CIVIDEC c6$^{22}$ as a first amplification stage. The latter was placed about 20 cm away from the diamond detector, without intercepting the neutron beam. A 120 meter BNC cable was laid down from the preamplifier to the JET Diagnostic Hall, where signals from the diamond detector were recorded. The signal FWHM from an $\alpha$-particle of the calibration source, measured after the long BNC cable, was 20 ns (see Fig. 3(a)). For 2.5 MeV neutron measurements a second amplification stage, consisting of a 20 dB current amplifier CIVIDEC c1,$^{22}$ was installed right after the first preamplifier in the Torus Hall. Fig. 3(b) shows the signal from 2.5 MeV neutrons after the second amplification stage. Clearly, there is a worse signal-to-noise ratio compared to the pulse from the calibration source of Fig. 3(a), but the FWHM of the signal is still about 20 ns, which shows that the current amplifier did not introduce any significant shaping that could alter the fast temporal properties of the signal. Preserving fast signals is essential in view of high rate measurements in the JET DT campaign.

A four channel, 1 GHz, 10 bit CAEN waveform digitizer model DT5751 (input range: 0–1 V) was used to record the signals from both electronic chains in the Diagnostic Hall. The acquisition was triggered by the JET “pre”-signal, that is produced 40 s before each plasma discharge. The Pulse Height Spectrum (PHS) corresponding to each discharge was reconstructed off-line with a software based on a trapezoidal filter algorithm.$^{24}$

A calibration triple-$\alpha$ source ($^{241}$Am, $^{239}$Pu, and $^{244}$Cm) was placed in front of the detector, providing a counting rate $<10$ Hz. A typical calibration spectrum, collected in 60 min without neutron emission from the plasma, is shown in Fig. 4. It has to be considered in the calibration a calculated energy loss in air of 0.39 MeV. An energy resolution (FWHM/E) of 2.2% can be measured at 5.2 MeV. This value is acceptable for fusion spectroscopy applications, as it is smaller than the kinematic broadening of the thermal emission peak from DT plasmas (between 2% and 10% for plasma temperatures in the range 3–10 keV). For 2.5 MeV neutron measurements, which correspond to a maximum of 0.8 MeV of deposited energy, the energy resolution of the SDD is assumed to be 8%. This value was extrapolated from the resolution determined experimentally using a $^{137}$Cs $\gamma$-ray source.

III. NEUTRON MEASUREMENTS ON JET DEUTERIUM PLASMAS

Neutron measurements (2.5 MeV) have been performed in deuterium plasmas from July 2013 during the JET C31 campaign. A clear evidence that the signals measured by the SDD detector were due to fusion neutrons was obtained by comparing the counts measured by the SDD with the neutron yield observed by the standard JET neutron diagnostics. The result is shown in Fig. 5, where each data point represents an individual discharge performed on 13 August 2013. The SDD measurements had a low energy threshold
corresponding to a deposited energy $E_d = 0.3$ MeV and are shown in the figure versus the total neutron yield measured by the JET fission chamber diagnostics.\textsuperscript{25} There is clear linear correlation between the two set of data (correlation coefficient $R^2 = 0.9988$) with a proportionality constant of $4.5 \times 10^{-13}$. This small value results from the combined contribution of neutron transport from the plasma to the detector position and of the detector efficiency, which can be calculated to be about 1.4% for 2.45 MeV neutrons, based on the $n+^{12}$C nuclear elastic scattering cross sections.\textsuperscript{26} A comparison between the counts recorded by SDD and a NE213 liquid scintillator (active volume $1 \text{ cm}^2 \times 1 \text{ cm}$) placed in front of the SDD along the same LOS (see Figure 1) is presented in Fig. 5(b) for the same set of discharges of Fig. 5(a). Again, we find a very good correlation between the two set of data ($R^2 = 0.9986$). The NE213/SDD efficiency ratio, derived from a linear fit to the data, is about 50/1.

The neutron emission time trace measured by SDD is compared with that from the JET fission chambers for a specific JET discharge (#84476) in Fig. 6. The latter is a discharge with average Neutral Beam Injection (NBI) power of about 15 MW. Data for SDD are shown every 0.5 s to mitigate the statistical fluctuations arising from the low (a few hundred Hz) counting rates observed in deuterium plasmas at the detector location. The good agreement between the two set of data confirms the validity of the SDD measurements.

We now move to the analysis of the measured PHS from DD neutrons. This is shown for a single JET discharge (#84476) in Fig 7(a) and for 45 similar discharges in Fig. 7(b) as a function of the charged particle energy released in the detector $E_d$. All these experiments were deuterium plasmas with NBI power from 12 MW to 20 MW. Qualitatively, the PHS has the characteristic box shape expected from the energy distribution of the $^{12}$C recoil ions. The shoulder of the PHS is at 0.69 MeV, which correctly corresponds to the maximum energy deposited by back-scattering of 2.5 MeV neutrons on Carbon.\textsuperscript{27} The broadening of the edge is due to the combined contribution of the finite detector energy resolution and of Doppler broadening from plasma kinematics (see Sec. IV).

It can be noted here that a deuterium plasma offers the opportunity to also perform measurements of 14 MeV neutrons. These come from the burn up of tritons on deuterium. Tritons are in turn produced by the $d+d \rightarrow p+t$ reaction, which has about the same cross section as $d+d \rightarrow n+^3$He. At JET, the 14 MeV Triton Burn up Neutron emission (TBN) in deuterium plasmas is estimated to be about 1% of that at 2.5 MeV.\textsuperscript{28–30} In order to observe TBN emission we have summed all discharges performed at JET during more than 1 month of operations with the result shown in Fig. 8. The 14 MeV TBN emission is manifested by the appearance of the $(n,\alpha)$ peak which, as stated in the introduction, is the dominant neutron interaction channel for $E_n > 6.2$ MeV. The significant width of the peak (about 2 MeV FWHM) reflects the triton slowing down distribution and is in good agreement

FIG. 3. Signals from an $\alpha$ particle of the calibration source after the BNC cable in the Diagnostic Hall (a) and from a 2.5 MeV neutron after the second amplification stage (see text for details) (b).

FIG. 4. Energy spectrum of a calibration triple-$\alpha$ source measured with the SDD in the final setup at JET.
FIG. 5. (a) Neutron counts measured by SDD versus the JET total neutron yield as derived from fission chambers. Each point corresponds to an individual discharge. (b) Neutron counts measured by SDD and by a NE213 liquid scintillator along the same line of sight.

with calculations for JET (see Figure 7 of Ref. 29). The fit is obtained by comparison of a Gaussian function in terms of Cash statistics. It can be noted that a shoulder appears for $E_d < 8 \text{ MeV}$; this continuous is due to the $^{12}\text{C}(n,n)^{3}\alpha$ reaction, as it is discussed in more details in Ref. 11.

IV. QUANTITATIVE ANALYSIS OF THE DEPOSITED ENERGY SPECTRUM

The measured PHS can be analyzed to separate different neutron emission components from the plasma. To this end, one must first determine the background due to the calibration source. This was measured, without plasma emission, for about 130 min with the results shown in Fig. 9. A MCNP model was developed to simulate the detector response function to mono-energetic neutrons up to 4 MeV with an energy step of 100 keV. The model geometry consisted of the bare diamond volume and aluminum contacts.

Mono-energetic neutrons at different energies were generated and impinged on the front part of the detector. The same geometry was used to simulate the response to background γ-rays (see below). The resulting response function was convoluted with simulations of increasing complexity of the neutron emission spectrum from the plasma for comparison with measurements, as shown in Fig. 10. As a first step, we assumed the neutron spectrum to uniquely consist of mono-energetic neutrons at $E = 2.45 \text{ MeV}$ (green dashed curve). This however provided an unsatisfactory description of the measured PHS, both in the flat region corresponding to low recoil energies and for the high energy shoulder.

As a second step, we used a more detailed model for neutron emission from NBI heated plasmas. In this model, neutron emission is described in terms of three components: the thermal, that arises from reaction within the thermal (Maxwellian) plasma population; the beam-plasma, which originates from beam ions reacting with thermal ions; and the beam-beam, that is due to fusion reactions among deuterons of the beam. All of these components were calculated with the Monte Carlo code GENESIS, which can determine the neutron and γ-ray emission spectrum from the plasma using as input the reactant distribution functions. A half-box model was adopted to represent the beam population. The output from GENESIS was in turn validated by comparison with measurements from the TOFOR neutron spectrometer for a few discharges.

As the summed spectrum of Figure 10 included plasmas with different NBI injection energies (ranging from 80 keV to 120 keV), separate simulations were correspondingly performed and then combined with weights proportional to the actual NBI power mix used in the experiments. The finite energy resolution of the SDD was taken into account by convolution with a Gaussian of FWHM = 8%. This value was extrapolated from the resolution determined experimentally using a $^{137}\text{Cs}$ γ-ray source. The result of the fit is shown by the red curve in Fig. 10. The high energy shoulder is now well described, but there is a significant excess of data in the low energy region.
FIG. 7. (a) Pulse height spectrum from DD fusion neutrons measured by SDD in discharge #84476 at JET, as a function of the charged particle energy released in the detector $E_d$. (b) Pulse height spectrum from the sum of 45 similar JET discharges.

energy part of the spectrum that is not accounted for by the simulation.

This discrepancy can be solved by considering the background contributions from $\gamma$-rays and scattered neutrons to the measured spectrum. To this end, the MCNP model for MPRu (Fig. 1) was used to calculate $\gamma$-ray production in the beam dump and the scattering of the incoming neutrons along the MPRu line of sight. The contributions of these two background sources are shown in Figure 11 in linear and log scale. Neutron scattering results in an excess of low energy neutrons that show up as a component of significant intensity up to $E_d = 0.5$ MeV, with a rapid fall off at higher energies. Gamma-ray induced events in the SDD have a clear exponential shape.

The complete description of the measured data (solid line of Fig. 11) thus included four contributions: (1) a primary component due to d+d neutrons emitted from the plasma and that reach the detector, as in Fig. 10; (2) scattered neutrons and (3) $\gamma$-rays produced by the interaction of the primary neutrons with the MPRu LoS; (4) background events from the triple-$\alpha$ calibration source, normalized to measurement time. Two normalization parameters only were determined by the fit, namely the absolute intensity of the primary neutron component and the amount of scattered neutrons. The scattered neutron/background $\gamma$-ray ratio was constrained to the value found by MCNP and confirmed by the NE213 measurements, which can distinguish signals from neutrons and $\gamma$-rays from their different pulse shapes. This allows for minimizing the number of free parameters in the fit. The background intensity from the triple-$\alpha$ source was known independently.

FIG. 8. Measured pulse height spectrum from triton burn up neutrons in deuterium plasmas at JET. Data from all discharges during 1 month of operations at JET were summed. The FWHM of the (n,$\alpha$) peak is indicated in the figure.

FIG. 9. Background energy spectrum due to the calibration source normalized to the measurement time.
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from a separate measurement and re-scaled to the actual measurement time during the plasma discharges. With all four components included, we find a good agreement between measurements and data. In particular, neutron scatter-

V. DISCUSSION AND OUTLOOK

Artificial diamonds can play a role as compact neutron detectors with spectroscopy capabilities for fusion applications, together with other devices such as NE213 scintillators. Compact detectors are of importance for use in camera systems of a burning plasma experiment, where there is limited space for implementation of more complex devices such as dedicated spectrometers for 2.5 and 14 MeV neutrons. A few points may be raised here to point out advantages and disadvantages of diamond detectors, also in comparison with NE213 scintillator and with reference to DD and DT experiments:

(i) Both SDD and NE213 feature compact dimensions and high rate capability. The difference in efficiency, which is set by the material volumes commercially available, makes them complementary depending on expected neutron fluxes. The efficiency of SDD can be increased by using a matrix of detectors.

(ii) The SDD does not suffer significant gain drifts at high counting rates and strong magnetic fields. These could instead be of major concerns for a scintillator.

(iii) NE213 allows for n-γ pulse shape discrimination which is not possible with a SDD, that, nevertheless, is fairly insensitive to γ-rays, as demonstrated by these measurements. Besides, γ-ray events mostly concentrate in the low energy part of the spectrum and can thus be discriminated by setting a proper low energy threshold in the PHS.

(iv) In deuterium plasmas, SDD allows for a good discrimination of direct (primary) and scattered neutrons. For example, setting an energy threshold at \( E_d = 0.5 \text{ MeV} \) (see Fig. 11), would reduce the scattered neutron contribution to only 10% of the direct one. Such improvement in the scattered to direct neutron ratio would enhance the imaging capability of a neutron camera system, and ease the interpretation and analysis of neutron calibrations in a tokamak.

(v) In DT plasmas, SDD could allow obtaining spectroscopy information from the peak shape of the \((n,α)\) reaction, providing detailed information on the fuel ion energy distributions. This information could be used for fast ion studies, as demonstrated so far in present tokamaks with dedicated high resolution spectrometers such as MPRu and TOFOR. Adding spectroscopy information to a neutron camera system by means of compact detectors would allow for spatially resolved measurements of the fast ion energy distribution in a high performance device.

VI. CONCLUSIONS

First measurements of the neutron spectrum from deuterium plasmas using a single crystal diamond detector were
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presented in this paper. The data were taken at JET by equipping the detector with a fast electronic chain designed to combine high count rate capabilities (up to the MHz range) and good energy resolution (≈2% at 5 MeV). The observed neutron count rate was successfully correlated to data from other standard neutron rate diagnostics at JET. The deposited energy spectra were measured for both DD and burn-up DT neutrons. Monte Carlo simulations were used to determine the device response function and to interpret the measured pulse height spectrum in terms of components of neutron emission from NBI plasmas, including background contributions. A good agreement was found between calculations and measurements. The results presented here will be the basis for further developments of diamond detectors for neutron diagnostics of JET DD and DT plasmas and in view of burning plasma experiments of JET DD and DT plasmas.
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ABSTRACT

Two thin inorganic scintillators based on YAP and LaBr₃ crystals (1 in. diameter × 0.1 in. height) have been used for proton measurements at the Uppsala tandem accelerator in the energy range 4–8 MeV. Measurements show a comparable good energy resolution for the two detectors, better than 2% (FWHM) for 8 MeV protons, which compares to 3.8% (LaBr₃) and 3.7% (YAP) obtained at the 1.3 MeV peak of a ⁶⁰⁰Co γ-ray source. The main advantages of these crystals are a fast scintillation time (less than 30 ns), an excellent light yield and the capability to operate in large neutron background, which make them ideal candidates as proton detectors of a thin-film proton recoil neutron spectrometer for application on fusion experiments and fast neutron spallation sources.

© 2014 Published by Elsevier B.V.

1. Introduction

Neutron spectrometers for measurements in the MeV range have played important roles in spallation sources and fusion plasma devices in recent years [1–7]. The instrumentation used in both cases is of dedicated design that depends on the specific diagnostic needs of each experiment. For example, in fusion plasma applications at JET, a Magnetic Proton Recoil (MPR) spectrometer has been used for 14 MeV neutron measurements at 5% resolution, providing information of unprecedented detail on neutron emission from the plasma [8–10]. The significant dimensions (several tens of meters) and weight (about 80 t) of the instrument, however, do not make the MPR technique particularly suitable for applications where there are space limitations, such as arrays of neutron detectors arranged in a camera system. In this context, a Thin-film Proton Recoil (TPR) spectrometer could be an interesting alternative. The TPR detection principle is based on neutron-to-proton conversion via elastic scattering on hydrogen nuclei at a given angle in a plastic thin foil. The scattered proton energy can be easily measured and converted back to the incoming neutron energy, provided that the recoil angle is known [11]. A preliminary design of a non-magnetic TPR detector for fusion plasma diagnostics has been presented in Ref. [12]. Here it is shown through calculations that TPR could attain an energy resolution close to that of the MPR, combined with an increased efficiency of 2.9 × 10⁻⁴ cm² and compact dimensions. The design in Ref. [12] used silicon detectors as proton spectrometers, given their excellent energy resolution and fast signals. In particular, a proton energy resolution better than 2% would be ideal for a TPR system, so that the overall energy resolution of the spectrometer, that gains contributions also from the finite aperture of the recoil solid angle and the thickness of the scattering foil, could still be about 5%.

In this paper we demonstrate that such requirement for the proton energy resolution could be also achieved using fast inorganic scintillators as alternatives to silicon detectors. Their main advantages are the resistance to neutron irradiation and cost effectiveness. In particular LaBr₃(Ce) and YAP(Ce) are the proposed scintillator crystals, the latter being the most cost effective one. Besides, the fast scintillation time constants of these crystals would enable their use at high count rates up to few MHz. A prototype of a TPR spectrometer of such design was tested at the ISIS neutron source of the Rutherford-Appleton Laboratory (UK) in a proof-of-principle measurement using YAP scintillators, presented in Ref. [13]. In this experiment neutron spectroscopy in the energy range 30 to 80 MeV was demonstrated and advantage was taken from the fast scintillation time of the crystal, which is needed to cope with the high instantaneous count rate provided...
2. Experimental setup

Two thin inorganic scintillators based on YAP and LaBr₃ crystals (1 in. diameter × 0.1 in. height) have been coupled to two eight dynode Photo Multiplier Tubes (PMTs), model R6231 by Hamamatsu [14]. Special care was taken in the case of LaBr₃ which, being hygroscopic, was encapsulated on all sides, with a thin (125 μm) Be entrance window. This is where the proton beam was impinging in the experiment and was needed to minimize energy loss, which would otherwise not be tolerable in the thick encapsulating material. The ⁵Be window was not needed for YAP, as this crystal is not hygroscopic. In this case, a thin (20 μm) aluminum layer was used for the purpose of light collection optimization only.

An electronic chain devoted to energy resolution measurements and consisting of an ORTEC 570 amplifier and an ORTEC Multichannel Analyzer was prepared [15]. The scintillators were first irradiated with calibration γ-ray ¹³⁷Cs and ⁶⁰Co sources at the IFP-CNR spectroscopy laboratory in Milano and then with 4 to 8 MeV protons from a tandem accelerator at Uppsala University. The accelerator features an accelerating voltage up to 5 MV and can produce beams of protons as well as heavy ions. Fig. 1 shows the setup of the experiment in Uppsala inside the proton interaction chamber, i.e. a metal cylinder with a diameter of about 0.5 m. The proton beam enters from the aperture on one side of the chamber, along a diameter and perpendicularly to the chamber’s plane. The experiment was performed using a Rutherford scattering configuration [16] on a gold foil target (~3 μm), which was necessary to significantly reduce the proton current in the detector, which would otherwise result in counting rates well beyond the MHz range that can be coped with the device. A proton scattering angle on the gold foil of about 45° with respect to the proton beam was chosen. PMTs were operated with a negative high voltage of 750 V and energy calibration was repeated in situ with ¹³⁷Cs and ⁶⁰Co sources.

The spectroscopic chain described above is the reference for energy resolution measurements, but it cannot be used at high rates (MHz), since the shaped signals after the amplifier have a too long time constant (~μs). High rate measurements can however still be performed by direct digitization of the signal from the PMT anode using a digital acquisition system (see the experimental setup in Ref. [13]). Count rates up to a few MHz can be handled thanks to the fast scintillation time of YAP and LaBr₃ crystals, which is 27 and 16 ns, respectively, with only a moderate degradation in the energy resolution, as demonstrated in Refs. [17,18]. The shapes of YAP and LaBr₃ signals after the PMT anode are compared in Fig. 2. In particular, we can notice a clear difference in the falling edges of the two signals, which is due to the different time constant of the crystals. The rising edge is instead similar, as this part of the signal is dominated by the PMT response, which is the same for both scintillators.

3. Detector characterization with laboratory gamma-ray sources

The thickness of the two crystals is optimized to stop protons up to 20 MeV. For this reason the detectors have low efficiency to γ-rays, which are the main background sources during the measurement. Nevertheless, the high density and high effective Z of the crystal allow distinguishing full-energy-peaks when the crystal is irradiated with laboratory γ-ray sources. These measurements are useful to determine the energy resolution of the two crystals to γ-rays in the MeV range, obtained from the FWHM of the full-energy peaks. ¹³⁷Cs and ⁶⁰Co sources were used for this scope with the results summarized in Table 1 for YAP and LaBr₃. Here we note that the energy resolution found in the two cases does not differ significantly, especially above 1 MeV, where it is practically identical and has a value of 3.8%. This number can be compared to the expected light yield of 63,000 photons-per-MeV.

![Fig. 2. Measured YAP and LaBr₃ signals from the PMT anode.](image)

Table 1

<table>
<thead>
<tr>
<th>Source</th>
<th>Peak energy(MeV)</th>
<th>LaBr₃ resolution(%)</th>
<th>YAP resolution (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>¹³⁷Cs</td>
<td>0.66</td>
<td>4.2</td>
<td>5.5</td>
</tr>
<tr>
<td>⁶⁰Co</td>
<td>1.17</td>
<td>3.5</td>
<td>3.8</td>
</tr>
<tr>
<td>⁶⁰Co</td>
<td>1.33</td>
<td>3.7</td>
<td>3.8</td>
</tr>
</tbody>
</table>
of LaBr$_3$ [19] and 20,000 to 25,000 photons-per-MeV of YAP [20–23], which would imply a much better resolution for LaBr$_3$. The difference can be qualitatively understood based on other contributions to the energy resolution. These are, for instance, variations in the luminescence and transparency characteristics of YAP depending on the concentration of the Ce doping and crystal phases [23]. Besides, the PMT quantum efficiency curve has a 10% decrease when moving from a wavelength of 350 nm (peak emission for YAP) to 380 nm (peak emission for LaBr$_3$). Finally, there can be a further contribution due to non-homogeneous light collection over the crystal volume. This can be minimized by optimizing the coupling of the crystal to PMT.

Fig. 3 shows the measured $\gamma$-ray spectrum from a $^{60}$Co calibration source using LaBr$_3$ and YAP. The spectra are normalized to unity at the 1.33 MeV peak. In both cases, two full energy peaks corresponding to 1.17 and 1.33 MeV $\gamma$-rays from $^{60}$Co can be observed, which are used to determine the energy resolution values reported in Table 1. Most of the events lie in the Compton shoulder, as expected from the limited thickness of the scintillators, which provides a peak-to-Compton ratio of about 1/4 for YAP and 1/2 for LaBr$_3$.

4. Proton measurements at the Uppsala tandem accelerator

The light yield of a scintillator crystal under proton irradiation is different from that measured with $\gamma$-rays of same energy due to quenching effects. For this reason, dedicated measurements of the crystal energy resolution with protons of known energies were undertaken. Fig. 4 compares proton energy spectra, normalized to peak height, measured with the thin LaBr$_3$ and YAP scintillators at the Uppsala tandem accelerator in the Rutherford scattering experiment described in Section 2 and using an 8 MeV proton beam. The $x$-axis scale corresponds to the known proton beam energy corrected for the energy loss in the entrance window of each detector. This was calculated using MCNPX [24] and was found to be larger (1.1 MeV) for the 125 $\mu$m Be window of LaBr$_3$ than in the case of the YAP Al window (0.2 MeV). Different background levels can also be observed for the two measurements, due to different positions of the two detectors in the interaction chamber. In particular, YAP was closer to the proton beam dump.

Besides introducing a correction in the energy scale on the $x$-axis of the spectrum, the entrance windows also give a finite contribution to the detector energy resolution that sums up to those from statistics, electronic noise and intrinsic crystal effects, such as a non-ideal light collection by the PMT. This finite contribution is relevant in the case of the LaBr$_3$ Be entrance window, is derived from proton straggling, and is calculated by MCNPX to range from 8.8% to 1.2% MeV as the energy of the proton beam varies in the range 4 to 8 MeV.

The overall proton energy resolution of thin LaBr$_3$ and YAP scintillators measured for 4 MeV $< E_p <$ 8 MeV are shown in Fig. 5. The energy dependence of the resolution suggests a predominance of straggling effects for the LaBr$_3$ detector below 7 MeV. This is likely to be the reason why YAP outperforms LaBr$_3$ for $E_p <$ 8 MeV. Finally, it is worth noticing that, based on our measurements, the energy resolution of both detectors is better than 2% for $E_p >$ 7 MeV, which is an excellent value and promising result in
view of the design of a scintillator based TPR spectrometer for applications at fusion devices and spallation sources.

5. Conclusions

Energy resolution measurements have been performed with thin (1 in. × 0.1 in.) LaBr₃ and YAP scintillators using protons and γ-rays between 1 and 8 MeV. The measurements show that both crystals are good candidate components for a TPR spectrometer for fusion and spallation source applications as they match the required energy resolution and fast scintillation time. In particular, our measurements show that a proton energy resolution better than 2% can be achieved at 8 MeV. These results extrapolate favorably at $E_p > 8$ MeV, making LaBr₃ and YAP an effective alternative to silicon detectors for a TPR neutron spectrometer designed to deliver neutron spectra with an overall neutron energy resolution better than 5%.
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ABSTRACT: Measurements of the fast neutron energy spectrum at the ISIS spallation source are reported. The measurements were performed with a Proton Recoil Telescope consisting of a thin plastic foil placed in the neutron beam and two scintillator detectors. Results in the neutron energy range 30 MeV \(< E_n < 80 \text{ MeV} \) are in good agreement with Monte Carlo simulations of the neutron spectrum.
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1 Introduction

A fast neutron beam line is under construction at the ISIS spallation source [1]. The beam line, named CHIPIR (for Chip Irradiation), will provide neutrons with an energy spectrum as close as possible to the one of atmospheric neutrons, but with a 10^8 times more intense flux. The beam line will be used for accelerated testing of micro-electronic devices under fast neutron irradiation [2, 3].

Different kinds of detectors are proposed for fast neutron flux monitoring, such as diamond detectors [4]–[7] and gas detectors with a hydrogenated conversion layer (nGEM) [8]–[11]. In order to measure the fast neutron spectrum in the energy range 10 MeV < E_n < 100 MeV, the Proton Recoil Telescope (PRT) technique [12] is proposed. In this paper results of test of a prototype PRT spectrometer are reported. Aim of the measurements was a first assessment of the feasibility of PRT neutron spectrometry in the ISIS environment.

2 Experimental setup

The prototype PRT spectrometer was tested on the VESUVIO [13] beam line at the ISIS spallation source. The ISIS neutrons are produced by a proton beam delivering an average current of 200 µA on a Ta-W target and yielding about 15–20 neutrons per incident proton. The 800 MeV proton beam has a repetition frequency of 50 Hz and a double bunch fine structure. The two proton bunches are about 70 ns wide (FWHM) and 322 ns apart. The VESUVIO beam-line is 11 meters long and neutrons, coming from the spallation target are partially moderated by a 300 K water tank. The result is an under-moderated spectrum with an intense flux of neutrons (5 · 10^4 neutrons cm^{-2} sec^{-1} with E_n > 10 MeV) [13, 14].

Figure 1 shows the PRT spectrometer schematics. A 2 mm thick polyethylene foil is used as hydrogenated target for converting neutrons into protons via elastic scattering. The foil is placed...
in the neutron beam and intercepts the entire beam cross section (about 5 cm in diameter). The neutron energy $E_n$ is related to the recoil proton energy $E_p$ according to

$$E_p = E_n \cos^2 \theta$$

(2.1)

where $\theta$ is the recoil angle. The telescope detector for recoil protons is composed by a thin $\Delta E$ detector for background suppression and a proton spectrometer, which stops the protons and measures their full energy.

A 1” x 1” (diameter x height) Y AP scintillator is used as proton spectrometer. The thickness is enough to stop protons up to 100 MeV. The detector energy resolution is about 8% at the 662 keV $\gamma$-ray peak of a $^{137}\text{Cs}$ calibration source. The fast scintillation time (27 ns) of YAP allows for high rate measurements. The crystal is coupled to a Hamamatsu R9420-100-10mod photo-multiplier-tube (PMT) [15]. The YAP spectrometer was previously calibrated with gamma sources of $^{137}\text{Cs}$ and $^{60}\text{Co}$. The ratio between the proton light yield to photon light yield is assumed to be 60% according to [16]. An energy resolution of 3% for 60 MeV protons using a YAP scintillator was measured [16].

A 500 $\mu$m thick lithium glass scintillator [17] was used as $\Delta E$ detector. Protons with energy from 10 MeV to 50 MeV can deposit up to 4.8 MeV and 1.3 MeV, respectively. Lithium glass has a fast scintillation time, providing good timing performances for coincidence measurements.

Signals from the two detectors are fed into a CAEN waveform digitizer model DT5751 [18]. This is a 4 channel desktop digitizer with 1 GHz sampling frequency, 0–1 V input range and 10 bit resolution. The board trigger is set on a reference signal ($T_0$) generated by the proton extraction from the synchrotron. For each ISIS pulse a 3000 ns long waveform is stored for both detectors. All pulses related to fast neutrons fall inside this short time window. This means that, even if the global count rate is relatively low (the machine operates at 50 Hz), the instantaneous count rate can be very high (> 1 MHz): more than one signal pulse is typically present in the time window, and pile-up is an important issue. Off-line analysis is needed for coincidence measurements with the two detectors and for pulse height and Time of Flight (ToF) spectral analysis. Figure 2 shows an example of signal output from the YAP detector. Three main pulses can be seen, which could be due either to recoil protons or to background events. Using a High Voltage value $HV = -600$ V, a pulse with amplitude equal to 7.5 mV corresponds to 1 MeV of $\gamma$-equivalent deposited energy. The three main pulses shown in figure 2 have deposited energies above 15 MeV. Such high energy
pulses, if due to background, would not come from nuclear interactions, but rather to Inter-Nuclear-Cascade interactions [19]. Their ToF can not be easily distinguished from the ToF of fast neutrons with energy $E_n > 10\text{ MeV}$. Coincidence measurements, on the other hand, provide a method for identification of proton signals, but the geometry must be optimized. A 45° recoil angle has been used in the present measurements, since a smaller angle would have brought the YAP detector too close to the beam, with a corresponding increase of the background events. Another background, with a different time structure, is given by $\gamma$-rays produced by nuclear interactions of neutrons with the materials in the beam line [20, 21]. Their energy does not exceed 10 MeV, which allows for effective rejection by pulse height discrimination.

3 Efficiency and resolution

Efficiency and energy resolution of the PRT system depend on several parameters that have to be optimized. Here an acceptable efficiency level was obtained at the price of relatively poor energy resolution. A MCNPX [22] model was used to determine the PRT efficiency and energy resolution for mono-energetic neutrons. In the model a collimated neutron beam is directed towards a polyethylene target foil. The system geometry was taken into account with sufficient level of detail, including the $\Delta E$ detector with thin entrance and exit aluminum windows and air along the proton flight path. A detector is placed at the YAP position and the proton energy distribution is given as output of the simulations. The proton energy distribution was calculated for several neutron energies; figure 3 shows an example for 50 MeV neutrons. The computed efficiency is defined as the ratio between the number of protons arriving at the detector position and the number of neutrons hitting the target foil. The computed energy resolution is given by the FWHM of the proton energy distribution, using a fit assuming a Gaussian distribution. Figure 4 and figure 5 show the simulated efficiency and resolution as function of neutron energy.
Figure 3. Simulated recoil proton energy distribution at the detector position for 50 MeV mono-energetic neutrons for the setup used in these measurements.

It is worth to notice from figure 4 that the efficiency is vanishing for under-20-MeV neutrons. They correspond to 10 MeV protons (according to eq. (2.1)), which are not energetic enough to reach the YAP detector, and are stopped either by the polyethylene foil itself, by the $\Delta E$ detector or by the air. Neutrons above 30 MeV correspond to protons above 15 MeV, which are energetic enough to reach the YAP detector. Efficiency for neutrons in the $30 \text{ MeV} < E_n < 100 \text{ MeV}$ range is dominated by the elastic scattering macroscopic cross section and it ranges (see figure 4) from $7 \cdot 10^{-6}$ to $4 \cdot 10^{-6}$.

In figure 5 one can notice a very poor resolution below 40 MeV. This is due to the fact that in this energy range energy resolution is dominated by the contribution of the thickness of the scattering foil. The resolution is rather flat above 50 MeV and it is about 30%. In this region the dominant effect is due to the detector-foil solid angle contribution.

A significant improvement on the energy resolution is expected if, thanks to a better background reduction, one could choose a smaller scattering angle, because the proton recoil energy would increase according to eq. (2.1).

4 Optimization of coincidence measurements

The acquired raw data (see example in figure 2) are analyzed off-line by a dedicated software based on a trapezoidal filter algorithm [23]. The combined information of pulse height and ToF is recorded for every pulse exceeding a user defined threshold. The time reference ($T_0$) is the rising
edge of the signal generated by the ISIS proton extraction. ToF calibration is performed knowing the flight path (12 meters) and the time of arrival of the first $\gamma$-rays on the YAP detector. The analysis is performed in two steps. First, the signals from the two detectors are analyzed separately and ToF spectra are produced. Second, using the information from the first step, a coincidence analysis is performed. A coincidence event is taken into account if the difference in ToF of the two detectors signals is less than 30 ns. This time window was chosen to be about three times larger than the

---

**Figure 4.** Simulated PRT efficiency for the setup used in these measurements.

**Figure 5.** Simulated PRT energy resolution for the setup used in these measurements.
detectors rising time, which is less than 10 ns. A few coincidence events per second are expected based on the combined information of neutron flux and detection efficiency.

Figure 6 shows the ToF spectrum recorded by the YAP scintillator for a pulse height threshold equivalent to 2.5 MeV $\gamma$-ray energy. The two peaks reflect the double pulse structure of the ISIS proton beam. Each peak consists of a fast component (mainly photons) and a slower broaden component due neutron induced background and recoil protons admixed. The evaporation peak [24] relative to the second proton bunch can be seen at ToF $\approx$ 650 ns, corresponding to a neutron energy of about 2–3 MeV. The evaporation peak for the first proton bunch is hidden under the second peak. Discrimination of events due to fast neutrons and recoil protons is possible with the coincidence analysis, as described above.

Figure 7 shows the ToF spectrum of the Lithium Glass used as $\Delta E$-detector. A comparison of the measurement with and without the scattering target foil shows the contribution of the recoil protons in the ToF region related to fast neutrons. The spectra are normalized with respect to the ISIS proton current integrated over the measurement time. The difference between the two spectra amounts to a factor $\approx$ 5 in the ToF window corresponding to $E_n = 50 \pm 30$ MeV. Note that the relation between energy and ToF is uncertain due to the time width of the proton bunches. The excess of events due to recoil protons ends at a ToF value corresponding to $E_n = 15 \pm 5$ MeV, which corresponds to $E_p = 7 \pm 3$ MeV. This is consistent with the fact that protons with $E_p < 5$ MeV can not reach the lithium glass scintillator with enough energy to generate a signal above the pulse height threshold set at about 1 MeV equivalent $\gamma$-ray deposited energy.

Although the difference between the two spectra in figure 7, shown in figure 8, is representative of the ToF spectrum due to recoil protons, it can not provide an accurate neutron spectrum due to the ISIS beam pulse width. Coincidence analysis is restricted to ToF windows corresponding to
Figure 7. ToF spectrum recorded by the Lithium Glass used as ΔE-detector. The red (continuous) and black (dashed) data correspond to a measurement with and without polyethylene foil target in the beam, respectively.

10–80 MeV energy range. Neutrons above 80 MeV are too close to the gamma-flash, and extending the coincidence analysis above 80 MeV would mean increasing the coincidence background due to random events.

5 Measurement of the neutron spectrum using the PRT technique

A coincidence analysis has been performed to measure the recoil proton pulse height spectrum. A measurement without the scattering foil gives an estimation of the background level, possibly due to random coincidence events. Figure 9 shows the coincidence spectra with and without the scattering foil. Energy calibration is performed using γ-ray sources and assuming that the proton light yield is 60% of the photon light yield. The spectra are normalized to the ISIS proton current integrated over the measurement time.

Figure 10 shows the neutron spectrum derived from the data of figure 9. The following steps were performed for the analysis: (1) the background level, fitted with a polynomial function, was subtracted from the measurement, (2) the calculated [25] energy loss of the protons before arriving to the YAP detector was added, (3) the neutron energy was calculated from the recoil proton energy according to eq. (2.1), (4) the data were divided by the efficiency (see figure 4). The neutron spectrum of VESUVIO [13] simulated with MCNP is shown for comparison. The simulation is normalized so as to give the same area for $30 \text{ MeV} < E_n < 80 \text{ MeV}$. The analysis was restricted to the 30–80 MeV energy range, since the efficiency drops to zero below 30 MeV (see figure 4) and
Figure 8. ToF spectrum due to recoil protons recorded by the Lithium Glass used as $\Delta E$-detector.

Figure 9. Calibrated spectrum of the recoil protons using off-line coincidence technique.
coincidence measurements were limited to 80 MeV to avoid contamination due to gamma-flash background. The agreement between measurement and simulation is satisfactory.

6 Outlook

The results presented in this paper are the basis for further studies in order to design a PRT spectrometer with improved energy resolution and background discrimination.

The most important development will be the design of a new $\Delta E$ detector. The main requirement are a fast analog signal (FWHM < 20 ns) for good coincidence timing, good energy resolution for background reduction via $\Delta E - E$ correlation, low $\gamma$-sensitivity and radiation hardness. The best candidate to meet these requirements is a silicon detector coupled to a fast preamplifier. A better background discrimination will give the possibility to perform measurements at smaller recoil angle, which will result in a higher proton recoil energy and hence a better energy resolution.

The YAP proton spectrometer used in the measurements showed good performance and is a good candidate for the final PRT spectrometer. A possible alternative could be a LaBr$_3$ scintillator, which would provide a faster scintillation time (16 ns) that would reflect in a lower pile-up level. Drawbacks of this second choice are a higher cost and the fact that this crystal is hygroscopic and would require an “ad-hoc” casing with thin entrance window.
The upgraded PRT spectrometer will be used for measurements on VESUVIO in order to test its performance. The results of this work are relevant for CHIPIR and possibly for other fast neutron applications.

7 Conclusions

A PRT spectrometer prototype was installed at the ISIS spallation source for fast neutron measurements. The optimization of the setup and off-line coincidence analysis was mostly devoted to reduce the background and distinguish recoil proton events. This allowed for the first measurements of the neutron spectrum in the 30–80 MeV energy range using a PRT spectrometer on a spallation source beam line. The success of these experiments demonstrates the feasibility of the method and indicates further improvements leading to the design of an upgraded PRT spectrometer that will be used for fast neutron spectroscopy on the CHIPIR beam-line.
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Abstract
Fast neutron measurements were performed on the VESUVIO beam-line at the ISIS spallation source using a new Telescope Proton Recoil spectrometer. Neutrons are converted into protons via elastic scattering on a plastic target. Recoil protons are measured by a proton spectrometer, which use in coincidence a 1" thick YAP scintillator and a 500 μm thick silicon detector, measuring the full proton recoil energy and the partial deposited energy in transmission, respectively.

The VESUVIO fast neutron spectrum was measured up to 120 MeV and results are in good agreement with Monte Carlo simulation of the beam-line.

This instrument is of particular interest for the characterization of the ChipIr beam-line at ISIS, which was designed to feature an atmospheric-like neutron spectrum for the irradiation of micro-electronics.

1. Introduction

The new beam-line ChipIr has been built at the ISIS neutron source of the Rutherford Appleton Laboratory (UK) [1] for neutron irradiation experiments on electronic and avionic devices and systems. ChipIr is designed to feature a fast neutron spectrum that mimics the atmospheric one with approximately 10$^8$-10$^9$ times higher intensity at ground level and approximately 300 less at normal flight altitude [2]. Atmospheric radiation is a major concern to the reliability of micro-electronic devices, which, due to their constantly decreasing dimensions and increased functionality, are more susceptible to failures caused by Single Event Effects (SEE) [3-5]. Because of their intense flux and high Linear Energy Transfer, in the terrestrial environment neutrons represent the most important part of cosmic radiation producing single event upsets [6].

The VESUVIO beam-line at ISIS, featuring a 300K water moderator, was designed to have an under-moderated spectrum for studies in the eV energy range. Spallation neutrons, before the moderators, have a wide energy spectrum, ending at the energy of the proton beam (800 MeV). This configuration provides VESUVIO with an intense tail of fast neutrons (5·10$^4$ neutrons cm$^{-2}$ sec$^{-1}$ with E$_n$ >10 MeV), which has been exploited in recent years for micro-electronics irradiation [7-10].

The neutron energy spectrum and the flux spatial distribution of fast neutron beam-lines (e.g. ChipIr and VESUVIO) are determined on the basis of Monte Carlo calculations that try to reproduce the complexity of nuclear and intra-nuclear interactions up to 800 MeV. Direct measurements of these quantities are needed for the characterization of the neutron flux, to benchmark the simulations, and for a better understanding of the underlying physics of this kind of facilities.

Different kinds of fast neutron detectors have been used to measure the fast neutron flux [7,9-10] and several are proposed for fast neutron (E$_n$ > 10 MeV) flux monitoring and imaging, such as diamond detectors [11-16] and gas detectors (nGEM) [17-20]. The threshold energy for fast neutrons of interest for SEE studies is commonly taken to be 10 MeV, under the assumption that the contribution of lower energy neutrons to the event rate is small [21]. A Telescope Proton Recoil spectrometer (TPR) was developed for a direct measurement of the fast neutron spectrum in the energy range 10 MeV < E$_n$ < 120 MeV, where one can find SEE thresholds of most systems [21]. We present measurements in the 30 MeV < E$_n$ < 120 MeV, and more experimental work will be needed to extend the measurement to the 10 MeV < E$_n$ < 30 MeV range.
The TPR system is composed by a thin plastic foil to convert neutrons into recoil protons and a high resolution proton spectrometer.

A prototype TPR spectrometer was first tested on the VESUVIO beam line, and results are reported in Ref. [22]. In those preliminary measurements, a lithium glass scintillator was used for the transmission measurements (ΔE measurement), together with a 1" thick YAP crystal was used as proton spectrometer (E measurement) [22].

As a further development, the lithium glass scintillator has been replaced by a silicon detector for ΔE measurements. This solution allows for better background discrimination due to a better energy resolution on the ΔE and fast signals. In this paper the measurements performed with the TPR spectrometer in its final detector configuration on the VESUVIO beam-line are reported. The measured neutron spectrum is then compared to Monte Carlo Simulation.

2. Experimental setup

A TPR neutron spectrometer is composed of a hydrogenated target, to convert neutrons into protons via elastic scattering, and a proton spectrometer. A picture of the experimental setup of the TPR spectrometer on the VESUVIO beam-line is shown in Fig.1. A 2 mm thick polyethylene foil intercepts the entire beam cross section (about 5 cm in diameter). The proton spectrometer is placed clear of the neutron beam at 19 cm from the target and at an angle of 45 deg with respect to the neutron direction. At this angle recoil protons have 1/2 of the corresponding neutron energy, due to the elastic scattering kinematics.

Efficiency and energy resolution of the TPR system depend on several parameters that have to be optimized; the most relevant effects are the contribution of the target thickness and the kinematically smearing effect due to a finite solid angle of the telescope and a finite size of the neutron-beam profile at the polyethylene converter. For a complete discussion we refer to Ref.22, where the calculations of efficiency and energy resolution for this geometry have been presented. In the 30 MeV < E_n < 120 MeV range, an acceptable efficiency level (ranging from 7 ∙10^{-6} to 4 ∙10^{-6}) was obtained at the price of relatively poor energy resolution (ranging from 40% to 30%).

The efficiency for neutrons in the 30 MeV < E_n < 120 MeV range is dominated by the elastic scattering macroscopic cross section. A review of the world database on np scattering differential cross section data up to 1000 MeV incident neutron energy can be found in Ref.23.

In this configuration of the TPR, the proton spectrometer is composed by a 500 μm thick silicon detector for ΔE measurement and a 2.54 cm thick YAP scintillator for E measurements. The YAP scintillator is thick enough to stop protons up to about 100 MeV [24]. Both detectors have a circular section with a diameter of 2.54 cm. The YAP crystal is coupled to a Hamamatsu R9420-100-10mod photo-multiplier-tube (PMT) [25], where a High Voltage (HV) of -600 V is applied. The Silicon Detector is coupled to a current preamplifier CIVIDEC C2 [26] with a HV of +170 V.

The YAP spectrometer was previously calibrated with gamma sources of \(^{137}\)Cs and \(^{60}\)Co. The ratio between the proton light yield to photon light yield is assumed to be 90% according to measurements performed at proton accelerators [27-29]. The Silicon Spectrometer was calibrated using \(^{241}\)Am alpha source and with protons from 10 to 20 MeV at the Legnaro tandem accelerator [29].

Signals from the two detectors are fed into a 4 channel desktop digitizer with 1 GHz sampling frequency, 0-1 V input range and 10 bit resolution [30]. Since at the ISIS neutron source the beam is pulsed with a repetition frequency of 50 Hz, the board trigger is set on a reference signal (T_0) generated by the proton extraction from the synchrotron. For each T_0 a 3000 ns long waveform is stored for both detectors. Neutrons with E_n > 10 MeV fall inside this short time window. Fig.2 shows an example of the two detectors pulses recorded for the same T_0. The zero of the time scale is defined as the rising edge of the T_0 signal. Neutrons with E_n > 10 MeV are recorded into the "pre-trigger" (i.e. negative time in the figure), because they arrive before the T_0 signal. This is due to the electronics used to extract the T_0 signal at ISIS and it is suited for most of the instruments that work with a Time of Flight (ToF) in the ms time scale.
Due to the pulsed nature of the source, even if the global count rate is relatively low (the machine operates at 50 Hz), the instantaneous count rate is typically very high (> 1 MHz), more than one signal pulse is typically present within 1 μs window and pile-up is an important issue. A fast scintillation time (27 ns for the YAP crystal), a dedicated voltage divider and analysis algorithms are needed to cope with high count rate, keeping a good energy resolution [31-34]. The coincidence analysis is carried out off-line and includes Pulse Height (PH) and ToF spectral analysis. In the example of Fig.2, one can notice three $E$ signals with PH > 50 mV ($t = -825$, -663 and -475 ns). Only the first two of these three have a corresponding $\Delta E$ signal from the Silicon detector, and can be associated to a recoil proton event.

Fig.1: Picture of the experimental setup of a TPR spectrometer on the VESUVIO beam-line of the ISIS spallation source.

Fig.2: Example of signal pulses from the two detectors composing the TPR. The signal of the YAP is recorded directly after the PMT, while the Silicon signal is recorded after a current preamplifier.
3. Optimization of ΔE-E coincidence of TPR measurements

A proton recoil spectrometer could in principle use a single detector. Multiple detectors are used in coincidence to reduce the background of secondary particles induced by fast neutrons (i.e. γ-rays and charged particles) [35-38]. The coincidence analysis of the TPR was optimized off-line. Two events, E and ΔE, are considered to be in coincidence if the time difference Δt of their maxima falls inside a selected Δt window. Any rising edge in the waveform with amplitude above a user-defined threshold is defined as event. In order to reduce the probability of random coincidences, the Δt window must be set as short as possible. The Δt window is not centered to zero, since different time delays are introduced by the PMT and the preamplifier. The center of the Δt window was found using a routine that counts the number of coincidence events as a function of Δt. The result is plotted in Fig.3. True coincidence events appear in a peak, which rises over a continuum of random coincidences. According to these results, the Δt window was centered at -27.5 ns with a 10 ns width.

A further tool for data reduction is given by the relation between E and ΔE. Fig.4 shows the ΔE-E contour plot of coincidence events measured by the TPR. Proton related events have the characteristic distribution due to the Bethe formula [39]. Energy thresholds are defined accordingly; threshold on E is 8 MeV, which is the minimum energy for a proton to be transmitted by the silicon. Threshold on ΔE is set above the electronic noise. Protons can be measured up to 60 MeV with this system. Above this value the ΔE signal is too small (PH is less than 10 mV).

![Coincidence events as a function of the time difference of YAP and Si events (E and ΔE). True coincidence events appear in a peak, which rises over a continuum of random coincidences. The continuous line is a Gaussian fit of the data. Dashed lines indicate the limit of the Δt window selected for the TPR measurements.](image)

Fig.3: Coincidence events as a function of the time difference of YAP and Si events (E and ΔE). True coincidence events appear in a peak, which rises over a continuum of random coincidences. The continuous line is a Gaussian fit of the data. Dashed lines indicate the limit of the Δt window selected for the TPR measurements.
4. Results

The results of the ToF and PH coincidence analysis are presented in Fig.5 and Fig.6, respectively. A measurement without the scattering target («no target» in Fig.5 and Fig.6) was carried out to estimate the background level and it is shown for comparison normalized to the integrated beam current. The time distribution of the coincidence counts reflects the double bunch structure of the ISIS proton beam. Every proton bunch is 70 ns wide and for this reason neutron spectroscopy in the MeV range or above is impossible with ToF analysis alone, due to the 11 meters of flight path, because the energy resolution would be too poor. However, it is possible to distinguish a clear difference between measurements with and without the scattering foil. The peaks in the background measurement (no target) are almost symmetric in ToF, centered at a ToF compatible with γ-rays. For this reason, this background is called γ-flash, even if it could be due to at least four processes, (1) γ-rays from the target, (2) γ-rays induced by spallation neutrons (hundreds of MeV) with a velocity not distinguishable from light, (3) charged particles (including protons) induced by spallation neutrons and (4) charged particles (including protons) induced by γ-rays via photonuclear reactions. Among those (3) and (4) are the most likely because can produce a coincidence ΔE-E event, while (1) and (2) can contribute only via random coincidences.

The ToF structures are broadened at higher ToF when the scattering target is present. These events are compatible with proton recoil of fast neutrons with energy $20 \text{ MeV} < E_n < 120 \text{ MeV}$.

In the PH Spectrum, shown in Fig.6, it is possible to notice that the normalized intensity almost doubles with the presence of the target, and the slope of the spectrum is different. The proton energy is defined as $ΔE + E$.

In order to retrieve the neutron spectrum the data have been analyzed following the step listed here:

1. The background measurement was subtracted from the measured proton energy spectrum.
2. The proton energy is corrected by adding the calculated energy loss in 19 cm of air [22].
3. The neutron energy scale is set according to the scattering kinematics (i.e. the proton energy scale is multiplied by a factor of 2 at 45 deg).
4. The neutron flux is found dividing the counts by the efficiency, which is a function of the neutron energy and by the area illuminated by the beam. The efficiency was calculated with MCNPX as presented in Ref.21.

The resulting neutron spectrum is presented in Fig.7 compared to the simulated neutron spectrum [7]. The intensity of the simulated spectrum was normalized to the measurement. The measured neutron flux in the
energy range $30 \text{ MeV} < E_n < 120 \text{ MeV}$ is $(1.5 \pm 0.2) \cdot 10^4 \text{ n s}^{-1} \text{ cm}^{-2}$, considering an average proton current of $160 \mu\text{A}$. Extrapolating this result at lower energies, it corresponds to a neutron flux of $(7.6 \pm 0.9) \cdot 10^4 \text{ n s}^{-1} \text{ cm}^{-2}$ for $E_n > 10 \text{ MeV}$, at $180 \mu\text{A}$ proton current. For comparison, the reference value for VESUVIO, reported in Ref.7, is $(5.8 \pm 1) \cdot 10^4 \text{ n s}^{-1} \text{ cm}^{-2}$ for $E_n > 10 \text{ MeV}$ at $180 \mu\text{A}$ proton current and the neutron flux measured by the TPR is compatible within $2\sigma$. Ref.9 and Ref.10 report measurements of $(8.3 \pm 0.8) \cdot 10^4 \text{ n s}^{-1} \text{ cm}^{-2}$ and $(8.5 \pm 1) \cdot 10^4 \text{ n s}^{-1} \text{ cm}^{-2}$, respectively.

To extrapolate the intensity in the $10 \text{ MeV} < E_n < 30 \text{ MeV}$ range, the simulated neutron spectrum with intensity normalized with respect to the measurement in the $30 \text{ MeV} < E_n < 120 \text{ MeV}$ range has been used.

It has to be reminded that the most important advantage of the TPR technique is the direct measurement of the energy spectrum, without the necessity of deconvolution algorithms. Concerning the spectral information, a good agreement between the measured and simulated neutron energy spectrum is found. As a discussion of the comparison between measurements and simulations, the following points must be addressed:

a. It has to be considered that the flux and spectrum measured by the TPR are an average over the 5 cm wide neutron beam area. The measurement was carried out at the back of the irradiation table (see Fig.1) and not in the center of the beam line tank. A correction for the distance resulting from the $R^2$ law allows a measurement on the table to be scaled to the centre of the tank [10].

b. The quality of the simulations can be affected by components of the beam line not included in the geometry and by lack of reliable nuclear cross sections above 20 MeV.

c. Errors in the TPR measurement shown in Fig.7 are estimated based on the Poisson counting statistics. The error in the measured neutron flux is considering also an error of 10% in the energy calibration of the proton spectrometer. Future measurements at a proton accelerator can diminish this error.

d. It is worth to notice that the simulation seems to overestimate the measured spectrum (or the measurement may underestimate the simulation) below 40 MeV and the trend seems to show more discrepancy as the energy descreases. This can be explained by the fact that the energy resolution is poor when approaching the 30 MeV cut-off (see simulations in Ref.21). This has an effect of spectral broadening.

e. When the scattering target (as any other material) is put into the neutron beam, one can consider a distortion effect to the neutron spectrum, due to the interaction of neutrons with hydrogen and carbon nuclei of the target. This is a second order effect: the probability of interaction of a neutron with the target is in the order of 1%. Therefore, the probability of a double interaction (and similarly the difference in the neutron spectrum before and after the distortion) is in the order of 0.01%.

Fig.5: Time distribution of the coincidence counts with respect to the $T_0$ signal of the accelerator. Comparison with a background measurement without the polyethylene target is shown.
Fig. 6: Recoil proton energy distribution of the coincidence counts. Comparison with a background measurement without the polyethylene target is shown.

Fig. 7: Neutron spectrum measured by the TPR compared to Monte Carlo simulation of the VESUVIO beam-line.

6. Conclusions

A Telescope Proton Recoil spectrometer was optimized for fast neutron measurements at pulsed spallation sources. Good background discrimination was obtained with the present detector configuration, using in coincidence a 500 µm Silicon detector and a 2.5 cm thick YAP scintillator. Measurements of the neutron spectrum of the VESUVIO beam line are presented in the $30 \text{ MeV} < E_n < 120 \text{ MeV}$ energy range, where the neutron flux was measured to be $(1.5 \pm 0.2) \cdot 10^4 \text{ n s}^{-1} \text{ cm}^{-2}$ at $160 \mu\text{A}$ proton current. The measured spectrum shows a good agreement with Monte Carlo simulations of the VESUVIO beam line.
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1. Introduction

A confined thermonuclear plasma is heated by α particles from Deuterium–Tritium (DT) reactions. These particles are produced with an energy of 3.5 MeV, much higher than the plasma bulk temperature (10–20 keV), and must slow down in order to release their energy into the plasma. The study of α–particles and more generally of fast ion confinement is therefore a crucial topic for future thermonuclear plasma experiments, such as ITER. Fast ions induce magneto-hydro-dynamics (MHD) instabilities and can lead to the loss of energetic particles, which are potentially harmful for plasma control and for the integrity of the machine. However, very few diagnostic techniques of fast ions are available today for confined energetic particles in the MeV energy range. Neutron spectroscopy provides diagnostic information on the reactants’ energy distribution, and can be used for fast ion studies, as demonstrated with measurements in present day tokamaks [1–5]. More recently, γ–ray spectroscopy demonstrated to be a candidate diagnostics for confined fast ions observations [6–8]. The γ–ray emission is typically relevant for fast ion energies of some hundred keV, as a consequence of the underlying cross-sections. Many γ–ray emitting reactions are possible between fast ions and impurities in the plasma. Beryllium will be naturally present as an impurity in ITER plasmas, since it is the main component of tokamaks’ first wall. Most promising for diagnosis of α particles is the reaction \( n\gamma^0\text{Be}(\alpha, n\gamma)^{12}\text{C} \) [9,10].

A spectrometer suited for this application must have a good energy resolution (say a few percent for γ–ray energies in the range 1–5 MeV) and be able to cope with a few MHz count rate. Energy resolution is essential to perform spectral analysis that can provide information on the fast ion energy distribution (e.g. Doppler broadening). High rate capability is necessary for time resolved measurements crucial in order to measure fast transients in the γ–ray counting rate associated to MHD instabilities in the plasma.

First observations of γ–ray spectral broadening in fusion plasmas were reported in Ref. [7]. The measurements were performed in radio-frequency heated (³He)D plasmas of the JET tokamak using a High Purity Germanium (HPGe) spectrometer, which permits high energy resolution ( < 2.8 keV at 1.33 MeV). The measured γ–ray peak shape was reproduced using a physics model that combined the kinetics of the reacting ions with a detailed description of the nuclear reaction differential cross-sections and branching ratios.

However, the HPGe detector does not allow for high rate measurements in the MHz range, which is required if one wants to study fast ion dynamics on characteristic time scales of MHD instabilities (a few ms). For this reason a spectrometer based on the LaBr₃ scintillator has been specifically developed. High energy resolution is made possible by the high scintillation light yield of the crystal (about 63 000 photons per MeV) [11,12]. LaBr₃ spectrometers were designed to be able to cope with high counting rate measurements (up to a few MHz), with an ad hoc developed active voltage divider for the photomultiplier tube and a fast digital data acquisition [see [13]].
2. Performance of the new LaBr₃ spectrometer

A 3 in. x 6 in. (diameter x height) LaBr₃ scintillator was developed for measurements at the JET tokamak in the United Kingdom. The detector was fully characterized and now regularly takes data during JET plasma experiments. Energy calibration measurements were carried out using radioactive sources, such as ¹³⁷Cs and ⁶⁰Co, and were successfully reproduced with Monte Carlo simulations using the MCNPX code [14]. The model used in the simulations included details of the geometry and of the materials surrounding the crystal, such as iron shielding and steel supports, which are important due to the effect of high-Z materials on γ-ray scattering. Fig. 1 shows a comparison between the measured and simulated spectrum for a ¹³⁷Cs (a) and a ⁶⁰Co (b) radioactive source. Spectral broadening due to the finite energy resolution of the spectrometer is included in the simulation. The measured energy resolution \( R = \text{FWHM}/E \) is 3.3% at the 662 keV peak, 2.5% at the 1173 keV peak and 2.4% at the 1333 keV peak. Spectra are normalized to the full-energy-peak height. There is very good agreement between simulation and data, which holds both at the Compton-edge level and in the low energy back-scattering region. Small differences are ascribed to minor details of the actual experimental setup. This confirms the reliability of the MCNPX model of the detector for determining its response function to γ-rays of different energies. Simulations have been performed using the MCNP model in order to evaluate the efficiency as a function of the γ-ray energy. Full-energy-peak efficiency \( \gamma_{\text{eff}} \) is defined as the number of events in the full-energy-peak divided by the number of photons impinging on the detector. Results are shown in Fig. 2. Every point is obtained with a simulation of \( 10^7 \) events, resulting in very low relative errors (< 0.2%). The 3 in. x 6 in. LaBr₃ scintillator has a very high efficiency thanks to high effective Z, high density and big volume.

Full-energy-peak efficiency is 25% at 4.44 MeV, which is the energy of γ-rays from the reaction \( ^{10}\text{Be}(α, n)_{12}\text{C} \).

High rate capability was a fundamental goal when the design of the detector was first presented in 2008 [15]. An important hardware component to be carefully optimized is the photomultiplier-tube (PMT). PMTs are known to be affected by gain drifts when the counting rate of the source varies. This is due to the fact that an increasing mean photocurrent electric current running between the dynodes results in a voltage drop in the divider chain, which in turn causes a gain modification [16]. A PMT with a custom developed active base, which includes transistors in the last three stages, has been developed and optimized for this application. This PMT is an eight stage Hamamatsu R6233-01 with a length of 223 mm and a diameter of 82 mm. The gain at the nominal High Voltage (HV) of ~1000 V is ~2.7 × 10⁵. The gain stability was tested as a function of the frequency using a LED source for different values of the HV (see [15]).

Fig. 2. Simulated full-energy-peak efficiency as a function of the γ-ray energy for a 3 in. x 6 in. LaBr₃ scintillator.

The detector’s high rate capability was demonstrated in dedicated experiments at nuclear accelerators [17,18]. A not significant degradation in energy resolution was found for count rates up to 2.6 MHz (\( R = 2.0% \) at \( E_r = 3 \text{ MeV} \), using HV = −800 V. The mean position of the peaks was also unchanged between measurements at 80 kHz and 2.6 MHz, showing that no appreciable variations of the PMT gain occurred (see [18]). High rate capability has been further verified during tokamak discharges. Experiments were performed at the ASDEX Upgrade (AUG) tokamak in Garching (Germany), where the detector was installed on a collimated line of sight, 12 m away from the plasma [19,23]. The detector allowed the first γ-ray spectroscopy measurements of confined fast ions on AUG [20]. AUG operates with deuterium plasmas, which means that the main components of the emitted neutron spectrum are 2.45 MeV neutrons from Deuterium–Deuterium (DD) reactions. Deuterium plasmas with high Neutral Beam Injection (NBI) power have a high neutron yield, mostly from beam–plasma reactions. At AUG the neutron flux at the detector position was about \( 1.7 \times 10^{15} \text{neutrons/cm}^2\text{s} \) considering a typical discharge with 7.4 MW of NBI (92 kV deuterons). These kind of plasmas are poor in fast ions in the MeV energy range, which is reflected in a negligible fast ion induced γ-ray emission. However, neutrons produce background γ-rays when they directly interact with the detector or surrounding materials. In Fig. 3 temporal variations in the measured counting rate of the LaBr₃ spectrometer for a discharge with 7.4 MW NBI are shown. The counting rate reaches values very close to 1 MHz. One can notice long time scale variations (a), due to modulation of the NBI power and RF power. Fast variations (b) can be attributed instead to changes in the power coupling due to bulk plasma instabilities such as, for instance, sawteeth.
LaBr₃ through nuclear inelastic scattering. As a result of this interaction, neutrons emitted from fusion reactions in a deuterium plasma can interact with the target, the neutron energy spectrum is quite different from that of the incoming neutron flux. At larger gamma energies, however, the different neutron energy slopes of the spectra for 1.5 < E < 2.5 MeV (see Fig. 4). The events with E > 2.5 MeV are mostly due to gamma-rays emitted by neutron capture on surrounding materials. This was different in the two experiments, as it depends on details of the specific environment where the experiment is carried out. However, the fact that there are only few neutron induced events for E > 2.45 MeV confirms the 2.45 MeV neutron origin and it is promising, as gamma-rays of interest for plasma diagnostics are expected to show up in the energy range Eγ = 2–5 MeV.

The role of nuclear inelastic scattering from fusion neutrons was investigated with a preliminary MCNP model in which the interaction process is divided into two steps. In the first one, the energy distribution of gamma-rays born from the interaction of a uniform beam of 2.45 MeV neutrons impinging on the LaBr₃ crystal is simulated. In the second step, the resulting neutron-induced gamma-rays are used as input for a new MCNP simulation aimed at evaluating the interaction of these neutron-induced gamma-rays with the crystal. According to MCNP simulation, an average number of 1.14 gamma-rays per neutron is produced. Due to the large volume of the crystal, it is likely that the same neutron interacts more than once via inelastic scattering. The average probability of an emitted gamma-ray to give a signal, considering the low energy threshold (E > 100 keV) is 65%. It is possible to notice in Fig. 4 that the main structure of the measured neutron-induced spectra is only partially reproduced in the region E < 2.45 MeV. Differences in single peaks and in details of the spectral structures are explained by the fact that other materials than LaBr₃ are not included in the simulation. For the same reason the spectrum region E > 2.5 MeV is not reproduced, since it is due to gamma-rays emitted by neutron capture on surrounding materials. A more detailed MCNP model will be implemented in order to reproduce the full spectrum. This model will (1) include surrounding materials and line of sight and (2) consider the complete neutron spectrum emitted by the plasma, rather than just the main 2.45 MeV component. Starting from the understanding of the interaction mechanisms of 2.45 MeV neutrons, one must study the response function of the LaBr₃ crystal to 14-MeV neutrons emitted from deuterium-tritium plasmas of a thermonuclear device. Based on cross-section values, reactions of the type (n,2n) are expected to play a significant role, which results in an increased sensitivity of the detector to 14-MeV neutrons.

4. Conclusions and outlook

In this paper the energy resolution, efficiency for gamma-rays in the MeV energy range and high rate capability of a LaBr₃ scintillator...
have been assessed in view of γ-ray measurements on next-step fusion devices. The response of LaBr₃ detectors to 2.45-MeV neutrons was presented and compared with a preliminary MCNP simulation. A LaBr₃ detector is now installed at the JET tokamak and will collect data with two main goals: (1) γ-ray measurements for confined fast-ion diagnostics at JET and (2) measurements of the LaBr₃ response to fusion neutrons. The reported results provide the basis for the conceptual design of optimized LaBr₃ detectors for fusion burning plasmas.
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Measurements of the response of LaBr$_3$(Ce) to 2.5 MeV neutrons have been carried out at the Frascati Neutron Generator and at tokamak facilities with deuterium plasmas. The observed spectrum has been interpreted by means of a Monte Carlo model. It is found that the main contributor to the measured response is neutron inelastic scattering on $^{79}$Br, $^{81}$Br, and $^{139}$La. An extrapolation of the count rate response to 14 MeV neutrons from deuterium-tritium plasmas is also presented. The results are of relevance for the design of γ-ray diagnostics of fusion burning plasmas.

[http://dx.doi.org/10.1063/1.4847056]

I. INTRODUCTION

One of the primary goals of next step magnetic fusion devices is the understanding and control of a burning plasma. There is wide consensus among plasma physicists that the dynamics of a plasma close to ignition is largely dominated by the behavior of suprathermal particles, which can be generated as products of the main fusion reactions (such as α particles from the $d + t \to n + α$ reaction) or by external auxiliary heating. For this reason, the distribution function of the energetic ions, which are confined by the magnetic field in the plasma, needs to be measured. γ-ray spectroscopy is one of the few diagnostic techniques proposed for this scope. Gamma-ray emission results from interactions between the energetic ions and impurities that are naturally found in the plasma. Recently, γ-ray measurements at low counting rates and high energy resolution in present tokamak devices have shown that other parameters of the fast ion energy distribution can be obtained by combining information on the intensity and shape of characteristic peaks of γ-ray reactions occurring in the plasma.

A review on neutron and gamma-ray measurements in tokamak plasmas for fast ion studies has been recently published in Ref. 3. Unlike present devices, γ-ray measurements in next step tokamaks, such as ITER, will have to be performed at MHz counting rates, still with high-energy resolution, and under significant irradiation from 2.5 and 14 MeV neutrons produced by the main fusion reactions, $d + d \to n + ^3$He in deuterium plasmas and $d + t \to n + α$ in deuterium-tritium. Dedicated solutions therefore need to be developed.

A new scintillator material, LaBr$_3$(Ce), meets many of the requirements for γ-ray measurements at ITER. This detector is resilient to neutron damage, and first measurements at low counting rates at tokamak devices have been demonstrated. High counting rate γ-ray measurements up to a few MHz were also shown at nuclear accelerators without any significant degradation of the energy resolution. The effect of 2.5 and 14 MeV neutron irradiation on the detector has not yet been studied in detail. One study where the response of a 1.5 in. LaBr$_3$(Ce) detector to neutrons produced by a conventional $^{241}$Am/Be source was presented. However, this result cannot be easily extrapolated for applications in fusion plasmas, due to the very different neutron spectrum of $^{241}$Am/Be from that of deuterium and deuterium-tritium reactions.

In this paper we present dedicated measurements of the LaBr$_3$(Ce) response to 2.5 MeV neutrons. The experiments were carried out at neutron accelerators and at tokamak devices with deuterium plasmas. The results are analyzed using a MCNP model to identify the main processes contributing to the observed response. Implications of the results for γ-ray measurements in a deuterium-tritium plasma of ITER are finally discussed.

II. LaBr$_3$(Ce) RESPONSE TO 2.5 MeV MONO-ENERGETIC NEUTRONS

Measurements of the LaBr$_3$(Ce) response to 2.45 MeV mono-energetic neutrons were performed at the Frascati Neutron Generator (FNG). The crystal has a cylindrical shape with 3 in. diameter and 6 in. height. At FNG a deuteron beam was accelerated on a deuterium target, providing a neutron yield of $2 \times 10^8$ neutrons/s during the measurements. This figure was given by the standard neutron counting.
diagnostics of FNG, which is based on calibrated organic scintillators. The detector was placed at about 1 m from the target, which resulted in a neutron fluence on the detector front surface of approximately $8 \times 10^4$ neutrons/s. The light produced by neutron interactions with the crystal was detected by an eight stage Hamamatsu R6233-01 photo multiplier tube (PMT). The PMT was equipped with a custom developed active base for gain shift minimization at high counting rates and was operated at a high voltage $V_{HV} = 800$ V (for reference, the PMT nominal gain at $V_{HV} = 10^3$ V is $2.7 \times 10^5$). A commercially available 1 Gsample/s, 12 bit digitizer was used to record individual pulses from the PMT. The corresponding pulse height spectrum (PHS) was reconstructed off-line using dedicated software.

The spectrum measured at FNG is shown in Figure 1 and can be compared with that of Figure 2. The latter is the spectrum measured by the same detector in the absence of neutron irradiation and entirely due to its intrinsic radioactivity. LaBr$_3$(Ce) has an intrinsic background due to the radioactive $^{138}$La isotope (present in trace concentrations of about 0.09%) and to actinides. These are manifested as distinctive structures in the spectrum from combined $\alpha$, $\beta$, and $\gamma$ decays. In the presence of 2.45 MeV neutron irradiation (Figure 1), the intrinsic background spectrum cannot be anymore distinguished as neutron interactions with the crystal dominate the response. Figure 1 reveals a rather complex structure, where peaks at several energies appear, the most significant being at $E \approx 800$ keV. All structures are found in the region $E < 2.5$ MeV, whose area is about 90% of the whole spectrum. In the region $E > 2.5$ MeV, there is only a rough exponential tail of events, at a much lower amplitude. These high energy events are likely due to radiative capture of neutrons on the surrounding materials and on the detector itself.

The observed difference between the regions $E < 2.5$ MeV and $E > 2.5$ MeV can be qualitatively understood on the basis of the processes contributing to the measured response. The 2.5 MeV neutrons can interact with the crystal through radiative capture, inelastic, and elastic scattering. Of these three mechanisms, only radiative capture and inelastic scattering are of practical importance, as the recoil energy left behind by 2.45 MeV neutron elastic scattering on the heavy $^{139}$La, $^{79}$Br, and $^{81}$Br isotopes ($\approx 100$ keV at most) is well below the experimental energy threshold of our measurements ($\approx 500$ keV). The cross section for neutron inelastic scattering on these three LaBr$_3$ isotopes is presented in Figure 3. Here we do not separate the individual curves corresponding to LaBr$_3$ isotopes left in different excited states after scattering, but we rather show their sum.

**FIG. 1.** Energy spectrum measured by a 3 in. $\times$ 6 in. LaBr$_3$(Ce) detector from mono-energetic 2.5 MeV neutron irradiation at FNG.

**FIG. 2.** Measured energy spectrum of the intrinsic background of a 3 in. $\times$ 6 in. LaBr$_3$(Ce) scintillator.

**FIG. 3.** Neutron inelastic scattering cross section on the three LaBr$_3$ isotopes $^{79}$Be, $^{81}$Br, and $^{139}$La. For each isotope, the summed curve for excitation into any level after neutron scattering is shown. The dashed line corresponds to 2.5 MeV.
At $E_n = 2.5$ MeV, inelastic scattering on $^{79}$Br, $^{81}$Br, and $^{139}$La is equal likely, with a cross section $\sigma \approx 2$ b. For comparison, the cross section for radiative capture is $\sigma \approx 10$ mb at $E_n = 2.5$ MeV, which makes this process of relevance only in the presence of a significant amount of thermalized neutrons. Further processes involving neutron capture with production of charged particles in the exit channel (such as $^{79}$Br(n,p)$^{79}$Se) are negligible at all neutron energies, due to their cross sections.

The spectrum of Figure 1 is compared with MCNP simulations in Sec. IV. Here we finally note that neutron inelastic scattering would explain why, as reported by Roberts et al., no neutron/gamma discrimination can be performed with LaBr$_3$(Ce). Neutron interactions with this scintillating material also result in $\gamma$-rays. The corresponding pulse shapes could not be thus distinguished from those of external $\gamma$-rays traversing the detector.

III. 2.5 MeV NEUTRON MEASUREMENTS AT TOKAMAKS WITH LaBr$_3$(Ce)

The LaBr$_3$ response to 2.5 MeV from d + d reactions was further measured at two different tokamaks, the Joint European Torus (JET) and ASDEX Upgrade (AUG), using the same measurement setup of FNG. Measurements of the scintillator response to fusion neutrons at the AUG tokamak have been first presented in Ref. 18. In both cases, deuterium plasmas were heated with deuterium neutral beam injection (NBI) at different power levels. In these conditions, the plasma is a good neutron source, where neutron emission mostly arises from reactions between deuterons in the beam and those in the plasma (beam-target reactions). The resulting neutron spectrum is roughly monoenergetic, with an energy spread of about 300 keV around the mean neutron energy $E_n = 2.45$ MeV. This makes the experimental conditions of the measurements at JET and AUG comparable to those at FNG. The difference between the two measurements was the position of the detector with respect to the plasma. At AUG, LaBr$_3$(Ce) was placed 12 m from the plasma, along a collimated horizontal line of sight, providing a neutron flux at the detector position of $1.7 \times 10^4$ neutrons s$^{-1}$ cm$^{-2}$. At JET, instead, the distance from the plasma was 23 m, with a collimated vertical view. The neutron flux ($0.8 \times 10^4$ neutrons s$^{-1}$ cm$^{-2}$) was here reduced by a factor 2 only with respect to AUG. These are average values determined using AUG and JET neutron yield diagnostics information combined with a transport factor for the line of sights, presented in Refs. 20 and 21, respectively. In both cases, the detector was directly exposed to the 2.5 MeV neutron flux, with no shielding.

In order to verify that the measured signals are dominated by 2.5 MeV d + d neutron interactions with LaBr$_3$ (and not, for instance, by nuclear radiation of different origin emitted from the plasma), we can compare the measured counting rate as function of time with variations of the plasma neutron yield, measured by fission chambers (Figure 4). The strong correlation between the two traces is a clear indication of the 2.5 MeV neutron origin of the signal. Time variations in the measured traces are due to the specific plasma conditions of the measurements: slower variations can be ascribed to changes in the plasma temperature/density and NBI power; faster variations originate from plasma instabilities, such as sawteeth.

The energy spectra measured at the JET and AUG tokamaks can be compared to the one measured at the FNG neutron source (see Fig. 5). Each spectrum was separately calibrated in energy using radioactive $^{137}$Cs and $^{60}$Co sources and normalized to an equivalent 150 kHz count rate. The JET and AUG spectra are acquired during single plasma discharges. The three spectra show remarkable similarities in terms of peak positions and structures. In each case the main
component of the spectrum presents counts recorded in the region \( E < 2.5 \text{ MeV} \), while there are only few events at \( E > 2.5 \text{ MeV} \). This fact confirms that the response is mainly dominated by 2.5 MeV inelastic neutron scattering. The differences between the three spectra can be ascribed to the following effects. The first is the additional contribution of \( \gamma \)-rays produced by neutrons that interact with materials surrounding the detector. This further background source was different in the three experiments, as it depends on details of the specific environment where the experiment was carried out. A second effect comes from the differences in the neutron energy spectra among the three measurements. At JET and AUG, high energy NBI deuterons reacting with the bulk plasma give rise to neutrons of energy \( E_n = 2.45 \pm 0.3 \text{ MeV} \). At the FNG accelerator, instead, the neutron energy spectrum is narrower around \( E_n = 2.45 \text{ MeV} \). Moreover, the scattered and moderated components of the neutron spectrum are different depending on details of the line of sight of each experiment. In spite of these differences, the similarity between the measurements indicates that the contribution from 2.5 MeV neutrons interacting with the detector is the dominant one. Finally, we note that neutron induced events mostly lie in the region \( E < 2.5 \text{ MeV} \), which is promising for \( \gamma \)-ray observations in deuterium plasmas, as most of the \( \gamma \)-ray emission from fast ions is expected in the range \( 2 \text{ MeV} < E < 6 \text{ MeV} \).

### IV. DATA ANALYSIS

The role of nuclear inelastic scattering from fusion neutrons as the main contributor to the measured response has been investigated in detail using a MCNP\(^ {22} \) model. The interaction process has been divided into two steps, according to the optimal use of the F8 tally, i.e., the energy distribution of pulses created in a detector by radiation. In the first step, the energy distribution of \( \gamma \)-rays born from the interaction of a uniform, mono-energetic beam of 2.5 MeV neutrons impinging on the crystal is simulated. In the second step, the resulting neutron induced gamma-ray spectrum is used as input for a new MCNP simulation aimed at evaluating the interaction of these neutron born \( \gamma \)-rays with the crystal. The continuous-energy neutron data libraries ENDF62MT\(^ {23} \) are used to simulate \( \gamma \)-rays emitted by neutron interactions with lanthanum and bromine nuclei. The model used in the simulation includes a uniform beam of 2.45 MeV mono-energetic neutrons impinging on the front side of a 3 in. × 6 in. LaBr\(_3\) crystal. No other material is included in the simulation. Figure 6 separately shows the \( \gamma \)-ray energy spectrum emitted by each individual isotope \(^{139}\text{La}, \, ^{79}\text{Br}, \, \text{and} \, ^{81}\text{Br}\). The number of excited levels, and therefore the number of corresponding \( \gamma \)-ray energies from de-excitation, is considerably high. Some of these lines are expected to be overlapped in the measured spectrum, due to the finite energy resolution of the spectrometer, thus appearing as complex structures. A second MCNP simulation was then carried out to take into account the efficiency of the crystal to neutron born \( \gamma \)-rays of different energy. In this case the output \( \gamma \)-rays of the first simulation are used and are assumed to be uniformly distributed in the whole crystal volume. The simulation of the detector response to mono-energetic \( \gamma \)-rays was benchmarked with measurements as presented in Ref. \(^ {18} \). Table I summarizes the main results of the simulations. On average, \( N_\gamma = 1.14 \) \( \gamma \)-rays per neutron are produced. The fact that \( N_\gamma \) is larger than 1 is due to multiple inelastic neutron scattering. In fact, the mean free path of a 2.5 MeV neutron in LaBr\(_3\) is about 7 cm, which is about half of the crystal length (15.24 cm = 6 in.). The probability for an emitted \( \gamma \)-ray to give a count, i.e., the number of \( \gamma \)-rays that deposit in the crystal an energy above a certain threshold divided by the number of histories is 0.7 when the threshold on deposited energy is \( E_\text{th} = 2 \text{ keV} \). This value decreases for higher thresholds; for instance, it becomes 0.65 at \( E > 100 \text{ keV} \). Therefore, we can calculate the detection efficiency to 2.5 MeV neutrons by combining \( N_\gamma \) with the \( \gamma \)-ray detection probability. The result is 0.76 counts per neutron in the region \( E > 2 \text{ keV} \).

The spectrum obtained with MCNP simulations can be compared to that measured from JET deuterium plasmas (Figure 7). An experimental energy broadening has been added to the MCNP simulation for comparison with measurements at JET. Both spectra in Figure 7 are normalized to same height. Simulation and measurements are consistent, as the same peaks and structures are found. The small differences observed are due to the following reasons. First of all, we have not included any other material in the simulation but the LaBr\(_3\) crystal. Background gamma rays induced by neutron interactions with the tokamak main components and materials surrounding the detector are therefore not accounted for by

### Table I. Summary of the MCNP simulation results for 2.5 MeV neutrons impinging on a 3 in. × 6 in. LaBr\(_3\) detector.

| Emitted \( \gamma \)-rays per neutron | 1.14 |
| Counts per emitted \( \gamma \)-ray | 0.7 |
| Counts per neutron | 0.76 |
the MCNP result. For example, the peak at 0.8 MeV can be attributed to the interaction of fast neutrons on iron, an abundant element in most tokamak structures. Similarly, we expect that environmental γ-rays induced by neutron interactions can fill the gaps in the energy region 1–1.5 MeV of the simulated spectrum. The second reason that could explain such differences is that the simulation considers only 2.5 MeV monoenergetic neutrons, and does not include other components of the neutron spectrum. For example, a deuterium plasma can also generate the so-called triton burn up neutrons. These are 14 MeV neutrons born from deuterium-tritium reactions (here, tritium is generated in the plasma by $d + d \rightarrow p + t$) and constitute about 1% of the total neutron emission. The corresponding contribution to the LaBr$_3$ signal can be estimated to be about 2%, using the results that are presented later in Sec. V. A more detailed MCNP model could be developed to account for these effects. This goes however beyond the level of accuracy needed for our applications.

As a final test of the MCNP model, we can compare the predicted detector count rate as a function of the total neutron yield of JET with that measured (see Fig. 8). Three different discharges have been considered with NBI powers up to 17 MW, corresponding to neutron yields as high as $4 \times 10^{15}$ neutrons/s. Measurements have been integrated on time windows of 0.04 s. Errors are from counting statistics.

Simulations of neutron transport from the plasma along the detector line of sight predict the ratio of neutron fluence on the detector to the total neutron yield of JET to be $(1.36 \pm 0.4) \times 10^{-10}$. This value is known with 30% uncertainty as it can vary depending on plasma shapes and neutron emission profiles. According to the MCNP simulation, the number of counts on the detector per incoming neutron is 0.76, of which 88% are above the 200 keV threshold used in the measurement. For this reason the predicted linear function relating the LaBr$_3$ count rate to the total JET neutron yield has a slope of $0.76 \times 0.88 \times (1.36 \pm 0.4) \times 10^{-10} = (0.9 \pm 0.3) \times 10^{-10}$, while the predicted intercept is the intrinsic background count rate $1.5 \times 10^{3}$ of the LaBr$_3$ crystal.

Table II compares the parameters of the linear function predicted by the simulations to the same parameters obtained from a linear fit of the experimental data in Figure 8. Results are in good agreement. The scattering of the data points around the best fit line is mostly due to neutron transport to the detector, that depends on plasma shapes and neutron emission profiles (see details in Ref. 21). The dashed lines in the figure correspond to the ±30% uncertainty on the predicted slope of the LaBr$_3$(Ce) count rate as a function of the total JET neutron yield. The scattering of the experimental data lies within these limits.

V. LaBr$_3$(Ce) RESPONSE TO 14 MeV NEUTRONS FROM DT REACTIONS

Based on the results for 2.5 MeV neutrons, we can discuss the expected LaBr$_3$(Ce) response to 14 MeV neutrons from deuterium-tritium plasmas. More nuclear processes play a role at this neutron energy. Although inelastic scattering cross sections are reduced for 14 MeV neutrons with respect to 2.45 MeV neutrons by a factor 3 (see Fig. 3), Fig. 9 shows that $(n,2n)$ reactions can occur at 14 MeV. These are threshold reactions that are active above 9 MeV, 10 MeV, or 11 MeV for

<table>
<thead>
<tr>
<th>Measurements (linear fit)</th>
<th>Predicted from simulations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slope</td>
<td>$(0.9 \pm 0.3) \times 10^{-10}$</td>
</tr>
<tr>
<td>Intercept</td>
<td>$2 \times 10^3$</td>
</tr>
</tbody>
</table>
139La, 81Br, and 79Br, respectively, with an increasing cross section as a function of the mass number A. The two neutrons resulting from each (n,2n) reaction can themselves be a source of signal, since they have enough energy to undergo inelastic scattering reactions with the other nuclei into the large crystal volume. The nuclei left behind by (n,2n) process, which are produced at mass number A-1, are generated in an excited state and, in turn, de-excite by emission of γ-rays. For this reason, a higher counting rate can be expected from 14 MeV neutrons than from 2.5 MeV. Besides, the A-1 nuclei 78Br and 80Br bred by (n,2n) reactions are unstable and undergo a β-decay with a half life of 6 and 17 min, respectively. Their activity can be ignored for short discharges (say, a few seconds), such as those at JET, but will give a large contribution to the background counting rate for long tokamak discharges, like those expected at ITER.

Preliminary MCNP simulations have been performed for 14 MeV neutrons using the same method and simplifications discussed for 2.5 MeV. In the model, 14 MeV neutrons are impinging on the front side of a 3 in. × 6 in. LaBr3 crystal. A first simulation is carried out to determine the number of photons emitted per impinging neutron via inelastic scattering or following a (n,2n) reaction. The number of neutrons that undergo (n,2n) reactions also gives the number of radioactive nuclei produced. The results of these simulations are presented in Table III. Using these values we can make a first prediction of the detector-counting rate. Here we note that, when the neutron flux is not constant as a function of time, the corresponding LaBr3(Ce) counting rate is not necessarily proportional to the instantaneous flux. The reason is that the amount of radiation from β decays of 78Br and 80Br at time t depends on the number of radioactive A-1 nuclei produced at time t − Δt and is thus proportional to the neutron flux at that time. For the sake of clarity, we shall here assume a constant neutron flux and we limit the estimation of the counting rate to the cases of a very short pulse (t ≪ 1 min) and a very long one (t ≫ 20 min). The numbers of counts we obtain per 14 MeV neutrons are 1.3 and 1.7 in the two cases, respectively. An energy threshold of $E_\gamma = 2$ keV in the γ-ray spectrum is assumed.

Preliminary experiments at FNG were also dedicated to measurements of background induced by 14 MeV neutrons. The fluence to the detector was $3.8 \times 10^5$ neutrons s$^{-1}$. This figure was given by the standard neutron counting diagnostics of FNG, which is based on a calibrated alpha detector, which measures alpha particles from the target deuterium-tritium reaction. The measured detector count rate was $5.2 \times 10^5$ s$^{-1}$, in the limit case of a short pulse. This yields 1.4 counts per 14 MeV neutron, which is in agreement with the predicted value (1.3) within 10%.

The measured energy spectrum of a 3 in. × 6 in. LaBr3(Ce) detector is shown in Fig. 10. The calibration was obtained from 60Co and 137Cs laboratory sources. Several structures are observed, which are the result of γ-rays induced by neutron interactions. The spectrum is however rather flat at high energies ($E_\gamma > 3$ MeV). This is again promising in view of γ-ray measurements for fusion plasma diagnostics, as γ-rays from plasma reactions are mostly expected in the range 2 MeV < $E_\gamma$ < 6 MeV.

![FIG. 9. (n,2n) reaction cross sections for the three isotopes of LaBr3. The dashed line corresponds to 14 MeV.](image)

![FIG. 10. Energy spectrum measured at FNG using 14 MeV fusion neutrons on a LaBr3(Ce) scintillator.](image)

<table>
<thead>
<tr>
<th>Table III. Summary of MCNP simulation results considering 14 MeV neutrons on a 3 in. x 6 in. LaBr3(Ce) detector.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(n,2n) reactions per neutron:</td>
</tr>
<tr>
<td>Emitted γ-rays per neutron:</td>
</tr>
<tr>
<td>Radioactive 78Br nuclei produced per neutron:</td>
</tr>
<tr>
<td>Radioactive 80Br nuclei produced per neutron:</td>
</tr>
<tr>
<td>Counts per neutron (t ≪ 1 min):</td>
</tr>
<tr>
<td>Counts per neutron (t ≫ 20 min):</td>
</tr>
</tbody>
</table>
VI. OUTLOOK AND IMPLICATIONS FOR ITER

At ITER, γ-ray spectroscopy has been proposed for fast ion diagnostics in high power plasmas and, in particular, for α particle diagnosis. LaBr₃(Ce) is currently the most promising scintillator given its high rate capability and resistance to neutron damage. The possibility to implement a γ-ray camera system composed of an array of LaBr₃(Ce) crystals is currently under study for ITER. ¹⁶ One of the main challenges is the background on the detector produced by high neutron fluxes up to 10⁸–10⁹ neutrons cm⁻² s⁻¹ at the possible detector position without neutron filters. The present work aims at contributing to that particular problem. The fact that, as shown in Figure 1, neutron induced background is mostly distributed on the low energy part of the spectrum, is promising for γ-ray observations from fast ions. However, the overall background count rate of the detector must also be kept sufficiently low, in order not to exceed its few MHz total count rate capability, leading to paralysis. Further work needs to be addressed to the design of neutron attenuators that can reduce the overall detector load at an acceptable level to enable measurements. A promising candidate is LiH, as both Li and H, being light nuclei, are good neutron moderators. Besides, Li is also a neutron absorber, with a capture cross section of 3 × 10⁻²² b for thermalized neutrons. Clearly, a deeper understanding of the LaBr₃(Ce) response to 14 MeV neutrons is a preliminary requirement for the attenuator design.

VII. CONCLUSION

The response of a 3 in. × 6 in. LaBr₃(Ce) detector to 2.5 MeV neutrons has been measured to understand the relation of neutron induced background in view of γ-ray measurements at ITER.

The experiments were carried out at the FNG neutron source and, with deuterium plasmas, at the ASDEX Upgrade and JET tokamaks, showing a remarkable similarity. A simple MCNP model has been implemented that can reproduce the experimental data both in terms of the main features of the pulse height spectrum and expected counting rate. The model reveals that inelastic scattering of 2.5 MeV neutrons with lanthanum and bromine nuclei gives the most important contribution to the response. Based on the results for 2.5 MeV neutrons, first extrapolations to 14 MeV neutrons show that (n,2n) reactions will play a significant role at this energy, yielding an increased contribution to the background. The presented results are of relevance for the design of γ-ray diagnostics of fusion burning plasmas, such as ITER.
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ABSTRACT

The response of a 3"x3" LaBr$_3$(Ce) scintillator to 14 MeV neutron irradiation has been measured at the Frascati Neutron Generator and simulated by means of a dedicated MCNP model. Several reactions are found to contribute to the measured response, with a key role played by neutron inelastic scattering and (n,2n) reactions on $^{79}$Br, $^{81}$Br and $^{139}$La isotopes. An overall 43% efficiency to 14 MeV neutron detection above an experimental threshold of 0.35 MeV is calculated and confirmed by measurements. Post irradiation activation of the crystal has been also observed and is explained in terms of nuclear decays from the short lived $^{78}$Br and $^{80}$Br isotopes produced in (n,2n) reactions. The results presented in this paper are of relevance for the design of γ-ray detectors in burning plasma fusion experiments of the next generation, such as ITER, where capability to perform measurements in an intense 14 MeV neutron flux is required.

1. Introduction

Gamma-ray spectroscopy is among the diagnostics proposed to measure confined energetic ions in a high performance burning plasma, where the plasma behaviour is dominated by suprathermal ions [1]. Energetic particles in the MeV range are naturally present in a burning deuterium-tritium plasma due to the main fusion reaction t(d,n)α and to auxiliary heating schemes. In a high power fusion device, γ-ray emission results from interactions between the energetic ions and impurities that are naturally found in the plasma [2-4]. Parameters of the fast ion energy distribution can be obtained by combining information on the intensity and shape of characteristic peaks of γ-ray reactions occurring in the plasma [5-7] as demonstrated with high energy resolution measurements in present tokamak devices [8-10].

Instrumentation for γ-ray spectroscopy measurements in a burning plasma (eg. ITER [11]) requires, in addition to good energy resolution, high counting rate capabilities (>MHz). LaBr$_3$(Ce) scintillators [12,14] are good candidates to meet these requirements, thanks to their fast scintillation time, high light yield and resilience to neutron damage. First measurements at low counting rates (kHz) at present tokamak devices have been recently performed [8,15]. Dedicated tests at nuclear accelerators demonstrated high counting rate performances up to 4 MHz without any significant degradation of the γ-ray energy resolution [7].

In a high power fusion device, besides coping with high counting rates, the detector will have to measure in a harsh environment at high neutron fluxes. A detailed study of the scintillator response to neutron irradiation is thus needed for the design of suitable line of sights, neutron filters and to aid in the measurement interpretation.

In a previous work, we presented the response of LaBr$_3$(Ce) scintillators to 2.5 MeV neutron irradiation [16], which is the dominant component in a deuterium plasma. Measurements were performed at the Frascati Neutron Generator (FNG) with 2.5 MeV mono-energetic neutrons and at tokamak devices run in deuterium. A dedicated MCNP model was used to interpret the results.
In this paper, we complete our previous investigation by presenting the response of LaBr$_3$(Ce) scintillators to 14 MeV neutron irradiation, which is most interesting for operations in deuterium-tritium plasmas. Measurements were carried out at FNG using a tritium doped target, rather than the deuterium doped target employed for 2.5 MeV neutron irradiation.

Similarly to our previous investigation, an MCNP model is used to aid in the interpretation of the results and, in particular, to identify the most relevant processes determining the measured response.

2. 14 MeV neutron measurements at FNG

At the Frascati Neutron Generator (FNG) 14 MeV neutron emission is obtained by reactions between a 300 keV deuterium beam impinging onto a tritium doped titanium target [17]. In our experiment, a 3”x3” (diameter x height) LaBr$_3$(Ce) scintillator was placed at 90 degrees with respect to the incoming deuterium beam, at the same height of the target. The distance from the target (1.25 m) was chosen so to obtain a neutron flux of about $2.4 \times 10^3$ n/(cm$^2$·s) on the detector front surface for a neutron yield of $5 \times 10^8$ n/s generated by the machine. The latter was measured by the standard neutron counting diagnostic of FNG, which consists of an absolutely calibrated detector measuring alpha particles produced by deuterium-tritium reactions in the target. The impinging neutron energy spectrum at the detector position was centred at 14 MeV, with an estimated 1% (FWHM) energy spread.

The light emitted by the scintillator was collected by a photo-multiplier tube and signals were fed directly into a 12 bit - 250 Msample/s CAEN DT5720 digitizer. Each waveform above a selectable threshold was stored and processed off-line using a dedicated algorithm based on pulse fitting [7]. The pulse height spectrum was energy calibrated with laboratory $^{137}$Cs and $^{60}$Co radioactive sources. An energy resolution of 3.2% was measured at the 0.662 MeV line of $^{137}$Cs, which is close to the nominal value expected for LaBr$_3$ crystals (about 3%). In the following, the letter E indicates the γ-ray (or electron equivalent) energy; a subscript is otherwise used to indicate the energy of a different particle.

Fig. 1 shows the measured energy spectrum during 14 MeV neutron irradiation. Data were integrated over a time of 120 seconds. Gamma-rays peaks at distinctive energies and more complex structures can be clearly observed in the figure, with most of the events in the region E<3 MeV, where the detection efficiency to gamma-rays is known to be higher [18]. There is however a clear tail of events extending to energies up to about E=14 MeV, with an estimated uncertainty of 500 keV on the end point, due to the non-linearity of the crystal. An average counting rate of $8 \times 10^4$ cps above the experimental E=0.35 MeV threshold was observed during measurements. After about 1 h of 14 MeV neutron irradiation, the FNG beam was switched off, and a post-irradiation measurement was started. Fig. 1 shows the spectrum measured 10 minutes after irradiation, which can be compared to that obtained during irradiation, for the same experiment time. There is a clear difference in magnitude and shape between the two spectra. No events are found above E=4 MeV in the post-irradiation spectrum. Many of the structures observed during irradiation have also disappeared and the shape of the spectrum is now dictated by the superposition of beta decays of different short lived unstable isotopes (see section 5). An intense 511 keV annihilation peak still remains, together with a second peak at E=0.8 MeV. The post irradiation spectrum can also be compared to that due to the crystal intrinsic radioactivity (figure 1, dotted line). The latter was measured at FNG right before irradiation and also shows a 662 keV peak due to a $^{137}$Cs calibration source. Again, we find no similarity between the two spectra, both in terms of structure and magnitude, which indicates that the post-irradiation spectrum must be dominated by decays of unstable isotopes generated by 14 MeV neutron irradiation. The contribution of intrinsic radioactivity to the counting rate before neutron irradiation was 700 cps, a value much lower than the (average) $2.5 \times 10^4$ cps measured 10 minutes after neutron irradiation.
3. Monte Carlo simulation of the LaBr$_3$ response

As discussed in our previous paper on 2.5 MeV neutrons [16], nuclear interactions between 14 MeV neutrons and lanthanum and bromine isotopes dominate the measured response. $^{79}$Br and $^{81}$Br are the Bromine isotopes in the crystal, with approximately the same abundance, while $^{139}$La is the only stable isotope of Lanthanum. Few other isotopes are also present, but only in trace concentrations and were not considered in the analysis. Besides inelastic scattering, the main neutron interaction mechanism with these isotopes is the production of secondary particles (neutrons, protons, deuterons, alpha particles) which in turn deposit their energy into the crystal, resulting in recordable pulses. The cross sections for the most relevant reactions are shown in figure 2. It is worth noticing here that there is a clear difference between the dominant neutron interaction channels with LaBr$_3$ at $E_n=2.5$ MeV and $E_n=14$ MeV: while at $E_n=2.5$ MeV inelastic scattering dominates the response [16], secondary particle production is the most important process at $E_n > 10$ MeV and, particularly, (n,2n) reactions. The latter have a multiplicative effect on the detector response: secondary neutrons generated in the crystal can in turn undergo nuclear inelastic scattering, which generates excited nuclear states decaying by $\gamma$-ray emission, that adds up to the detector gamma-ray load due to inelastic scattering of the primary (14 MeV) neutrons. Among the reactions leading to charge particle production, proton generation due to n+$^{79}$Br interactions is the most relevant.

A MCNP [19] model was implemented to interpret the experimental results, assuming a beam of mono-energetic 14 MeV neutrons directed onto a 3"x3" LaBr$_3$ and tracking all the processes listed in Figure 2. A summary of the results of this simulation is presented in Table 1, where numbers are normalized per 14 MeV neutron history. Of most interest is $\gamma$-ray production, that exceeds unity with $1.17 \gamma$-rays produced per 14 MeV neutron. This result can be explained by the large additional contribution of secondary neutrons generated in the crystal (0.45), a fraction of which also undergoes inelastic scattering. Here we note that $\gamma$-rays born in the crystal volume have a significant detection probability (about 40%), given the large volume, high density and high Z of the scintillator, and are thus of relevance to understand the measured crystal response. Charged particle production

![Energy spectrum measured at FNG with a 3''x3'' LaBr$_3$ detector during 14 MeV neutron irradiation (solid line). The spectrum is compared to that taken post (dashed) and before (dotted) irradiation. In all cases, measurements are integrated for 120 seconds.](image)
is less important, mostly because of the smaller cross sections of the associated processes, although, on the other hand, positive ions have a detection probability approaching 100%. For comparison, the simulation was also run for a 3''x6'' crystal, which is the size of the scintillator currently in use at JET [15]. As noted from Table 1, doubling the crystal volume determines a 55% increase in secondary neutron production, which is turn enhances gamma-ray creation by almost the same amount. Charged particle production remains small.

The contribution of secondary neutron/ gamma-rays and other particles to the crystal response was also analysed in terms of spectral shapes, as shown in Fig.3 for the 3''x3'' case. γ-rays dominate in the region E < 5 MeV, while proton production contributes most to the spectral shape at E > 5 MeV, leading to a change of slope in this region. Alpha particle and deuterium generation introduces two additional structures centred around E=6 and E=10 MeV respectively, which are however an order of magnitude lower that that due to protons and would be hard to distinguish in the overall detector response, without using pulse shape discrimination algorithms as investigated in recent studies [20]. By summing up all the different contributions, we can determine a 43% detection efficiency to 14 MeV neutrons above the experimental threshold of 0.35 MeV, based on the MCNP results.

In order to compare the simulated response with that measured, a separated calculation of the (external) neutron/gamma-ray background in the FNG hall at the detector position was performed, which was finally added to the (intrinsic) response described above. In fact, the radiation field impinging on the detector in the FNG hall is a complex admixture of neutron and gamma-rays. Of these two, the neutron field has a dominant 14 MeV (direct) component, with an additional scattering contribution at the 50% level, the latter arising from direct neutrons that degrade their energy by interacting with materials in the experimental hall. Gamma-ray background originates from inelastic scattering of the direct neutrons. For the calculation of the scattered neutron and gamma-ray fields, we relied on an existing MCNP model of the FNG facility [22]. Its results were in turn used as input to separately determine the crystal response to such background for comparison with measurement. Table 2 summarizes the output of the calculations, with numbers normalized per 14 MeV neutron history. Scattered neutrons are responsible of about 50% of the detector load due to the primary component. Gamma-ray background contributes to a further 30% fraction. In terms of energy spectrum (Fig. 4), the scattered neutron component has an exponential shape without clear structures, while gamma-rays are manifested as distinctive peaks and dominate the E > 4.5 MeV region. Figure 4 also shows the response to direct 14 MeV neutrons (presented in figure 3) and which can be here compared to background. In order to obtain the γ-ray equivalent energy for the direct component, quenching effects were taken into account [23-25]. The finite energy resolution of the detector was included in Fig. 4 by convolution of the simulated spectra with a Gaussian function of energy dependent width. This was obtained from the measured value of 3.2% (FWHM/E) at 662 keV and assumed to follow the Poisson law, i.e. to scale as E⁻¹/₂.
Fig. 2: Cross sections for neutron reactions with $^{79}$Br, $^{81}$Br and $^{139}$La isotopes leading to neutron, alpha particle, proton and deuteron production in the final states. The continuous line indicates the nuclear inelastic scattering cross section. Data taken from [20].

<table>
<thead>
<tr>
<th></th>
<th>LaBr$_3$ 3&quot;x6&quot;</th>
<th>LaBr$_3$ 3&quot;x3&quot;</th>
</tr>
</thead>
<tbody>
<tr>
<td>gamma creation</td>
<td>1.868</td>
<td>1.178</td>
</tr>
<tr>
<td>neutron creation (n,2n)</td>
<td>6.982 \cdot 10^1</td>
<td>4.513 \cdot 10^1</td>
</tr>
<tr>
<td>proton creation</td>
<td>1.53 \cdot 10^2</td>
<td>9.54 \cdot 10^3</td>
</tr>
<tr>
<td>deuteron creation</td>
<td>1.13 \cdot 10^3</td>
<td>7.63 \cdot 10^4</td>
</tr>
<tr>
<td>alpha creation</td>
<td>1.58 \cdot 10^3</td>
<td>1.10 \cdot 10^3</td>
</tr>
</tbody>
</table>

Table 1: Summary of MCNP simulations of the LaBr$_3$ response to 14 MeV neutrons. Simulations were performed for two different crystal dimensions (3"x3" and 3"x6"). Results are normalized per 14 MeV neutron history.
Fig. 3: Deposited energy spectrum from secondary particles produced by uniform irradiation of a 3" x 3" LaBr₃ crystal with 14 MeV neutrons, as calculated by MCNP.

| Counts from direct 14 MeV neutrons | 0.432 |
| Counts from scattered neutrons at FNG | 0.206 |
| Counts from gamma background at FNG | 0.138 |
| Sum | 0.776 |

Table 2: Summary of MCNP simulations of primary and background radiation (above a threshold of 350 keV) recorded by LaBr₃ in the 14 MeV irradiation experiment at FNG, at the detector position. Results are normalized per 14 MeV neutron history.
Fig. 4: Simulated pulse height spectra from direct 14 MeV neutrons, scattered neutrons and gamma-ray background recorded at the detector position in the FNG irradiation experiment. Energies are electron equivalent and take into account quenching effect.

4. Data analysis

The results of the MCNP simulations are compared to the measured spectrum in Fig. 5. To this extent, the three components of Fig. 4 (direct and scattered neutrons, gamma-ray background) were summed to obtain the expected measured spectrum during the FNG irradiation experiment. The comparison is limited to 3 orders of magnitude below the most intense spectral structures, a range that well exceeds the accuracy needs for the use of LaBr$_3$ in gamma-ray spectroscopy applications at ITER. In terms of counting rates above the 0.35 MeV experimental threshold, we find that measurement and simulation agree within 5%. A similar good level of agreement also holds as far as the overall shape of the spectrum is concerned. In particular, when shown in logarithmic scale, the measured spectrum exhibits the change of slope predicted by MCNP in the region 5 - 10 MeV and due to the contribution of secondary charged particles (see section 3). At a more detailed level, we find that most of the gamma-ray peaks observed in the measurement are also reproduced by the simulation, although, at times, there is a mismatch in terms of intensity. In few cases only, peaks predicted in the simulation do not appear in the measurement, and vice versa. We ascribe these minor differences to uncertainties in the cross sections used by MCNP, especially since they are derived by statistical models, which may not accurately depict reality [26]. A second source of uncertainty arises from the FNG model, which may not specify the material composition of the experimental hall at a level of detailed necessary to explain all peaks found in the measurement. Although these minor discrepancies, we consider the level of agreement between simulation and measurement as satisfactory, given the capability of the simulation to match well the experimental counting rate and spectral shape, which are of most interest to design filters for neutron background reduction on the scintillator at ITER [11]. In this context, we note in particular that the measured spectrum is rather structureless in the range $E=3$ to 5 MeV, i.e. where gamma-ray lines from plasma reactions of principal interest in thermonuclear fusion applications occur.
5. Short lived activation induced by 14 MeV neutrons

Activation of the LaBr$_3$ crystal is of interest in view of ITER for two reasons. First, a significant activation level requires some special care when handling the crystal after an extended irradiation period. Secondly, the activation itself is a background source that interferes with the measured signal and is thus of relevance for signal-to-noise ratio considerations in view of measurements at ITER. In order to investigate the activation of the crystal induced by 14 MeV neutrons, post-irradiation measurements were carried out at FNG. LaBr$_3$(Ce) was first irradiated for about 1.5 h at a total neutron yield of 1.5·10$^{10}$ neutrons per second, corresponding to a flux on the detector front surface of approximately 5.4·10$^5$ neutrons/(s·cm$^2$). A measurement of the residual counting rate, as a function of time, due to the crystal activation was then started immediately after FNG had been

Fig. 5: Measured and simulated energy spectrum (linear and log scale) of the LaBr$_3$ response to 14 MeV neutrons at FNG. The simulated spectrum is the sum of the three components (direct and scattered neutrons, gamma-ray background) shown separately in Fig. 4. The direct component also includes events from secondary charged particles, as discussed with reference to Fig. 3.
switched off, with the results shown in Fig. 6. Data points were acquired every second, for 30 minutes.

Based on our previous analysis [16], short lived activation is expected to be due to $^{78}\text{Br}$ and $^{80}\text{Br}$ isotopes, which have a decay time of 540 s and 1500 s, respectively. $^{78}\text{Br}$ and $^{80}\text{Br}$ are produced by (n,2n) reactions on $^{79}\text{Br}$ and $^{81}\text{Br}$. On the other hand, the (n,2n) reaction on $^{139}\text{La}$ produces $^{138}\text{La}$, which has a half life of billions of years, and is therefore practically stable on the time scale of minutes.

The conclusions of our previous analysis are experimentally confirmed by a fit to the measurement of Fig.6 using the following equation

$$I = A \cdot \exp\left(-\frac{t}{\tau_1}\right) + B \cdot \exp\left(-\frac{t}{\tau_2}\right) + C$$

where $I$ indicates the intensity (counting rate) and $t$ is the time. In equation 1 the time constants $\tau_1$ and $\tau_2$ were fixed and set to the decay times of $^{78}\text{Br}$ (540 s) and $^{80}\text{Br}$ (1500 s). The free fit parameters $A$, $B$ are proportional to the initial number of $^{78}\text{Br}$ and $^{80}\text{Br}$ nuclei produced by 14 MeV irradiation. $C$ is a fit parameter that takes into account long lived ($\tau >> 30$ min) activation, such as that due to materials of the FNG hall that were also activated by 14 MeV neutrons.

As seen from Fig. 6, the fit reproduces very well the measurements, confirming the role of $^{78}\text{Br}$ and $^{80}\text{Br}$ as main responsible of the crystal post-irradiation activity. The values obtained for the fit parameters $A$, $B$ and $C$ are summarized in Table 3.
<table>
<thead>
<tr>
<th>Fit Parameter</th>
<th>Value (cps)</th>
<th>Error (cps)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>1.279 $\cdot 10^5$</td>
<td>$\pm 1.6 \cdot 10^2$</td>
</tr>
<tr>
<td>B</td>
<td>1.005 $\cdot 10^5$</td>
<td>$\pm 1.6 \cdot 10^2$</td>
</tr>
<tr>
<td>C</td>
<td>1.794 $\cdot 10^4$</td>
<td>$\pm 5 \cdot 10^1$</td>
</tr>
</tbody>
</table>

Table 3. Values of the fit parameters A, B and C as obtained by fitting data in Fig. 6 with Eq. 1

6. Conclusions

The response of a 3"x3" LaBr$_3$ crystal to 14 MeV neutron irradiation was measured at FNG in a dedicated experiment. The results were interpreted by means of a MCNP model of 14 MeV neutron interactions with LaBr$_3$, including background contributions from scattered neutrons and gamma-rays generated in the FNG experimental hall. A good overall agreement between simulation and measurements was found. The simulations revealed that (n,2n) reactions and nuclear inelastic scattering on $^{79}$Br, $^{81}$Br and $^{139}$La isotopes are the dominant interaction processes between 14 MeV neutrons and the crystal. Reactions leading to the production of secondary charged particles are of relevance to explain events at deposited energies higher than 5 MeV. The overall efficiency of the 3"x3" detector to 14 MeV neutrons was found to be 43%, above an experimental threshold of 0.35 MeV. Measurements of the residual crystal activation after irradiation were also performed and were found to be dominated by decays of short lived $^{79}$Br and $^{80}$Br isotopes produced by (n,2n) reactions. The results presented in this paper are of relevance for the design of γ-ray detectors in burning plasma fusion experiments of the next generation, such as ITER, where capability to perform measurements in an intense 14 MeV neutron flux is required.
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