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CHAPTER 1

Introduction
1.1 Ecology of microorganisms

1.1.1 From macro-ecology to micro-ecology

Although in theory, it is possible to suppose a continuity of life that encompasses all organisms, most biologists accept a fundamental divide between the small and simple organisms (microbes, predominantly prokaryotes and viruses) and the larger and more complex ones (macroorganisms, mainly eukaryotes). Although evolutionary theories provide a unifying framework for all biology, it is compulsory to include some major differences between the evolutionary processes of unicellular and pluricellular organisms.

Lateral gene transfer is one of these different processes, as is speciation and the real concept of what a species is in the kingdoms of prokaryotes. In the context of speciation, geographical isolation is believed to play fundamentally different roles for macrobes and microbes (O’Malley, 2008).

Biogeography is the descriptive and explanatory study of spatial patterns and processes in the distribution of biodiversity. However, the application of macrobiogeographical rules to microorganisms is not always possible and profitable. For example, the passive dispersal (e.g. via wind) of microbes is likely to be easier than for macrobes, simply because they are smaller. While active dispersal is rare for microbes. Consequently, the dispersal potential of microorganisms is probably larger than that of macroorganisms (Darcy et al, 2011).

Likewise, microorganisms can easily become dormant i.e. to enter in a reversible state of reduced activity in response to environmental stresses (Jones et al, 2010). It has been estimate that less than 10% of a typical microbial community may be active at the same time; thus the dormant component potentially represents a reservoir of genetic diversity (Nemergut et al, 2013).

In conclusion, one of the most important elements for future research will be understanding similarities and differences between microbial and microbial
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biogeography and whether they can coexist within one general account (Martiny et al, 2006; Whitaker, 2006).

1.1.2 Microbial communities
In such a complex contest, the scientific community over years has introduced many different and sometimes ambiguous terminologies and definitions and there is still an animated debate on this theme. Hence, in the effort to clarify any ambiguity, at least in the frame of this thesis, here below there is the definition of microbial community that could represent a shared starting point.

We define a community as a group of potentially interacting organisms that co-occur in space and time. In the case of microbiology, communities are not discrete and their boundaries may vary both temporally and spatially, especially because of the inability to sample at a level that is both small enough to be relevant for microorganisms and large enough to be relevant for ecosystem processes. Thus, we refer as a microbial community a microbial assemblage of defined microorganisms that co-occur in space and time, without necessarily implying the existence of dynamics and interactions between populations (Nemergut et al, 2013).

1.1.3 Community assembly processes
An exhaustive study of a microbial community requires understanding the mechanisms of assembly and how they produce pattern in both space and time. On the basis of the Vellend’s approach, four different processes have been identified, which drive the assembly of a community: selection, dispersal, diversification and drift (Vellend, 2010; Nemergut et al, 2013). Here below, the description of these four processes as described by Nemergut and colleagues (2013).

Selection
Selection is a large force shaping microbial community assembly and it is defined as “deterministic fitness differences between individuals”. Different habitat (e.g. seawater, soils) harbor different suites of microorganisms and a variety of
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Environmental factors have a critical role in determining bacterial assemblage structure and diversity. Although selection should be similar in macrobial and microbial systems, the specifics of these processes will be different due to the vast diversity harbored within microbial communities and even within individual organisms. Thus, the complexities of the potential environmental and biological drivers of fitness are greatly magnified for these communities. Indeed, the metabolic breadth of microorganisms has been hypothesized to be a key factor in the generation and maintenance of microbial diversity. Finally, the prominent role of horizontal gene transfer (and recombination in general) in microbial diversification may affect microbial community assembly through selection.

Dispersal

The definition of dispersal is the “movement of organisms across space”. Because of the small size, high abundance and short generation time of microorganisms, dispersal processes have not been rigorously studied, much less quantified. Thus, the distributions of microbes are often used as proxies for dispersal. Given that it is difficult to understand the role of dispersal processes in community assembly. Dispersal is different from migration, in which a new organism is incorporated into a community from outside. Migration events are the result of dispersal as well as selection and possibly drift.

Microbial dispersal is typically a passive process (e.g. transport via air, water or mobile macroorganisms). Although it is often considered stochastic, it is not entirely true: taxa vary in dispersal ability, making dispersal probability not entirely random among species. For example, dormancy mechanisms may make organisms more resistant to the environmental stressors.

Diversification

The process of evolutionary diversification is fundamental to biogeography and community ecology, but unfortunately, we understand little about the spatial and temporal dynamics of how microbes evolve and these processes are difficult to study
empirically. The process of dormancy is likely to affect microbial evolutionary because of it can protect cells from death, at least until favorable conditions or stochastic factors lead to their growth. This could result in dramatic variation in evolutionary rates over time. The process of horizontal gene transfer may also change community assembly dynamics for microorganisms because of they can evolve through mutation rapidly.

**Drift**
Ecological drift, or stochastic changes in the relative abundance of organisms, may play an important role in microbial community assembly, especially when selection is weak, alpha diversity is low and the total number of community members is small. These conditions can be found in certain types of microbial communities, for example nutrient-rich systems such as wastewater treatment facilities. The vast majority of taxa in microbial communities are found in low relative abundances. However, low-abundance individuals may exist in dormant states, protecting them from extinction. A better understanding of the dynamics between dormancy and local extinctions is crucial to an appreciation of the role of drift in community assembly, particularly for microbial assemblages.

**1.1.4 Microbial biodiversity**
The term biodiversity indicates the biological diversity of an environment. Generally, there are two classes of biodiversity: inventory diversity or differentiation diversity. Inventory diversity metrics describe diversity within an environment (alpha-diversity), while differentiation diversity explains the turnover in diversity between environments (beta-diversity) (Lozupone and Knight, 2008). However, the terminology and metrics used in macro-ecology must be applied cautiously on micro-ecology because the methods available to characterize microbial diversity are inherently limited in their ability to detect the many numerically minor constituents of microbial communities (Bent and Forney, 2008). Exploring microbial diversity means to take in account of different peculiar characteristics typical of the sole
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microorganisms (for example, the definition of the boundary of a single environment, or the capability to capture the actual biodiversity of a microbial community). Microorganisms constitute a special case of study, because of their intrinsic peculiarities (small dimensions, high rate of duplication, high dispersal capacity, etc.). The actual microbial diversity of most habitats seems to be extraordinarily big, with complex habitats containing an estimated $10^4$–$10^6$ species in a single gram (Torsvik et al, 1998; Ovreas et al, 2003) and the Earth’s biosphere containing more than $10^{30}$ individuals (Whitman et al, 1998) and an untold number of species. Hence, the first necessary step is to focus on the methods used to extensively collect samples and to generate the data for accurate biodiversity estimation.

1.2 Methods in microbial ecology

The methodologies of study of microbial communities represent not merely a technical factor for this research field, but mainly a critical issue for an exhaustive comprehension of this scientific subject. Moreover, the variety of methods used so far, represents an obstacle for data uniformity and comparability. The small dimension, short generation time and metabolic versatility of microorganisms limit the use of observation-based surveys for the description of microbial populations and for coupling their taxonomy and ecological function (Polz et al 2006; Schmidt et al, 2007).

For a long time, cultivation based methods have been the gold standard to describe microorganisms. As indicated by the name, these methods imply point sampling, laboratory microorganism pure culture isolation and subsequent analysis of the isolates. Inevitably, this procedure permits the analysis of a limited number of isolates, not more than a few hundreds. Therefore, these methodologies heavily underestimate both the number and the diversity of microorganisms present in a given environment, because it is well known that less than 1% of total microorganism can be efficiently cultivated (see chapter 5).
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The development of cultivation independent methods PCR-based has expanded the possibility to detect and identify microorganisms unambiguously and avoids the cultivation biases linked to laboratory cultivability (Peccia et al, 2006). Using the 16S rRNA gene as a phylogenetic marker, it is possible to identify single microorganisms, make a community study or quantify the total number of bacteria. The common methodological framework implies PCR reaction with suitable primer sets, clone library construction and DNA fingerprinting analyses (for the community study). The advantages of these methods include large sensitivity and rapidity. However, the quantity of data retrievable with this approach reaches at maximum hundreds of clones. The representative of this analysis is still too limited to give a thorough description of a microbial community.

In this respect, the recent development of Next Generation Sequencing (NGS) technologies greatly improves the capability to describe microbial communities. In recent years, sequencing costs have rapidly decline and consequently the amount of available data has increased exponentially. Owing to their high throughput and the reducing cost per sequence, the NGS techniques have a great potential in describing the diversity and composition of microbial communities (Bowers et al, 2011a; Rinsoz et al, 2008). For example the Illumina technology can generate up to millions of amplicons in single run, thus providing high coverage both to amplicon-based and whole metagenomic studies of microbial communities and contributing to fill the gaps in the current knowledge of microbial community structure and dynamics (Claesson et al, 2010).

Computational advances, as well as new standards for contextualizing environmental microbial community composition data sets, will allow us to make the most of these data, facilitating cross-investigator and cross-system meta-analyses (Caporaso et al, 2010).

1.3 The Earth atmosphere
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The Earth planet is characterized by the presence of an atmosphere distinctive from other planetary atmospheres. This peculiar atmosphere makes life possible on the Earth. The term atmosphere derives from the Greek words ατμός (atmos) and σφαίρα (sphaira) that mean vapor and sphere. It represents the layer of gases surrounding the terrestrial crust and is held in place by the Earth gravity. The main functions of the atmosphere are the absorption of ultraviolet solar radiation, the warming of the surface through heat retention and the reduction of temperature extremes between day and night.

Although the atmosphere extends outward at least 10 000 kilometers (Km), most of its mass is close to Earth surface, concentrated at low altitude. More than half of the atmosphere mass lies below 6 Km and more than 98% of it lies within 26 Km of the sea level.

Observing its vertical extension, the atmosphere shows a vertical pattern of temperature that forms a series of layers in which temperature increase and decrease alternatively: troposphere, stratosphere, mesosphere, thermosphere and exosphere (starting from the Earth surface up to the planet boundary). The boundaries of the first three layers are called tropopause, stratopause and mesopause. The troposphere is characterized by an overturning of the air resulting in a vertical mixing and turbulence. It is extended about 8 Km above sea level over the poles and up to about 18 Km above the sea level at the equator.

The chemical composition of the atmosphere is relatively simple and uniform; the major components do not vary over time and space. The two most abundant gases are nitrogen (N₂) (78.09%) and oxygen (O₂) (20.95%) that constitute together about the 99% of atmosphere. The remaining 1% is composed of argon (0.93%) and small amounts of other gases often referred as trace gases (i.e. neon, helium, krypton and hydrogen). The atmosphere also contains a variable amount of other gases that can have a significant effect on weather and climate. Water vapor, for instance, highly varies in quantity in different locations (i.e. deserts, tropical oceans, etc.) and it is the source of all precipitations and clouds. Like water vapor, also Carbon Dioxide (CO₂)
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has a considerable influence on climate because it is able to adsorb infrared radiation and thereby help warm the lower atmosphere. CO₂ is homogeneously distributed in the lower atmospheric layers, but its concentration has been rapidly increasing in this last years; this increase can cause a consistent warming of the planet. Another important gas is Ozone (O₃). It is mainly present between 15 and 48 Km from Earth’s surface (a layer sometimes called the Ozonosphere) and it is an excellent absorber of ultraviolet solar radiation; this characteristic protects Earth life forms from deadly effects of radiation (Hess, 2010). Other minor gaseous components of anthropogenic origin are present in the atmosphere. Among these contaminants the most relevant are carbon, sulfur and nitrogen compounds. For instance, Carbon Monoxide (CO), a primary pollutant formed by the incomplete combustion of carbon-based fuels, which is extremely toxic for brain and organs; Sulfur Dioxide (SO₂), a corrosive and lung irritant per se, but also able to react in the atmosphere to produce secondary pollutants and finally Nitric oxide (NO), a gas that can react in the atmosphere to form Nitrogen Dioxide (NO₂), a corrosive gas.

1.4 Atmospheric Suspended Particulates

Atmospheric particulates, also known as aerosols or particulate matter (PM), are tiny pieces of solid or liquid particles suspended in the atmosphere as aerosol. Sources of particulate matter can be anthropogenic or natural. They can adversely affect human health and also have impacts on climate and precipitation. PM can be classified in many ways, but one of the most used is the classification on the basis of the particle size. First, it is possible to distinguish “coarse” and “fine” particles: respectively particles with aerodynamic diameter less than 10 µm (PM10) and less than 2.5 µm (PM2.5). Then, there are some “ultrafine” particles with aerodynamic diameter less than 1 µm (PM1) and it is possible to find particles smaller referred as “nano-particles” (Figure 1).
**Figure 1** Size particles and relative penetration capability into the respiratory system.

This classification is particularly relevant because smaller particles are able to deeper penetrate into the respiratory system and to progressively provoke more serious damages. In particular, course PM are able to reach the pharynx, while fine PM can reach the bronchial tubes and the ultrafine the pulmonary alveoli.

The chemical composition, quantity and relative abundance of the principal chemical species of PM can vary depending on location, season and analyzed fraction. However, it is possible to identify a general trend of a peculiar area (Perrone et al, 2010). For example, in Milan urban area the main components are shown in figure 2 (Mantecca et al, 2012).

Combustion-related primary compounds, such as Polycyclic Aromatic Hydrocarbons (PAHs), were higher in fine winter fractions, while summer PMs were enriched in secondary organic aerosols and in crustal elements such as Fe, Al and Si. Similar results were reported for other European cities, such as Dresden, Germany (Brüggemann et al, 2009) and are explained by the presence of different sources, like the domestic heating in winter and the meteorological condition, like a lower atmospheric mixing layer in winter and a drier weather in summer, this last factor determining a higher resuspension of crustal elements. The concentrations of the PM in urban areas are normally higher than in areas with less anthropogenic pressure due
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to higher emission and low air dispersion. Meteorological factors such as the horizontal wind (speed and direction), the atmospheric stability, the altitude, the thermal inversion and the atmospheric vertical motions due to the orographic systems also affect the air pollution. In general the most significant pollution events occur under thermal inversion conditions. For instance, the Po Valley, in the North of Italy, represents one of the most PM polluted area in Italy, as well as in the European Union. Together with the high population density and the large number of industrial activities spread throughout the valley, the peculiar geographic position, enclosed between the Alps and the Appennines, determines the accumulation of gaseous and particulate pollutants especially during wintertime (Mantecca et al, 2012).

Figure 2 PM Characterization: a) chemical composition of summer and winter PM10 and PM2.5; b) histograms showing some specific primary (PAHs, levoglucosan and n-alkanes) and secondary (carboxylic acids) components of the OM in summer and
winter PM2.5 (reported as mass% of OM); OM - organic matter; EC - elemental carbon. Figure from Mantecca et al 2012.

1.4.1 Bioaerosols

Beside the extensively studied chemical fraction of PM, there is a likewise important fraction, which is less known and less investigated: the bioaerosol. The term bioaerosol indicates the presence in the atmosphere of suspended particles of biological origin such as bacterial cells, fungal spores, viruses, pollens and their by-products such as endotoxins (Stetzenbach et al, 2004).

In recent years a great interest has boosted on this fraction, because of the increasing evidences that it may have critical effects on biological systems (see chapter 5).

For example, bioaerosols could negatively affect human health and ecosystem functioning, by determining tissue inflammation (Camatini et al, 2010) and spreading of plant, livestock and human pathogens (Hirano et al, 1983; Pillai et al, 2002). Such effects are intensified in urban areas, where PM levels are particularly high. Although air quality has generally improved in the urban areas of developed countries in the second half of the last century, recent studies have provided evidence for a larger impact of urban air pollution on human health than previously hypothesized (Gouveia et al, 2006). Therefore, it has been proven that airborne microorganisms are able to influence atmospheric processes through the initialization of cloud condensation and ice nucleation phenomena, potentially altering precipitation patterns (Christner et al, 2008; Mohler et al, 2007). Finally, it is reasonable to hypothesize that some microorganisms present in the atmosphere could be capable to degrade different pollutants, although this is not already demonstrated.

1.5 Aim of the project

As described above, the atmosphere can be considered an extreme environment for microorganisms. High solar radiation, low moisture, low levels of nutrients and large dispersion occurrence could represent an obstacle to survival and reproduction of microorganisms. However, the presence and relevance of airborne bacteria have
been widely demonstrated (Womack et al, 2010). Due to this relevance, the biological fraction of PM raised a great interest in recent years. However, there is still a considerable lack of knowledge in this field (Polymenakou, 2012). The baseline variability in the types of microbes found in the atmosphere is just beginning to be assessed. Hence, it is currently difficult to establish linkages between airborne microbes and health outcomes. Long-term temporal analysis of microbial bioaerosol communities are needed to identify disturbances to this environment, which may be characteristic of microbial contamination events that are important to human and environmental health (Bowers et al, 2013).

Therefore, the aim of this thesis is to provide an exhaustive description of bacterial communities associated to PM of different size fractions in two Northern Italy urban sites, Milan and Venice and to put forward hypotheses about the processes underlying the assembly of the microbial community in urban atmosphere. A particular consideration will be given to address the following scientific questions: (i) which is the temporal and spatial variability of airborne microbial communities, (ii) which are, the environmental factors which drive community-assembly processes, (iii) which are the sources of airborne bacteria.

1.6 Summary of the thesis

This thesis is structured in different chapters addressing specific topics. The content of the chapters 2, 3, 5 and 6 have been already published as single articles in scientific journals while the paper containing the results presented in chapter 4 is in preparation. Here a brief summary of the content of each chapter is reported.

Chapter 2 reports the results of a cultivation-based study of the bacterial communities associated with PM10 in Milan urban area. This study represented the first taxonomic snapshot of airborne bacteria in Milan through the cultivation of more than 400 isolates. Although the cultivation-dependent approach had severe biases for the definition of the microbial community structures, it allowed the determination of
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specific physiological traits of the isolates. In fact, this work specifically aimed at evaluating the presence of potentially harmful microorganisms belonging to the *Staphylococcus* genus. The antibiotic resistance and the presence of the corresponding genetic determinants were further investigated in the *Staphylococcus* isolates. Provided that the spreading of antibiotic resistant microorganisms is of particular concern in clinical settings, this work demonstrated that, although the evaluation of the actual risk posed by airborne microorganisms to human health is very challenging, the origin of antibiotic resistance genes can be traced in natural environments. The results reported in chapter 2 have been included in the following published paper:


*Chapter 3* reports the first work in which quantitative PCR and Illumina technology were used to provide the description of airborne bacterial communities associated with Total Suspended Particulate (TSP) of the Milan urban area. Forty TSP samples were collected in ten-day sampling sessions, with one session per season. The mean bacterial abundance was about $10^4$ ribosomal operons per m$^3$ of air and was lower in winter than in the other seasons. Communities were dominated by *Actinobacteridae*, *Clostridiales*, *Sphingobacteria* and few proteobacterial orders (*Burkholderiales*, *Rhizobiales*, *Sphingomonadales*, *Pseudomonadales*). Chloroplasts were abundant in all samples. The variation in community composition observed within seasons was comparable to that observed between seasons, thus suggesting that airborne bacterial communities show large temporal variability, even between consecutive days. The structure of airborne bacterial communities therefore suggests that soil and plants are the sources, which contribute most to the airborne communities of Milan atmosphere, but the structure of bacterial community seems to depend mainly on the
source of bacteria that predominates in a given period of time. The results reported in chapter 2 have been included in the following published paper:


Chapter 4 reports a one-year survey on three urban different sampling locations in two cities of Northern Italy. The study concerned the assessment of the variability and the community-assembly processes that affected the airborne microbial communities associated with PM10. A total of 32 samples of PM10 for each sampling site were collected. The Illumina platform was used to sequence 16S rRNA gene libraries and to obtain the data necessary for a complete description of the airborne bacteria communities. Furthermore, the quantitative PCR was used to estimate the total number of bacteria present in the selected environments.

The main aims of this work were the assessment of the microbial community variability among seasons and sampling sites in order to gain insight into the processes that assembly the microbial community. The obtained data confirm that dispersion is an important community-assembly process. In particular, bacterial sources significantly contributed to change the community structure over time and space. Moreover, important clues that indicate possible selection processes (i.e. the effects of Ba, SO\(_4^{2-}\) and Mg\(^{2+}\)) were discovered.

During my PhD fellowship the increasing interest in the ecology of airborne microorganism led to the publication of several articles addressing this issue with the involvement of a few research groups around the World. Since the body of research became consistent the Editor-in-Chief of the journal “Applied Microbiology and Biotechnology” asked our research group to critically evaluate the results and the
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methodologies used so far and provide a comprehensive picture of the state of the art. I was involved in this effort and, owing to the particular pertinence of the content, I report this published review in Chapter 5. The bibliographic details of the review are the following:


As reported above, long-range dispersal of microorganism occurred mainly through the atmosphere with significant implications for the global geographical distribution of these organisms. Moreover, high-elevation cold environments are considered ideal places to test hypotheses about basic ecological processes of microorganisms. In the frame of a research project dealing with the microbial ecology of Alpine environments I was involved in a study aiming at testing hypotheses about biogeographical distribution of bacterial populations. In particular, we investigated whether phylotypes of the genus Polaromonas, which is ubiquitous in cold environments, do present a biogeographical distribution. Although this peculiar topic is not the main issue of my thesis, it represents a not negligible aspect of the airborne microorganisms investigation. For this reason, it has been reported in Chapter 6. The paper reporting the obtained results is the following:
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CHAPTER 2

Antibiotic resistance in bacteria associated with coarse atmospheric particulate matter in an urban area
2.1 Introduction

The common perception about the spreading of antibiotic-resistant bacteria and the genes conferring such resistance is generally connected with the overuse of antibiotics, especially in clinical settings. At present, the pathogens considered the most challenging to deal with are *methicillin-resistant Staphylococcus aureus* (MRSA), *vancomycin-resistant Enterococci* (VRE) and extended-spectrum β-lactamases (ESBL) producing *Enterobacteriaceae* (Livermore, 2009; Septimus and Kuper, 2009).

However, several environments other than hospitals have been identified as sources of both antibiotics and antibiotic-resistant bacteria. For example, the main anthropogenic inputs of them in the aquatic environment come from wastewater discharges, including those from urban areas, agricultural practices and animal feeding operations (Kümmerer, 2009). This is exacerbated by devices in wastewater plants and drinking water distribution systems often ineffective in removal of antibiotic traces and resistant bacteria. Moreover, also the use of subinhibitory concentrations, for example in aquaculture and livestock production, has been demonstrated to enhance the rate of transfer and dissemination of antibiotic resistance genes. For all these reasons, antibiotic resistance genes have started to be considered as environmental pollutants themselves (Kümmerer, 2009), also considering that their presence in several environments can increase the chance for pathogens to acquire and in turn transfer new resistance determinants (Martínez, 2009).

Although such anthropogenic-originated pressure may have a crucial importance in the spreading of antimicrobial resistance, it has to be also remembered that many antibiotics have a natural origin, being produced especially by soil micro-organisms (Martínez, 2008). Consequently, also antibiotic resistance genes have been probably originated from environmental strains, although it has been speculated that their original roles were different from the so-called ‘weapon-shield’ function shown in clinical contexts (Martínez, 2008). Accordingly with such observations, the
existence in environmental strains of a potential wide reservoir of antibiotic resistance genes, possibly still unknown, can be inferred. Nevertheless, as systematic studies on the antibiotic resistome in the environment have not been conducted so far, little is known about the actual behaviour of such genes in natural ecosystems (Aminov and Mackie, 2007; Allen et al, 2010). Owing to this lack of knowledge and to the potential chance for pathogens to acquire antibiotic resistance from environmental strains, it has been conservatively suggested to avoid as much as possible the contact between human pathogens and environmental microorganisms (Baquero et al, 2008; Martínez, 2009). From a practical point of view, however, such a goal is not so easy to achieve, because the microbial ecosystems are not completely isolated and the occurrence of gene exchange among different compartments has been demonstrated, although the actual transfer rate has not been precisely evaluated (Aminov and Mackie, 2007). This is especially true for the atmosphere, which is extremely mobile and therefore subject to extensive transport and contact with other environmental compartments. In addition, there is a significant lack of information about aerosolization of pathogens, their viability during atmospheric transport, their response to meteorological and climate change factors and their interactions with environmental bacteria in such an extreme compartment. This poses a serious obstacle to estimating the actual risk posed by airborne micro-organisms to human health (Lai et al, 2009).

The aim of this study was the assessment of antimicrobial resistance in airborne bacteria associated with coarse particulate matter (PM10, i.e. the fraction of particulate matter whose aerodynamic diameter is \( \leq 10 \ \mu \text{m} \)) in an urban area, with specific considerations about the Staphylococcus genus, which is regarded as one of the most threatening micro-organisms in respiratory diseases, especially because of MRSA spreading. We chose to analyze PM10 fraction because it is known that particles smaller than 10 \( \mu \text{m} \) are those, which can penetrate into the lungs (Griffin, 2007). Although genetic determinants carrying antibiotic resistance may
be potentially borne by culturable as well as non culturable microorganisms, we chose to limit the analysis to the former. We could therefore study also phenotypic resistances and associate them with a phylogenetic classification.

2.2 Material and Methods

2.2.1 Sampling and isolation of microbial strains

PM10 samples were collected with a 20–830 Eight Stage Cascade Impactor (Andersen Instruments, Waltham, MA, USA) on nitrocellulose filters (Orange Scientific, Waterloo, Belgium), at an air flux speed of 38 l min\(^{-1}\). Characteristics of PM10 in the Milan urban area were previously described (Marcazzan et al. 2001). With the aim of detecting also the low-abundance populations, we decided to isolate at least half of the colonies in each sample. Because of the high number of obtained isolates, we chose to limit the analysis to a representative sample for each of the two considered seasons (summer and winter). Sampling was carried out for 24-h periods in late summer, on 15 September 2008, and in winter, on 11 and 12 February 2009. Winter sampling was carried out for a total of 48 h because it was assumed that the number of bacteria would be lower than in summer. The sampling site was located in Torre Sarca, Milan, (Italy, 45°31’20″N, 9°12’45″E), a typical urban station in the northern part of the city. The site is located next to a high traffic road, and it consists of a grass surrounded by small buildings and fenced by a wall approximately 1,50 m high. The sampler was placed near one of the small buildings and next to the grass, at about 20 m from the nearest roads and 50 m from the nearest traffic lights. PM sampling was performed at about 1 m from the ground. Photographs showing the sampling site and its surroundings are given as Supporting Information (Figs S1 and S2). Because of the site position, characteristics of collected particulate matter were mainly affected by car traffic. On the contrary, the presence of a small airport located at approximately 1 km from the site, with a very low air traffic counting only a few airplanes per week, had no influence on that. Also winds, which are generally
recognized to affect PM characteristics and distribution, are scarce and show no prevalent directions in Milan region. Moreover, our sampling was carried out in the complete absence of wind.

At the end of the sampling, each filter was directly transferred on agarized LB (Sambrook and Russell, 2001) added with 10 mg l\(^{-1}\) of actidione to inhibit eukaryotic growth; plates were incubated at 30°C until the formation of new visible colonies on nitrocellulose filters stopped. Filters from stage zero of the impactor were not considered because they collected PM > 10. To isolate pure cultures, colonies were picked and repeatedly streaked on fresh agarized LB (Biolife Italiana, Milano, Italy); from each filter roughly one-half of the colonies were randomly chosen for isolation. All obtained microbial strains were stored in 25% glycerol at -20°C.

A fragment of the 16S rRNA gene containing V4 and V5 hypervariable regions was amplified with Com primer set (Schwieger and Tebbe 1998). The taxonomic attribution of sequences was carried out by the Ribosomal Database Project (RDP) Bayesian Classifier (http://rdp.cme.msu.edu/index.jsp).

### 2.2.2 Disc diffusion test

Microbial isolates classified as belonging to taxa that also include common potential pathogenic species were tested for antibiotic susceptibility using the disc diffusion method on agarized Mueller-Hinton medium (MH), according to the Clinical Laboratory Standards Institute protocols (CLSI 2009). A total of 10 antibiotics were chosen representing the major classes of known antibacterial compounds: penicillins (piperacillin 100 µg, PIP), third-generation cephalosporins (cefotaxime 30 µg, CTX; ceftazidime 30 µg, CAZ), carbapenems (imipenem 10 µg, IPM), macrolides (oleandomycin 15 µg, OL), tetracyclines (TE 30 µg), aminoglycosides (gentamicin 10 µg, GM), glicopeptides (vancomycin 30 µg, VA), quinolones (ciprofloxacin 5 µg, CIP) and rifamycins (rifampicin 30 µg, RA). All antibiotics were provided by BioMerieux SA, Marcy l’Etoile, France. *Staphylococcus* strains were also screened for the resistance to
the more common macrolide erythromycin (E, 15 μg) and to cefoxitin (FOX, 30 μg) (Oxoid, Basingstoke, Hants, UK); the latter is used to identify MRSA strains, giving better results than oxacillin test (Broekema et al. 2009). *Escherichia coli* strain TOP 10 was used as control.

### 2.2.3 Identification of *Staphylococcus aureus* strains

Coagulase-positive *S. aureus* strains were identified using Baird Parker agar medium + RPF (rabbit plasma fibrinogen) supplement II (Baird-Parker 1962) (Biolife Italiana); plates were prepared according to the manufacturer’s instructions and incubated at 37°C for 48 h after streaking of *Staphylococcus* strains. After incubation, coagulase positive staphylococci form black or grey or even white small colonies surrounded by an opaque halo.

### 2.2.4 Detection of antibiotic resistance genes

The *Staphylococcus* strains that resulted resistant to VA, OL, erythromycin, TE and / or FOX on the basis of the disc diffusion test were further investigated for the presence of genetic determinants conferring specific resistance to these antibiotics. Genomic DNA was extracted from fresh cultures using the phenol–chloroform method. (Sambrook and Russell 2001). The presence of the following genetic determinants was PCR-checked using specific primers: vanA for VA resistance (Dutka-Malen et al. 1995), ermA and ermC for macrolide resistance (Martineau et al. 2000), tetK and tetM for tetracycline resistance (Strommenger et al. 2003) and mecA for methicillin resistance (Zhang et al. 2004).

PCR conditions were set as follows: for vanA amplification, an initial denaturation at 95°C for 2 min, 35 cycles of 95°C for 60 s, 48°C for 30 s and 72°C for 45 s, and a final extension at 72°C for 5 min; for ermA and ermC amplification, an initial denaturation at 95°C for 2 min, 35 cycles of 95°C for 60 s, 51°C for 30 s and 72°C for 30 s, and a final extension at 72°C for 5 min; for tetK and tetM amplification, an initial denaturation at 95°C for 4 min, 35 cycles of 95°C for 30 s, 55°C for 45 s and 72°C for 45 s, and a final
extension at 72°C for 5 min; for mecA amplification, an initial denaturation at 95°C for 2 min, 35 cycles of 95°C for 60 s, 56°C for 30 s and 72°C for 30 s, and a final extension at 72°C for 5 min.

Each PCR was carried out in a total volume of 20 μl: 10 μl of GoTaq Green Master Mix 2x (Promega, Madison, WI, USA) containing 400 μmol l⁻¹ dNTPs and 3 μmol l⁻¹ MgCl₂, 1 μmol l⁻¹ of each primer and 1 μmol l⁻¹ of template DNA. The amplified PCR products were purified with Wizard® SV Gel and PCR Clean-Up System (Promega) and sequenced to confirm the presence of the antibiotic resistance genes.

2.3 Results

2.3.1 Isolation of microbial strains

A total number of 281 and 288 microbial strains were isolated from summer and winter PM10, respectively. The total load of culturable bacteria in particulate samples was 10³ and 5³ CFU m⁻³, respectively, for summer and winter PM10. The sequence of the hypervariable regions V5 and V6 of 16S rRNA was used as input for the RDP Classifier tool. The results of the RDP classification are shown in Table 1 and in Fig. S3.

In summer PM10, there is a sharp prevalence of Gram-positive micro-organisms, especially belonging to the class of Bacilli, also including staphylococci, while in winter PM10 Gram-negative bacteria are more represented, especially the class of Gammaproteobacteria, which mainly includes Pseudomonadaceae and Enterobacteriaceae.

Among the isolated taxa in both seasons, families Pseudomonadaceae and Enterobacteriaceae and genera Staphylococcus, Acinetobacter and Enterococcus were selected for further analysis, because they contain, besides environmental strains, some species known as pathogens or opportunistic pathogens.
### Table 1  
Ribosomal Database Project classification of isolates from summer and winter PM10. All strains that were further analysed are shown in bold.

<table>
<thead>
<tr>
<th>Summer PM10</th>
<th>Winter PM10</th>
</tr>
</thead>
<tbody>
<tr>
<td>Root (281 sequences)</td>
<td>Root (288 sequences)</td>
</tr>
<tr>
<td>domain Bacteria (279)</td>
<td>domain Bacteria (284)</td>
</tr>
<tr>
<td>phylum &quot;Bacteroidetes&quot; (1)</td>
<td>phylum &quot;Firmicutes&quot; (88)</td>
</tr>
<tr>
<td>class Flavobacteria (1)</td>
<td>class &quot;Bacilli&quot; (87)</td>
</tr>
<tr>
<td>order &quot;Flavobacteriales&quot; (1)</td>
<td>order Bacillales (86)</td>
</tr>
<tr>
<td>family Flavobacteriaceae (1)</td>
<td>family &quot;Listeriaceae&quot; (1)</td>
</tr>
<tr>
<td>genus Chryseobacterium (1)</td>
<td>genus Brochothrix (1)</td>
</tr>
<tr>
<td>phylum &quot;Actinobacteria&quot; (17)</td>
<td>family Bacillae (12)</td>
</tr>
<tr>
<td>class Actinobacteria (17)</td>
<td>genus Bacillus (10)</td>
</tr>
<tr>
<td>subclass Actinobacteridae (17)</td>
<td>unclassified Bacillae (2)</td>
</tr>
<tr>
<td>order Actinomycetcales (17)</td>
<td>family &quot;Staphylococcaceae&quot; (71)</td>
</tr>
<tr>
<td>suborder Micrococchinae (17)</td>
<td>genus Salinicoccus (2)</td>
</tr>
<tr>
<td>family Micrococcae (7)</td>
<td>genus Staphylococcus (68)</td>
</tr>
<tr>
<td>genus Microoccus (3)</td>
<td>unclassified &quot;Staphylococcaceae&quot; (1)</td>
</tr>
<tr>
<td>genus Arthrobacter (4)</td>
<td>family Planococcae (1)</td>
</tr>
<tr>
<td>family Microbacteriaceae (10)</td>
<td>genus Sporosarcina (1)</td>
</tr>
<tr>
<td>genus Microbacterium (1)</td>
<td>unclassified Bacillales (1)</td>
</tr>
<tr>
<td>genus Curtobacterium (3)</td>
<td>unclassified &quot;Bacillales&quot; (1)</td>
</tr>
<tr>
<td>unclassified Microbacteriaceae (6)</td>
<td>unclassified &quot;Firmicutes&quot; (1)</td>
</tr>
<tr>
<td>phylum &quot;Firmicutes&quot; (210)</td>
<td>phylum &quot;Proteobacteria&quot; (168)</td>
</tr>
<tr>
<td>class &quot;Bacilli&quot; (210)</td>
<td>class Betaproteobacteria (1)</td>
</tr>
<tr>
<td>order &quot;Lactobacillales&quot; (3)</td>
<td>order Burkholderiales (1)</td>
</tr>
<tr>
<td>family &quot;Enterococcaceae&quot; (3)</td>
<td>family Burkholderiales (1)</td>
</tr>
<tr>
<td><strong>genus Enterococcus (3)</strong></td>
<td>genus Cupriavidus (1)</td>
</tr>
<tr>
<td>order Bacillales (200)</td>
<td>class Gammaproteobacteria (165)</td>
</tr>
<tr>
<td>family Planococcae (4)</td>
<td>order Xanthomonadales (4)</td>
</tr>
<tr>
<td>genus Kurthia (1)</td>
<td>family Xanthomonadaceae (4)</td>
</tr>
<tr>
<td>genus Sporosarcina (1)</td>
<td>genus Stenotrophomonas (4)</td>
</tr>
<tr>
<td>unclassified Planococcae (2)</td>
<td>order &quot;Enterobacterales&quot; (57)</td>
</tr>
<tr>
<td><strong>family &quot;Staphylococcaceae&quot; (26)</strong></td>
<td><strong>family Enterobacteriaceae (57)</strong></td>
</tr>
<tr>
<td>genus Staphylococcus (23)</td>
<td>genus Pantoea (32)</td>
</tr>
<tr>
<td>unclassified &quot;Staphylococcaceae&quot; (3)</td>
<td>unclassified Enterobacteriaceae (25)</td>
</tr>
<tr>
<td>family &quot;Paenibacillaceae&quot; (1)</td>
<td>order Pseudomonadales (103)</td>
</tr>
<tr>
<td>genus Paenibacillus (1)</td>
<td>family Moraxellaceae (2)</td>
</tr>
<tr>
<td>family Bacillaceae (160)</td>
<td>genus Psychrobacter (2)</td>
</tr>
<tr>
<td>genus Lysinibacillus (2)</td>
<td><strong>family Pseudomonadaceae (101)</strong></td>
</tr>
<tr>
<td>genus Exiguobacterium (12)</td>
<td>genus Pseudomonas (98)</td>
</tr>
<tr>
<td>genus Bacillus (81)</td>
<td>unclassified Pseudomonadaceae (3)</td>
</tr>
<tr>
<td>unclassified Bacillae (65)</td>
<td>unclassified Gammaproteobacteria (1)</td>
</tr>
<tr>
<td>unclassified &quot;Bacillales&quot; (9)</td>
<td>unclassified &quot;Proteobacteria&quot; (2)</td>
</tr>
<tr>
<td>unclassified &quot;Bacilli&quot; (7)</td>
<td>phylum &quot;Actinobacteria&quot; (17)</td>
</tr>
<tr>
<td>phylum &quot;Proteobacteria&quot; (46)</td>
<td>class Actinobacteria (17)</td>
</tr>
<tr>
<td>class Alphaproteobacteria (1)</td>
<td>subclass Actinobacteridae (17)</td>
</tr>
<tr>
<td>order Caulobacterales (1)</td>
<td>order Actinomycetales (17)</td>
</tr>
<tr>
<td>family Caulobacteraceae (1)</td>
<td>suborder Streptosporangineae (1)</td>
</tr>
</tbody>
</table>
2.3.2 Disc diffusion test

Disc diffusion test was performed on a total number of 72 summer and 171 winter isolates, divided as follows: 26 *Staphylococcus*, 16 *Pseudomonadaceae*, 3 *Enterococcus*, 17 *Enterobacteriaceae* and 10 *Acinetobacter* for summer PM10, and 67 *Staphylococcus*, 49 *Pseudomonadaceae* and 55 *Enterobacteriaceae* for winter PM10. In winter samples, no strains belonging to genera *Enterococcus* and *Acinetobacter* were isolated. Approximately 20% of the strains could not be regrown from glycerol stock and were therefore excluded from such analysis. Each isolate was classified as sensitive or resistant on the basis of the halo diameter on the plate. Strains showing an intermediate resistance were included in the ‘sensitive’ class in our analyses. The results of resistances to the 10 antibiotics are shown in Fig. 1a,b.
Figure 1 Percentage of resistant strains to the ten selected antibiotics: (a) summer isolates, (b) winter isolates. The absolute number of resistant strains for each taxon is shown in parentheses in the legend. OL, oleandomycin; VA, vancomycin; CTX, cefotaxime; CAZ, ceftazidime; GM, gentamicin; TE, tetracycline; IPM, imipenem; PIP, piperacillin; CIP, ciprofloxacin; RA, rifampicin. \([a: (☐) Staphylococcus (26); (☐) Pseudomonadaceae (16); (☐) Enterococcus (3); (☐) Enterobacteriaceae (17); and (☐) Acinetobacter (10)]\ b: (☐) Staphylococcus (67); (☐) Pseudomonadaceae (49); (☐) Enterobacteriaceae (55)].
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The main detected resistances, with percentages higher than 50% and up to 100%, are towards antibiotics to which some micro-organisms are towards antibiotics to which some micro-organisms are known to have an intrinsic resistance, i.e., macrolides (OL) and VA for Enterobacteriaceae and Pseudomonadaceae and cephalosporins (CTX and CAZ) and aminoglycosides (GM) at low levels for enterococci. In addition to that, however, winter Enterobacteriaceae and Pseudomonadaceae isolates also showed resistances to the tested β-lactams (PIP, CTX, CAZ and IPM), with percentages ranging 6–25%. Summer Acinetobacter strains showed a certain degree (20%) of resistance only to PIP, while staphylococci resistances were more heterogeneous, being distributed among all tested antibiotics, with the exception of CAZ and PIP, although percentages of resistance were always not higher than 27% (OL and VA for summer staphylococci). In general, winter isolates showed higher degrees of resistance than summer isolates.

Staphylococcus strains were further tested for erythromycin (E) and FOX resistance. The results are shown in Table 2: a non-negligible percentage of them, around 10%, resulted resistant also to these two antibiotics, with a slightly higher percentage (17%) for erythromycin resistance in winter staphylococci. Moreover, strains showing resistance to both tested macrolides (E and OL) represented a higher percentage (15 and 19% for summer and winter isolates, respectively) than those obtained for resistances to only one of the two compounds. A classification of staphylococci divided in classes according to their resistance to one or more antibiotics is reported in Fig. 2, as calculated on the overall results about the 12 tested compounds. The percentage of isolates resistant to at least one antibiotic is very high, approximately 70% in both seasons, with a slightly higher value for summer strains. Furthermore, staphylococci harbouring a multiresistance, up to five different compounds, represent a large fraction, accounting for 38 and 31% of the isolates for summer and winter, respectively.
Table 2 – Antibiotic resistance of Staphylococcus isolates to cefoxitin (FOX) and macrolides (E, erythromycin; OL, oleandomycin).

<table>
<thead>
<tr>
<th>Antibiotic resistance</th>
<th>Summer Staphylococci</th>
<th>Winter Staphylococci</th>
</tr>
</thead>
<tbody>
<tr>
<td>FOX only</td>
<td>12% (3)</td>
<td>9% (6)</td>
</tr>
<tr>
<td>only E</td>
<td>8% (2)</td>
<td>17% (12)</td>
</tr>
<tr>
<td>only OL</td>
<td>12% (3)</td>
<td>4% (3)</td>
</tr>
<tr>
<td>both E and OL</td>
<td>15% (4)</td>
<td>19% (13)</td>
</tr>
</tbody>
</table>

Figure 2 – Classification of Staphylococcus isolates according to the number of antibiotics against which they showed resistance, indicated by the number in parentheses in the legend. The absolute number of strains belonging to each class is shown on the histograms.

2.3.3 Identification of Staphylococcus aureus strains

None of the Staphylococcus strains produced a visible halo around the colonies on selective plates, thus resulting coagulase-negative. Therefore, it could be hypothesized that none of them belonged to S. aureus species. In addition, the type
strain showing the best match with the V5– V6 hypervariable regions of 16S rRNA of each Staphylococcus strain was identified through the RDP ‘Seqmatch’ tool; no best match corresponded with S. aureus. These results are shown in Fig. 3; a high percentage of both summer and winter staphylococci matched with Staphylococcus succinus, while the other most represented species were different between the two seasons, with a high prevalence of Staphylococcus equorum for winter isolates and a significant percentage of Staphylococcus sciuri in summer isolates. None of the strains showed the best match with the most common clinical or human-associated Staphylococcus strains, such as Staphylococcus epidermidis or Staphylococcus saprophyticus. Only one best match with Staphylococcus lugdunensis, which occasionally causes infections, was found.

![Figure 3](image.png)

**Figure 3** – Type strains showing the best match with the Staphylococcus isolates of this study. The absolute number of isolates matching a specific type strain is shown on the histograms. Deposit and accession numbers of the type strains are indicated in the legend.
2.3.4 Antibiotic resistance genes

As shown in Fig. 4a,b, 15 of 16 TE-resistant *Staphylococcus* strains were positive to tetK amplification, although the presence of tetM could not be detected. Sequencing of PCR products confirmed the high homology with other tetK genes present in databases and belonging to *S. aureus* strains. Three macrolide-resistant *Staphylococcus* strains gave a PCR product when ermC specific primers were used, while no products were obtained with primers targeting ermA. Sequencing of the amplicons showed a high homology with *S. aureus* ermC gene, as already found for tetK sequences. PCR performed with primers for vanA gene gave only aspecific PCR products, while mecA primers could not detect any methicillin-resistance gene.

![Figure 4](image_url) - Summary of resistances in *Staphylococcus* strains for antibiotics whose specific genetic determinant(s) was PCR-checked: (a) summer isolates, (b) winter isolates. S, sensitive; R w/o GD, resistant but the genetic determinant was not
detected; R with GD, resistant and the presence of the genetic determinant was confirmed. OL, oleandomycin, E, erythromycin, VA, vancomycin, FOX, cefoxitin, TE, tetracycline.

2.4 Discussion

The concentration of culturable bacteria in outdoor particulate is highly dependent on factors such as the particulate loads, the type of environment or the atmospheric and climatic conditions (Boreson et al. 2004; Harrison et al. 2005). For example, Fang et al. (2007) reported values between 71 and 22100 CFU m$^{-3}$ in the city of Beijing, China, and values between 2 and 8500 CFU m$^{-3}$ for other urban environments (see references therein). Our results are similar to the lowest obtained by other groups. Actually, the number of culturable isolates which can be obtained from air particulate is also strictly dependent on the intrinsic limitations of sampling conditions. In fact, it has been demonstrated that different sampling techniques, e.g., impaction on filters or agar plates, impingement or gravity deposition, can widely affect cultivability of prokaryotes (Buttner et al. 2002), especially because of the sampling stress. Therefore, comparison between microbial concentrations obtained under different operating conditions is not always reliable. Furthermore, sampling stress and the subsequent cultivation step are likely to cause a severe bias in the composition of the microbial community, so that the relative abundance of taxa found for isolated strains is not necessarily representative of the whole microbial community. In fact, if compared with cultivation-independent studies applying molecular methods (Maron et al. 2005; Brodie et al. 2007; Fierer et al. 2008; Polymenakou et al. 2008; Lee et al. 2010), our microbial community showed a lower degree of biodiversity. Nevertheless, the dominant taxa in our study coincided quite well with other cultivation-based surveys of airborne micro-organisms (Fang et al. 2007), where Bacillus, Staphylococcus and Pseudomonas were dominant.

The high resistance to macrolides (OL) and VA shown by Pseudomonadaceae and Enterobacteriaceae is of no particular concern, as the latter compound is a narrow-spectrum antibiotic targeting only Gram-positive bacteria (Arthur et al. 1996), and
also macrolides are essentially used in the treatment of such bacteria, in addition to a few Gram-negative cocci or intracellular micro-organisms, such as *Chlamydia* and *Rickettsia* (Leclercq 2002). Winter *Enterobacteriaceae* showed not-negligible percentages of resistance to β-lactams (PIP, CTX, CAZ and IPM). Nevertheless, as summer isolates were proven to be sensitive to such antibiotics, it cannot be definitively stated that ESBL-producing *Enterobacteriaceae*, which are a serious problem in clinical settings, are also highly widespread in the environment. Enterococci are known to have intrinsic resistances to cephalosporins (CTX and CAZ) and to low levels of aminoglycosides (GM) (Brooks et al. 2001), as confirmed by our data, although isolated strains were only three. On the contrary, our isolates were VA-sensitive, which means that VRE seem to be not particularly diffuse in the environment.

Staphylococci, conversely, showed a wide range of resistances in both seasons. In fact, summer isolates showed overall resistances to nine of 12 antibiotics, while winter isolates were resistant to 10 different compounds. Moreover, although the percentages of resistance to each antibiotic were generally low (always <30%), strains that showed a resistance to a single compound or a multiresistance accounted for the large majority of the isolates, thus demonstrating that antibiotic resistance is a widespread phenotype in airborne staphylococci. Such a diverse pattern of resistance, together with the high percentage of multiresistant strains, identifies staphylococci as a potential critical taxon present in the atmosphere, also considering the key role played by some species belonging to this genus in respiratory and lung diseases. Despite the non-negligible percentage of isolates resistant to macrolides, FOX, VA and TE, however, the corresponding genetic determinants could not generally be detected. In particular, only tetK, which mediates the resistance to TE through the action of an efflux protein, was found in almost all resistant isolates. It can be therefore hypothesized that the observed phenotypic resistances were attributed to aspecific mechanisms, such as cell wall reduced permeability or wide-spectrum efflux pumps. From this point of view, specific genetic determinants are less likely to be
transmitted among different \textit{Staphylococcus} strains. This may reduce the theoretical risk associated with the inhalation of airborne micro-organisms. Staphylococci isolated from PM10 generally showed no best matches with human pathogens, but rather with food or animal-associated species. Despite the absence of the former in our samples, however, the sequences of genetic determinants for TE and erythromycin resistance showed the highest similarity with those of \textit{S. aureus} strains. Although this might be simply attributed to a bias in the submission of sequences to databases, as \textit{S. aureus} is the most studied among Staphylococci, a substantial homology in genes harboured by environmental and clinical species can be inferred. For this reason, despite the relatively low abundance of antibiotic resistance determinants in airborne \textit{Staphylococcus} strains, such homology remarks that the study of clinical and human-associated micro-organisms is not enough when the topic of concern is related to human health, but also environmental micro-organisms should be carefully considered. This is especially true if we consider that the overall genetic exchange among strains from different environments has not completely either elucidated or quantified so far.
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3.1 Introduction

Airborne particulate matter (PM) is a complex and dynamic mixture of components having different origins, both inorganic and biological, as well as different chemical and physical properties (Putaud et al, 2004). In the last decade a large number of studies have investigated the risks that PM poses both to human health and ecosystem functions (Samet et al, 2006), but most of these studies have typically focused on the non-biological fraction of suspended particles (Colbeck and Lazaridis, 2009). In recent years, interest has grown also in the biological fraction of PM (bioaerosols) (Jones and Harrison 2004), boosted by an increasing amount of evidence suggesting that this fraction may play a critical role in the effects of PM on biological systems (D’Amato, 2002; Finnerty et al., 2007; Jaenicke, 2005; Moorman et al, 2011).

Bioaerosols have negative effects on human health and ecosystem functioning, by determining, for example, tissue inflammation (Camatini et al, 2010) and spreading of plant, livestock and human pathogens (Hirano and Upper, 1983; Pillai and Ricke, 2002). Such effects are exacerbated in urban areas, where the atmosphere is enriched in PM. Interest has therefore grown in the study of atmospheric pollution of urban areas, and recent studies have provided evidence for a larger impact of urban air pollution on human health than previously hypothesised (Gouveia and Maisonet, 2006).

Bioaerosols have a diverse composition. Fungal spores, pollens and dust mite allergens have been studied in detail (Beggs and Kerr, 2000), while the diversity of airborne bacteria and their potential sources remain poorly investigated (Bowers et al, 2009; 2011b; Maron et al, 2005; Maron et al, 2006; Womack et al, 2010). In addition, it has only recently been acknowledged that both the potential sources of PM and the possible dynamic of bacterial populations in the atmosphere may influence the spatial and temporal variation in airborne bacterial community structure (Franzetti et al, 2010). Therefore, there is a deep gap in the knowledge of the structure and dynamic of airborne bacterial communities, and in the ecological factors that drive their structure. It is also worth noting that it is even unclear...
whether airborne bacteria are an actual ecological community, with the different populations growing and interacting in the atmosphere, or if they are simply a pool of organisms passively gathered together from different sources (Bowers et al, 2011b). For this reason, in this paper the term “bacterial community” is used to refer to the ensemble of bacterial groups present in the atmosphere, without necessarily implying the existence of dynamics and interactions between bacterial populations in this environment. Beside bacteria, PM of vegetable origin represents a considerable fraction of bioaerosols. Chloroplasts are revealed by the same analytical tools used for the analyses of airborne bacterial communities (e.g. massive parallel sequencing, see below), and their abundance provides information on the abundance of PM of vegetable origin. Plants, on the other hand, are one of the main sources of airborne bacteria, so that the relative abundance of Chloroplast sequences among bacterial ones may provide information on the potential sources of airborne bacteria (Brodie et al, 2007). For this reason, in the present work Chloroplast abundance was always included in the analyses, and the term “bacterial community” was used to refer in short to the ensemble of bacteria and Chloroplasts observed in a sample of PM, despite a portion of the community that was analysed was not bacteria. Very little information is available regarding the total amount of bacteria present in the atmosphere at a given place and time, because this datum is technically difficult to determine, mainly due to limitations of microscopy techniques (Bowers et al, 2011a; 2011b). Culture-based microbiological methods have been the standard investigation procedure for a long time (Fang et al, 2007; Lighthart and Shaffer, 1995 a,b), despite the fact that it was well-recognised that they can capture only a small portion of the total microbial diversity (Pace, 1997; Peccia and Hernandez, 2006). As a result, the number of studies which have applied culture-independent techniques to the study of airborne bacteria is still limited. For example, such methods were used to assess the diversity of bacteria associated with small size particles during dust events (Polymenakou et al, 2008) and to characterise the spatial and temporal variations of bioaerosols in different geographical localities and/or different land uses (Angenent
et al, 2005; Bowers et al, 2009; 2011a; 2011b; Brodie et al, 2007; Franzetti et al, 2010; Frohlich-Nowoisky et al, 2009). However, the potential of culture-independent molecular methods, such as quantitative PCR (qPCR), rRNA gene sequencing and hybridisation (i.e. PhyloChip) and massive parallel sequencing technologies, for quantifying and describing the total diversity and composition of microbial communities has not yet been fully exploited (Bowers et al, 2011a; Rinsoz et al, 2008). Among these methods, the Illumina technology can reveal unprecedented diversity from even the most complex microbial environments (Claesson et al, 2010), and it is therefore a promising tool to investigate airborne bacterial communities and to contribute filling the gaps in the current knowledge of their structure and dynamics. In this work the Illumina technology and qPCR were used to provide a thorough description of airborne microbial communities of the Milan urban area (Northern Italy). Samples were taken in four ten-day sessions equally distributed across the different seasons in order to describe both short- and long-term variation in bacterial community structure and composition. The aims of the present study are therefore threefold: i) to deeply characterise the abundance and diversity of airborne microbial populations in this urban area; ii) to disentangle short-term (days) and seasonal variation of microbial communities; and iii) to identify the potential sources of the bacteria present in the atmosphere of this urban area.

3.2 Materials and methods

3.2.1 Sample collection and DNA extraction

Total suspended particulate matter (TSP) was sampled on quartz fibre filters (Whatman, Maidstone, England) with a high-volume sampler (ECHO HiVol, TCR TECORA, Milan, Italy) and a flux speed of 250 L min⁻¹. The sampling campaigns were carried out in 2010 in four ten-day periods in the four seasons as follows: 22 February–4 March; 24 May–3 June; 23 August–3 September; 24 November–4 December. Each collection period lasted 24 hours. The sampler was located in Milan, Italy (45°31′20″N, 9°12′45″E), in a typical urban area in the northern part of the city.
near a high-traffic road. The characteristics of the sampling site have been previously described (chapter 2). The sampler was placed approximately 20 m from the nearest roads and 50 m from the nearest traffic lights. TSP sampling was performed at approximately 1.5 m from the ground.

Total bacterial DNA was extracted directly from a quarter of each filter using the FastDNA Spin for Soil kit (MP Biomedicals, Solon, OH, USA). Individual filter portions were cut into small pieces and loaded into the bead tube of the DNA extraction kit, after adding 1 M CaCO₃ in order to increase the pH, and then shaken at 200 rpm for 60 min. The remaining steps of the DNA extraction were performed according to the manufacturer’s instructions.

3.2.2 Quantitative PCR (qPCR)

The abundance of airborne bacteria was estimated by the quantification of the number of copies of the gene 16S rRNA. This parameter is not directly related to cell number due to the presence of multiple ribosomal operons in the bacterial genomes; however it can be used to look at relative shifts in microbial biomass as the bias in copy number is likely constant across samples. A 466 bp fragment of the bacterial 16S rDNA (331-797 according to E. coli position, V3 and V4 hypervariable regions) was PCR-amplified with a universal primer set (Nadkarni et al, 2002). The PCR was performed in a total volume of 20 µL using the FluocycleII Sybr reaction mix (Euroclone, Pero, Italy) with 0.3 µM (final concentration) forward and reverse primer. One µL out of the 85 µL of extracted from the filter was used as the template. The amplification was carried out under the following conditions: 95°C for 4 min, followed by 40 cycles of 95°C for 15 s, 60°C for 30 s and 72°C for 30 s, with acquisition of the fluorescence at the end of each 72°C elongation step. Genomic bacterial DNA used for standard concentration curves was extracted from pure cultures of E. coli K-12 substr. DH10B. The strain contains seven copies of the gene 16S rRNA (Accession number: NC_010473) (Durfee et al, 2008). The amount of extracted standard DNA was
measured with a NanoDrop ND-1000 spectrophotometer (NanoDrop Technologies). The standards and the samples were included in triplicate in each run.

3.2.3 16S rRNA fragment libraries by Illumina Genome Analyser IIX

The V5-V6 hypervariable regions of the 16S rRNA gene were PCR-amplified for Genome Analyser IIX sequencing. The PCR was performed in 3 x 75 µL volume reactions with @Taq® Hot start Taq polymerase (Euroclone, Pero, Italy), 4 mM MgCl₂, 0.2 mM dNTPs mix, and 1 µM of each primer. 783F and 1046R primers were used (Huber et al, 2007, Wang and Qian, 2009) and the cycling conditions were: initial denaturation at 94°C for 5 min; 29 cycles at 94°C for 50 s, 47°C for 30 s, and 72°C for 30 s and a final extension at 72°C for 5 min. At the 5’ end of the 783F primer, one of eight 6 bp barcodes was also included to allow sample pooling and subsequent sequence sorting (see below and Table S1). The amplified products of 288 bp were purified with the Wizard SV PCR purification kit (Promega Corporation, Madison, WI, USA) and DNA quantity and purity was evaluated spectrophotometrically using a NanoDrop™ (Thermo Scientific, USA). Multiplexed samples were prepared with the Illumina Multiplexing Sample Preparation Oligonucleotide Kit, which provides 12 index oligos for pooling up to 12 samples per lane. Therefore, our customised tagging system with 8 barcodes at the 5’ end of the 783F primer allowed pooling up to 96 samples per lane. Sequencing of all the pooled samples was performed on a single Illumina GA-IIX lane, using a paired-end 76 bp protocol and the 4.0 sequencing chemistry. Illumina Real Time Analysis software version 1.8.7 was used to perform the cluster extraction and base-calling processing analyses. The Illumina GA-IIX sequencing was carried out at the Department of Clinical and Preventive Medicine, University of Milano-Bicocca, Italy.

3.2.4 Sequence analyses

Each sequence was assigned to its original sample according to its index oligos and barcode. After sorting, the reverse read of each paired-end sequence was reverse-
complemented and merged with the corresponding forward read, inserting 20 Ns in between (Claesson et al, 2010). A quality cut-off was applied in order to remove sequences i) that did not contain the barcode, and ii) with an average base quality value (Q) lower than 30. The barcode was removed from sequences before further processing. The source code used for sequence processing is available upon request to the authors.

The taxonomic attribution of filtered sequences was carried out using the stand-alone version of RDP Bayesian Classifier, using a 50% confidence level as suggested for sequences shorter than 200 bp (Claesson et al, 2009; Wang et al, 2007). Operational Taxonomic Units (OTUs) were defined by the RDP classifier considering the fourth taxonomic level, which in most cases corresponded to Order. Recent papers demonstrated that short sequences of hypervariable regions of 16S rRNA gene provide enough variability to capture the differences in the structure of bacterial communities (Caporaso et al, 2012; Claesson et al, 2009; Jeraldo et al, 2011).

3.2.5 Environmental factors

3.2.5.1 Meteorological data and particulate matter (PM) concentration

Daily average temperature, wind speed at ground level, and relative humidity for Milan in the nearest meteorological station in the city, as well as the concentrations of PM smaller than 10 μm (PM10) and smaller than 2.5 μm (PM2.5) in three different urban stations during sampling periods were retrieved from the Agenzia Regionale per la Protezione dell’Ambiente (Regional Agency of Environmental Protection, ARPA-Lombardia) and are available at: http://ita.arpalombardia.it/meteo/dati/richiesta.asp.

3.2.6 Analysis of inorganic ions

A portion of the filter used to collect PM was dissolved in MilliQ® water in an ultrasonic bath and analysed by ion chromatography (IC, Dionex DX500 system) to determine the water soluble inorganic ion concentration (Na+, NH4+, Mg2+, Ca2+, F-, Cl-, NO3-, SO42-) as described by Squizzato et al. (2012).
3.2.7 Statistical analyses

The concentrations of PM10 measured on the same day at three different weather stations in Milan were highly repeatable ($r = 0.953$, $F_{39,72} = 57.70$, $P <0.001$) and were therefore averaged within each day. Missing data on the concentration of PM2.5 were imputed by regressing PM2.5 concentrations on PM10 concentrations (see SI - § 1.1.1 for further details).

A hierarchical cluster analysis of the relative abundance of OTUs was performed with the HCLUST procedure in R 2.8.1 (R Development Core Team, 2008) with the complete linkage method on the Hellinger distance between sites. This distance depends on the difference in the proportion of OTUs between samples, decreases the importance of OTU abundance over occurrence and avoids the double-zero problem when comparing species composition between samples (De Cáceres et al, 2010; Legendre and Legendre, 1998).

Principal Component Analysis (PCA) on Hellinger-transformed community data (Legendre and Gallagher, 2001) was used to visualise the changes in airborne bacterial community among seasons. Similarly, changes in meteorological data, and ion and PM concentration in the atmosphere (hereafter “air and PM factors” for brevity) were visualised by means of PCA on normalised variables. PCA analyses were performed with the BIODIVERSITYR package (Kindt and Coe, 2005) in R.

The Analysis of Similarity (ANOSIM) was used to assess the difference in OTU composition between samples collected in different seasons. Pairwise ANOSIM was used to investigate differences in airborne microbial communities between seasons. P-values of pairwise ANOSIM were corrected according to the Bonferroni procedure to account for multiple statistical tests. Similarly, differences in air and PM factors between seasons were assessed with ANOSIM tests on the Euclidean distance between normalised variables. ANOSIM was performed with the VEGAN package (Oksanen et al, 2009) in R. See SI - § 1.1.2 for further information about ANOSIM.
Hellinger-transformed OTU relative abundances were related to air and PM factors by multivariate regression tree (MRT) analysis using the MVPART package (Therneau et al, 2007) in R. The best tree was chosen as the smallest tree whose cross-validated relative error (CVRE) was within one standard error of the CVRE of the best tree (Borchard et al, 2011). The difference in OTU relative abundance among groups identified by the MRT analysis was tested by ANOVA. P values were corrected for multiple testing according to the False Discovery Rate (FDR) procedure (Benjamini and Yekutieli, 2001) using the MULTTEST package in R.

Short-term variation in the structure of bacterial communities and in air and PM factors was investigated on the one hand by Mantel tests and Mantel correlograms between the matrix of Hellinger distances of bacterial communities or by the matrix of Euclidean distances between normalised air and PM factors, and on the other hand by the difference in days between samples taken during each ten-day period (see SI-§ 1.1.3 for further details). Goodness-of-fit Mantel tests (sensu Legendre and Legendre, 1998) were used to compare variation in bacterial community structure among samples taken in the same season (within-season variation) and among samples taken in different seasons (between-season variation).

Mantel tests were performed using the ECODIST package (Goslee and Urban, 2007) in R, and P-values were corrected according to the FDR procedure.

### 3.2.8 Sequence data

De-multiplexed fastq-formatted DNA sequences are available on Sequence Read Archive (SRA) - Study accession number ERP001381 [http://www.ebi.ac.uk/ena/data/view/ERP001381](http://www.ebi.ac.uk/ena/data/view/ERP001381).
3.3 Results

3.3.1 Quantification of airborne bacteria

The mean number of copies of the 16S rRNA gene, which was used here as a measure of microbial biomass (see Methods), was 1.7 (0.3 SE) x 10^5 ribosomal operons m⁻³ of sampled air. An ANOVA model disclosed significant differences in microbial biomass among seasons (F₃,₂₆ = 5.11, P = 0.005; Figure 1), and a post-hoc test (Tukey method) revealed that winter samples contained significantly less bacterial biomass than spring (t₃₆ = -2.91, P = 0.030) and summer ones (t₃₆ = -3.70, P = 0.004).

![Box plot diagram of the TSP-associated number of copies of gene 16S rRNA, obtained by qPCR in the four seasons. Solid lines within boxes represent median values; dashed lines mean values. Lines with asterisks highlight significant difference between seasons (* = P <0.05; ** = P <0.01).](image)

3.3.2 Microbial community structures

A total of 271,587 sequences that passed the quality filter were obtained from sequencing. The number of sequences of each sample ranged from 765 to 26,187. A total of 107 OTUs were detected across the 40 collected samples. Among them, 16 OTUs represented more than 1% of the total number of the obtained sequences in at
least one sample (most abundant OTUs). In each sample, 26.7% to 39.0% of the sequences could not be classified and were discarded from subsequent analyses. The taxonomic classification of bacteria based on the fourth taxonomic level is shown in Figure 2. Each community was dominated by few taxa throughout the year, with a marked prevalence of Actinobacteridae, Clostridiales, Sphingobacteriales and a few proteobacterial orders (Burkholderiales, Rhizobiales, Sphingomonadales, Pseudomonadales). A relevant fraction of Chloroplasts were also detected in all samples.

![Figure 2](image)

**Figure 2.** Taxonomic classification of the sequences using an RDP Bayesian classifier (50% confidence) at the fourth taxonomic level. Unclassified sequences were omitted from the figure.

On average, there was no significant difference either in the number of OTUs detected in different seasons ($F_{3,36} = 0.05, P = 0.99$) or in the Shannon–Weaver diversity index calculated from the OTU number detected at each sample ($F_{3,36} = 1.41, P = 0.26$) (Table 1).


Table 1: Mean (SE) value of the quantitative environmental variables in the different seasons.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Winter</th>
<th>Spring</th>
<th>Summer</th>
<th>Autumn</th>
</tr>
</thead>
<tbody>
<tr>
<td># OTUs</td>
<td>52.0 (4.68)</td>
<td>51.8 (4.26)</td>
<td>50.0 (4.31)</td>
<td>50.8 (4.10)</td>
</tr>
<tr>
<td>Shannon–Weaver diversity index</td>
<td>2.30 (0.05)</td>
<td>2.31 (0.06)</td>
<td>2.40 (0.04)</td>
<td>2.39 (0.03)</td>
</tr>
<tr>
<td>daily average temperature (°C)</td>
<td>7.57 (0.56)</td>
<td>20.21 (0.52)</td>
<td>21.81 (0.87)</td>
<td>2.33 (0.38)</td>
</tr>
<tr>
<td>wind speed (m s⁻¹)</td>
<td>1.51 (0.16)</td>
<td>2.28 (0.28)</td>
<td>2.22 (0.36)</td>
<td>1.38 (0.11)</td>
</tr>
<tr>
<td>relative humidity (%)</td>
<td>83.14 (4.16)</td>
<td>56.15 (5.16)</td>
<td>61.66 (5.4)</td>
<td>88.85 (2.97)</td>
</tr>
<tr>
<td>PM10 concentration (µg m⁻³)</td>
<td>45.03 (6.87)</td>
<td>25.58 (2.94)</td>
<td>22.18 (2.29)</td>
<td>38.48 (3.96)</td>
</tr>
<tr>
<td>PM2.5 concentration (µg m⁻³)</td>
<td>33.88 (6.53)*</td>
<td>13.80 (2.48)</td>
<td>9.60 (1.47)</td>
<td>22.00 (2.73)</td>
</tr>
<tr>
<td>F⁻ concentration (µg m⁻³)</td>
<td>0.24 (0.16)</td>
<td>0.06 (0.02)</td>
<td>0.03 (0.01)</td>
<td>0.07 (0.02)</td>
</tr>
<tr>
<td>Cl⁻ concentration (µg m⁻³)</td>
<td>0.63 (0.09)</td>
<td>0.11 (0.05)</td>
<td>0.24 (0.08)</td>
<td>1.07 (0.31)</td>
</tr>
<tr>
<td>NO₃⁻ concentration (µg m⁻³)</td>
<td>11.43 (2.37)</td>
<td>9.03 (2.65)</td>
<td>1.28 (0.2)</td>
<td>10.02 (3.8)</td>
</tr>
<tr>
<td>SO₄²⁻ concentration (µg m⁻³)</td>
<td>1.46 (0.19)</td>
<td>2.29 (0.46)</td>
<td>2.21 (0.57)</td>
<td>1.56 (0.21)</td>
</tr>
<tr>
<td>Na⁺ concentration (µg m⁻³)</td>
<td>0.43 (0.03)</td>
<td>0.49 (0.1)</td>
<td>0.58 (0.09)</td>
<td>0.92 (0.29)</td>
</tr>
</tbody>
</table>
### Chapter 3

<table>
<thead>
<tr>
<th>Ion</th>
<th>Concentration (µg m⁻³)</th>
<th>Average</th>
<th>Standard Deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>NH₄⁺</td>
<td>3.85 (0.60)</td>
<td>2.11 (0.69)</td>
<td>1.00 (0.30)</td>
</tr>
<tr>
<td>K⁺</td>
<td>0.30 (0.04)</td>
<td>0.16 (0.02)</td>
<td>0.13 (0.01)</td>
</tr>
<tr>
<td>Mg²⁺</td>
<td>0.21 (0.04)</td>
<td>0.15 (0.02)</td>
<td>0.18 (0.02)</td>
</tr>
<tr>
<td>Ca²⁺</td>
<td>2.66 (0.45)</td>
<td>2.16 (0.26)</td>
<td>2.43 (0.15)</td>
</tr>
</tbody>
</table>

* 2 missing data
The clustering analysis based on the relative abundance of the OTUs showed two main clusters (Figure S1). Qualitatively similar results could be obtained from an analysis restricted to the most abundant OTUs (Figure S2). The OTU clustering separated the spring (cluster A – Figure S2) and autumn samples (cluster B – Figure S2) into different clusters, while the winter and summer samples were scattered in the two different clusters.

On the PCA plot, the points representing the microbial communities of autumn and spring samples formed clearly separated clusters, whereas those of winter and summer samples largely overlapped with each other and with both the clusters of autumn and spring samples (Figure 3A). Almost identical results were obtained from the PCA restricted to the most abundant OTUs (Figure S3).

![Figure 3. Two-dimensional PCA plot of (a) microbial communities and (b) air and PM factors at different seasons (squares and solid line: winter; circles and dashed line: spring; triangles and dotted line: summer; diamonds and dashed-dotted line: autumn). The percentage of variance explained by each axis is shown.](image-url)

The ANOSIM showed overlapping, albeit significantly different, microbial communities between the four seasons, both in the analysis including all of the OTUs (global $R = 0.255$, $P < 0.001$) and in that restricted to the most abundant OTUs (global $R = 0.283$, $P < 0.001$). Pairwise tests showed that autumn communities were different, albeit with some overlap from spring communities ($R = 0.669$, $P_{\text{Bonf}} = 0.001$), and overlap but
were still separable, from summer and winter communities \( R \geq 0.361, P_{\text{Bonf}} \leq 0.002 \). Conversely, spring, summer and winter communities were practically inseparable \( R \leq 0.116, P_{\text{Bonf}} \geq 0.284 \). Identical results were obtained in post-hoc tests conducted on the analysis restricted to the most abundant OTUs (details not shown).

In general, all physical characteristics of air and PM differed between seasons (Table 1). The PCA plot based on standardised air and PM factors showed that the autumn and winter samples were well separated from the spring and summer samples. This interpretation was supported by ANOSIM \( R = 0.692, P = 0.001 \). In fact, no significant difference in air and PM factors was found between the winter and autumn samples \( R = 0.252, P_{\text{Bonf}} = 0.056 \), or between the spring and summer ones \( R = 0.153; P_{\text{Bonf}} = 0.256 \). All other comparisons showed clearly separated groups \( R \geq 0.718, P_{\text{Bonf}} \leq 0.001 \).

MRT analysis showed that airborne microbial communities were separated mainly by the average daily temperatures. Samples collected on days with an average temperature \(<+6.32^\circ\text{C}\) formed a separate cluster with respect to those collected on days with temperature \( \geq+6.32^\circ\text{C}\). This classification separated all of the autumn samples and three of the winter samples \(1, 2 \text{ and } 7; \text{Table S2}\) from the others. The MRT analysis restricted to the most abundant OTUs consistently showed separation of samples according to a mean daily temperature higher or lower than \(+6.32^\circ\text{C}\) (Figure 4 and Figure S4).

In particular, the abundance of two OTUs significantly differed between samples collected on days with temperature higher or lower than \(+6.32^\circ\text{C}\) \( P_{\text{FDR}} = 0.008 \), both in the analysis conducted on all of the OTUs and in that restricted to the most abundant ones): \textit{Actinobacteridae} were significantly more abundant in samples collected on cold days, while \textit{Chloroplasts} were significantly more abundant in samples collected on warm days (Figure 5).
Figure 4. MRT analysis of OTU abundance and air and PM factors. Bar-plots show the average abundance of the five most common OTUs in samples, which accounts for more than 3% of sequences, collected on days with average temperature lower (left bar) or higher (right bar) than +6.32°C. Bar-plots showing the average abundance of all the common OTUs are shown in Fig. S3.

Figure 5. Average relative abundance of the OTUs that significantly differed between the clusters of samples identified by MRT analysis. Bars represent standard errors.
3.3.3 Short-term temporal variation of community structure

Mantel tests revealed no significant correlation of Hellinger distances between communities and the number of days between samplings within the same season ($r_M \leq 0.215$, $P_{FDR} \geq 0.199$). Similarly, Mantel correlograms disclosed no significant temporal autocorrelation between samples taken at different time-lags within the same season ($|r_M| \leq 0.441$, $P_{FDR} \geq 0.067$). The same analyses conducted for Euclidean distances between normalised air and PM factors revealed no significant correlation with the number of days between samplings ($r_M \leq 0.197$, $P_{FDR} \geq 0.223$), nor significant temporal autocorrelation at any time-lag ($|r_M| \leq 0.367$, $P_{FDR} \geq 0.275$).

A goodness-of-fit Mantel test indicated that bacterial communities within a single season were significantly more similar (less distant) than those sampled in different seasons ($r_M = -0.206$, $P < 0.001$). In particular, goodness-of-fit Mantel tests comparing the distance between communities sampled within each season and those sampled in all the others, indicated that significance of the overall test arose because summer communities were significantly more similar to each other than to those sampled in the other seasons (summer: $r_M = -0.225$, $P_{FDR} < 0.001$). Conversely, communities sampled during the other seasons were equally dissimilar to those collected during the same or in other seasons ($|r_M| \leq 0.123$, $P_{FDR} \geq 0.119$).

3.4 Discussion
3.4.1 Seasonal variability of airborne bacterial abundance

In this study we determined the abundance of airborne bacteria in an urban area of Northern Italy across the four seasons by a culture-independent technique, namely qPCR. The observed values ranged from $3.3 \times 10^3$ to $1.0 \times 10^6$ ribosomal operons per m$^3$ (Figure 1) with a significantly lower mean abundance in winter than in spring and summer. These values are much larger than those reported in the only other study that used qPCR technique on the same PM dimensional fraction by Lee et al. (2010) in Seoul (South Korea), and in previous culture-based reports from urban areas.
(Bovallius et al., 1978; Fang et al., 2007). However, these latter values may have been underestimated due to cultivation biases (Peccia and Hernandez, 2006). In fact, higher values of bacterial concentration were obtained in more recent studies that applied culture-independent methods (Bowers et al., 2009, 2011a, 2011b; Lee et al. 2010, Maron et al., 2005). However, the limited number of these studies, the use of different techniques (qPCR or direct microscopic count), and the different PM fractions investigated, hampered direct comparisons with the results from the present study. In addition, in those studies, no relationship between bacterial abundance, season and general features of investigated sites was observed. Only recently, Bowers et al. (2011b) observed a significantly higher abundance of bacteria in summer than in winter for PM2.5 in Detroit and Cleveland (USA), where the annual variation in temperature is generally similar to that in Milan. It could be speculated that the lower abundance of bacteria in winter might therefore be due to a reduced release from plant, soil and water sources, and to climatic conditions that are less favourable for bacterial growth during the winter season both in Milan and in the U.S. Midwestern cities.

3.4.2 Seasonal and short-term variability of community structure

Differences were found in the structure of bacterial communities sampled across different seasons. In particular, microbial communities were similar during the winter, spring and summer, while the autumn communities were different from those observed in the other seasons. In fact, the ANOSIM clearly separated the communities of samples collected in the coldest period (Autumn, 24th November–4th December) from those of other seasons. In addition, MRT analysis disclosed a significant difference in the structure of microbial communities sampled on days when the mean temperature was above or below +6.32°C, with more Actinobacteridae and less Chloroplasts in samples collected on days colder than +6.32°C. It is worth noting that all of the autumn days in this dataset had a lower mean temperature than +6.32°C. These findings are in agreement with the results of
most of the previous studies conducted in different parts of the world, which consistently showed seasonal variability in bacterial communities (Bowers et al, 2011a; Bowers et al, 2011b; Brodie et al, 2007; Fierer et al, 2008; Polymenakou et al, 2008). However, very few studies were able to identify a single meteorological factor that affects the structure of microbial communities (see e.g. Brodie et al, 2007; Maron et al, 2006). This suggests that the seasonal variability in bacterial communities is probably due to the combined effects of differences in several meteorological factors, the chemical composition of particulate matter and the relative importance of the main sources of the air particles, rather than to temperature per se.

Over a shorter time-scale, no indication of temporal autocorrelation was found in the structure of bacterial communities. In addition, only summer communities differed from each other less than those collected in other seasons, while communities sampled during the other seasons were equally dissimilar to those collected during the same or in other seasons. The similar structure of summer communities might be due to the stability of the air and PM factors in this season, which also appears to be true from the PCA plot. Indeed, in this plot, which explained more than 90% of the total variance, summer samples were closer to each other than those of the other seasons (Figure 3B). The large variation in bacterial community composition even within a few days observed in the other season is, however, not surprising, as previous studies reported an even larger variability both intra-day and intra-week (Fierer et al, 2008; Maron et al, 2006). Airborne bacterial communities seem therefore to be influenced mainly by the predominant source of bacteria rather than by an intrinsic ecological dynamic, as they do not seem to show an ecological succession with time. Alternatively, temporal variations in community structure, if any, may occur over longer time periods than the 10-days investigated in the present study.
3.4.3 Potential sources of bacteria and differences in the structure of bacterial communities associated with different PM size fractions

The observed seasonal differences in bacterial communities and a general knowledge of the ecology of the dominant bacterial taxa allowed speculation about the relative importance of different potential sources of airborne bacteria in different seasons (Fierer et al. 2008; Franzetti et al. 2010). Plants are probably the main source of bacteria found in the atmosphere in warm seasons, as suggested by the abundance of plant-associated bacteria, such as Sphingomonadales and Rhizobiales, and the high number of Chloroplast sequences retrieved in samples collected in warm periods. Conversely, soil-inhabiting bacteria, such as Actinobacteria, Pseudomonadales and Burkholderiales, prevailed in the atmosphere during cold seasons.

The observed variability in the composition of bacterial communities was lower than that reported in a previous study on the finer PM fractions (Franzetti et al, 2010). In fact, a strong seasonal shift in bacterial community composition had been observed on PM10 and PM2.5 in the same sampling location in Milan (Franzetti et al, 2010). In the present study, which in contrast is focused on TSP, the seasonal differences were less exacerbated, thus suggesting that airborne bacterial communities associated with different dimensional fractions of PM may differ. In fact, in the present study, which was focused on TSP, Actinobacteridae were the most abundant taxon and Burkholderiales were among the dominant taxa throughout the whole year (Figure 2).

On the contrary, in the previous study, which focused on PM10 and PM2.5, Actinobacteridae were the dominant taxon only in the winter and were observed at a very low abundance in the summer. In addition, only a few Burkholderiales were found in both seasons while Sphingomonadales, Sphingobacterales and Rhizobiales were the most abundant taxa in summer. Hence, analyses of TSP and finer PM fractions (<10 µm) showed different seasonal patterns of variation in the most abundant bacterial taxa. This suggests that the bacteria associated with particles larger than 10 µm, which are usually excluded from the analyses in all the works that consider PM10 only, significantly contribute to the structure of the entire airborne
bacterial community. *Sphingomonadales* and *Rhizobiales* are typical plant-associated bacteria, while *Actinobacteridae* and *Burkholderiales* are typically found in soil. It can therefore be supposed that the relative contribution of soil and plant sources differs for bacteria associated with particles larger than 10 µm with respect to those associated with PM10. Admittedly, these speculations are only qualitative and a quantitative assessment of source contribution to the airborne communities as well as a precise knowledge of the quantitative distribution of bacteria between fine (<10 µm) and coarse (>10 µm) particles would have allowed a more detailed interpretation of these findings. Unfortunately, this information was unavailable in the present study.

In conclusion, in recent years, encouraging progress in next-generation sequencing techniques has led to an increase in our comprehension of the structure and diversity of airborne bacterial communities. The results of the present study confirmed that airborne bacterial communities showed a large variability even between consecutive days, thus suggesting that their structure mainly depends on the source of bacteria that predominates in a given period of time. In addition, a comparison of the results of the present and of a previous study conducted in the same area indicates that different bacterial communities could be found in different PM fractions, thus suggesting that a detailed investigation of the structure, temporal variability, and potential sources of bacterial communities associated to PM of different size may disclose further insights into the ecology of bioaerosols.
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CHAPTER 4

Spatio-temporal variability and community-assembly processes of PM10 associated bacterial communities across two cities of Northern Italy
4.1 Introduction

Microorganisms are ubiquitous on the Earth, they can potentially be found in every environment (O’Malley, 2008). Although the atmosphere could be considered an extreme environment for microbes due to its low nutrient concentration, high solar radiation, etc., bacteria and fungi have been detected in various atmospheric layers (Griffin, 2004; Wainwright et al, 2003).

In recent years, the study of airborne bacteria had gained increasing interest due to the emerging evidences that microorganisms act as drivers of meteorological changes and diseases (Deguillaume et al, 2008; Jie et al, 2011).

The works on this topic gave a significant contribution to the comprehension of microbial dynamics and variability. For example, the changes in airborne microbial community structure across time and space were investigated (Bowers et al, 2009; 2012; Fahlgren et al 2010; Fierer et al, 2008b Franzetti et al, 2011). Different environments and conditions were taken in account: urban (Bowers et al, 2011b; Brodie et al, 2007; chapter 3; Maron et al, 2006) rural and different land-use types (Bowers et al, 2011a), upper troposphere (DeLeon-Rodriguez et al, 2013). Therefore, also sources of bacteria were investigated. Soil, leaf surfaces and in some cases animal feces were retrieved as the most relevant (Bowers et al, 2011b; Bowers et al, 2013; chapter 3). Finally, the bacterial abundance was assessed using different methods such as direct plate count (Lighthart, 1997; Peccia and Hernandez, 2006), epifluorescence microscopy (Maron et al, 2005) and quantitative PCR (qPCR) (Lee et al, 2010; chapter 3). Despite these evidences, the assessment of diversity and spatio-temporal variability of airborne microorganisms remains still under-investigated and the main attention went to potentially harmful bacteria deriving from punctual sources of contamination (i.e. hospitals, livestock, farms, waste treatment plants, etc.) (See chapter 5).

Cultivation-dependent methods were the first to be applied (Fang et al, 2007) while, subsequently, cultivation independent techniques and, more recently, next-
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generation sequencing-based (NGS) techniques were used (Peccia and Hernandez, 2006; Franzetti et al., 2011). Owing to their high throughput and the reducing cost per sequence, the NGS techniques have a great potential in describing the diversity and composition of microbial communities (Bowers et al., 2010; Rinsoz et al., 2008). For example the Illumina technology can generate up to 600 Gbases in single run, thus providing high coverage both to amplicon-based and whole metagenomic studies of microbial communities and contributing to fill the gaps in the current knowledge of microbial community structure and dynamics (Claesson et al., 2010).

However, at present there is still a lack of information about community functions and to the best of our knowledge there are no studies on airborne bacteria that includes the chemical composition of PM in the community structure analysis.

In this work we focused the attention on Milan and Venice urban areas, these are two big and industrialized cities located in the Po valley (Italy). Indeed, the atmosphere of urban areas represents an interesting environment for microbiological surveys due to the considerable amount of air pollution and the high population density. In fact, it is well known that living in industrialized cities increases the health risk of inflammation and lung irritation because of the more intense exposition to particulate matter (PM), especially fine particles (Schwartz et al., 2002).

In particular, the Po valley that is a large plane in the middle of Northern Italy, results as one of the most polluted areas in Italy, as well as in Europe. This is due to the large number of industrial activities present in the area and to its peculiar geographical location and climatic conditions. The valley is enclosed between the Alps at North and the Appennines at South and this position allows the accumulation of pollution. Moreover, the occurrence of thermal inversion conditions, very frequent in the Po valley, represents one of the most significant pollution events (Mantecca et al., 2012).

We collected 32 samples of PM10 for each of the three sampling sites during an annual campaign and used the Illumina platform to sequence 16S rRNA gene libraries and to obtain the data necessary for a complete description of the airborne bacteria
communities. Furthermore, the quantitative PCR was used to estimate the total number of bacteria present in the selected environments.

The aim of this work was the assessment of the microbial community variability among seasons and sampling sites in order to gain insight into the processes that assemble the microbial community. In particular, dispersal and selection processes were assessed by the evaluation of (i) the potential relevance of airborne bacterial sources and (ii) the role of environmental and meteorological conditions on shaping the microbial community.

4.2 Material and Methods

4.2.1 Sample collection and DNA extraction

PM10 was sampled in three different sites. In Milan (Lombardy, Italy) PM10 was sampled in a typical urban station in the northern part of the city (45°30’35, 430”N, 9°12’38, 5239”E). A high-volume sampler (ECHO HiVol, TCR TECORA, Milan, Italy) was used with a flux speed of 200 l min⁻¹. The sampler was placed at about 20 m from the nearest roads. PM10 sampling was performed at about 1 m from the ground on quartz fibre filters (Whatman, Maidstone, England).

In Venice 1 (Mestre, Veneto, Italy), PM10 was sampled in an urban-traffic station located in the city centre near a crowded road (45°29’12, 426”N, 12°13’20, 327”E). While in Venice 2 (Porto Marghera, Veneto, Italy), it was sampled in a sub-urban industrial area in the North-Western part of the city (45°26’18,623”N, 12°12’13,388”E). The high-volume samplers used for Venice 1 and 2, were provided by the Regional Agency of Environmental Protection (ARPA-Veneto, detailed information are available on the website www.arpa.veneto.it) and the sampling was performed on quartz fibre filters (Whatman, Maidstone, England) at flux speed of 500 I min⁻¹. The sampling campaigns of Venice 1 and 2 were executed by the Prof. G. Rampazzo research group of the University of Ca’-Fosacari, Venice.
Eight samples for each season and site were collected (Table 1). Each collection period lasted 24 hours. Unfortunately, the sample relative to Venice 2, summer, 6 July 2011, got lost and hence further analyses were impossible.

**Table 1 – PM10 Sampling Campaign**

<table>
<thead>
<tr>
<th>SEASON</th>
<th>PM10 SAMPLES</th>
</tr>
</thead>
<tbody>
<tr>
<td>WINTER</td>
<td>11/1/2012 12/1/2012 18/1/2012 19/1/2012 25/1/2012 26/1/2012 1/2/2012 2/2/2012</td>
</tr>
</tbody>
</table>

Total bacterial DNA was extracted directly from a quarter of each filter aseptically cut using the FastDNA Spin for Soil kit (MP Biomedicals, Solon, OH, USA). Individual filter portions were cut into small pieces and loaded into the bead tube of the DNA extraction kit, after the adding of 1M CaCO$_3$ in order to increase the pH, and shaken at 200 rpm for 60 min. The remaining steps of the DNA extraction were performed according to the manufacturer’s instructions.

**4.2.2 Quantitative PCR (qPCR)**

The plasmid pCR2.1 (Life technologies Italia, Monza, Italy) containing a fragment of the bacterial 16S rDNA was used for standard concentration curves. The 466-bp fragment of the bacterial 16S rDNA (331-797 according to E. coli position) was obtained by PCR amplification with the universal primer-set 331 Forward (5’-TCCTACGGGAGGCAGCAGT -3’) and 797 Reverse (5’-GGACTACCAGGGTATCTAATCTGTGTT-3’) (Nadkarni et al, 2002).

The concentration of plasmidic DNA was measured with a NanoDrop ND-1000 spectrophotometer (NanoDrop Technologies). Serial dilutions of the plasmidic DNA were used as the standard for qPCR.

The qPCR reaction was carried out in a total volume of 10 μL using the FluoCyclleII Sybr reaction mix (Euroclone, Pero, Italy) with 0.3 μM forward and reverse primer
final concentration. The amplification was carried out with the Eco Real-Time PCR system (Illumina, CA, USA) under the following conditions: 95°C for 4 min, and 40 cycles of 95°C for 15 s, 60°C for 30 s and 72°C for 30 s, with acquisition of the fluorescence on the FAM canal at the end of each 72°C elongation step. The standards and the samples were included in triplicate in each run.

Due to their low abundance, it was impossible to quantify some DNA samples with the standard protocol. For this reason they were previously concentrated ten-fold and subsequently processed by qPCR. The samples processed in this manner were all the samples collected in Venice 1 and seven samples of Venice 2 (7, 20, 28 July 2011, 5, 19, 26 October 2011 and 18 January 2011). Despite this fact, several samples resulted even non quantifiable. Number of ribosomal operons was available for 68 samples.

4.2.3 16S rRNA fragment libraries by Illumina Hiseq 1000

For Illumina Hiseq sequencing the V5-V6 hypervariable regions of the 16S rRNA gene were amplified in 3 x 75 µL volume reactions with @Taq® Hot start Taq polymerase (Euroclone, Pero, Italy), 4 mM MgCl2, 0.2 mM dNTPs mix, 1 µM of each primer. 783F and 1027R primers were used (Huber et al, 2007, Wang and Qian, 2009) and the cycling conditions were: initial denaturation at 94°C for 5 min; 29 cycles of 94°C for 50 s, 47°C for 30 s, and 72°C for 30 s and final extension at 72°C for 5 min. At the 5’ end of 783F primer, one of 15 6-bp barcodes was also included to allow sample pooling and subsequent sequence sorting. The amplified products were purified with the Wizard SV PCR purification kit (Promega Corporation, Madison, WI, USA) and DNA quantity and purity were spectrophotometrically evaluated by NanoDrop™ (Thermo Scientific, USA).

15 purified amplicons with different barcodes were pooled in 100 µl samples with a DNA concentration of 40 ng/µl. Multiplexed sequencing of all the pooled samples were performed on a single Illumina Hiseq 1000 lane, using a paired-end 2x100 base-pair protocol and the 4.0 sequencing chemistry. The cluster extraction and base-calling processing analyses were performed by using the Illumina CASAVA Analysis
software, version 1.8. Illumina Hiseq 1000 sequencing was carried out at BMR Genomics, Padua, Italy.

4.2.4 Sequence analyses

Each sequence was assigned to its original sample according to its barcode. After sorting, the reverse read of each paired-end sequence was reverse-complemented and merged with the corresponding forward read, inserting 10 Ns in between (Claesson et al, 2010). A quality cut-off was then applied in order to remove sequences i) that did not contain the barcode, ii) with an average base quality value (Q) lower than 30. The barcode was removed from sequences before further processing.

The taxonomic attribution of filtered sequences was carried out using the stand-alone version of RDP Bayesian Classifier, using 50% of confidence as suggested for sequences shorter than 200 bp (Wang et al, 2007; Claesson et al, 2009).

4.2.5 Environmental factors and chemical data

4.2.5.1 Meteorological data and Particulate Matter (PM) concentration

Meteorological data (daily average temperature, daily rainfall, wind prevalent direction and speed, global solar radiation, relative humidity) and PM10 concentrations relative to the sampling periods were retrieved from Regional Agency of Environmental Protection (respectively ARPA-Lombardia for Milan site and ARPA-Veneto for Venice 1 and 2 sites) and are available at: www.arpalomabardia.it and at: www.arpa.veneto.it.

4.2.5.2 Analysis of inorganic ions

The filter portion was dissolved in MilliQ® water in ultrasonic bath for 60 minutes and then analyzed by ion chromatography (IEC) to determine water soluble inorganic ions (Na⁺, NH₄⁺, Mg²⁺, Ca²⁺, K⁺, F⁻, Cl⁻, NO₃⁻, NO₂⁻, SO₄²⁻) as described in Squizzato et al, 2012. These analyses were performed at the University of Ca’-Foscari, Venice.
4.2.5.3 Analysis of elemental elements
The filter portion was disaggregated by the MDR microwave digestion system (Microwave Digestor Rotor Ethos 1600, Milestone) (Jarvis et al, 1992) and then analyzed by ICP-MS (Inductively Coupled Plasma Mass Spectrometry) and ICP-OES (Inductively Coupled Plasma Optical Emission Spectrometry) to determine the elemental element concentration. The acid mix used to mineralize the samples was composed by HNO₃, H₂O₂ and HF (Karthikeyan et al, 2006). The elements analyzed were Al, S, Fe, Ca, Mg, K, Ti, Cr, Mn, Zn, Cu, Ba, As, Ag, Cd, Ni, Pb, Sb, V, Co. These analyses were performed at the University of Ca’-Foscari, Venice.

4.2.6 Statistical analyses
The complete dataset is composed by five variables accounting for meteorological conditions at sampling locations, one variable accounting for amount of PM in the atmosphere, two variables indicating the sampling location and season and 30 variables accounting for the chemical composition of PM. An Operational Taxonomic Unit (OTU) is defined on the basis of the classification at fourth taxonomic ranks of the RDP classifier.
OTUs found in one sample only (singletons) were removed because they may inflate variance explained by models (Legendre and Legendre 1998). A plot of OTU’s mean relative abundance shows a discontinuity after Sphingomonadales (Fig. S1), which suggest that OTUs with mean relative abundance larger than 100 can be considered abundant OTUs. Therefore, abundant OTUs are 15 (including Chloroplasts) and excluding unclassified sequences.

4.2.6.1 Missing value imputation
Four variables among those describing chemical composition of PM were excluded from any subsequent analysis because they contained > 10% of missing values (variable = number of missing values: F = 24, NO₂⁻ = 24, Ag = 12, Na = 12). Missing
values in other variables were imputed. Data imputation is strongly recommended as it can avoid biased estimates from statistical analyses (Nakagawa and Frekleton, 2011) and is practically needed in multivariate analyses because a single missing datum should determine a large loss of information. We used the mice function (with default settings) in the MICE package (van Buuren and Groothuis-Oudshoorn, 2011) in R 3.0.2 (R Core Team 2013) to perform Markov Chain Monte Carlo (MCMC) multiple imputation by Gibbs sampling. MCMC methods for multiple imputation have the advantage that distributional assumption of data containing missing values (most commonly multivariate normality) are not necessary (Nakagawa and Frekleton, 2011).

4.2.6.2 Univariate analyses

Number of ribosomal operons was log-transformed to achieve normality (Shapiro-Wilk test of normality after log-transformation: $W = 0.987, P = 0.727$). Variation in the log-number of ribosomal OTUs according to season, city and their interaction was analyzed by generalized least squares ANOVA assuming a Gaussian error distribution and correcting for heteroscedasticity. Variation in the number of OTUS at each sample according to the same predictors was analyzed in a GLM assuming a Poisson error distribution.

4.2.6.3 Cluster analysis

A hierarchical cluster analysis of the relative abundance of OTUs was performed with the complete linkage method on the chi-square distance between samples. The chi-square distance was used here because Correspondence Analysis and Canonical Correspondence Analysis used in the following steps of the analyses (see below) approximates the chi-square distance among objects (Legendre and Legendre, 1998). In addition, this distance avoids the double-zero problem when comparing species composition between samples (Legendre and Legendre, 1998). Cluster analysis was performed with the HCLUST procedure in R 3.0.2 (R Core Team 2013) on both all OTUs and the most abundant ones.
4.2.6.4 Ordination techniques

Correspondence Analysis (CA) is an unconstrained ordination method used to explore the variability in bacterial community composition (Legendre and Legendre, 1998; Córdova-Kreylos et al., 2006). CA was performed on OTU abundances to visualize changes in airborne bacterial communities. This ordination technique was chosen because it is suitable to analyze species assemblages that are not monotonically related to one another (Ter Braak, 1985). Changes in meteorological data, including PM concentration in the atmosphere ("meteorological conditions" hereafter) and in chemical composition of the PM ("PM composition" hereafter) were visualized by means of Principal Components Analyses (PCA) on normalized variables. Meteorological data from Venice were identical for the two sampling sites, and were considered only once in these analyses.

We then aimed at relating bacterial community composition to environmental conditions and PM composition, and to assess the relative importance of these groups of variables in shaping bacterial community. "Environmental conditions" here refers meteorological conditions, plus a four-levels factor defining the season, a three-level factor defining the sampling site, and the two-way interactions among them. Factors were converted to dichotomous indicator variables whenever necessary. The procedure of analysis was as follows. First, we explored the structure of the correlation among both environmental variables and chemical variables and removed variables whose squared correlation coefficient was larger than 0.6 ($r^2 \geq 0.6$). This step avoided entering collinear variables in the following analyses. Second, we used Canonical Correspondence Analysis (CCA), a constrained ordination method similar to CA, to relate the bacterial community structure to PM composition and Environmental variables (Legendre and Legendre, 1998, Córdova-Kreylos et al, 2006). Models were simplified by backward removing non-significant predictors. When a categorical variable was significant, we conducted post-hoc pairwise comparisons among levels. In this case significance was adjusted according to the False Discovery
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Rate (FDR) procedure (Benjamini and Yekutieli, 2001). Third, we used the variation partitioning (VarPart) in Canonical Analysis to assess the separate and joint contribution of environmental variables and PM composition in shaping bacterial communities. Fourth, we used Multivariate Regression Trees (MRT) to individualize thresholds in the values of environmental and PM variables that determined changes in the structure of bacterial communities. Fifth, we used the Indicator Species analysis (Dufrêne and Legendre, 1997) to identify species typical of different seasons, sampling locations, and groups identified by the MRT analysis (Borchard et al, 2011).

CA, PCA and CCA analyses were performed with the BIODIVERSITYR package (Kindt and Coe, 2005) in R. VarPart analysis was performed with the VarCan software (Peres-Neto et al, 2005). MRT analysis was performed using the MVPART package (Therneau et al, 2007) in R. The best tree was chosen as the smallest tree whose cross-validated relative error (CVRE) was within 1 standard error of the CVRE of the best tree (Borchard et al, 2011). FDR procedure was performed with the MULTTEST package and Indicator Species analysis with the INDICSPECIES package (De Càceres and Legendre, 2009) in R.

4.3 Results

4.3.1 Quantification of airborne bacteria

The number of ribosomal operons per sample, which was used here as a measure of bacterial abundance (see chapter3 for details), ranged between \(2.376 \times 10^2\) and \(4.876 \times 10^5\), with a mean value of \(3.026 \times 10^4 \pm 8.675 \times 10^3\) SE. Log-transformed number of ribosomal operons varied significantly according to season \((F_{3,56} = 3.298, \ P = 0.027)\) and sampling site \((F_{2,56} = 10.382, \ P < 0.001)\), but not according to their interaction \((F_{6,56} = 1.872, \ P = 0.102)\). Post hoc tests indicated that summer samples contained a lower number of ribosomal operons than both spring and winter samples (Figure 1A) and that Milan samples contained a larger number of ribosomal operons than Venice 2 samples (Figure 1B).
4.3.2 Microbial community structures

A total of 82,294,235 paired reads that passed the quality filter were obtained from sequencing. The number of paired reads of each sample ranged from 18,089 to 2,089,122 with a mean value of 587,755 for sample. In each sample, 22.2% to 42.3% of the sequences (mean value: 29.1%) could not be classified and were discarded from subsequent analyses. To avoid differences in coverage among the samples 10000 randomly-selected paired reads were chosen for each sample. This quantity still allows a detailed description of the community structures and a proper evaluation of alpha- and beta-diversity (Caporaso et al, 2012).

Overall 108 OTUs were identified in the PM of the three sampling sites, 102 of which were identified in more than one samples (non-singletons), while the number of OTUs identified at each sample ranged between 45 and 78, with a mean value of $57.0 \pm 0.5$ SE.
Number of OTUs per sample did not differ significantly according to season ($\chi^2_3 = 3.793, P = 0.285$), sampling site ($\chi^2_2 = 1.776, P = 0.411$), or their interaction ($\chi^2_6 = 3.251, P = 0.777$).

The taxonomic classification of bacteria based on the fourth taxonomic level showed an annual spatial variability not particularly marked (data not shown). The three analyzed sites were dominated by few orders, particularly *Burkholderiales*, *Actinomycetales* and *Chloroplast* that constituted, taken together, about 50% of the total communities. This pattern was particularly conserved in autumn and summer when the three communities are more similar with the exception of *Enterobacteriales* that were discretely abundant (about 8-10%) in Venice 2 during the summer. In winter, in all sites *Burkholderiales* were particularly abundant. In spring the presence of *Rhodobacterales* (about 30%) in Venice 2 was particularly relevant.

In Milan and Venice 1, the two urban sites, temporal variability followed a well-known trend: a progressive decrease of *Actinomycetales* and *Burkholderiales* with a parallel increase of Chloroplast associated with the temperature increase. Cold seasons were dominated by microorganisms generally retrieved in soil while in warm seasons there were mainly taxa of vegetable origin.

### 4.3.2.1 Cluster Analysis

Cluster analysis showed five main clusters both when applied to all OTUs and on the most abundant ones (Figure 2). Sample classification was generally consistent between the analyses, with 81 over 95 (i.e. 85.3%) of sample classified in the same cluster in both analyses. In addition, two clusters were consistently identified in these two analyses (Figure 1). One of these clusters, entirely composed by spring samples from Venice was characterized by a high abundance of *Rhodobacterales*, while the other, composed by spring and some summer samples from both Venice and Milan was characterized by a high abundance of Chloroplasts (Figures 2 and 3).
4.3.2.2 Canonical Analysis and Principal Components Analysis

The CA on OTU abundance suggested the existence of two ecological gradients. The first one goes from autumn and winter samples from both Venice and Milan on the one side, to summer and some spring samples from Milan on the other. The second gradient differentiated spring samples from Milan, from those from Venice (Figure 4A and B). This pattern of variation indicates that larger difference in bacterial community composition among cities could be observed in spring than in other seasons, thus suggesting that a season by city interaction should be included in the following analyses. Interestingly, the most extreme samples along this second gradient are those with high abundance of *Rhodobacterales* coherently classified in a separate cluster by previous analyses (see above and Figure 3).

Chemical composition of PM seems also to vary more in winter than in summer and more in Milan than in Venice, as indicated by the larger areas of the polygons including samples collected in different seasons and cities (Figure 4C). Variable scores indicate that the first axis of this PCA (PCA1) is a vector of decreasing concentration of almost all substances, and it is therefore a vector of decreasing abundance of PM10, as confirmed by it strong negative correlation (Pearson r = -0.755) with amount of PM10 in the atmosphere (note that amount of PM10 was not among variables describing PM composition). The second axis (PC2) is instead a vector of increasing S, Cl and $\text{NH}_4^+$ concentration and decreasing Al, Ca and $\text{Ca}^{2+}$ concentration. Its positive relationship with S concentration probably explains why winter samples from Milan have the larger scores on this axis. Milan atmosphere is indeed highly enriched in S during winter due to by discharges of domestic heating systems (Brüggemann et al, 2008; Mantecca et al, 2012).

The first axis of the analysis of meteorological conditions is a vector of increasing temperature (score = 2.049) and wind speed (2.214) and decreasing humidity (-2.013) and PM10 concentration (-2.824), while the second is a vector of increasing radiation and decreasing precipitation. It is therefore not surprising that winter and summer days occur at opposite sides along the first axis, and that spring, the rainiest season in
northern Italy shows large elongation along the second axis (Figure 4D). Meteorological conditions seem to be more variable in Milan than in Venice, as indicated by the very large polygon including sampling days in Milan, which also includes all the most extreme points.

4.3.2.3  Constrained ordination
Variables Fe, Cr, Cu, Ti, Ca, Ni, K, Zn, Co were removed from the dataset because they were strongly correlated ($r^2 \geq 0.652$) with other chemical variables. Square correlation among the remaining variables was $\leq 0.564$.
CCA analyses conducted on all OTUs or only on the most abundant ones gave consistent results. Indeed both analyses indicated that bacterial community structure varied according to the concentration of the same chemical constituents of PM, namely Ba, $\text{SO}_4^{2-}$ and $\text{Mg}^{2+}$, and according to the same environmental variables, namely city, season, their interaction, wind speed, and humidity (Table 2).
**Figure 2A** Hierarchical cluster analysis on A) all OTUs. Numbers represent sample ID. Color bars at the bottom evidence the city (brown = Milan, violet = Venice 1, purple = Venice 2) or the season (green = spring, red = summer, orange = autumn, blue = winter) in which a given sample was collected. Symbols denote the clusters that are consistently identified in both analyses.
**Figure 2B** Hierarchical cluster analysis on B) abundant OTUs. Numbers represent sample ID. Color bars at the bottom evidence the city (brown = Milan, violet = Venice 1, purple = Venice 2) or the season (green = spring, red = summer, orange = autumn, blue = winter) in which a given sample was collected. Symbols denote the clusters that are consistently identified in both analyses.
Figure 3 Heat-plot of the abundances (blue = low abundance, red = high abundance) of the most abundant OTUs detected in the 95 sample (numbers on the right). The dendrogram represents the hierarchical clustering analysis. Symbols denote the cluster consistently identified by both the analysis run on all the OTUs and on the most abundant ones. Colors at the base of the dendrogram represent sampling sites (brown = Milan, violet = Venice 1, purple = Venice 2)
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Figure 4 Canonical Analysis on the relative abundance of A) all the OTUs and B) the most abundant OTUs, and Principal Components Analysis on the standardized C) concentration of chemical substances in the PM and D) standardized meteorological variables, including PM abundance in the atmosphere. Symbols denote data collected at different cities (squares = Milan, circles = Venice 1, triangles = Venice 2), symbol colors denote the season (green = spring, red = summer, orange = autumn, blue = winter). Solid polygons include data collected at the same season (same colors as before) while dashed polygons include data collected at the same city (brown = Milan, violet = Venice 1, purple = Venice 2). The tiny black lines connect samples classified in the clusters indicated by the corresponding symbols in Figure 2A and 2B.
Table 2 CCA analyses of bacterial community structure based on All OTUs or only abundant OTUs in relation to variables accounting for PM composition and environmental conditions. The main effects of city and season were calculated by including in the model appropriate Helmert contrasts.

<table>
<thead>
<tr>
<th>PM Composition</th>
<th>Effect</th>
<th>Df</th>
<th>$\chi^2$</th>
<th>F</th>
<th>N. Per.</th>
<th>P</th>
<th>Effect</th>
<th>Df</th>
<th>$\chi^2$</th>
<th>F</th>
<th>N. Per.</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ba</td>
<td>1</td>
<td>0.016</td>
<td>4.958</td>
<td>199</td>
<td>0.005</td>
<td></td>
<td></td>
<td>1</td>
<td>0.015</td>
<td>5.887</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td>$SO_4^{2-}$</td>
<td>1</td>
<td>0.010</td>
<td>3.220</td>
<td>199</td>
<td>0.015</td>
<td></td>
<td></td>
<td>1</td>
<td>0.009</td>
<td>3.656</td>
<td>0.010</td>
</tr>
<tr>
<td></td>
<td>$Mg^{2+}$</td>
<td>1</td>
<td>0.010</td>
<td>3.190</td>
<td>399</td>
<td>0.022</td>
<td></td>
<td></td>
<td>1</td>
<td>0.009</td>
<td>3.409</td>
<td>0.035</td>
</tr>
<tr>
<td>Environmental Conditions</td>
<td>Season</td>
<td>3</td>
<td>0.135</td>
<td>14.085</td>
<td>199</td>
<td>0.005</td>
<td></td>
<td></td>
<td>3</td>
<td>0.138</td>
<td>18.001</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td>City</td>
<td>2</td>
<td>0.046</td>
<td>7.209</td>
<td>199</td>
<td>0.005</td>
<td></td>
<td></td>
<td>2</td>
<td>0.047</td>
<td>9.185</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td>Wind speed</td>
<td>1</td>
<td>0.008</td>
<td>2.502</td>
<td>399</td>
<td>0.025</td>
<td></td>
<td></td>
<td>1</td>
<td>0.008</td>
<td>2.990</td>
<td>0.031</td>
</tr>
<tr>
<td></td>
<td>Humidity</td>
<td>1</td>
<td>0.013</td>
<td>3.888</td>
<td>199</td>
<td>0.005</td>
<td></td>
<td></td>
<td>1</td>
<td>0.011</td>
<td>4.454</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td>Season x City</td>
<td>6</td>
<td>0.124</td>
<td>6.437</td>
<td>199</td>
<td>0.005</td>
<td></td>
<td></td>
<td>6</td>
<td>0.121</td>
<td>7.881</td>
<td>0.005</td>
</tr>
<tr>
<td>Overall test Model</td>
<td></td>
<td>16</td>
<td>0.391</td>
<td>7.634</td>
<td>199</td>
<td>0.005</td>
<td></td>
<td></td>
<td>16</td>
<td>0.391</td>
<td>9.585</td>
<td>0.005</td>
</tr>
<tr>
<td>Overall test Residual</td>
<td></td>
<td>78</td>
<td>0.250</td>
<td>7.634</td>
<td>199</td>
<td>0.005</td>
<td></td>
<td></td>
<td>78</td>
<td>0.200</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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Post-hoc pairwise comparisons on both all and the most abundant OTUs indicated that spring samples significantly differed from those of all other seasons ($F_{1,39} \geq 12.112$, $P_{FDR} \leq 0.001$), and that also autumn samples differed from winter ones ($F_{1,39} \geq 3.387$, $P_{FDR} \leq 0.026$). Bacterial communities at all sampling sites were also generally different from one another, irrespective from season ($F_{1,53} \geq 6.052$, $P_{FDR} \leq 0.001$).

The significant interaction effect was investigated by pairwise comparisons among seasons within city, which indicated that seasonal variation in bacterial community structure differed among sampling locations. Indeed, in Venice 1, spring samples differed from those of all other seasons ($F_{1,12} \geq 7.215$, $P_{FDR} \leq 0.027$), in Venice 2 spring samples differed only from autumn ones ($F_{1,12} \geq 8.656$, $P_{FDR} \leq 0.014$), while in Milan spring samples differed from winter ones ($F_{1,12} \geq 4.528$, $P_{FDR} \leq 0.048$). These differences were significantly observed both in analyses run on all OTUs and on the abundant ones. In addition, analyses run on the abundant OTUs indicated that in Milan autumn samples also differed from both spring and winter ones ($F_{1,12} \geq 4.853$, $P_{FDR} \leq 0.043$) (Figure 5).

The significant interaction was also investigated by comparing sampling locations within seasons (Figure 5), which indicated that variation in bacterial communities among sampling locations differed in different seasons. Indeed in spring samples from Milan differed from those from Venice 1 ($F_{1,12} \geq 0.864$, $P_{FDR} \leq 0.031$), in summer no significant difference was observed among sampling locations ($F_{1,12} \leq 2.348$, $P_{FDR} \geq 0.416$), in autumn samples from Venice 2 were significantly different from both those of Milan and Venice 1 ($F_{1,12} \geq 4.176$, $P_{FDR} \leq 0.026$), and in winter bacterial community of Venice 1 differed from both those of Milan and Venice 2 ($F_{1,12} \geq 7.721$, $P_{FDR} \leq 0.028$). In addition, analyses run on the abundant OTUs indicated that in autumn samples from Venice 1 also differed from those from Milan ($F_{1,12} = 4.102$, $P_{FDR} = 0.028$), so that in this season bacterial communities from all sampling locations differed from one another. All other comparison were non-significant (details not shown).
Figure 5 Significant interactions in bacterial communities by pairwise comparisons among sampling locations within seasons and vice versa. The legend shows the bacterial community structure. The red segments show the significant comparisons, while the black ones the significant comparisons among seasons within sampling locations.
4.3.2.4 Variation partitioning analysis

The variation partitioning analysis indicated that bacterial communities seem mostly related to environmental conditions, which per se explained a large part of the variation in bacterial community structure, equal to 47.3% in all OTUs and 53.0% on the abundant ones. Conversely, the PM composition per se only explained 4.2% of variance both on all and the most abundant OTUs. However, contribution of PM composition in shaping bacterial community structure, albeit minor, seems largely independent from that of environmental conditions, as the percentage of variation explained by their common contribution is only 1% in the analysis of all OTUs and 1.5% in that of the most abundant ones (Figure 6).

![Variation partitioning analysis](figure6.png)

**Figure 6** Variation partitioning analysis on all OTUs and most abundant OTUs. In Blue is shown the percentage of variance explained by PM composition per se. In yellow the percentage of variance explained by environmental conditions per se. In green the variance explained by both PM composition and environmental conditions. In red the variance not explained.

4.3.2.5 Multivariate Regression Trees (MRT)

MRT analysis indicated that bacterial communities can be divided in 7 groups according to PM composition and environmental variables selected in the previous analysis (Figure 7). Results of the analysis on all OTUs and the abundant ones were strictly consistent. The regression tree first separated spring samples from those of other seasons. Spring samples where then separated based on the sampling location, with samples from Milan on the one side (Group 1) and samples from Venice 1 and...
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Venice 2 on the other (Group 2). Samples from summer, autumn and winter were also separated according to sampling site, but with samples from Venice 2 from the one side and samples from Milan and Venice 1 on the other. This structure of the classification is consistent with the significant season by city interaction. Samples from Venice 2 in summer, autumn and winter were then further separated according to humidity being lower (Group 3) or higher than 89% (Group 4). Samples of the same seasons but from Milan or Venice 1 were instead separated according to Ba concentration being lower (Group 5) or higher than 1021 ng/m$^3$, and this latter group was further separated according to SO$_4^{2-}$ concentration being higher (Group 6) or lower than 3556 ng/m$^3$ (Group 7).

![Multivariate Regression Tree (MRT)](image)

**Figure 7** *Multivariate Regression Tree (MRT).*

4.3.2.6 **Indicator taxa**

The Indicator Taxa analysis suggested that no OTU were significantly associated with summer samples, *Sphingobacteriales* and *Actinomycetales* with autumn samples, *Flavobacteriales, Pseudomonadales, Burkholderiales* and *Xanthomonadales* with
winter samples and Rhodobacterales, Chloroplasts and Rhizobiales with spring samples. The same analysis also indicated that Pseudomonadales, Clostridiales, Rhodospirillales, Sphingomonadales and Actinomycetales were typical of samples from Milan, Flavobacteriales of samples from Venice 1 and Burkholderiales and Xanthomonadales of samples from Venice 2.

When we used the Indicator Taxa analysis to individualize OTUs typical of the seven groups indicated by the MRT we found that Chloroplasts were typical of group 1, Rhodobacterales and Rhizobiales of group 2, Burkholderiales of group 3, Sphingobacteriales of group 5, Pseudomonadales and Xanthomonadales of group 6, Actinomycetales of group 7, while no OTU was typically associated with group 4 (Table 3).

**Table 3** Results from separate Indicator Taxa analyses aiming at identifying OTUs typical of different seasons, cities, and groups identified by the MRT analyses.

<table>
<thead>
<tr>
<th>Group</th>
<th>Environmental condition</th>
<th>Taxon</th>
<th>IndVal statistic</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>SEASON</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Summer</td>
<td>NO OTU</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Autumn</td>
<td>Sphingobacteriales</td>
<td>0.538</td>
<td>0.050</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Actinomycetales</td>
<td>0.534</td>
<td>0.015</td>
</tr>
<tr>
<td>3</td>
<td>Winter</td>
<td>Flavobacteriales</td>
<td>0.635</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Pseudomonadales</td>
<td>0.609</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Burkholderiales</td>
<td>0.592</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Xanthomonadales</td>
<td>0.570</td>
<td>0.035</td>
</tr>
<tr>
<td>4</td>
<td>Spring</td>
<td>Rhodobacterales</td>
<td>0.861</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Chloroplast</td>
<td>0.689</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Rhizobiales</td>
<td>0.601</td>
<td>0.005</td>
</tr>
<tr>
<td><strong>CITY</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>Milan</td>
<td>Pseudomonadales</td>
<td>0.673</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Clostridales</td>
<td>0.658</td>
<td>0.020</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Rhodospirillales</td>
<td>0.637</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Sphingomonadales</td>
<td>0.632</td>
<td>0.015</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Actinomycetales</td>
<td>0.605</td>
<td>0.035</td>
</tr>
<tr>
<td>2</td>
<td>Venice 1</td>
<td>Flavobacteriales</td>
<td>0.71</td>
<td>0.005</td>
</tr>
<tr>
<td>3</td>
<td>Venice 2</td>
<td>Burkholderiales</td>
<td>0.686</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Xanthomonadales</td>
<td>0.650</td>
<td>0.005</td>
</tr>
</tbody>
</table>
## 4.4 Discussion

### 4.4.1 Quantification of airborne bacteria

The evaluation of the total number of airborne bacteria present in the urban atmosphere of Milan and Venice, Northern Italy, was estimated by the measure of the ribosomal operon number per sample. It was determined by a culture-independent technique, specifically the qPCR. The observed values ranged between $2.4 \times 10^2$ and $4.9 \times 10^5$ ribosomal operons per m$^3$. Summer samples contained a lower number of ribosomal operons than both spring and winter samples and Milan samples contained a larger number of ribosomal operons than Venice 2 samples (Figure 1). In general, these values are much larger than those reported in the only other study that used qPCR technique in Seoul (South Korea) (Lee et al. 2010), and in previous culture-based reports from urban areas (Bovallius et al. 1978; Fang et al. 2007). The lower abundance of these latter values may be ascribed to the underestimation of cultivation-dependent methods (Peccia and Hernandez 2006). In fact, higher values of bacterial concentration were obtained in studies that applied culture-independent
techniques (Bowers et al. 2009, 2011a, 2011b; Maron et al. 2005). Particularly, Bowers research group, measuring the total microbial abundance by epifluorescence microscopy, found values that ranged from about $10^5$ to about $10^6$ cells/m$^3$ in all the three works with a relative spatial and temporal stability, while in Maron at al, 2005 the mean value found was $10^5$ cells/ m$^3$. Our results were located in the lower part of this range, however the mean bacterial abundance found so far, even in different parts of the world, seemed to be relatively homogeneous.

The results of this work were directly comparable with those obtained in our previous study in which the TSP fraction in Milan was assessed (see chapter 3), because of the use of the same technique and the study of the same geographical areas. The abundance retrieved in the present study (PM10) was slightly lower than in the TSP (Total Suspended Particulates) both referred to the air volume and the particulate weight. In particular, considering the number of ribosomal operons per g of particulate, in winter the mean obtained values had the same order of magnitude, respectively $2.9 \times 10^8$ n° rib op/g for TSP and $7.3 \times 10^8$ for PM10 in winter. The same occurred in spring, even with a higher order of magnitude, respectively $2.7 \times 10^9$ for TSP and $2.4 \times 10^9$ for PM10. Instead, summer and autumn showed a lower abundance in PM10 rather than in TSP. The mean values for summer were $3.7 \times 10^9$ (TSP) and $1.9 \times 10^8$ (PM10) in summer and $1.6 \times 10^9$ in autumn. While the mean values in autumn were $1.6 \times 10^9$ for TSP and $4.5 \times 10^8$ for PM10. The PM10/TSP ratio was estimated with the conversion factor proposed by Erbes, 1996.

4.4.2 Variability of microbial community structure and community-assembly processes

As reported in the introduction chapter the processes that drive microbial community assembly are dispersal, selection, diversification and drift. We considered the processes of diversification and drift negligible in the context of our study. Indeed, a single year time frame does not allow a significant genetic diversification while the ecological drift plays an important role in environments in which the selection is weak
and the alpha diversity is low (Nemergut et al. 2013). For these reason we focus the discussion of the results to gain insight into the contribution of dispersal and selection in assembling the microbial communities of the atmosphere.

4.4.2.1 Dispersal

Briefly, the dispersal process includes all the factors, which drive the “movement of microorganisms across space”, for instance, transport via air, water or mobile macroorganisms (Nemergut et al, 2013). Hence, the study of dispersal implied the research of those variables, which indicated the potential sources of airborne bacteria.

Previous works hypothesize soil, leaves, sea and animal feces as potential sources of airborne bacteria and recorded a temporal variability in the relative contribution of sources (Bowers et al, 2011; 2013; chapter 3). For instance, Bowers and colleagues (2011) investigating airborne communities of four US Mid Western cities, surprisingly discovered that, as well as the more predictable source (soil and leaves), the dog feces represented a source of bacteria, especially in winter. Moreover, in Bowers et al, 2013 was identified cow feces as the dominant source in early autumn and spring in the rural environment of Greeley (CO, USA), this suggested also a spatial variability of the sources.

In this work, thorough the indicator taxa approach; we found Sphingobacteriales (IndVal= 0.538, p=0.05) and Actinomycetales (IndVal= 0.534, p=0.015) as indicators of autumn samples. Bacteria belonging to these orders are typically found in soil and they could be considered as an indicator of the soil source. Similar results were also found in our previous study on Milan urban area (see chapter 3).

Another clear indication of the seasonal pattern of sources was the relevance of spring samples and the presence of Chloroplast (IndVal= 0.689, p=0.05) and Rhizobiales (IndVal= 0.601, p=0.005). Clearly, this result suggested the relevance of the vegetal source in shaping our microbial communities. In addition, the cluster analysis highlighted two relevant clusters among the five individuated. One of these
two clusters was composed by spring and some summer samples from both Venice and Milan and was characterized by a high abundance of Chloroplasts. Moreover, the other cluster was entirely composed by spring samples from Venice and was characterized by a high abundance of *Rhodobacterales*. This is the first work on the atmosphere in which the *Rhodobacterales* abundance was particularly high, especially in this geographic area (Franzetti et al., 2011; chapter 3). The presence of this taxon in a lagoon environment, like the one surrounding Venice, is not surprising. Bacteria belonging to this order are purple non-sulfur bacteria and include species, which possess an extensive range of metabolisms. For instance *Rhodobacter* is a photosynthetic organism, it can grow in both the light and the dark and it can be in freshwater or marine environments (Yunyin et al., 2013). Moreover, their abundance in spring could be ascribed to the temperature increase and to the possible algae growth increment, conditions that could promote the growth of this particular bacterial taxon (Gilbert et al., 2012). Therefore this taxon could be considered typical of Venice 2 sampling location in spring. This result is in agreement with previous findings reporting Bowers and coworkers (2011a) that the composition of the airborne bacterial communities was significantly related to land use type (agricultural, suburban or forest) and that these differences were imputable to shifts in bacterial sources, rather than local meteorological conditions (Bowers et al., 2011a). Moreover they also demonstrated that the composition of the microbial community in the atmosphere is influenced not only by changes in the relative contribution of the different sources in different seasons as extensively reported (Bowers et al, 2011a; 2011b; 2012; 2013), but also by the seasonal dynamics of the microbial community in the sources themselves. Finally, the significant contribution of the wind speed, revealed by CCA, confirmed importance of the dispersal process in shaping the microbial communities in the atmosphere. Indeed, particles from different sizes and locations could be transported to the sampling points at different wind speeds. A back trajectories analysis will be applied to elucidate the origin of the samples. This is a valid tool to evaluate and
compare the origin of air masses that transport bioaerosols, particularly on areas located in the middle of two very different environments like Venice (i.e. marine vs. continental) (Maki et al, 2013; Polymenakou, 2012; Woo et al, 2013).

4.4.2.2 Selection

Different habitat harbor different suites of microorganisms and a variety of environmental factors have a critical role in determining bacterial community structure and diversity. The complexity of the potential environmental drivers of fitness made extremely difficult to isolate a single selection agent. In fact, only few studies were able to identify single meteorological factors that affect the structure of microbial communities in the atmosphere. In particular, Maron et al. (2006) individuated temperature and relative humidity as the most contributors to the differences microbial communities of a French urban area. While in Bowers et al, 2012 the only selector variable found was temperature.

The variation partitioning analysis indicated that bacterial communities seem mostly related to environmental conditions, which per se explained a large part of the variation (47.3% for all OTUs and 53.0% for the abundant ones) in bacterial community structure. Most of variables included in the category “environmental conditions” are categorical variables (i.e. season and city) and meteorological factors that exhibit strong seasonal correlation (i.e. temperature and humidity), thus describing both different sources and different environments. Hence, the variance explained by the environmental conditions accounts for processes related to both dispersion and selection and these two effects were difficult to disentangle. Nevertheless, variables with a selective effect included in the ‘environmental conditions’ category could exist, however with our data we were not able to identify them.

Conversely, the category “PM composition” included ions (Na+, NH₄⁺, Mg²⁺, Ca²⁺, K⁺, F⁻, Cl⁻, NO₃⁻, NO₂⁻, SO₄²⁻) and elemental elements (Al, S, Fe, Ca, Mg, K, Ti, Cr, Mn, Zn, Cu, Ba, As, Ag, Cd, Ni, Pb, Sb, V, Co). Although some of these elements and compounds
showed different concentrations in different seasons (i.e. nitrates, ammonium and Cl\(^-\) (even with a lower mean abundance) presented a peak in winter while they were less abundant in summer), most of them did not display seasonality or strong differences in Milan and Venice (i.e. Mg\(^{2+}\) and Na\(^+\) remained constant and, Ca\(^{2+}\) and SO\(_4^{2-}\) slightly varied). For these reasons we considered the category “PM composition” suitable to account for selection processes.

Variation partitioning analysis showed that the PM composition per se only explained 4.2% of variance both on all and the most abundant OTUs. However, contribution of PM composition in shaping bacterial community structure, albeit minor, seems largely independent from that of environmental conditions, as the percentage of variation explained by their common contribution is only 1% in the analysis of all OTUs and 1.5% in that of the most abundant ones (Figure 6). As a matter of fact, CCA disclosed a significant effect of three PM components, namely Ba, SO\(_4^{2-}\) and Mg\(^{2+}\), on microbial community structure. The concentration of SO\(_4^{2-}\) and Mg\(^{2+}\), essential for bacterial growth, may affect the survival and growth of the microbial populations differentially, thus affecting their relative abundance (Scherer and Sahm, 1981; Savai et al, 2000).

MRT analysis consistently grouped the samples of Milan and Venice 1 collected in summer, autumn and winter according to Ba concentration being lower (Group 5) or higher than 1021 ng/m\(^3\), and this latter group was further separated according to SO\(_4^{2-}\) concentration being higher (Group 6) or lower than 3556 ng/m\(^3\) (Group 7). On the one hand, the finding that Actynomicetales were retrieved as indicator taxon at lower concentration of sulphate is consistent with the ability of this taxon of producing spore to survive in nutrient-limiting conditions. On the other hand the correlation between high concentrations of Ba (>1021 ng/m\(^3\)) and the Pseudomonadales was quite surprising since Pseudomonas genus is known to be particularly sensitive to BaCl\(_2\) (Sivolodskii, 2012). Other analyses elements and compounds could potentially have a role in bacterial metabolism. Some of the analyzed ions (Na\(^+\), Mg\(^{2+}\), Ca\(^{2+}\), K\(^+\) and Cl\(^-\)) are involved in the basic cellular activities such as membrane ion channels exchanges (Tisa et al, 2000). NH\(_4^+\), Mg\(^{2+}\), NO\(_3^-\), NO\(_2^-\),
SO$_4^{2-}$ can act as electron donor, electron acceptors or reduced compounds from anoxic respirations. Other elements may have toxic properties on bacteria, such as Ti, Cr, Zn, Cu, As, Ag, Cd, Ni, Pb, Sb, V and Co. However, our data did not disclose any significant effect of these elements and compounds on the microbial community structure.

### 4.5 Conclusions

In conclusion, our data confirm that dispersion is an important community-assembly process as also previously described in literature (see references above). In particular, bacterial sources significantly contributed to change the community structure over time. The changes over time are due both to the different relative contribution of the sources in the different season and to the intrinsic changes in the structure of sources themselves across seasons. Moreover, we found important clues that indicate possible selection processes like the significant effect of Ba, SO$_4^{2-}$ and Mg$^{2+}$ that allow the selection of some microbial populations rather than others. These clues support the hypothesis that the presence of some nutrients in the aerosol lets to presume that the atmosphere could harbor the sufficient conditions to hypothesize a living bacterial community (Polomenakou, 2012).
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CHAPTER 5

Unraveling the bacterial diversity in the atmosphere
5.1 Introduction

The term ‘bioaerosol’ refers to airborne biological particles such as bacterial cells, fungal spores, viruses, pollens and their by-products such as endotoxins (Stetzenbach et al. 2004). Most of the first studies on aerosols focused on the non-biological fraction of particles, but, in recent years, interest has grown on the biological fraction, and in particular in disclosing the composition and the effects of bioaerosol. This interest has been boosted by an increasing amount of evidence suggesting that this fraction may play a critical role in the negative effects of aerosols on biological systems. For example, it has been proved that airborne endotoxins are partly responsible for inflammation processes caused by aerosol inhalation (Becker et al. 2005; Camatini et al. 2012; Finnerty et al. 2007; Longhin et al. 2013), while some biological particles, such as pollens and fungal spores, can cause asthma and allergies (D’Amato 2002; Moorman et al. 2011).

The atmosphere can be considered an extreme environment for microorganisms because of its chemical and physical characteristics, such as high solar radiation, low moisture and nutrients, and its large dispersing capability. Nevertheless, first investigations demonstrated that microorganisms do exist in the atmosphere and can be metabolically active (Cote et al. 2008; Fuzzi et al. 1997; Lighthart 1997; Lighthart and Shaffer 1995a,b; Sattler et al. 2001; Tong and Lighthart 1998; Womack et al. 2010). For this reason, it has been speculated that bacteria might be actively involved in the detrimental effects of bioaerosols. Despite that it is still unclear whether airborne bacteria are an actual ecological community or are simply a pool of organisms passively gathered together from different sources, many authors refer to the bacteria in the atmosphere as to the ‘microbial community’. In this paper the same conventional term will be adopted, without implying that ecological processes occur among bacteria.

The main interests in air microbiology currently lay on the detection of potentially harmful microorganisms in indoor environments and several reviews have been published on this topic (D’Arcy et al. 2012; Eames et al. 2009; Eduard et al. 2012; Tang
2009), while studies on bioaerosols in outdoor environments have lagged behind. In addition, research on this latter topic mainly focused on the atmosphere as a source of pathogenic microbes (Polymenakou 2012). Particularly, many studies assessed microorganism dispersion from bio-hazardous agricultural or industrial plants such as wastewater treatment plants, composting plants and breeding farms. Reviews on this topic have been recently published (Dungan 2010; Dungan and Leytem 2009; Korzeniewska 2011; O'Hara and Rubin 2005; Millner 2009). However, a small but significant body of literature exists on the diversity and variability of outdoor, near-surface airborne microbial assemblages, whose composition is not influenced by the presence of specific point sources of potentially hazardous microbes.

This paper aims at reviewing the current literature on this particular topic of air microbiology, and on the analytical methods used in this research field. We also emphasize how the use of culture-independent techniques and, more recently, of the Next-Generation Sequencing-based methods (NGS), has improved the ability of the scientific community to address the main research questions in this field, which are: 1) the description of the temporal and spatial variability of airborne microbial communities, 2) the identification of the environmental factors affecting this variability and the diversity of airborne microbes, 3) the study of the potential terrestrial and marine sources of atmospheric bacteria. Critical evaluations of the state of the knowledge as well as suggestions about research needs are also provided.

5.2 Sampling methods

A wide variety of bioaerosol sampling methods is currently available and no standardized protocols have been established so far. Different devices have been developed for particulate matter (PM) sampling; they all have both, advantages and disadvantages, and the choice is mainly determined by the aims of the study (Fahlgren et al. 2011) and the analyses that will be performed on the samples. An accurate sampling campaign design is also crucial for data analysis, and differences in sampling strategies can hamper data comparison. Sampling devices can be divided in
four principal categories on the basis of the method used for bioaerosol collection: gravity, impaction, liquid impingement and filtration.

In the first method, also called ‘depositional sampling’, airborne microorganisms are collected by gravity deposition on an agar medium exposed to the environment. This method is cheap and simple to perform, but it is non-quantitative and biased towards the collection of large particles, which settle more than small ones (Buttner et al. 2002). Since the volume of air involved in bioaerosol deposition is also unknown, depositional sampling does not allow determining the concentration of organisms. However, it is used for cultivation-based studies, because it preserves the viability and cultivability of sampled microorganisms.

The other three sampling methods use air forced samplers, and allow determining the concentration of organisms (Stetzenbach et al. 2004). Impactors drive the deposition of particles onto a solid collection surface, generally agar medium, exploiting the particle inertia (Fang et al. 2007). In addition, they can deposit the particles onto an adhesive-coated surface that can be analyzed microscopically. The airflow rates of impactors usually range from 10 to 700 l min⁻¹. This sampling method is suitable for cultivation-based studies, but the impaction stress generated on the collected bioaerosols may reduce the retrieval of culturable microorganisms.

The impingement consists in the collection of airborne particles into a liquid. The typical airflow rate of these samplers ranges from 12.5 to 20 l min⁻¹. Recently, new high-velocity devices based on impingement, referred to as ‘aerosol-to-hydrosol samplers’, have also been developed (Xu et al. 2011). The main advantage of this technique is the possibility to process samples by dilution or concentration and to use samples for different types of analysis such as cultivation, microscopy, flow cytometry or molecular methods (Cho and Hwang 2011; Fierer et al. 2008). The main disadvantage is a limit in collection time to a few hours with current devices, due to the fact that an extended sampling may increase the sampling stress and reduce the viability of the collected bacteria (Fahlgren et al. 2011).
Devices based on filtration force the passage of air through a porous filter membrane where bioaerosol is collected. The highly variable features of these devices allow the collection of samples with different characteristics, which depend, for example, on the chosen bioaerosol fraction, on filter pore size and material, and on airflow rate. The last usually varies from 1 to hundreds of l min⁻¹. This technique is simple, low-cost, versatile and suitable for many different downstream analyses of the samples. However, filtration may determine cell desiccation and compromise the viability of vegetative cells (Griffin et al. 2011). For this reason it is generally used in studies that do not imply cultivation-dependent analyses (Bowers et al. 2012).

5.3 Description of airborne microorganisms
5.3.1 Quantification of airborne microorganisms

The assessment of the bacterial load in the air is a central task for the description of airborne microbial communities. Traditionally, quantification has been carried out by culture-dependent methods such as direct plate count. The precision of this method clearly depends on the success of cultivation. In fact, a relevant fraction of microorganisms are supposed to be viable, but they do not form colonies on agar plates because they entered the viable-but-not-culturable state (Lighthart 1997; Peccia and Hernandez 2006). Studies whereby both culture-dependent and culture-independent microbial counts were performed on different atmospheric samples allowed estimating that the percentage of culturable microorganisms varied from less than 1% to a maximum of 20% in the atmosphere (Cho and Hwang 2011; Peccia and Hernandez 2006; Temkiv et al. 2012; Vaïtilingom et al. 2012). For this reason, the use of culture-independent techniques has significantly increased in recent years. Among these, total direct count has become usual (Rinsoz et al. 2008). It involves DNA staining with fluorescent dyes, such as DAPI (4’6-diamidino-2-phenylindole) or SYBR Green, and a subsequent epifluorescence microscopy observation. In addition, if specific dyes such as acridine orange are used, viable cells can also be recognized and quantified (Maron et al. 2005). However, a considerable amount of bacteria must be
present in samples (over 104 cells l⁻¹) to obtain reliable results. Moreover, it is also possible to misidentify microorganisms with debris of non-biological origin. Flow cytometry can also be used for cell enumeration (Bowers et al. 2011b). This method offers great speed, automation and more accuracy in sample processing, but it requests a minimum bioaerosol concentration of 1000 cells ml⁻¹. This restriction can be overcome by increasing the sampling time (Georgakopoulos et al. 2009).

The development of PCR-based methods enhanced the ability to detect and identify microorganisms (An et al. 2006). The main advantages of these techniques are better sensitivity and higher speed than other methods. In addition, PCR-based methods do not depend on viable or culturable cells for enumeration, so that a wide variety of samplers can be used for bacteria collection. In particular, the quantitative PCR (qPCR) is a method that measures in real-time the increasing amount of amplification products in PCR reactions using a fluorogenic compound (SYBR Green, TaqMan Probes, etc.). Either total bacteria or a peculiar group of microorganisms can be quantified depending on the primer set used. For instance, Brodie and colleagues (2007) used the qPCR to validate PhyloChip detection of changes in abundance of Pseudomonas oleovorans. However, qPCR may underestimate the actual amount of airborne bacteria, mainly because of primer mismatches or inefficiency in DNA extraction from samples (DeLeon-Rodriguez et al. 2013). Moreover, a recent study pointed out that qPCR is able to discriminate between microbial abundances only when they differ more than 1.3 to 3.2 times (Hospodsky et al. 2010).

This heterogeneity in the quantification techniques used in different studies hampers comparison of results, as reported abundances can differ by several orders of magnitude depending on the enumeration method used. For example, cultivation-dependent counts revealed a bacterial abundance that ranged from 0 to 10⁴ CFU m⁻³ (Fahlgren et al. 2010; Fang et al. 2007; Haas et al. 2013; Jeon et al. 2011; Ravva et al. 2012), while studies that estimated total bacterial load by epifluorescence returned values that ranged from 10³ to 10⁷ cells m⁻³ (Bowers et al. 2009, 2011a, 2012; Harrison et al. 2005; Vaïtilingom et al. 2012), and abundance estimates from qPCR
ranged between $10^1$ and $10^6$ cells m$^{-3}$ (chapter 3; Cho and Hwang 2011; Lee et al. 2010; Li et al. 2010; Smith et al. 2012). The lower number of CFU counts reported in cultivation-based studies is probably due not only to the aforementioned cultivation bias, but also to a loss of cell viability consequent to their exposure to atmospheric stresses (desiccation, temperature UV radiation, etc.) (Zweifel et al. 2012), so that currently there is no definitive method for assessing the total number of viable bacteria in the atmosphere.

5.3.2 Cultivation-based surveys

Cultivation was the method used in the first aerobiological studies that aimed at investigating airborne microbial communities in outdoor environments. These studies provided a first description of airborne microorganisms by a taxonomic classification of a variable number of isolates from different environments, such as urban, rural, forest, coastal and remote sites (see e.g. Di Giorgio et al. 1996; Fang et al. 2007; Mahdy and El-Sehrawi 1997; Mancinelli and Schulls 1978; Shaffer and Lighthart 1997). A number of surveys was also conducted on dust events in different geographical regions. They were extensively reviewed elsewhere (Griffin 2007) and will not be treated here. Although studies on airborne microorganisms were conducted at sites that largely differ in general ecological and environmental conditions, 70-90% of isolates were generally Gram-positive bacteria, particularly belonging to the genera *Bacillus, Micrococcus* and *Staphylococcus*. The only notable exception was an urban site in Marseilles (France), where 60% of bacteria were instead Gram-negative (Di Giorgio et al. 1996). The authors of these studies hypothesized that Gram-positive bacteria were more abundant because their spores are more resistant to the harsh conditions of desiccation and high exposure to solar radiation, which characterize the atmospheric environment. However, cultivation methods heavily underestimate both the number and the diversity of microorganisms in a given environment. In addition, some studies reported large differences in the composition of airborne microbial communities assessed through culture-based or molecular methods (Cho and Hwang
2011; Ravva et al. 2012), while others observed substantially overlapping results (Fahlgren et al. 2010; Urbano et al. 2011).

Despite all the biases and limits described so far, cultivation is the method of choice for the isolation of microbial strains, which is still the most direct method to obtain reliable information on physiologic and metabolic characteristics of bacteria. For example, cultivation-based studies revealed that a high percentage of colonies grown on plates are pigmented (Cho and Hwang 2011; Fahlgren et al. 2010; Fang et al. 2007; Lighthart 1997; Mahdy and El-Sehrawi 1997; Mancinelli and Schulls 1978; Shaffer and Lighthart 1997; Temkiv et al. 2012; Vaïtilingom et al. 2012). Pigmentation is a very common feature in airborne microorganisms, probably because it protects cells from atmospheric UV exposure (Tong and Lighthart 1997) and contributes to survival at low temperatures (Fong et al. 2001). Kuske (2006) also reminded that culture-based analyses are still fundamental for some studies, such as epidemiological and sanitary surveys, because the successful isolation of microorganisms allows further investigation of their pathogenic traits. For example, Gandolfi et al. (2011, chapter 2) determined the antibiotic resistance of several microbial strains, and in particular of *Staphylococcus* strains, after isolation from PM10. Cultivation-based methods are also preferred when the focus of the study is on viable microorganisms only. For example, Temkiv et al. (2012) isolated *Methylobacterium* and *Bradyrhizobium* strains from hailstones, and successively tested their ability to utilize a range of different organic compounds as carbon sources. They demonstrated that *Methylobacterium* isolates were commonly able to metabolize some carboxylic acids that constitute PM. Moreover, Al-Bader et al. (2012) isolated from air dust consortia of phototrophs and heterotrophs able to use crude oil as carbon source. These are among the first evidences of metabolic activity of airborne bacteria. Recently, some culture-based surveys also dealt with the identification of potential sources of airborne bacteria (see also paragraph 3.3.4), especially in marine and coastal environments (Cho and Hwang 2011; Fahlgren et al. 2010; Urbano et al. 2011), often with the aid of the analysis of backward trajectories of air masses. These studies demonstrated that, when air
masses or aerosols are from marine origin, Gram-negative isolates generally predominate, while Gram-positive bacteria predominate in continental air masses. Studies based on culturable bacteria collected in air masses of the troposphere that moved over a long-range suggested that viable microorganisms retrieved in North America may be originated from regions as far as China and Japan (Smith et al. 2012).

### 5.3.3 Molecular characterization of microbial communities

The increasing awareness that cultivation biases pose an obstacle to a full and comprehensive description of microbial communities prompted microbiologists to turn to PCR-based methods also in the field of aerobiology. The first molecular-based works on airborne microorganisms were extensively reviewed by Peccia and Hernandez (2006). Since then, several other surveys have been conducted with the aim of giving a thorough description of airborne microbial communities (Table 1). Furthermore, the recent development of Next-Generation Sequencing-based methods (NGS) greatly improved the ability of microbiologists to describe microbial communities in different environments (Caporaso et al. 2012). In the atmosphere, the high-throughput performances of NGS allowed obtaining taxonomic profiles of multiple airborne communities by sequencing thousands of 16S rRNA gene amplicons per sample. Thus, even rare bacterial populations could be detected and the robustness of statistical methods applied to the results increased.

Even within the studies that used molecular investigation methods, there are many heterogeneities in sampling methods, sampled PM fraction, season when samples were collected, and target environment examined (e.g. urban, rural, marine, etc.), as well as in molecular and statistical methods used in the analyses. These heterogeneities in experimental design often hamper the comparison of results from different studies. However, most authors focused their research on a few specific topics, so that, probably, the current information on airborne microbial communities can be better summarized according to them. They are: 1) the evaluation of biodiversity of airborne microbial communities; 2) the assessment of the temporal
and spatial variability of the structure of airborne communities; 3) the influence of 
environmental and meteorological parameters on airborne communities; 4) the 
identification of potential sources of airborne bacteria.

**Table 1** *Main papers since 2005 dealing with descriptions of airborne microbial 
communities through molecular-based methods; TSP = Total Suspended Particulate.*

<table>
<thead>
<tr>
<th>Reference</th>
<th>PM fraction</th>
<th>Target environment</th>
<th>PCR-based methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Harrison et al. 2005</td>
<td>PM10</td>
<td>Urban, rural, remote</td>
<td>Cloning</td>
</tr>
<tr>
<td>Maron et al. 2005</td>
<td>TSP</td>
<td>Rural</td>
<td>Cloning, ARISA</td>
</tr>
<tr>
<td>Kuske 2006</td>
<td>TSP</td>
<td>Urban</td>
<td>T-RFLP</td>
</tr>
<tr>
<td>Maron et al. 2006</td>
<td>TSP</td>
<td>Urban</td>
<td>ARISA</td>
</tr>
<tr>
<td>Brodie et al. 2007</td>
<td>TSP</td>
<td>Urban</td>
<td>Cloning, PhyloChip</td>
</tr>
<tr>
<td>Després et al. 2007</td>
<td>PM2.5</td>
<td>Urban, rural, high-alpine</td>
<td>Cloning, T-RFLP</td>
</tr>
<tr>
<td>Fierer et al. 2008</td>
<td>TSP</td>
<td>University campus</td>
<td>Cloning</td>
</tr>
<tr>
<td>Polymenakou et al. 2008</td>
<td>Several</td>
<td>Coastal during dust storm</td>
<td>Cloning, RFLP</td>
</tr>
<tr>
<td>Bowers et al. 2009</td>
<td>TSP</td>
<td>High-elevation site</td>
<td>Cloning, NGS</td>
</tr>
<tr>
<td>Fahlgren et al. 2010</td>
<td>TSP</td>
<td>Coastal city</td>
<td>Cloning</td>
</tr>
<tr>
<td>Lee et al. 2010</td>
<td>TSP</td>
<td>Urban</td>
<td>T-RFLP</td>
</tr>
<tr>
<td>Li et al. 2010</td>
<td>TSP</td>
<td>Urban</td>
<td>DGGE</td>
</tr>
<tr>
<td>Bowers et al. 2011a</td>
<td>TSP</td>
<td>Agricultural, suburban, forest</td>
<td>NGS</td>
</tr>
<tr>
<td>Bowers et al. 2011b</td>
<td>PM2.5</td>
<td>Urban, small town</td>
<td>NGS</td>
</tr>
<tr>
<td>Franzetti et al. 2011</td>
<td>PM10, PM2.5</td>
<td>Urban</td>
<td>NGS</td>
</tr>
<tr>
<td>Jeon et al. 2011</td>
<td>TSP</td>
<td>Suburban during dust storm</td>
<td>Cloning, DGGE</td>
</tr>
<tr>
<td>Bowers et al. 2012</td>
<td>TSP</td>
<td>High-elevation site</td>
<td>NGS</td>
</tr>
<tr>
<td>Zweifel et al. 2012</td>
<td>TSP</td>
<td>Atmospheric boundary layer</td>
<td>Cloning</td>
</tr>
<tr>
<td>Bertolini et al. 2013</td>
<td>TSP</td>
<td>Urban</td>
<td>NGS</td>
</tr>
</tbody>
</table>
5.3.3.1 Evaluation of biodiversity of airborne microbial communities

One of the primary aims of several researches using molecular methods of analysis is to obtain a more detailed and more comprehensive description of microbial taxa associated with PM than that achieved in previous cultivation-based surveys. Sanger sequencing-based investigations revealed a different scenario than that depicted by cultivation-based methods, since in several cases they showed a predominance of Gram-negative microorganisms, mainly belonging to *Alpha, Beta- and Gammaproteobacteria, and Bacteroidetes* (Després et al. 2007; Fahlgren et al. 2010, 2011; Fierer et al. 2008; Lee et al. 2010; Maron et al. 2005; Zweifel et al. 2012). At lower taxonomic levels, the most frequently observed genera were *Sphingomonas* for *Alphaproteobacteria* and *Pseudomonas* for *Gammaproteobacteria* (Fahlgren et al. 2010; Harrison et al. 2005; Li et al. 2010; Zweifel et al. 2012). Only in few occasions were Gram-positive taxa more represented than Gram-negative; in these cases, the most abundant genus was *Bacillus* (Brodie et al. 2007; Harrison et al. 2005; Kuske 2006). Similar results were obtained with the use of NGS techniques. In fact, in the first paper reporting an NGS-based survey for the analysis of airborne bacteria, Bowers et al. (2009) described the bacterial community collected near-surface at a high-elevation site in Colorado (USA) using a barcoded 454 pyrosequencing protocol. They found that all air samples collected in summer had similar bacterial communities regardless of atmospheric conditions and were dominated by *Betaproteobacteria* (mainly *Burkholderiales*) and *Gammaproteobacteria* (mainly *Moraxellaceae*). Also in a more recent study conducted at the same site, *Proteobacteria* dominated microbial communities of summer samples, with *Moraxellaceae* and *Comamonadaceae* being the dominant groups within *Betaproteobacteria* (Bowers et al. 2012). Other recent studies using NGS techniques confirmed that *Proteobacteria* (particularly *Burkholderiales*) are among the dominant phyla, but pointed out that also
Actinobacteria and Firmicutes were among the most abundant bacterial groups (chapter 3; Bowers et al. 2011a,b; Franzetti et al. 2011). Overall, the majority of culturable airborne bacteria are Gram-positive, rather than negative (paragraph 3.2), while the same holds true in a few cases when molecular methods are used. Therefore, these results clearly indicate that cultivation-based methods are unable to provide a thorough description of the structure of airborne bacterial communities. The composition of airborne microbial community can dramatically change during extreme meteorological events. For example, Polymenakou et al. (2008) analysed the PM collected during a dust event in Crete (Greece) and found a sharp prevalence of Firmicutes in the coarser fractions, which were gradually replaced by Actinobacteria in the finer fractions. Jeon et al. (2011) also compared airborne microbial communities between dust and non-dust event days and observed a clear difference in the structure of microbial communities. Firmicutes dominated the communities during dust events, accounting for 53% of sequences, while Proteobacteria dominated in non-dust event days (53% of sequences). These data may indicate a prevalence of spore-forming bacteria in desert dust, maybe due to their higher ability of surviving to long-range transport (Marchant et al. 2008). DeLeon-Rodriguez et al. (2013) observed that microbial communities in the upper troposphere (8-15 km altitude) dramatically changed after a hurricane, with a majority of the alphaproteobacterial genus Afipia being replaced by members of the Burkholderiales.

Some authors also analyzed the archaeal component of airborne microbial communities, either by universal (Bowers et al. 2009, 2011a,b, 2012; Fierer et al. 2008) or by domain-specific primers (Cho and Hwang 2011; Després et al. 2007) for PCR amplification, while Brodie et al. (2007) included 307 archaeal taxa in their PhyloChip. Sequences classified in the Archaea domain were never retrieved, except for one sample of marine aerosol (Cho and Hwang 2011), in which a phylotype belonging to Euryarchaeota was detected.

Chloroplast sequences are commonly retrieved when analyzing airborne bacterial communities and, notwithstanding the use of bacterial-specific primer pairs, they can
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represent up to 79% of sequences, because of partially overlapping sequences with bacterial 16S rRNA gene. The issue of whether or not to take them into account in the subsequent analyses is still debated, and has been addressed in both ways. For example, Brodie et al. (2007), Zweifel et al. (2012), Fahlgren et al. (2011), Franzetti et al. (2011) and our previous work reported in chapter 3 included chloroplast sequences in their analyses, while Fahlgren et al. (2010), Jeon et al. (2011) and Maron et al. (2005) excluded them.

Biodiversity of airborne microbial communities was estimated in several papers through indices, such as Shannon diversity or evenness (Fahlgren et al. 2011; Jeon et al. 2011; Maron et al. 2005; Ravva et al. 2012), and/or rarefaction curves (Bowers et al. 2009, 2012; Brodie et al. 2007; Ravva et al. 2012). When the latter method was applied to the large number of sequences provided by pyrosequencing, Franzetti et al. (2011) observed that OTU richness in the near-surface atmosphere of an urban area of Italy was greater than any other value previously reported for air bacterial communities and close to those reported for soil. The same analysis revealed that, on the contrary, the upper troposphere harbours less complex communities compared with several other environments, probably due to the extreme conditions at high altitudes (DeLeon-Rodriguez et al. 2013). The same analyses can be performed also on community fingerprints rather than on proper sequences. For example, Polymenakou et al. (2008) constructed rarefaction curves from an RFLP-based distribution of clones in OTUs. The appropriateness of both approaches has been widely debated. In fact, Lee et al. (2010) calculated a set of diversity indices on T-RFLP profiles and found lower values than Maron et al. (2005), which conversely based their analyses on a clone library. Such discrepancy can be due to an underestimation of taxon diversity of T-RFLP technique. On the contrary, Després et al. (2007) found that T-RFLP analysis was able to reveal a larger bacterial diversity than the sequence analysis. Nevertheless, they observed a lower biodiversity than that generally retrieved in other environments, such as soil.
5.3.3.2 Temporal and spatial variability in the structure of airborne microbial communities

Airborne bacterial communities seem to be in permanent change. Indeed, most studies using Sanger sequencing-based methods found large changes in the structure of airborne communities between consecutive days or even between hours within the same day (Fierer et al. 2008). In addition, seasonal variability was suggested to be even higher (Brodie et al. 2007; Lee et al. 2010; Maron et al. 2005, 2006). Molecular fingerprint techniques, such as DGGE, T-RFLP and ARISA, proved to be particularly useful for the investigation of the temporal and spatial variability of airborne microbial communities. For example, Jeon et al. (2011) found very similar DGGE profiles, both for consecutive days and for different locations of the Seoul (South Korea) suburban area in the same day, which abruptly changed only when a dust event occurred. Interestingly, Li et al. (2010) demonstrated that microorganisms retrieved at ground level are not significantly different from those found at higher elevation (238 m), thus suggesting the occurrence of a wide atmospheric mixing.

The temporal and spatial variability of bacterial communities has also been investigated in different studies based on NGS methods, and most of these studies showed significant differences among the airborne microbial communities in different seasons (chapter 3; Bowers et al. 2011b, 2012; Franzetti et al. 2011). The taxa most responsible for this seasonal shift were *Firmicutes* and *Actinobacteria*, whose abundance was higher in cold seasons, and *Sphingomonadales*, whose abundance was higher in summer (Bowers et al. 2009; Franzetti et al. 2011). Interestingly, the observed seasonal variability in the composition of bacterial communities was lower in Total Suspended Particle (TSP) than in finer fractions (PM10 and PM2.5) in Milan (Italy), thus suggesting that airborne bacterial communities associated with different dimensional fractions of PM may differ (chapter 3; Franzetti et al. 2011). The airborne community showed also significant changes according to location and land-use around sampling point, as were the cases of agricultural, forest and suburban...
environments in northern Colorado (USA) (Bowers et al. 2011a), and of three cities and one small town in Midwestern United States (Bowers et al. 2011b).

The statistical methods used in these investigations were essentially multivariate. Principal Coordinate Analysis (PCoA) is commonly used to represent multivariate microbial communities in a few dimensions, and is the method of choice when non-Euclidean distances (as the commonly used UniFrac distance) are involved. Analysis of similarity (ANOSIM) and multivariate analysis of variance (MANOVA) were commonly used to investigate differences in the structure of microbial communities among seasons and environments. PRIMER (Clarke and Gorley 2006) and R (R Core Team 2012) are the most commonly used softwares for these analyses.

5.3.3.3 Influence of environmental and meteorological factors on airborne bacterial communities

The identification of the environmental factors and meteorological conditions that affect the structure of the airborne microbial communities and the abundance of microorganisms in the atmosphere is another major topic of air microbiology. However, only few studies using both NGS-based and fingerprinting/cloning methods were able to identify single meteorological factors that affect the structure of microbial communities (chapter 3; Bowers et al. 2012; Brodie et al. 2007; Maron et al. 2006). The statistical method most commonly used to investigate this topic is the Mantel test albeit Multivariate Regression Trees (MRT) have also been employed (chapter 3; Brodie et al. 2007).

Air temperature was most often the factor that significantly shaped the microbial community in different environments. For example, Maron et al. (2006) showed that temperature and relative humidity mostly contributed to the differences in bacterial community structure among weeks in the urban area of Nancy (France). In the near-surface atmosphere of Colorado the temperature was the only predictor of bacterial community structure along the four seasons and it significantly explained the intra-seasonal variability in autumn and spring bacterial communities (Bowers et al. 2012).
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MRT disclosed cut-off values of mean daily temperature that separated the bacterial communities in different clusters. Particularly, air samples collected in days with temperatures below 22°C in Texas (Austin and San Antonio) or below 6°C Italy (Milan) were characterized by higher abundances of *Actinomycetales* (chapter 3; Brodie et al. 2007). However, most authors recognized that both the spatial and the temporal variability of airborne bacterial communities are more likely due to the combined effects of differences in several meteorological factors, in the chemical composition of PM and in the relative importance of the main sources of the air particles, rather than to temperature per se (chapter 3; Brodie et al. 2007).

5.3.3.4 Identification of potential sources of airborne bacteria

Potential sources of airborne bacteria have commonly been hypothesized on the basis of the most abundant taxa retrieved in PM samples (chapter 3; Bowers et al. 2011a,b, 2012; Brodie et al. 2007; Franzetti et al. 2011; Maron et al. 2005). In some papers, the Similarity Percentage (SIMPER) function of PRIMER (Clarke and Gorley 2006) was used to identify taxa that can serve as ‘indicators’ of different sources of airborne microorganisms. Bacteria were first collected from different putative source environments and SIMPER was used to identify the taxa that primarily provide a discrimination between bacterial communities at each environment. These ‘indicator taxa” were then used to assess the relative contribution of each source to the community in each airborne sample (Bowers et al. 2011a,b, 2012).

Consistent results from different studies allowed putting forward that, in continental and temperate regions, plants are important sources of atmospheric bacteria, especially in warm seasons. This is suggested by the abundance of plant-associated bacteria, such as *Sphingomonadales* and *Rhizobiales*, and the high number of chloroplast sequences retrieved in samples collected in warm periods. Conversely, soil-inhabiting bacteria, such as *Actinobacteriales, Firmicutes* and *Burkholderiales*, prevailed in the atmosphere during cold seasons. Bacteria of marine origin were obviously abundant in coastal environments (Cho and Hwang 2011; Fahlgren et al.
Moreover, even in outdoor environments researchers are increasingly focusing their studies on the identification of the sources of specific bacterial populations that may negatively affect human health. For example, obligate anaerobes (including Bacteroidales, Clostridiales and Fusobacteria) were interpreted as indicator taxa for aerosolization of dog faeces in urban areas of the Midwestern United States (Bowers et al. 2011b). However, the overall similarity between bacterial communities sampled in different sites and seasons suggested that a fraction of airborne microorganisms may be ubiquitously distributed due to long range transport of bacteria (Bowers et al. 2011a; Marchant et al. 2008). DeLeon-Rodriguez et al. (2013) hypothesized the existence of a ‘background’ bacterial community at high-altitude in the upper troposphere. Furthermore, Fierer et al. (2008) remarked that abundant airborne taxa are also common in other cold and oligotrophic environments, such as ice and polar soils, thus suggesting that bacteria living in these extreme environments share particular features which promote their ability to survive in the atmosphere.

In some cases, the source area of airborne bacteria was identified through backward trajectory analyses. Indeed, temporal shifts in microbial community composition could sometimes be related to the different origin of air masses (Fahlgren et al. 2010; Jeon et al. 2011; Zweifel et al. 2012), but this was possible only when air masses at the same location originated from clearly different environments (e.g. marine or continental areas, agricultural, forest or desert areas) in different days.

5.4 Future perspectives

Despite that the use of NGS technologies has significantly improved our knowledge on the dynamics and sources of airborne microbial populations, researches in this field of microbiology are still in their infancy. Common patterns in dominant bacterial populations in the atmosphere have been independently retrieved in different studies. Therefore, a microbial background seems to exist in outdoor near-surface atmosphere and seems to be shared among different environments (e.g. urban, rural, marine, etc.) and geographic locations. Importantly, these dominant bacterial
populations were consistently identified in studies based on different sampling and analysis methods. However, the adoption of homogeneous protocols and experimental designs would be helpful for data comparison among different research groups. Several papers have also identified recurrent local sources of bacteria in outdoor near-surface atmosphere. A shared method to perform this task is still lacking, but the identification of bacterial taxa as indicators of specific source environments may represent a valid tool for future investigations (Bowers et al. 2011b).

Long-range transport of microorganisms in the atmosphere is another topic of air microbiology that is still open to further research advances. In fact, it affects the structure of local microbial communities and their ecological role, as well as the biogeography of microorganisms. Particularly, transport of microorganisms in the upper troposphere may have meteorological and climatic implications, which are still far to be fully elucidated (DeLeon-Rodriguez et al. 2013; Morris et al. 2011; Smith et al. 2012). The existence of large biogeographic air regions, from which different bacteria might be originated, has also been hypothesized but not definitively proved (Womack et al. 2010).

Although the presence of a metabolic activity of some airborne bacteria appears to be plausible (see Womack et al. 2010 and references therein), the occurrence of ecological interactions among them is still debated. Thus, significant gaps remain in our knowledge of the potential functions of the airborne microbial community and of the processes through which these functions are affected by environmental conditions. Metagenomics and metatranscriptomics have been increasingly used to address similar questions in several environments other than the atmosphere. On the contrary, to the best of our knowledge, only one airborne metagenome has been published so far in a study describing an urban indoor environment in Singapore (Tringe et al. 2008). The application of these techniques also to air microbiology has therefore the potential to supply ecological information on genetic adaptations of microorganisms to the atmospheric environment. Furthermore, it would also disclose
whether the extreme conditions of the atmosphere may have selected bacterial genes with potential biotechnological applications.
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CHAPTER 6

Bacterial community structure on two alpine debris-covered glaciers and biogeography of *Polaromonas* phylotypes
6.1 Introduction

Debris-covered glaciers (DCGs) are mountain glaciers (that is, all the glaciers but ice sheets) whose ablation area is covered mostly by debris (Benn and Evans 2010). DCGs are common on mountain ranges of Asia (Himalaya, Karakoram and Tien Shan), South America (Andes), Alaska, New Zealand and Alps (Smiraglia et al. 2000; Diolaiuti et al. 2003; Mihalcea et al. 2008; Benn and Evans 2010). Thick supraglacial debris reduces the rate and magnitude of buried ice ablation (Østrem 1959; Nakawo and Rana 1999), but the debris surface can be heated by solar radiation to temperatures that can exceed \( \pm 30 ^\circ C \) (Brock et al. 2010). The debris cover of DCGs is characterized by continuous rock substrate inputs at the highest part of the glacier. The debris is mainly composed of clasts, ranging in size from millimetres to metres, which fall on the glacier surface from surrounding mountains. The debris of DCGs therefore differs from the fine windblown particles that constitute the cryoconite, the most abundant debris in the central parts of debris-free glaciers (Laybourn-Parry et al. 2012). The debris is then transported down valley for times that, on some glaciers, can be as long as a century (Pelfini et al. 2007). As a result, the glacier surface is covered by a continuous debris layer, whose thickness generally increases toward the glacier terminus. The long transport on the glacier surface allows debris weathering and alteration, and its colonization not only by microorganisms but also by animals (for example, arthropods) and plants (Pelfini et al. 2007, 2012; Caccianiga et al. 2011; Gobbi et al. 2011). Ecological communities therefore exist on the surface of DCGs, and may be structured according to a chronosequence, with communities increasing in complexity towards the glacier terminus (Gobbi et al. 2011).

The rock coverage of DCGs, by virtue of its ecological features, allows the investigation of ecological hypotheses about microbial colonization and succession of microbial communities in extreme environments, but has been neglected so far in ecological and microbiological studies. Indeed, in Alpine environments, microbial
succession studies have typically been conducted only on glacial forefields, where the distance from the receding glacier front served as a proxy for time since organism colonization (Sigler and Zeyer 2002; Nicol et al. 2005; Nemergut et al. 2007; Schmidt et al. 2008; Sattin et al. 2009; Schutte et al. 2009, 2010; Philippot et al. 2011).

In this study, we collected, at increasing distances from glacier terminus, 38 samples of the debris coverage of two Italian DCGs, the Miage (Valle d’ Aosta—Italy) and the Belvedere (Piemonte—Italy) glaciers, and used the Illumina technology to provide a thorough description of the microbial communities, by 16S rRNA gene tag-deep sequencing. The first aim of this study was therefore to verify two hypotheses about microbial communities in the extreme environment of DCGs: (1) that the structure of the microbial communities along the glacier surface changes according to time of exposure of the debris, and (2) that microbial successions of these environments are dominated by autotrophic bacteria in the first stages and by heterotrophic bacteria in later stages.

High-elevation cold environments are considered ideal model systems for microbial biogeographical studies, as they are ‘extreme’ ecosystems, are geographically widespread and separated to one another, usually contain low microbial diversity and are linked to one another by the movements of cold dry air masses (Darcy et al. 2011). The bacterial genus Polaromonas is among the dominant bacterial taxa in glacial ice and sediments worldwide, and its presence has been reported particularly in recently deglaciated substrates (Frey et al. 2010; Darcy et al. 2011; Michaud et al. 2012). It is therefore a suitable model taxon for investigating biogeographical patterns of distribution of microorganisms. This study also aims at analysing Polaromonas sequences found on the Miage and Belevedere glaciers together with others published in the literature (Darcy et al. 2011) to investigate whether Polaromonas phylotypes do present a biogeographical distribution at global scale, as suggested recently (Darcy et al. 2011).
6.2 Material and Methods

6.2.1 Study sites and environmental data

The ablation zone of Miage glacier (451 470N, 061 520E, Mont Blanc massif) is debris covered from about 2400 m above sea level (a.s.l.) to the terminus at 1720 m a.s.l. The debris cover is mainly composed by gneisses, schistes and granites (Brock et al., 2010), and ranges in thickness between a few centimetres to more than 1 m at the terminus. Belvedere glacier (451 570N, 41 340E, Monte Rosa massif) is debris covered from about 2300 m a.s.l. to the terminus at 1750 m a.s.l. Rock debris is mainly composed by gneisses, micaschists and granites, and ranges in thickness between a few centimetres to more than 1 m at the terminus (Diolaiuti et al. 2003). Debris thickness on both glaciers was estimated by analysing, according to empirical models, kinetic surface temperature maps (pixel size 90 x 90 m$^2$) acquired by the ASTER satellite on 5 August 2009 (Belvedere glacier) and 12 August 2009 (Miage glacier) at 10:40 am local solar time (Taschner and Ranzi 2002; Mihalcea et al. 2008). Annual surface velocity of both glaciers was measured by the differential global positioning system method (Diolaiuti et al. 2005; Caccianiga et al. 2011). Surface elevation was extracted from 2003 Digital Elevation Models. The organic carbon (OC) content of sampled debris was quantified by the dichromate oxidation and titration (Walkley and Black method; Schumacher 2002) on the clastic fraction 0.2 mm, and pH was measured on the same clastic fraction in a distilled water soil suspension (1 : 2.5 soil : water ratio) by a portable pH meter (mod. HI 991300; Hanna Instruments, Woonsocket, RI, USA).

The two glaciers significantly differ in surface temperature, slope at sampling sites and pH values of sampled debris (see Supplementary Information for further details on glaciological features).
6.2.2 Debris sampling and DNA extraction

On both glaciers, samples were aseptically collected at the surface of the debris cover at approximately constant intervals (elevation and distance) from 1794 to 2043 m a.s.l. on the Miage glacier and from 1803 to 2085 m a.s.l. on the Belvedere glacier (Supplementary Table S1, Figure 1) both in July 2009 (the 28th on Miage and the 2nd on Belvedere) and September 2009 (the 10th on Miage and the 18th on Belvedere). Large clasts were discarded during sampling. The sampling point position was determined in July by a global positioning system (Oregon 300; Garmin Ltd, Olate, KS, USA). Global positioning system was used to recover the sampling sites in September. In the field, each sampling site was also visually recognized by the aid of a picture of the sampling location taken during the first visit in July. Samples were, therefore, taken at (approximately) the same site, with the only exception of sample 4 on the Miage glacier, which was sampled in different positions in July and September because the sampling point of July could not be reached in September because of a crevasse. In all, 9 samples were aseptically collected on Miage glacier and 10 on Belvedere glacier. Debris samples were kept at $\pm 4^\circ$C during transport to the laboratory, which occurred within 12 h. Samples were then divided into two aliquots: one was stored at $-20^\circ$C for DNA extraction and the other at $+4^\circ$C for the analyses of OC and pH. No replicated samples were taken at each site because multivariate regression-like analyses (see Statistical methods) were used to investigate the change in the structure of microbial communities along an ecological gradient (Lennon 2011). DNA was extracted from 0.5 g of debris using FastDNA Spin for soil Kit (MP Biomedicals, Solon, OH, USA) following the manufacturer’s instructions. Amplification tests were carried out on the extracts and ensured that no inhibition occurred during amplification of the different DNA samples.

Further information on field and laboratory procedures is available in the Supplementary Information.
Figure 1 The Miage (A) and Belvedere (B) glacier, with sampling points.

6.2.3 16S rRNA gene fragment sequencing

The V5 and V6 hypervariable regions of the 16S rRNA gene were polymerase chain reaction amplified using 783F and 1027R primers (Huber et al. 2007; Wang and Qian 2009; see also the Supplementary Information), for Genome AnalyzerIIX sequencing. Six to eight purified amplicons with different barcodes at 50 end of the forward primer (Supplementary Table S2) were pooled in 100 ml samples with a DNA concentration of 50 ng ml⁻¹. Multiplexed sequencing of all the pooled samples was performed on a single Illumina GA-IIX lane, using a paired-end 76 bp protocol and the 4.0 sequencing chemistry.

Illumina Real-Time Analysis software, version 1.8.7 (San Diego, CA, USA), was used to perform the cluster extraction and base-calling processing analyses.

6.2.4 Sequence processing and data analysis

Each sequence was assigned to its original sample according to its barcode. After sorting, the reverse read of each paired-end sequence was reverse-complemented and merged with the corresponding forward read, inserting 20 Ns in between (Claesson et al. 2010). A quality cutoff was then applied to remove sequences that did not contain the barcode or with an average base quality value (Q) lower than 30. The barcode was removed from sequences before further processing.
The taxonomic attribution of the filtered sequences was carried out using the stand-alone version of Ribosomal Database Project Bayesian classifier, using 50% confidence cutoff as recently suggested for sequences shorter than 200 bp (Wang et al. 2007; Claesson et al. 2009). Operational taxonomic units (OTUs) were defined on the basis of the Ribosomal Database Project classification, considering the fourth taxonomic level, which for most bacteria corresponds to the Order.

The sequences classified as *Polaromonas* spp. by Ribosomal Database Project classifier with a confidence level 480% were selected and clustered by UCLUST algorithm through QIIME interface (Caporaso et al., 2010) with the following parameter values: max_accept ¼ 0, max_reject ¼ 0, sort by abundance and sequence identity 99%. The GenBank *Polaromonas* sequences (Darcy et al. 2011) were used as reference database. Among the sequences clustered on the seed reference sequences, we selected the unique *Polaromonas* sequences from the Miage and Belvedere glaciers, respectively. The use of unique sequences at each glacier avoids inflating the effect of samples collected at very short geographical distances. The 43 unique within-glacier *Polaromonas* sequences obtained were used in the analyses of the biogeography of *Polaromonas* genus (see Statistical methods) along with 55 sequences from 15 glaciers throughout the world published in Darcy et al. (2011) and obtained from the GenBank (Benson et al. 2010). *Polaromonas* sequences were aligned using SILVA database as template and the genetic distances between them were computed with MOTHUR (Schloss et al. 2009). The source codes used for sequence processing and data formatting are available upon request from the authors.

6.2.5 Statistical methods

To compare samples that largely differ in the number of sequences (6047–42 864, see also Results), 6000 reads were randomly selected from all libraries and used in the analyses of the structure of microbial communities. Such number of sequences allows
an accurate determination of b-diversity among microbial communities (Caporaso et al. 2012). In addition, accumulation curves at each sampling site suggest that a-diversity could be captured with 6000 reads per sample, at least at the fourth taxonomic level (details not shown).

The number of sequences belonging to each OTU was considered an estimate of bacterial abundance at each sampling site. Ecological determinants of the structure of microbial communities were investigated by redundancy analysis (Legendre and Legendre 1998; Borchard et al. 2011) and hierarchical cluster analysis with the complete linkage method, on Hellinger distances between bacterial communities. This distance was chosen as it is metric, depends on the difference in the proportion of OTUs between samples, decreases the importance of OTU abundance over occurrence and avoids the double-zero problem when comparing OTU composition between samples (Legendre and Legendre 1998; De Caceres et al. 2010).

We preliminarily investigated the correlations among environmental variables to avoid entering highly correlated predictors in the statistical models (see Supplementary Information for details on variables excluded from the analyses). Predictors entered in models were distance from the glacier terminus, pH, two dichotomous variables indicating the glacier (Belvedere or Miage) and the month (July or September), slope, ablation rate, debris thickness and amount of OC in the sample. Models were simplified by backward selection of non-significant variables. Analyses were performed with the VEGAN package (Oksanen et al. 2009) and the HCLUST procedure in R 2.8.1 (R Development Core Team 2008).

Difference in OTU abundance among glaciers or months was tested by t-tests, and variation in OUT abundance according to other environmental variables was tested by correlations. P-values were corrected for multiple testing according to the false discovery rate (FDR) procedure (Benjamini and Yekutieli 2001) using the MULTTEST package in R 2.8.1.

For the analysis of the biogeography of *Polaromonas*, we calculated the matrix of great-circle distances among glaciers using in-house procedures (see Ambrosini et al.
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The matrix of genetic distances among sequences (see above) was then related to the matrix of geographic distances by means of Mantel tests and Mantel correlograms (corrected by the FDR procedure). Sampling sites were unevenly distributed worldwide (Supplementary Table S4 and Supplementary Figure S3). Breaks among distance classes in the Mantel correlogram were therefore arbitrary set to values corresponding to gaps in the distribution of distances among glaciers. The number of genetic distances in each geographical distance class ranged between 315 and 945, thus assuring adequate power to all statistical tests. See also Supplementary Information for why this procedure was preferred over alternative ones.

6.2.6 Data accessibility

Demultiplexed fastq-formatted DNA sequences have been deposited to Sequence Read Archive, study accession number ERP001386 (http://www.ebi.ac.uk/ena/data/view/ERP001386). Fasta-formatted DNA sequences of Polaromonas have been uploaded as Supplementary Information.

6.3 Results

After sorting and quality filtering, the number of 2 x 76 bp paired-end sequences obtained from the sequencing was 829 657, while the number of sequences of each library ranged from 6047 to 42 864 (Supplementary Table S3).

As reported in previous works, the number of sequences classified at 50% confidence level by the Bayesian classifier at a given taxonomic level sharply decreased from Domain to Genus level owing to the detection of unknown bacteria (Roesch et al. 2007; Franzetti et al. 2011). The classification of all the filtered sequences is reported at the fourth taxonomic level (Order; Figure 2 and Supplementary Figure S1) to take into account most of the sequences and to assure a classification accuracy 48.0% (Claesson et al. 2010). The total number of classified taxa in the sample ranged from 46 to 68 (Supplementary Table S3). At each sample, 33.9–51.7% of sequences were
not classified. In all the communities, *Actinobacteridae, Sphingobacteriales* and *Burkholderiales* were the dominant taxa and accounted for 450% of the classified sequences. As reported in Figure 2, at lower taxonomic levels most of the *Actinobacteridae* belonged to suborder Micrococcineae and *Propionibacterineae*; almost all (74–80%) of the *Sphingobacteriales* were classified as *Chitinophagaceae*, while *Comamonadaceae* family was the dominant taxon within the order Burkholderiales. Furthermore, most of the *Comamonadaceae* sequences belonged to genera Polaromonas (61% for Miage and 63% for Belvedere) and Variovorax (25% for Miage and 24% for Belvedere).

*Figure 2* Taxonomic classification using a RDP Bayesian classifier (50% confidence) of the filtered sequences. Classification of all the filtered sequences is reported at the fourth taxonomic level. Classification at lower taxonomic levels is reported for *Actinobacteridae, Burkholderiales, and Sphingobacteriales.*

6.3.1 Structure of microbial communities
Cluster analysis partitioned samples into three main groups, which however did not correspond to any obvious subdivision according to glacier and/or season
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(Supplementary Figure S2). Redundancy analysis indicated that the structure of microbial communities differed significantly between glaciers and months, and changed with increasing distance from the glacier terminus, amount of OC in the debris and ablation rate at sampling site (Table 1 and Figure 3).

Table 1: Final redundancy analysis of the structure of the microbial communities in relation to environmental factors. Significance was assessed by a randomization procedure (Legendre and Legendre 1998).

<table>
<thead>
<tr>
<th>Effect</th>
<th>df</th>
<th>Variance</th>
<th>pseudo-F</th>
<th>P</th>
</tr>
</thead>
<tbody>
<tr>
<td>Distance from the terminus</td>
<td>1</td>
<td>0.001</td>
<td>1.809</td>
<td>0.047</td>
</tr>
<tr>
<td>Glacier</td>
<td>1</td>
<td>0.003</td>
<td>8.289</td>
<td>0.005</td>
</tr>
<tr>
<td>Month</td>
<td>1</td>
<td>0.001</td>
<td>1.916</td>
<td>0.035</td>
</tr>
<tr>
<td>Organic C</td>
<td>1</td>
<td>0.001</td>
<td>2.373</td>
<td>0.015</td>
</tr>
<tr>
<td>Ablation rate</td>
<td>1</td>
<td>0.001</td>
<td>2.247</td>
<td>0.010</td>
</tr>
<tr>
<td>Residual</td>
<td>32</td>
<td>0.011</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Overall model significance: pseudo-$F_{5,32} = 4.137$, $P = 0.005$
Figure 3 Two-dimensional redundancy analysis plot of microbial communities observed on Belvedere (circles and dashed lines) or Miage (squares and solid lines) glacier in July (open symbols and grey lines) and September (filled symbols and black lines). The proportion of variance explained by each axis is shown. Asterisks indicate statistical significance of axes (\( ** = P < 0.01 \)). Numbers denote sampling site at each glacier and month. Arrows represent vectors of increasing distance from the glacier terminus (Dist), organic carbon content in the debris (OC), or ablation rate (Ablation). Letters indicate centroids of categorical variables entered in the analyses (B = Belvedere glacier, M = Miage glacier, J = July, S = September).
Relative abundance of *Acidimicrobidae*, *Rubrobacteridae*, *Sphingobacteriales* and *Sphingomonadales* increased (r ≥ 0.515, n = 38, PFDR ≤ 0.024) at increasing levels of OC in the debris, and that of *Xanthomonadales* significantly decreased (r = -0.501, n = 38, PFDR ≤ 0.031) at increasing ablation rate. Distance from the terminus did not significantly affect the abundance of any OTU (|r| ≤ 0.453, n = 38, PFDR ≥ 0.072). Abundance of 16 OTUs significantly differed between Belvedere and Miage glaciers: *Acidimicrobidae*, *Actinobacteridae*, *Gemmatimonadales*, Gp4, *Nitrospirales*, *Rubrobacteridae*, *Sphingobacteriales* and *Sphingomonadales* were more abundant in the Miage glacier than in the Belvedere glacier (t36 ≤ -3.390, PFDR ≤ 0.033), while the reverse held true for *Caulobacterales*, *Chlamydiales*, *Clostridiales*, Gp1, *Opitutales*, *Planctomycetales*, *Rhodospirillales* and *Xanthomonadales* (t36 ≥ 3.600, PFDR ≤ 0.024). Finally, abundance of *Bacillales* differed significantly between months, being larger in July than in September (t36 = 3.446, PFDR = 0.021).

### 6.3.2 Biogeography of *Polaromonas* genus

The 43 *Polaromonas* sequences retrieved in this study were combined with the 55 sequences from Darcy et al. (2011), who reported *Polaromonas* sequences from 15 sites from the entire world (Supplementary Figure S3). We re-run the analyses carried out by Darcy with this expanded data set. Genetic distance among unique within-site *Polaromonas* sequences was positively correlated with geographic distance among sites (rM = 0.202, P < 0.001, one-sided test). Mantel correlogram indicated that sequences sampled at o100 km was significantly more similar than those sampled at larger distance (rM = 0.117 PFDR = 0.007, one-sided tests). The same held true for sequences retrieved in glaciers between 9400 and 13 500 km to each other (rM = 0.109, P_{FDR} = 0.007, one-sided tests; Figure 4). Shifting the cutoff limits of these two distance classes did not qualitatively change the results of the correlogram analysis (see Supplementary Information for details).
**Figure 4** Genetic distance among Polaromonas sequences by geographic distance between glaciers. Lower panel shows all pairwise comparisons of genetic distance among Polaromonas sequences ($n = 4753$) and geographic distance among glaciers ($n = 17$). Upper panel shows the Mantel correlogram of genetic distance among the same sequences separated in six distance classes. The midpoint of each distance class is plotted. Shaded diamonds indicate significant tests in the Mantel correlogram. Vertical dashed lines indicate breakpoints between distance classes. The small numbers between the panels indicate the exact position of breakpoints.
6.4 Discussion

This work represents the first attempt to characterize the microbial communities on the debris cover of alpine DCGs and to determine possible environmental factors affecting their diversity.

Microbial communities of the debris were dominated by *Actinobacteridae*, *Sphingobacteriales* and *Burkholderiales*. The dominant taxon was the *Actinobacteridae* that represented 27% and 22% of the classified sequences at Miage and Belvedere glaciers, respectively. Most of these sequences were classified as *Micrococcineae* and *Propionibacterineae*, in accordance with recent studies specifically addressing the structure of *Actinobacteria* in cold environments (Jiang et al. 2010; Sanyika et al. 2012). Moreover, *Actinobacteridae* are ubiquitous in soils under very different climatic conditions (Madigan et al. 2009) and their high abundance is consistent with the presence of OC in the sediments, despite that the average OC content of debris sampled in Miage and Belvedere glaciers was 0.83 (0.72 s.d.) g kg⁻¹. This value is much lower than that of young soils (1–100 years) in European Alps, which range from 1.9 to 147.8 g kg⁻¹ (Egli et al., 2012).

*Sphingobacteriales*, which belongs to the phylum *Bacteroidetes*, is the only major taxon whose relative abundance significantly increased with increasing level of OC in the debris. This confirms the results from Fierer et al. (2007), where *Bacteroidetes* were positively correlated with C mineralization rates, which is a proxy of OC available to microorganisms. In addition, most of *Sphingobacteriales* sequences (74–80%) were classified as *Chitinophagaceae* at the family level (Figure 2). These microorganisms are able to degrade chitin and other complex olymeric organic matter (del Rio et al. 2010). *Chitinophagaceae* and other chitinolytic bacteria dominated the microbial communities of Antarctic soils and glacier forefields (Brankatschk et al. 2011; Ganzert et al. 2011). Chitin provides both C and N to the microorganisms (Moorhead et al. 2012) and may be supplied by arthropods, whose presence was already documented on the Miage glacier (Gobbi et al. 2011), and by fungi, which occur in recently deglaciated soils (Zumsteg et al. 2012). Interestingly, arthropods’ communities...
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showed a turnover along the Miage glacier tongue, and richer and more structured communities occurred close to glacier terminus (Gobbi et al. 2011). Despite the fact that no data on the concentration of chitin in the debris cover of DCGs are available, we speculate that chitin might represent a relevant fraction of the OC in the debris of DCGs.

The majority of the Burkholderiales sequences retrieved in this study belonged to the Comamonadaceae family (65%) and, in particular, to the genus Polaromonas, which represented 5.6% (Miage glacier) and 5.8% (Belvedere glacier) of the total sequences classified at genus level (Figure 2). This confirms the results of Nemergut et al. (2007), who found high abundances of Polaromonas in recently deglaciated areas. According to the genomic and metagenomic data, Polaromonas possesses the dormancy-inducing gene hipA, which might enhance its ability to survive to low temperature and long-range transport (Darcy et al. 2011). Moreover, Polaromonas strains from cold soils are able to oxidize a wide range of substrates (see Darcy et al. (2011) and references therein) and it has been recently demonstrated that a Polaromonas strain is able to weather recently exposed rocks (Frey et al. 2010). Despite the fact that we have no direct evidence of these abilities in the local Polaromonas strains, we can speculate that all these features might provide Polaromonas with selective advantages over other microorganisms in colonizing new substrates and therefore contribute to its high abundances.

It has been postulated that bacterial autotrophs may play a crucial role in the initial stages of microbial colonization and ecosystem development on rock substrates due to the low nutrient content, few available OC and scarce vegetation of fresh substrates (Sigler et al. 2002). Autotrophic bacteria processes may have significant rock-weathering activity. For example, chemolithotrophic iron/sulphur oxidizers may contribute to weather pyrite-bearing rocks by lowering the pH even when present at low abundances in the microbial communities (Borin et al. 2010; Mapelli et al. 2011). Endolithic Cyanobacteria may also contribute to silica dissolution through alkalinization (Mapelli et al. 2012). Interestingly, a red surface patina can be observed
on Miage debris, whose lithology shows general similarities with the one described by Borin et al. (2010), but is less widespread on the Belevedere, whose debris has a slightly different lithology and a more acidic substrate (see Supplementary Information). However, no sequence classified as *Acidithiobacillales* (Order) was found either on Belvedere glacier or Miage glacier, and pH values of the samples (pH45) suggested a negligible contribution of these bacteria to rock-weathering.

The most described role of autotrophs in early succession stages is the CO2 fixation. Particularly, some works suggested that *Cyanobacteria* are important sources of C in very early succession stages and some surveys did report high abundances of *Cyanobacteria* in early colonization stages (Nemergut et al. 2007; Schmidt et al. 2008; Zumsteg et al. 2012). On the contrary, other investigations showed low abundances of *Cyanobacteria* in glacier forefields without any relation between their abundance and soil age (Sigler et al. 2002; Sattin et al. 2009; Goransson et al. 2011; Knelman et al. 2012). Hence, the role of *Cyanobacteria* in the very early stages of ecosystem development is currently controversial. Our results add another piece of evidence against the old paradigm stating that these microorganisms are early pioneer organisms. In fact, *Cyanobacteria* were not among the dominant taxa in the debris, as they represented only 2.1% and 0.9% of the sequences classified at Class level at Belvedere and Miage glaciers, respectively.

Redundancy analysis showed that glacier, month, distance from the terminus, ablation rate and OC content significantly influenced the structure of the bacterial communities. Abundance of 16 taxa significantly differed from Belvedere and Miage glaciers. This is not surprising since the importance of local factors such as climatic conditions, bedrock composition, soil texture and pH in influencing bacterial diversity has been already documented (Mannisto et al. 2007; Lazzaro et al. 2009; Zumsteg et al. 2012). Particularly, the influence of pH was reported in several papers, although with contrasting results (Eskelinen et al. 2009; Lauber et al. 2009; Borin et al. 2010; King et al. 2010; Philippot et al. 2011; Knelman et al. 2012). Despite the fact that the microbial community structure did not show any significant relation with pH, the
debris of the Belvedere glacier was on average more acidic than that of the Miage glacier (see Supplementary Information). Hence, the observed difference in microbial community structure between the two glaciers may reflect a difference in average pH of the debris.

On a DCG, distance from glacier terminus, ablation rate and OC content of the debris are intimately related. Indeed, the rock coverage of a DCG is characterized by a continuous input of fresh, poor- in-OC debris from surrounding rocks in the upper part of the glacier. During downwards transport by glacier movements, OC content in the debris increases due to several concomitant mechanisms as a longer exposure of sediments to wind-blown organic matter, increased organic activity at lower altitudes and greater debris colonization by plants and animals. This leads to a gradient in the OC content of debris. Hence, distance from the terminus is a proxy of the time during which debris weathering and bacterial and vegetation colonization occur. Local ablation rate also increases toward the terminus, and is higher in areas where glacier movements determine a finer debris cover and even exposure of ice, for example, in areas with crevasses (Pelfini et al. 2012). Hence, OC content, ablation rate and distance from the terminus may probably be considered proxies of variation in general ecological features of the supraglacial debris that occurs during down valley transport. This interpretation is corroborated by the observations that distance from the terminus is represented by a vector opposite to those representing the other two variables in the redundancy analysis plot (Figure 3). The results from the multivariate analysis therefore suggest that glacier debris cover may host chronosequences similar to those observed in glacier forefields (Sigler and Zeyer 2002; Nicol et al. 2005; Nemergut et al. 2007; Schmidt et al. 2008; Sattin et al. 2009; Schutte et al. 2009, 2010; Philippot et al. 2011; Knelman et al. 2012; Zumsteg et al. 2012).

Overall, the results of this study of the variation in the structure of microbial communities along DCGs and the detailed analysis of the taxa that predominate in the communities suggest that bacteria with heterotrophic metabolisms dominate the microbial communities of the debris cover of the studied glaciers. Therefore, during
the initial stages of soil development in these extreme environments, organic C seems to be mainly provided by allochthonous deposition of organic matter (for example, plant debris, insects, animal excrements) rather than by CO₂ incorporation, as already supposed for glacier forefields (Schmidt et al. 2008; Brankatschk et al. 2011). In addition, the nutrient bioavailability in such extreme environments might be enhanced by the activity of specialized rockweathering bacteria, and chitinolytic bacterial activities might further contribute to enrich supraglacial debris in organic matter.

The study of the biogeographical pattern of *Polaromonas* distribution revealed that the genetic distance among phylotypes was positively correlated with geographic distance. In addition, phylotypes collected at sites <100 km and between 9400 and 13500 km to each other were significantly more similar than those collected at other distance classes. The significant similarity of sequences retrieved in glacial areas separated by <100 km and the significance of the Mantel test, which indicates a genetic by distance divergence of *Polaromonas* strains, suggests that geographic distances contribute to the genetic structuring of *Polaromonas* phylotypes. However, the Mantel correlogram showed that sequences retrieved at glaciers separated by 9400–13 500 km to each other were significantly more similar to each other than sequences found at glaciers in other distance classes. On the one hand, this result is not surprising, as it is similar to the findings of Darcy et al. (2011), from which most of the *Polaromonas* sequences used in this paper were obtained, where a significant similarity between sequences at thousands of kilometres to each other was observed. On the other hand, this result is difficult to explain, as we have no clear hypothesis about why glaciers at this distance class should host *Polaromonas* strains that are significantly more similar to each other than those found on glaciers at other distances. Maybe, *Polaromonas* strains do are ubiquitous, as suggested by Darcy et al. (2011) and in contrast with the previous results. However, if *Polaromonas* strains had a really cosmopolitan distribution, the Mantel correlogram would have identified no significant difference in the genetic distance between sequences at any distance class.
Further investigation on a larger number of *Polaromonas* sequences from more glacial areas of the world are needed to assess whether strains of this bacterial genus do show a biogeographical distribution or are cosmopolitan.

In summary, the results of this study on bacterial communities of DCGs add pieces of evidence supporting the hypotheses that (1) the structure of microbial communities changes according to the time of exposure of the sediment; (2) autotrophic organisms are not the only important early pioneers of recently exposed substrates, but heterotrophic and rock-weathering organisms may play a crucial role in soil formation by exploiting allochthonous deposition of organic matter and enhancing nutrient availability. Moreover, contrasting evidences about the hypothesis on the biogeographical distribution of *Polaromonas* phylotypes were found, and it is still unclear whether strains of this cosmopolitan bacterial genus do show a biogeographical pattern of distribution or they have a worldwide distribution.
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CHAPTER 7

Perspectives
7.1 Future perspectives

The use of NGS technologies has significantly improved our knowledge on the processes and dynamics that govern airborne microbial community structure. Independent studies, conducted among different environments (e.g. urban, rural, marine, etc.) individuated common patterns of microbial distribution in the atmosphere. These surveys independently retrieved a conserved group of dominant populations (Brodie et al, 2007; Fierer et al, 2008; Bowers et al, 2011a; 2012; 2013). This fact suggests the existence of a shared microbial background in outdoor near-surface atmosphere even among different environments and geographic locations.

Moreover, several shared sources of bacteria were identified such as soil, seawater, leaf sediments and animal feces (Bowers et al, 2011b; 2013, chapters 3 and 4). These findings, on one hand disclose the possibility of common origins of airborne bacteria, and on the other hand, open the research to the bacterial long-range transport study.

Long-range transport of microorganisms in the atmosphere affects the structure of local microbial communities and their ecological role, as well as the biogeography of microorganisms. Particularly, transport of microorganisms in the upper troposphere may have meteorological and climatic implications, which are still far to be fully elucidated (DeLeon-Rodriguez et al, 2013; Morris et al, 2011; Smith et al, 2012). The existence of different origins of air masses, from which different bacteria might be originated, has also been hypothesized, but not definitively proved (Womack et al, 2010).

Furthermore, the presence of a metabolic activity of some airborne bacteria appears to be plausible, although it is not already be definitively demonstrated (see Womack et al. 2010 and references therein). Moreover, the occurrence of ecological interactions among bacteria is still debated. Thus, there is still a significant lack of knowledge of the potential functions of the airborne microbial community and of the processes through which these functions are affected by environmental conditions.

However so far, only one airborne metagenome has been published in a study describing an urban indoor environment in Singapore (Tringe et al. 2008). The
application of metagenomics and metatranscriptomics techniques to air microbiology could supply ecological information on genetic adaptations of microorganisms to the atmospheric environment. Furthermore, it would also disclose whether the extreme conditions of the atmosphere might have selected some bacterial populations rather than others on the basis of their genetic characteristics. Despite these encouraging results and perspectives, researches in this field of microbiology are still incomplete and heterogeneous. The adoption of shared methods, homogeneous protocols and experimental designs would be helpful for data comparison among different research groups.
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8.1 Supporting information of Chapter 2

Figure S1 - Torre Sarca sampling site.

Figure S2 - Torre Sarca surroundings.
Figure S3 - Histogram chart showing classification at family level of summer and winter isolates.

Please note: Wiley-Blackwell are not responsible for the content or functionality of any supporting materials supplied by the authors. Any queries (other than missing material) should be directed to the corresponding author for the article.

8.2 Supporting Information of Chapter 3

8.2.1 Details on statistical methods

8.2.1.1 Missing PM2.5 data

Measures of PM2.5 for the first two days of the winter session of sampling were unavailable. Since complete datasets are required in most multivariate statistical analyses, we imputed these missing data by regressing PM2.5 concentrations on mean PM10 concentration. We used a second order polynomial regression ($R^2 = 0.920$) as this model fitted the data significantly better than a linear regression ($F_{1,35} = 7.43$, $P = 0.001$). Use of higher order polynomials did not significantly improve the fit of the model (details not shown).
8.2.1.2 ANOSIM

ANOSIM is a nonparametric randomization-based method of multivariate analysis widely used to compare the variation in species abundance and composition among groups of sampling units (Kuramae et al, 2011). ANOSIM provides an R statistics, which can range from -1 to 1 (albeit values < 0 are rarely obtained). R-values > 0.75 indicate well separated microbial compositions; R > 0.5 overlapping, but clearly different communities; and R < 0.25 practically not separable communities (Clarke and Gorley, 2006). The significance of ANOSIM tests was assessed using a randomization procedure whereby R was recomputed 9999 times.

8.2.1.3 Short-term variation in bacterial community composition

If the structure of bacterial communities slightly modifies over a few days, then communities sampled in consecutive days, or a few days apart, should be more similar than those sampled several days after. A positive association between distance between communities and the number of days between samplings is therefore expected in a Mantel test. This justified the use of one-tailed tests. Sources of PM in urban areas include dust from road and industrial activities. Inputs from these sources may show cyclical patterns of variation at the time scale of a week, according e.g. to the reduced traffic during weekends. This cyclical variation in inputs may traduce to similarity in bacterial communities sampled at particular time-lags. Mantel correlograms on samples taken within each season was used to investigate this hypothesis (Legendre and Legendre, 1998).

Airborne microbial communities may show large variation in their structure within a few days (Fierer et al, 2008). To compare variation in community structure among samples taken in the same season (within-season variation) and among samples taken in different seasons (between-season variation), we used goodness-of-fit Mantel tests (sensu Legendre and Legendre, 1998) whereby model matrix indicated whether samples were taken in the same or in different seasons. Goodness-of-fit Mantel tests were also used to compare variability in community structure within each season to
that observed in all the other samples. All Mantel tests were based on Spearman correlation to better compare the results with ANOSIM tests (Legendre and Legendre, 1998).

### 8.2.2 References


### 8.2.3 Tables

**Table S1.** 6bp-barcodes for Illumina sequencing and relative samples.

<table>
<thead>
<tr>
<th>Barcode</th>
<th>Sample ID</th>
</tr>
</thead>
<tbody>
<tr>
<td>5’-AGCAGC-3’</td>
<td>1 Wi/2 Wi/3 Wi/4 Wi/6 Wi</td>
</tr>
<tr>
<td>5’-AGAGAG-3’</td>
<td>5 Wi/7 Wi/8 Wi/9 Wi/10 Wi</td>
</tr>
<tr>
<td>5’-ATGATGC-3’</td>
<td>11 Sp/12 Sp/13 Sp/14 Sp/15 Sp</td>
</tr>
<tr>
<td>5’-CAGAGC-3’</td>
<td>16 Sp/17 Sp/18 Sp/19 Sp/20 Sp</td>
</tr>
<tr>
<td>5’-CAGCAG-3’</td>
<td>21 Su/22 Su/23 Su/24 Su/25 Su</td>
</tr>
<tr>
<td>5’-CATGAG-3’</td>
<td>26 Su/27 Su/28 Su/29 Su/30 Su</td>
</tr>
<tr>
<td>5’-CTGCTG-3’</td>
<td>31 Au/32 Au/33 Au/34 Au/35 Au</td>
</tr>
<tr>
<td>5’-CTGCTG-3’</td>
<td>36 Au/37 Au/38 Au/39 Au/40 Au</td>
</tr>
</tbody>
</table>
Table S2. Number of OTUs, Shannon-Weaver diversity index, and air and PM factors observed at all the sample days. The table is available at http://link.springer.com/article/10.1007/s00253-012-4450-0

Figure S1. Heat-plot of the abundances (blue = low abundance, red = high abundance) of all the OTUs detected in the 40 samples (numbers on the right). The dendrogram represents the hierarchical clustering analyses. A and B are the two main clusters identified. Colours at the base of the dendrogram represent the season when the sample was taken (blue = winter, green = spring, red = summer, orange = autumn).
**Figure S2.** Heat-plot of the abundances (blue = low abundance, red = high abundance) of the most abundant OTUs detected in the 40 samples (numbers on the right). The dendrogram represents the hierarchical clustering analyses. A and B are the two main clusters identified. Colours at the base of the dendrogram represent the season when the sample was taken (blue = winter, green = spring, red = summer, orange = autumn).
Figure S3. Two dimensional PCA plot of microbial communities sampled in different seasons (blue squares: winter; green circles: spring, red triangles: summer; orange diamonds: autumn) based on OTUs obtained by RDP classifier. Only the most abundant OTUs were considered. The percentage of variance explained by each axis is shown.
Figure S4. MRT analysis of OTU abundance and air and PM factors. Bar-plots show the average abundance of all the common OTUs (all the other OTUs are clumped in the “Other” category) in samples collected in days with average temperature lower (left bar) or higher (right bar) than 6.32°C.
8.3 Supporting Information of Chapter 4

Figure S1 Bar plot of OUT’s mean relative abundance. Abundant OTUs are highlighted in red.
8.4 Supporting Information of chapter 6

8.4.1 Further information on glaciological and environmental features of the miage and belvedere glaciers

8.4.1.1 Miage glacier

Miage Glacier (11 km2) is located in the Mont Blanc Massif; Valle d’Aosta, Italy. The ablation zone of this glacier (45° 47’ N, 06° 52’ E) is debris-covered from about 2400 m above sea level (a.s.l.) downwards to the terminus at 1720 m a.s.l. The lower zone of Miage glacier is covered by a continuous thick debris layer (Mihalcea et al. 2008), mainly composed by igneous and metamorphic rocks (gneisses, schistes and granites; Brock et al. 2010). The rock debris coverage ranges in thickness between a few centimetres of sparse debris up to more than 1 m at the terminus. The glacier tongue is divided into three lobes (North, Central and South lobe). Trees (mainly European Larch Larix decidua Mill. up to 2 m high) grow on the glacier debris cover up to 2000 m a.s.l. (Pelfini et al. 2007; 2012). The debris is also colonized by herbaceous vegetation (Caccianiga et al. 2011), arthropods (Gobbi et al. 2011) and nematodes (A. Zullini, personal communication). Mammals (e.g. Chamois Rupicapra rupicapra) can be observed on the glacier (C. Mihalcea, personal observations).

Ground-measured temperatures of debris cover during a sunny summer day exceed 30 °C, and are about 1-4 °C during night (Brock et al. 2010). Daily temperature excursion is therefore 28-33 °C. Close to the terminus debris temperature is positive throughout the vertical profile during almost the entire ablation season, and a continuous ice melt occurs at the bottom.

ASTER kinetic surface temperatures (12 August 2009 10:40 am UTC +1:00) are similar to ground measured temperatures: mean surface temperature over areas 90 × 90 m wide varies between 25 °C at 2059 m (site 9M) and 32 °C close to the terminus (site 1M). The Pearson’s correlation coefficient between ASTER and the field surface temperature data is 0.94 over the analyzed area.

Debris thickness was estimated from ASTER data according to empirical models (Taschner and Ranzi, 2002; Mihalcea et al. 2008). Previous researches indeed
demonstrated that surface temperatures derived from remote sensing data are good proxies for debris thicknesses (Taschner and Ranzi, 2002; Mihalcea et al. 2008). However, calculated debris thickness and ASTER temperatures are not collinear ($r = 0.146$) and can therefore be entered simultaneously in statistical analyses (see Statistical analyses). The calculated debris thickness varies between 18 cm up to 55 cm (average value over 90 × 90 m areas). Overall, debris thickness increases downwards, but is thinner in crevassed areas. The lowest thickness was measured at site 5M located at about 1956 m a.s.l. in a crevassed area where the glacier divides into three lobes. Thickest debris corresponds to areas close to the terminus (site 1M and 2M). On the south lobe the debris layer is generally more than 30 cm thick and stratified. Thick and stable debris cover presents approximately 3-4 layers: a fine layer at the bottom with melting water along the first centimetres followed by a mixed layer of fine and coarse debris, a layer of coarse debris with clasts of 1-10 cm, and a final layer at the surface with clasts larger than 10 cm.

Generally, over the analyzed area the slope is between 9 and 34 degrees. The annual glacier velocity along the longitudinal profile, measured by the Differential Global Positioning System method (Diolaiuti et al. 2005; Caccianiga et al. 2011) in the area where samples were collected, decreases downwards, from 23 m y-1 in the upper parts to 2 m y-1 at the terminus on the South lobe. South lobe is generally more stable, presents a thick layer of debris and, probably, favourable conditions for microorganisms and vegetation development (Pelfini et al. 2007; Caccianiga et al. 2011).

The ablation rate is influenced by debris distribution with rates that varies from 0.8 cm d-1 with more than 55 cm of debris to 3 cm d-1 where the debris is less than 20 cm thick. These values were calculated over time intervals of approximately 100 days during the 2010 ablation period. The ablation rate generally decreases from the top site (9M) to the lowest one (1M) with higher values during June-July and lower values during August-September.
8.4.1.2 Belvedere glacier

Belvedere debris-covered glacier (45° 57’ N, 4° 34’ E) descends the steep eastern slope of Monte Rosa, Piemonte, Italy. The glacier snout formed two main lobes ending at about 1750 m a.s.l. The glacier tongue is debris covered from about 2300 m a.s.l to the terminus (Diolaiuti et al. 2003). The debris layer is mainly composed by gneiss, micaschists and granites. Trees (European Larch and Willows Salix ssp. up to 1 m high) grow on the glacier debris cover up to 2000 m a.s.l. (M. Pelfini, personal observation). Herbaceous vegetation, arthropods, (Gobbi et al. 2011) and nematodes (A. Zullini, personal communication) colonize the debris cover of the Belvedere glacier, and Chamois can be observed on the glacier (R. Ambrosini personal observations).

The slope is generally lower than that of Miage glacier with maximum values of 16 degrees.

Surface temperatures are available from an ASTER image (5 august 2009 10:40 UTC +1:00) and are generally lower than those on the Miage glacier. The maximum temperature is 29 °C at 1959 m a.s.l. (site 4B). Generally, the surface temperature is 23 °C close to the terminus and decreases to 21 °C above 2000 m with some exceptions: 25 °C at site 3B and 26 °C at site 9B. Remote sensing data did not disclose a clear pattern of variation of surface temperature with elevation as that observed on Miage glacier.

Debris thickness, calculated from ASTER images, ranges from 23 cm at the highest sampling site (9B) to 41 cm (site 1B) at the glacier snout, but shows no clear trend over the sampling area. This is probably due to a surging event that occurred in 2003 in this glacier and to rock avalanches from the steep East face of Monte Rosa, which altered the distribution of the debris at the glacier surface.

The ablation rate is higher than on Miage glacier and varies from 6 cm d⁻¹ (June-July) at 1920-1970 m a.s.l. (sites 3B-5B) to 2 cm d⁻¹ (June-July) at 2080 m (site 9B). At lower elevation (1850 m), the ablation rate is about 5 cm d⁻¹. Melt rate is probably increased by the presence of crevassed areas between 1920 and 1970 m a.s.l. At
lower elevation the surface is more regular with continuous debris cover and decreasing melt rates.

Annual surface velocity, measured by the Differential Global Positioning System method (Diolaiuti et al. 2005; Caccianiga et al. 2011), is highest in the upper zone at 2000 m a.s.l. with values of 40-45 m y⁻¹ and decreases down valley to 30 m y⁻¹ at sites 7B and 6B, 15 m y⁻¹ at site 5B and 4B. The lowest velocity of 5 m y⁻¹ was observed at site 2B (1878 m a.s.l.) near the terminus.

8.4.1.3 Comparison of ecological conditions at sampling sites on Miage and Belvedere glaciers

Surface temperatures obtained by ASTER images were on average higher on the Miage (28.22 °C ± 0.86 SE) than on the Belvedere glacier (23.63 °C ± 0.93 SE; t-test: t₁₇ = -3.595, P = 0.002). Slope at sampling sites was higher on the Miage (21.11 degrees ± 2.93 SE) than on the Belvedere glacier (9.40 degrees ± 1.69 SE; t-test for inequality of variances: t₁₂.₉⁷ = -3.463, P = 0.004). pH of sampled debris was more acidic on the Belvedere (5.53 ± 0.13 SE) than on the Miage glacier (6.98 ± 0.14 SE; t-test: t₃₆ = -7.793, P < 0.001). Annual ablation rate, altitude of sampling point, annual surface velocity, debris thickness, distance from the glacier terminus and organic carbon (OC) content did not differ significantly between glaciers (|t₁₇| ≤ 1.518, P ≥ 0.147 in all cases).

8.4.2 Further information on sampling methods

At each sampling site approximately 50 ml of debris were aseptically collected by a garden scoop sterilized by denatured alcohol and fire. Scoop sterilization was repeated before taking each sample. Large clasts were discarded. Debris was put in sterilized falcon tubes and temporarily stored in a portable ice chest at approximately +4 °C. Within 12 h from collection, samples were brought to the lab where they were stored in a refrigerator at -20 °C until molecular analyses, and at +4 °C for determination of OC content and pH.
8.4.3 Further information on molecular analyses

Total DNA was extracted once for each sample according to the manufacturer’s instructions for the product, which assure an optimal extraction yield. However, even in the case DNA extraction would be not complete, this extraction bias can be assumed to be at the same extent for all samples, which still allows comparison among samples.

The V5 and V6 hypervariable regions of the 16S rRNA gene were PCR-amplified for Genome Analyzer-IIx sequencing. The PCR was performed in 3 reactions with a volume of 75 µL for each sample with @Taq® Hot start Taq polymerase (Euroclone, Pero, Italy), 4 mM MgCl2, 0.2 mM dNTPs mix, 1 µM of each primer. 783F and 1046R primers were used (Huber et al. 2007, Wang and Qian, 2009) and the cycling conditions were: initial denaturation at 94 °C for 5 min; 29 cycles at 94 °C for 50 s, 47 °C for 30 s, and 72 °C for 30 s and final extension at 72 °C for 5 min. At the 5’ end of the 783F primer, one of eight 6-bp barcodes was also included to allow sample pooling and subsequent sequence sorting (Table S2). After amplification, the 3 PCR reactions per each sample were pooled together before further processing. The amplified products of 288 bp were purified with the Wizard SV PCR purification kit (Promega Corporation, Madison, WI, USA) and DNA quantity and purity was evaluated spectrophotometrically by NanoDrop™ (Thermo Scientific, Waltham, MA, USA). Multiplexed sequencing of all the pooled samples were performed on a single Illumina GA-IIx lane, using a paired-end 76 base-pair protocol and the 4.0 sequencing chemistry. Illumina Real Time Analysis software, version 1.8.7, was used to perform the cluster extraction and base-calling processing analyses. The Illumina Multiplexing Sample Preparation Oligonucleotide Kit provides 12 index oligos for pooling up to 12 samples per lane. Therefore, the further customised tagging system with 8 barcodes at the 5’ end of the 783F primer allowed pooling up to 96 samples per lane. Illumina
8.4.4 Further details on statistical analyses

Preliminary analyses on independent variables entered in redundancy analyses

We preliminarily investigated the correlations among environmental variables in order to avoid entering highly correlated predictors in the statistical models. To this end we calculated all pairwise correlations among all variables that could be entered in the analyses as predictors, namely ablation rate, altitude of sampling point, amount of OC in the sample, ASTER kinetic surface temperature, annual surface velocity, debris thickness, distance from the glacier terminus, pH and slope. This analysis showed that altitude of sampling point, distance from the terminus, and annual surface velocity were highly correlated ($r \geq 0.85$), as well as temperature and pH ($r = 0.64$). Hence, altitude, surface velocity and temperature were disregarded from the analyses.

Use of arbitrary cutoffs in the Mantel correlogram over alternative procedures and robustness of the results

Mantel correlogram analysis needs a priori identification of distance classes. This task is often performed by the Sturges’ rule, which identified the number of distance classes according to the formula $N = 1 + 3.322 \times \log_{10}(m)$.

Where $N$ is the number of distance classes identified by the Sturges’ rule and $m$ is the number of pairwise distances in the correlogram. Cutoffs between distance classes are then chosen so to identify $N$ classes of equal width (De Caceres et al. 2010, Legendre and Legendre 1998). If sampling sites are not equally spaced, distance classes chosen according to the Sturges’ rule contain different number of pairwise differences, and therefore statistical power of test differ across distance classes.

An alternative procedure would be to create distance classes of unequal widths, but containing exactly the same number of pairwise differences. This procedure would assure the same statistical power across all distance classes, but the choice of cutoffs
is more difficult (De Caceres et al. 2010, Legendre and Legendre 1998). In addition, the construction of distance classes containing an equal number of comparisons is prevented when ties occur in distances among sampling units, as was the case in the dataset used in the present analysis, where sequences found on the same glaciers were compared.

We therefore preferred to set cutoffs between distance classes to values corresponding to gaps in the distribution of distances among glaciers (see Figure 4 in the main text).

As detailed in the Results of the main text, we found that sequences retrieved on glaciers less than 100 km apart (first distance class in Figure 4 of the main text) were more similar than those found on glaciers at larger distances. Similarly, sequences on glaciers between 9400 to 13500 km (fifth distance class in Figure 4 of the main text) to each other were more similar to one another than those found on glaciers at other distances. We investigated the robustness of these results by re-running the correlogram analysis while shifting the cutoff limits of these distance classes. In particular we shifted 1) the upper limit of the first distance class up to 1200 km; 2) the lower limit of the fifth distance class between 8000 and 11000 km; 3) the upper limit of the fifth distance class between 12000 and 15000 km.

In all cases results did not change qualitatively (details not shown), and we are therefore confident that the arbitrary choice of cutoffs has not altered the general conclusions that we draw from the Mantel correlogram analysis.

8.4.5 References


Chapter 8


8.4.6 Tables

Table S1 - UTM coordinates and elevation of sampling sites.

<table>
<thead>
<tr>
<th>Glacier</th>
<th>Month</th>
<th>Sample ID</th>
<th>UTM y</th>
<th>UTM x</th>
<th>h</th>
</tr>
</thead>
<tbody>
<tr>
<td>Miage</td>
<td>July</td>
<td>1MJ</td>
<td>5072431</td>
<td>336380</td>
<td>1780</td>
</tr>
<tr>
<td>Miage</td>
<td>July</td>
<td>2MJ</td>
<td>5072383</td>
<td>336153</td>
<td>1844</td>
</tr>
<tr>
<td>Miage</td>
<td>July</td>
<td>3MJ</td>
<td>5072265</td>
<td>335947</td>
<td>1888</td>
</tr>
<tr>
<td>Miage</td>
<td>July</td>
<td>4MJ</td>
<td>5072109</td>
<td>335798</td>
<td>1926</td>
</tr>
<tr>
<td>Miage</td>
<td>July</td>
<td>5MJ</td>
<td>5072027</td>
<td>335587</td>
<td>1956</td>
</tr>
<tr>
<td>Miage</td>
<td>July</td>
<td>6MJ</td>
<td>5072091</td>
<td>335365</td>
<td>1993</td>
</tr>
<tr>
<td>Miage</td>
<td>July</td>
<td>7MJ</td>
<td>5072092</td>
<td>335022</td>
<td>2038</td>
</tr>
<tr>
<td>Miage</td>
<td>July</td>
<td>8MJ</td>
<td>5072088</td>
<td>334846</td>
<td>2049</td>
</tr>
<tr>
<td>Miage</td>
<td>July</td>
<td>9MJ</td>
<td>5072094</td>
<td>334650</td>
<td>2059</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----</td>
<td>-------</td>
<td>-----</td>
<td>------</td>
<td>------</td>
<td>-----</td>
</tr>
<tr>
<td>Miage</td>
<td>September</td>
<td>1MS</td>
<td>5072431</td>
<td>336376</td>
<td>1780</td>
</tr>
<tr>
<td>Miage</td>
<td>September</td>
<td>2MS</td>
<td>5072389</td>
<td>336145</td>
<td>1842</td>
</tr>
<tr>
<td>Miage</td>
<td>September</td>
<td>3MS</td>
<td>5072261</td>
<td>335946</td>
<td>1888</td>
</tr>
<tr>
<td>Miage</td>
<td>September</td>
<td>4MS</td>
<td>5072264</td>
<td>335803</td>
<td>1908</td>
</tr>
<tr>
<td>Miage</td>
<td>September</td>
<td>5MS</td>
<td>5072026</td>
<td>335585</td>
<td>1956</td>
</tr>
<tr>
<td>Miage</td>
<td>September</td>
<td>6MS</td>
<td>5072091</td>
<td>335363</td>
<td>1994</td>
</tr>
<tr>
<td>Miage</td>
<td>September</td>
<td>7MS</td>
<td>5072093</td>
<td>335021</td>
<td>2038</td>
</tr>
<tr>
<td>Miage</td>
<td>September</td>
<td>8MS</td>
<td>5072088</td>
<td>334846</td>
<td>2049</td>
</tr>
<tr>
<td>Miage</td>
<td>September</td>
<td>9MS</td>
<td>5072095</td>
<td>334649</td>
<td>2059</td>
</tr>
<tr>
<td>Belvedere</td>
<td>July</td>
<td>1BJ</td>
<td>5091144</td>
<td>416670</td>
<td>1803</td>
</tr>
<tr>
<td>Belvedere</td>
<td>July</td>
<td>2BJ</td>
<td>5091117</td>
<td>416466</td>
<td>1878</td>
</tr>
<tr>
<td>Belvedere</td>
<td>July</td>
<td>3BJ</td>
<td>5090937</td>
<td>416291</td>
<td>1926</td>
</tr>
<tr>
<td>Belvedere</td>
<td>July</td>
<td>4BJ</td>
<td>5090737</td>
<td>416159</td>
<td>1959</td>
</tr>
<tr>
<td>Belvedere</td>
<td>July</td>
<td>5BJ</td>
<td>5090588</td>
<td>416102</td>
<td>1971</td>
</tr>
<tr>
<td>Belvedere</td>
<td>July</td>
<td>6BJ</td>
<td>5090416</td>
<td>415976</td>
<td>2002</td>
</tr>
<tr>
<td>Belvedere</td>
<td>July</td>
<td>7BJ</td>
<td>5090253</td>
<td>415815</td>
<td>2017</td>
</tr>
<tr>
<td>Belvedere</td>
<td>July</td>
<td>8BJ</td>
<td>5090094</td>
<td>415650</td>
<td>2033</td>
</tr>
<tr>
<td>Belvedere</td>
<td>July</td>
<td>9BJ</td>
<td>5089636</td>
<td>415811</td>
<td>2085</td>
</tr>
<tr>
<td>Belvedere</td>
<td>July</td>
<td>10BJ</td>
<td>5089685</td>
<td>415638</td>
<td>2079</td>
</tr>
<tr>
<td>Belvedere</td>
<td>September</td>
<td>1BS</td>
<td>5091144</td>
<td>416670</td>
<td>1803</td>
</tr>
<tr>
<td>Belvedere</td>
<td>September</td>
<td>2BS</td>
<td>5091117</td>
<td>416466</td>
<td>1878</td>
</tr>
<tr>
<td>Belvedere</td>
<td>September</td>
<td>3BS</td>
<td>5090937</td>
<td>416291</td>
<td>1926</td>
</tr>
<tr>
<td>Barcode ID</td>
<td>Sequence 5’-3’</td>
<td>Sample IDs</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>------------</td>
<td>----------------</td>
<td>-------------------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1B</td>
<td>AGCAGC</td>
<td>3MJ;6MJ;9MJ;12MJ;15MJ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3B</td>
<td>AGAGAC</td>
<td>18MJ;21MJ;24MJ;6MS;10MS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4B</td>
<td>AGATGC</td>
<td>27MJ;14MS;18MS;1BJ;4BJ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>9B</td>
<td>ATGATG</td>
<td>22MS;26MS;10BJ;13BJ;37BS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>12B</td>
<td>CAGAGC</td>
<td>2MS;30MS;36MS;16BJ;19BJ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>14B</td>
<td>CAGCAG</td>
<td>22BJ;25BJ;1BS;5BS;9BS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>17B</td>
<td>CATGAG</td>
<td>28BJ;13BS;17BS;29BS;33BS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20B</td>
<td>CTGCTG</td>
<td>7BJ;21BS;25BS</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table S2 - 6 bp-barcodes for Illumina sequencing and related samples.

<table>
<thead>
<tr>
<th>Barcode ID</th>
<th>Sequence 5’-3’</th>
<th>Sample IDs</th>
</tr>
</thead>
<tbody>
<tr>
<td>1B</td>
<td>AGCAGC</td>
<td>3MJ;6MJ;9MJ;12MJ;15MJ</td>
</tr>
<tr>
<td>3B</td>
<td>AGAGAC</td>
<td>18MJ;21MJ;24MJ;6MS;10MS</td>
</tr>
<tr>
<td>4B</td>
<td>AGATGC</td>
<td>27MJ;14MS;18MS;1BJ;4BJ</td>
</tr>
<tr>
<td>9B</td>
<td>ATGATG</td>
<td>22MS;26MS;10BJ;13BJ;37BS</td>
</tr>
<tr>
<td>12B</td>
<td>CAGAGC</td>
<td>2MS;30MS;36MS;16BJ;19BJ</td>
</tr>
<tr>
<td>14B</td>
<td>CAGCAG</td>
<td>22BJ;25BJ;1BS;5BS;9BS</td>
</tr>
<tr>
<td>17B</td>
<td>CATGAG</td>
<td>28BJ;13BS;17BS;29BS;33BS</td>
</tr>
<tr>
<td>20B</td>
<td>CTGCTG</td>
<td>7BJ;21BS;25BS</td>
</tr>
</tbody>
</table>

Table S3 – Number of filtered sequences and of Operational Taxonomic Units in each sample.
<table>
<thead>
<tr>
<th>Sample ID</th>
<th>n° filtered sequences</th>
<th>% unclassified sequences</th>
<th>n° classified taxa (OTUs)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 MJ</td>
<td>37176</td>
<td>47</td>
<td>62</td>
</tr>
<tr>
<td>2 MJ</td>
<td>28925</td>
<td>44</td>
<td>63</td>
</tr>
<tr>
<td>3 MJ</td>
<td>10391</td>
<td>47</td>
<td>54</td>
</tr>
<tr>
<td>4 MJ</td>
<td>25127</td>
<td>41</td>
<td>61</td>
</tr>
<tr>
<td>5 MJ</td>
<td>17668</td>
<td>44</td>
<td>54</td>
</tr>
<tr>
<td>6 MJ</td>
<td>24484</td>
<td>47</td>
<td>64</td>
</tr>
<tr>
<td>7 MJ</td>
<td>17974</td>
<td>45</td>
<td>57</td>
</tr>
<tr>
<td>8 MJ</td>
<td>6047</td>
<td>45</td>
<td>50</td>
</tr>
<tr>
<td>9 MJ</td>
<td>30496</td>
<td>43</td>
<td>63</td>
</tr>
<tr>
<td>1 BS</td>
<td>7480</td>
<td>40</td>
<td>54</td>
</tr>
<tr>
<td>2 BS</td>
<td>20723</td>
<td>46</td>
<td>56</td>
</tr>
<tr>
<td>3 BS</td>
<td>13758</td>
<td>49</td>
<td>56</td>
</tr>
<tr>
<td>4 BS</td>
<td>32072</td>
<td>47</td>
<td>63</td>
</tr>
<tr>
<td>5 BS</td>
<td>8676</td>
<td>48</td>
<td>57</td>
</tr>
<tr>
<td>6 BS</td>
<td>24543</td>
<td>36</td>
<td>52</td>
</tr>
<tr>
<td>7 BS</td>
<td>6452</td>
<td>46</td>
<td>46</td>
</tr>
<tr>
<td>8 BS</td>
<td>23169</td>
<td>50</td>
<td>63</td>
</tr>
<tr>
<td>9 BS</td>
<td>15749</td>
<td>50</td>
<td>56</td>
</tr>
<tr>
<td>10 BS</td>
<td>39852</td>
<td>51</td>
<td>68</td>
</tr>
<tr>
<td>1 BJ</td>
<td>24085</td>
<td>41</td>
<td>61</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>2 BJ</td>
<td>7962</td>
<td>48</td>
<td>52</td>
</tr>
<tr>
<td>3 BJ</td>
<td>36436</td>
<td>49</td>
<td>61</td>
</tr>
<tr>
<td>4 BJ</td>
<td>27611</td>
<td>41</td>
<td>63</td>
</tr>
<tr>
<td>5 BJ</td>
<td>8189</td>
<td>40</td>
<td>49</td>
</tr>
<tr>
<td>6 BJ</td>
<td>33019</td>
<td>52</td>
<td>63</td>
</tr>
<tr>
<td>7 BJ</td>
<td>25998</td>
<td>51</td>
<td>61</td>
</tr>
<tr>
<td>8 BJ</td>
<td>30973</td>
<td>48</td>
<td>63</td>
</tr>
<tr>
<td>9 BJ</td>
<td>21402</td>
<td>43</td>
<td>60</td>
</tr>
<tr>
<td>10 BJ</td>
<td>42864</td>
<td>39</td>
<td>63</td>
</tr>
<tr>
<td>1 MS</td>
<td>7308</td>
<td>50</td>
<td>51</td>
</tr>
<tr>
<td>2 MS</td>
<td>27811</td>
<td>37</td>
<td>57</td>
</tr>
<tr>
<td>3 MS</td>
<td>19235</td>
<td>44</td>
<td>62</td>
</tr>
<tr>
<td>4 MS</td>
<td>22297</td>
<td>41</td>
<td>56</td>
</tr>
<tr>
<td>5 MS</td>
<td>14971</td>
<td>41</td>
<td>54</td>
</tr>
<tr>
<td>6 MS</td>
<td>19985</td>
<td>39</td>
<td>56</td>
</tr>
<tr>
<td>7 MS</td>
<td>12634</td>
<td>44</td>
<td>59</td>
</tr>
<tr>
<td>8 MS</td>
<td>34892</td>
<td>34</td>
<td>61</td>
</tr>
<tr>
<td>9 MS</td>
<td>21222</td>
<td>41</td>
<td>54</td>
</tr>
</tbody>
</table>
Table S4 - Distance in kilometres among sampling sites of Polaromonas sequences in figure S3. Distance smaller than 100 km are boldfaced, distance between 9400 and 13500 km are underlined and in italic.

<table>
<thead>
<tr>
<th></th>
<th>Belvedere glacier</th>
<th>Miage glacier</th>
<th>Toklat glacier</th>
<th>Mendenhall glacier</th>
<th>Arkaree glacier</th>
<th>Cordillera Vilcanota</th>
<th>John Evans glacier 1</th>
<th>John Evans glacier 2</th>
<th>Schneeferner glacier</th>
<th>Tain-Shen Glaciers 1 &amp; 2</th>
<th>Zuntal glacial valley</th>
<th>Purungangri ice field</th>
<th>Fox glacier</th>
<th>Franz Josef glacier</th>
<th>Kamb ice stream</th>
</tr>
</thead>
<tbody>
<tr>
<td>Miage glacier</td>
<td></td>
<td>82</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Toklat glacier</td>
<td>7700</td>
<td>7704</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mendenhall glacier</td>
<td>7906</td>
<td>7897</td>
<td>992</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arkaree glacier</td>
<td>8398</td>
<td>8353</td>
<td>3872</td>
<td>2887</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Cordillera Vilcanota</td>
<td>10276</td>
<td>10194</td>
<td>10829</td>
<td>9854</td>
<td>6970</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>John Evans glacier 1</td>
<td>4843</td>
<td>4841</td>
<td>2886</td>
<td>3094</td>
<td>4604</td>
<td>10390</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>John Evans glacier 2</td>
<td>4851</td>
<td>4849</td>
<td>2879</td>
<td>3085</td>
<td>4597</td>
<td>10387</td>
<td>8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Schneeferner glacier</td>
<td>284</td>
<td>362</td>
<td>7579</td>
<td>7829</td>
<td>8452</td>
<td>10546</td>
<td>4747</td>
<td>4755</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tain-Shen Glaciers 1 &amp; 2</td>
<td>5996</td>
<td>6076</td>
<td>7158</td>
<td>8091</td>
<td>10678</td>
<td>16127</td>
<td>6304</td>
<td>6310</td>
<td>5715</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zuntal glacial val.</td>
<td>6724</td>
<td>6806</td>
<td>8739</td>
<td>9689</td>
<td>12304</td>
<td>16947</td>
<td>7886</td>
<td>7892</td>
<td>6464</td>
<td>1626</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Chapter 8

<table>
<thead>
<tr>
<th>Feature</th>
<th>6754</th>
<th>6836</th>
<th>8017</th>
<th>8977</th>
<th>11653</th>
<th>17018</th>
<th>7344</th>
<th>7350</th>
<th>6481</th>
<th>1048</th>
<th>760</th>
</tr>
</thead>
<tbody>
<tr>
<td>Puruogangri ice field</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Fox glacier</td>
<td>18588</td>
<td>18669</td>
<td>12398</td>
<td>12426</td>
<td>12540</td>
<td>11131</td>
<td>15259</td>
<td>15253</td>
<td>18338</td>
<td>12691</td>
<td>11875</td>
</tr>
<tr>
<td>Franz Josef glacier</td>
<td>18592</td>
<td>18674</td>
<td>12393</td>
<td>12420</td>
<td>12534</td>
<td>11127</td>
<td>15255</td>
<td>15248</td>
<td>18342</td>
<td>12693</td>
<td>11879</td>
</tr>
<tr>
<td>Kamb ice stream</td>
<td>15717</td>
<td>15709</td>
<td>16609</td>
<td>16275</td>
<td>14701</td>
<td>9177</td>
<td>19293</td>
<td>19285</td>
<td>15842</td>
<td>14315</td>
<td>12762</td>
</tr>
<tr>
<td>Collins Glacier</td>
<td>13988</td>
<td>13994</td>
<td>18195</td>
<td>18127</td>
<td>16307</td>
<td>9885</td>
<td>18808</td>
<td>18816</td>
<td>14072</td>
<td>13028</td>
<td>11406</td>
</tr>
</tbody>
</table>
8.4.7 Figures

Figure S1 - Taxonomic classification using an RDP Bayesian classifier (50% confidence) at the fourth taxonomic level. a) Miage July; b) Belvedere July; c) Miage September; d) Belvedere September. Unclassified sequences ranged from 33.9% to 51.7% and were not shown.
**Figure S2** - Dendrogram of hierarchical cluster analyses of microbial communities in the 38 samples collected on Miage (M) and Belvedere (B) glaciers in July (J) or September (S). Numbers indicate sampling locations ordered starting from the glacier terminus. Hellinger distance among communities was used for the analysis. The three main clusters are highlighted by grey boxes.
Figure S3 - Location of sampling sites of Polaromonas strains (see also Darcy et al. 2011).
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