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Abstract

In this paper we investigate empirically the effect of using higher moments in portfolio allocation when parametric and non parametric models are used. The non parametric model considered in this paper is the sample approach while the parametric one is constructed assuming Multivariate Variance Gamma (MVG henceforth) joint distribution for asset returns. We consider the MVG models proposed by Madan and Seneta (1990), Semeraro (2006) and Wang (2009).

We perform an out-of-sample analysis comparing the optimal portfolios obtained using the MVG models and the sample approach. Our portfolio is composed of 18 assets selected from the S&P500 Index and the dataset consists in daily returns observed in the period ranging from 01/04/2000 to 01/09/2011.

1 Introduction

Since the seminal work of Markowitz 1952 [15], the relevance of moments in portfolio allocation has been recognized in financial literature (see [18]). However, owing to its simplicity, the mean-variance model does not take the investor’s preferences for high skewness and low kurtosis into account (see [10], [2] and references therein).

This problem is relevant when the investor’s utility function is not quadratic or the empirical joint distribution of financial returns is different from the multivariate normal, as is usual in real markets. As observed in [14], the short-time horizon is the most appropriate for professional investors who frequently rebalance their positions; in this case, returns seem to display higher level of kurtosis which cannot be modeled with normal distributions.

To overcome the inadequacy of mean-variance model, three complementary approaches have been proposed introducing higher moments in portfolio allocation. The first is to construct an efficient frontier by incorporating higher moments (see [8], [2] and [3]). The second is to model asset returns distribution using some approximate densities like Gram-Chalier expansion, Edgeworth series or Hermite polynomials (see [6] and references therein). The last is based
on approximating the utility function through the Taylor series, writing the expected utility as linear combination of the portfolio’s central moments where the coefficients depend on the investor’s risk aversion (see [10] and references therein).

When Taylor approximation is used, the estimation problem of the moments and comoments is crucial. Several approaches have been proposed, for the estimation of these, that can be classified in non-parametric and parametric (see [17]). The first class, based on the law of large numbers, performs well when the number of observations, in stationary time series, is very large. In this case the non-parametric estimators are very flexible and are not influenced by the true distribution of returns. The most famous and used estimators are the sample comoments. These estimators are characterized by high estimation error when the number of observations is small. To overcome this problem, two methodologies have been proposed: the first is using improved estimators (see [16] and recently [7]) and the second is assuming a particular joint distribution of returns (see [9] and the references therein for a general survey).

In this paper we follow the second approach, where we assume a Multivariate Variance Gamma distribution for log-returns.

In the univariate case, the variance gamma density is a normal variance-mean mixture with gamma mixing density and, in a static period, Madan and Seneta [13] have shown its ability to capture the stylized facts. The extension to the multivariate case is not as simple as in the multivariate normal distribution. Several generalizations have been proposed. In this paper, we focus our attention on MVG introduced by [13] for the symmetric case (see [5] and the references therein for generalization), the Semeraro model (see [19]) and the Wang model (see [20]).

The first model is the simplest way to construct a multivariate variance gamma starting from a multivariate normal distribution, since it is a multivariate normal variance-mean mixture with a common univariate mixing gamma density. The model, however, does not allow the independence case and the sharing of the same mixing density presents some problems when we want to fit the sample covariance matrix once the marginals are fixed.

To overcome these limits, Semeraro (see [19]) proposed a mixture of independent multivariate normals in which the mixing random variable has a multivariate gamma distribution. The dependence is introduced considering a multivariate dependent random vector. In this model, the parameters, which control the dependence, can be fitted using the sample covariance. Although the model includes the independence between assets and the estimation procedure is easily implemented, Wang [20] observed that this model is not flexible in capturing different dependence structures. For this reason, he proposed a multivariate model based on the property of the sum of independent variance gamma.

Our aim is to investigate the impact of higher moments on the investor’s terminal wealth, under the assumption of MVG distributions for log returns and compare it with the sample approach. Our empirical analysis is carried on a portfolio composed by 18 assets selected from the S&P500 Index and the dataset consists in daily returns observed in the period ranging from 01/04/2000
to 01/09/2011. We perform an out-of-sample comparison between the Multivariate Variance Gamma models and the sample approach (see recently [7] and references therein) in terms of Monetary Utility Gain/Loss as introduced by Ang and Bekaert [1].

The paper is organized as follows. In Section 2 we explain the investor’s problem and how to introduce the higher moments in portfolio allocation. In Section 3 we review the MVG models used for the portfolio allocation, compute comoments and the analytical form for CARA expected utility functions. Section 4 is dedicated to the empirical analysis and Section 5 to conclusions.

2 Portfolio Allocation

In this section, we review how the investor’s problem can be easily solved using the Taylor series expansion (see [10]) in a static period. We consider an agent, with utility function $u(W)$, whose objective is to maximize the expected utility of wealth:

$$\max_{w_i} E[u(\sum_{i=1}^{N} w_i X_i)]$$

s.t.

$$\sum_{i=1}^{N} w_i = 1$$

$$lb \leq w_i \leq ub$$

for $i = 1, ..., N$  \hspace{1cm} (1)

where $N$ is the number of risky assets, $w := (w_1, ..., w_N)$ is the fraction of wealth that the investor allocates in the available risky assets, $lb$ and $ub$ are, respectively, lower and upper bounds of the weights when applicable and $X := (X_1, ..., X_N)$ is the vector of returns.

Problem 1 cannot always be solved directly since we would need an analytical expression for the expected utility. To overcome this limit, a Taylor expansion has been used in literature (see [10] and references therein).

Under the assumption that the joint moment generating function of a random vector $X$ exists and the function $u(W)$ satisfies some mild conditions [11], the expected utility can be written as:

$$E[u(W)] = \sum_{j=0}^{+\infty} \frac{u^{(j)}(E[X])}{j!} E[(X - E(X))^{j}]$$

(2)

where $u^{(j)}$ is the $j^{th}$ derivative of the utility function at the point $E(X)$.

In literature there exist different types of utility functions, like the exponential, power, logarithmic etc.

In this paper, we focus our attention on the exponential utility function with a constant absolute risk aversion coefficient, $\lambda$. In this case, considering the fourth order Taylor expansion, formula 2 can be written as follows:

$$E[u(W)] \approx -e^{-\lambda(\mu)} \left[ 1 + \frac{1}{2} \lambda^2 \sigma^2 - \frac{1}{6} \lambda^3 s^3 + \frac{1}{24} \lambda^4 k^4 \right]$$

(3)
where \( \mu_p, \sigma_p^2, s_p^3, k_p^4 \) are respectively the mean, variance, skewness and kurtosis of the portfolio, given by:

\[
\begin{align*}
\mu_p &= \sum_{i=1}^{N} \mu_i w'_i = \mu' w' \\
\sigma_p^2 &= w M_2 w' \\
s_p^3 &= w M_3 (w' \otimes w') \\
k_p^4 &= w M_4 (w' \otimes w' \otimes w'),
\end{align*}
\]

where \( M_2, M_3 \) and \( M_4 \) are the covariance, coskewness and cokurtosis matrices, respectively and \( \otimes \) is the Kronecker product.

The investor’s problem (1) becomes:

\[
\begin{align*}
\max_{w_i} & \quad -e^{-\lambda(\mu' w')} \left[ 1 + \frac{\lambda^2}{2} w M_2 w' - \frac{\lambda^3}{6} w M_3 (w' \otimes w') + \frac{\lambda^4}{24} w M_4 (w' \otimes w' \otimes w') \right] \\
\text{s.t} & \quad \sum_{i=1}^{N} w_i = 1 \\
& \quad 0 \leq w_i \leq 1 \\
\end{align*}
\]

To find the optimal weights, we need to estimate the co-moments. The easiest way is to consider the sample estimators.

The sample mean of asset \( i \) is:

\[
\tilde{\mu}_i = \frac{1}{T} \sum_{t=1}^{T} X_{i,t}.
\]

The sample covariance between assets \( i \) and \( j \) is:

\[
\tilde{\sigma}_{ij} = \frac{1}{T(T-1)} \sum_{t=1}^{T} (X_{it} - \tilde{\mu}_i)(X_{jt} - \tilde{\mu}_j).
\]

The sample coskewness between assets \( i, j \) and \( k \) is:

\[
\tilde{s}_{ijk} = \frac{T}{(T-1)(T-2)} \sum_{t=1}^{T} (X_{it} - \tilde{\mu}_i)(X_{jt} - \tilde{\mu}_j)(X_{kt} - \tilde{\mu}_k).
\]

The sample cokurtosis between assets \( i, j, k \) and \( l \) is:

\[
\tilde{k}_{ijkl} = \frac{T}{(T-2)(T-3)} \sum_{t=1}^{T} (X_{it} - \tilde{\mu}_i)(X_{jt} - \tilde{\mu}_j)(X_{kt} - \tilde{\mu}_k)(X_{lt} - \tilde{\mu}_l).
\]

### 3 Multivariate Variance Gamma

In this section, we analyze the three multivariate variance gamma models mentioned earlier: the MVG with univariate mixing density, the Semeraro model,
where the dependence structure is obtained through a multivariate mixing density, and the Wang model that is built using the sum property of two independent variance gamma.

For each model, we investigate an estimation procedure based on two steps. In the first step, we obtain some parameters from the single time series, using the EM-algorithm proposed in Loregian et al. 2011 [12]. In the second one, we fix the remaining parameters by matching the sample and theoretical covariance matrices.

We derive closed-form formulas for moments and co-moments necessary to solve problem 4. For CARA utility functions, we obtain the analytical formula for expected utility. In this way, in the empirical analysis, we compare the out-of-sample portfolios obtained with Taylor’s approximation and the analytical expected utility.

3.1 Univariate variance gamma model

In this subsection, we review quickly the definition and the main features of the variance gamma model introduced in Finance by [13] (1990). The variance gamma distribution belongs to the family of normal variance mean mixtures and corresponds to the case of gamma mixing density.

A continuous random variable \( X \) is variance gamma distributed if it can be written as:

\[
X := \mu_0 + \theta V + \sigma \sqrt{V} Z \tag{5}
\]

where \( \mu_0, \theta \in \mathbb{R}, \sigma \in [0, \infty[, Z \sim N(0, 1) \) and \( V \) is a gamma random variable independent from \( Z \).

In general, a gamma random variable \( Y \sim \Gamma(\alpha, \beta) \) is identified univocally by two parameters, respectively shape parameter and the scale parameter. In order to identify a distribution as a variance gamma we need some constraints on the scale parameter: in some literature \( \beta = \alpha \), so that \( E[Y] = 1 \).

In this paper, we follow a different parametrization and fix \( \beta = 1 \) meaning that \( V \sim \Gamma(\alpha, 1) \).

The simplest way to have the representation of the density is by using the modified Bessel function of the third kind, see Madan et al. (1990) and references therein, where the m.g.f. is given by:

\[
M_X(c) = \exp(c\mu_0) \left( \frac{1}{1 - c\theta - c^2\sigma^2/2} \right)^\alpha
\]

It is possible to show that the first four moments of a VG are:

\[
E[X] = \mu_0 + \alpha \theta
\]

\[
E[(X - E[X])^2] = \alpha (\theta^2 + \sigma^2)
\]

\[
E[(X - E[X])^3] = \alpha \theta (3\sigma^2 + 2 \theta^2)
\]

\[
E[(X - E[X])^4] = 3(\alpha^2 + \alpha) \sigma^4 + (\alpha^2 + 2\alpha)(6 \theta^2 \sigma^2 + 3\theta^4).
\]
As shown by Madan and Seneta [13] this distribution seems to have a good ability to fit the historical log return distribution of a general asset and is popular for option pricing ¹. In the following subsection we will explain three methods to generalize an univariate variance gamma to a multivariate variance gamma.

3.2 Multivariate variance gamma with a common gamma mixing density

The simplest way to generalize the univariate variance gamma distribution is to consider a multivariate normal variance mean mixture with a common univariate gamma mixing density. In this model the random vector \( X \) is defined as:

\[
X = \mu + \theta V + \sqrt{V} \Sigma^{1/2} Z
\]

where \( Z \sim N(0, I_N) \) is composed by \( N \) i.i.d standard normals, \( V \sim \Gamma(\alpha, 1) \), is a univariate gamma independent of \( Z \), \( \mu \in \mathbb{R}^N \), \( \theta \in \mathbb{R}^N \), and \( \Sigma^{1/2} \) is a lower triangular matrix:

\[
\Sigma_i^{1/2} = \begin{cases} a_{ij} & \text{if } i \geq j \\ 0 & \text{otherwise} \end{cases}
\]

The \( i^{th} \) component of the random vector \( X \) is a univariate variance gamma model, given as:

\[
X_i = \mu_i + \theta_i V + \sqrt{V} \sum_{h=1}^{i} a_{ih} Z_h.
\]

The multivariate variance gamma with common mixing random variable, as the univariate case, does not have a simple form for the density probability function. When we consider a large number of assets (this is the case of portfolio allocation) the estimation procedure based on the joint Likelihood function has many problems (see [4] and references therein). For this reason we consider an estimation procedure that can be summarized in the following steps:

1) For each financial time series, we estimate the marginal parameters, \( \mu_i, \theta_i, \sigma_i^2 \) and \( \alpha_i \) by the Maximum Likelihood procedure.

2) Since, in this model, the shape parameter \( \alpha \) must be the same for all assets we fix it using the sample mean: \( \hat{\alpha} = \frac{1}{N} \sum_{i=1}^{N} \alpha_i \).

3) Having fixed \( \alpha \) we reestimate \( \mu_i, \theta_i, \sigma_i^2 \) using MLE procedure asset by asset.

4) To estimate all the parameters in \( \Sigma^{1/2} \) we minimize the Frobenius norm between the sample covariance matrix and the theoretical given by \( \Sigma = \Sigma^{1/2} \cdot (\Sigma^{1/2})' \) under the constraints: \( \sigma_i^2 = \sum_{h=1}^{i} a_{ih}^2 \) for \( i = 1, \ldots, N \).

¹The variance gamma model is implemented in Bloomberg
The moments and co-moments, in this model, can be derived through straightforward calculation. The mean of the \( i^{th} \) component is:

\[
E(X_i) = \mu_i + \theta_i \alpha. \tag{9}
\]

The elements of the covariance matrix are:

\[
\begin{aligned}
V\text{ar}(X_i) &= \alpha \left( \theta_i^2 + \sigma_i^2 \right) \quad \text{for} \ i = j \\
C\text{ov}(X_i, X_j) &= \alpha \left( \theta_i \theta_j + \sigma_{ij} \right) \quad \text{for} \ i \neq j
\end{aligned}
\tag{10}
\]

where \( \sigma_{ij} = \sum_{h=1}^{\min(i,j)} a_{ih} a_{jh} \).

The elements of the coskewness matrix are the following:

\[
\begin{aligned}
s_{iij} &= \alpha \theta_i \left( 3 \sigma_i^2 + 2 \theta_i^2 \right) \quad \text{for} \ i = j = k \\
s_{ijk} &= \alpha \theta_i \sigma_{ik} + 2 \theta_i \theta_j + 2 \theta_i \theta_k \theta_j \quad \text{for} \ i = j \neq k \\
s_{ijk} &= \alpha \theta_i \sigma_{ij} + \theta_j \sigma_{ik} + \theta_j \sigma_{ik} + 2 \theta_i \theta_j \theta_k \theta_l \quad \text{for} \ i \neq j \neq k
\end{aligned}
\tag{11}
\]

The elements of the cokurtosis are:

\[
\begin{aligned}
k_{iii} &= 3 \left( \alpha^2 + \alpha \right) \sum_{h=1}^{i} a_{ih}^4 + \\
&\quad + \left( \alpha^2 + 2\alpha \right) \left( 6 \theta_i^2 \sigma_i^4 + 3 \theta_i^4 \right) \quad \text{for} \ i = j = k = l \\
k_{iij} &= 3 \left( \alpha^2 + \alpha \right) \sum_{h=1}^{\min(i,j)} a_{ih}^3 a_{jh} + \\
&\quad + \left( \alpha^2 + 2\alpha \right) \left( 3 \theta_i \theta_j \sigma_i^2 + 3 \theta_i^2 \sigma_{ij}^2 + 3 \theta_j^2 \theta_i \right) \quad \text{for} \ i = j = k \\
k_{iil} &= 3 \left( \alpha^2 + \alpha \right) \sum_{h=1}^{\min(i,l)} a_{ih}^2 a_{lh}^2 + \\
&\quad + \left( \alpha^2 + 2\alpha \right) \left( \theta_i^2 \sigma_i^4 + 4 \theta_i \theta_j \sigma_{ij} + \theta_j^2 \sigma_j^4 \right) + \\
&\quad + \left( 3\alpha^2 + 6\alpha \right) \theta_i^2 \theta_j^2 \quad \text{for} \ i = j \neq k = l \\
k_{ikl} &= 3 \left( \alpha^2 + \alpha \right) \sum_{h=1}^{\min(i,k,l)} a_{ih}^2 a_{kh} a_{lh} + \\
&\quad + \left( \alpha^2 + 2\alpha \right) \left( \theta_i \theta_j \theta_k \sigma_{ij}^2 + 2 \theta_i \theta_j \sigma_{ij} + 2 \theta_i \theta_k \sigma_{ik} + 2 \theta_i \theta_k \sigma_{il} + 2 \theta_i \theta_k \sigma_{kl} + \theta_j \theta_k \sigma_{jl} \right) + \\
&\quad + \left( 3\alpha^2 + 6\alpha \right) \theta_i^2 \theta_j \theta_k \theta_l \quad \text{for} \ i = j \neq k \neq l \\
k_{ijl} &= 3 \left( \alpha^2 + \alpha \right) \sum_{h=1}^{\min(i,j,k,l)} a_{ih} a_{jh} a_{kh} a_{lh} + \\
&\quad + \left( \alpha^2 + 2\alpha \right) \left( 3 \theta_i \theta_j \theta_k \theta_l \sigma_{ij} + \theta_i \theta_l \sigma_{ik} + \theta_i \theta_l \sigma_{il} + \theta_j \theta_l \sigma_{jl} \right) + \\
&\quad + \left( \alpha^2 + 2\alpha \right) \left( \theta_i \theta_j \sigma_{ij} + \theta_i \theta_l \sigma_{ik} + \theta_j \theta_k \sigma_{jl} \right) \quad \text{for} \ i \neq j \neq k \neq l
\end{aligned}
\tag{12}
\]

Using the joint characteristic function we derive an analytical formula for the expected utility when the investor’s preferences are represented by a CARA.
function:

\[
U \left( \sum_{i=1}^{N} w_i X_i \right) = E \left( -\exp \left( -\lambda \sum_{i=1}^{N} w_i \mu_i \right) \right) * \exp \left( \alpha \ln \left( \frac{1}{1 + \lambda \sum_{i=1}^{N} w_i \theta_i - \frac{\lambda^2}{2} \sum_{i,j=1}^{N} w_i w_j \sum_{h=1}^{\min(i,j)} a_{ih} a_{jh}} \right) \right)
\]

(13)

3.3 Semeraro model

The main drawback of the multivariate variance gamma model illustrated in the previous subsection is the sharing of the same parameter \( \alpha \) which puts a heavy restriction to the joint distribution. Independence between components is not satisfied and the considered historical estimation procedure is based on the trick of fixing \( \hat{\alpha} \) to the sample mean.

To overcome this problem, Semeraro proposed a different multivariate variance gamma distribution where each component of the mixing random vector is gamma distributed.

The random vector \( X \) follows the multivariate variance gamma model proposed by Semeraro in 2006 if the \( i^{th} \) component is defined as:

\[
X_i = \mu_i + \theta_i G_i + \sigma_i \sqrt{G_i} W_i \quad \text{for } i = 1, ..., N
\]

(14)

where \( W_1, ..., W_N \) are independent standard normals and \( G_i \) is a random variable defined as:

\[
G_i = Y_i + a_i Z \quad \text{for } i = 1, ..., N \quad \text{and } a_i \geq 0
\]

(15)

where \( Y_i \sim \Gamma(l_i, m_i) \) and \( Z \sim \Gamma(n, k) \). \( Y_i, Z \) and \( W_i \) are independent from each other.

To ensure that \( X_i \) is variance gamma distributed we require that \( G_i \) follows a gamma distribution. This is true under two alternative constraints: \( a_i \) is equal to zero, that corresponds to the independence case, or \( a_i = k / m_i > 0 \). The last case, from the summation property of two independent gamma with the same scale parameter, implies \( G_i \sim \Gamma(l_i + n; m_i) \).

Although we can build a multivariate distribution with general values for \( a_i \) parameters, in this paper we focus our attention only on the dependence between assets that corresponds to \( a_i = k / m_i \) case.

The total number of parameters in this model is \( 5N + 2 \) where \( N \) is the number of assets. The estimation approach is composed of two steps:

1) For each time series we estimate the marginal distribution maximizing the log-likelihood function. Therefore from the marginal distribution we obtain the estimators \( \hat{\mu}_i, \hat{\theta}_i, \hat{\sigma}_i, \hat{l}_i \), where \( \hat{\theta}_i = \frac{\theta_i}{m_i}, \hat{l}_i = l_i + n \) and \( \hat{\sigma}_i = \frac{\sigma_i}{\sqrt{m_i}} \).
2) In the second step we estimate \( n \), minimizing the Frobenius distance between the theoretical covariance matrix and the empirical one. Since the theoretical variance for each asset is known after we have completed the first step, the minimization problem is equivalent to the following:

\[
\min_n \sum_{i, j=1 \atop i \neq j}^N \left( \hat{\theta}_i \hat{\theta}_j n - \text{cov}_{\text{sample}}(X_i, X_j) \right)^2.
\]

Observe that in order to match the theoretical covariance with the sample one we have only one free parameter \( n \). This can be a problem when the number of assets in our portfolio is high.

Now we derive analytical formulas for moments and comoments. For the \( i^{th} \) component of the mean vector, we have:

\[
E(X_i) = \mu_i + \frac{\theta_i}{m_i} (l_i + n).
\]

The components of the covariance matrix are given by

\[
\begin{align*}
\text{Var}(X_i) &= \left( \frac{\sigma_i^2}{m_i} + \frac{\sigma_i^2 \theta_i}{m_i^2} \right) (l_i + n) \quad \text{for } i = j \quad \text{(diagonal elements)} \\
\text{Cov}(X_i, X_j) &= \frac{\theta_i}{m_i} \frac{\theta_j}{m_j} n \quad \text{for } i \neq j \quad \text{(off-diagonal elements)}
\end{align*}
\]

The formulas for the elements of coskewness matrix are:

\[
\begin{align*}
\text{s}_{iii} &= \left( 2 \frac{\theta_i^3}{m_i^3} + 3 \frac{\sigma_i^2 \theta_i}{m_i^2} \right) (l_i + n) \quad \text{for } i = j = k \\
\text{s}_{iik} &= \left( 2 \frac{\theta_i^2}{m_i^2} + \frac{\sigma_i^2}{m_i} \right) \frac{\theta_k}{m_k} n \quad \text{for } i = j \neq k \\
\text{s}_{ijk} &= 2 \frac{\theta_i}{m_i} \frac{\theta_j}{m_j} \frac{\theta_k}{m_k} n \quad \text{for } i \neq j \neq k
\end{align*}
\]
The elements of cokurtosis matrix are given by:

\[
\begin{align*}
    k_{iii} &= \frac{\sigma^4}{m_i^4} [3l_i^2 + 6l_i + 6 l_i n + 3n^2 + 6n] + \\
    &+ 6\frac{\sigma^2\sigma^2}{m_i^4} [l_i (l_i + 2) + n (n + 2) + 2l_i n] + \\
    &+ 3\frac{\sigma^4}{m_i^4} [(l_i + 1) l_i + (n + 1) n + 2 l_i n] \\
    k_{iiil} &= 3\frac{\sigma^4}{m_i^4} \theta_i l_i n + 3\frac{\theta_i \theta_i \sigma^2}{m_i^4} n (n + 2) + \\
    &+ 3\frac{\theta_i \sigma^2}{m_i^4} \theta_i l_i n + \frac{\theta_i \sigma^2}{m_i^4} (3 + \frac{6}{n}) n^2 \\
    k_{iikl} &= \frac{\sigma^2 \sigma^2}{m_i^4} [l_i l_i n + (3 + \frac{6}{n}) n^2] + \\
    &+ \frac{\sigma^2 \sigma^2}{m_i^4} [l_i n + (3 + \frac{6}{n}) n^2] \\
    &+ \frac{\sigma^2 \sigma^2}{m_i^4} [n l_i + n (n + 2)] + \\
    &+ \frac{\sigma^2 \sigma^2}{m_i^4} [n l_i + (n + 2)] \\
    k_{ijkl} &= n\frac{\sigma^2 \sigma^2}{m_i^4} \theta_i \theta_i \theta_i \theta_i [l_i + (3 + \frac{6}{n}) n] + \\
    &+ n\frac{\sigma^2 \sigma^2}{m_i^4} \theta_i \theta_i \theta_i \theta_i [l_i + (n + 2)] \\
    k_{ijkl} &= \frac{\theta_i \theta_i \theta_i \theta_i}{m_i^4} \theta_i \theta_i \theta_i \theta_i (3 + \frac{6}{n}) n^2 \\
\end{align*}
\]

For this model, the analytical expression of the expected CARA utility function is:

\[
E\left(u \left( \sum_{i=1}^{N} w_i X_i \right) \right) = E\left( -\lambda \sum_{i=1}^{N} w_i X_i \right) \\
= -\exp\left( -\lambda \sum_{i=1}^{N} w_i \mu_i \right) * \\
* \exp\left( \sum_{i=1}^{N} (l_i) \ln \left( 1 - \frac{1}{m_i} \left( \frac{1}{2} w_i^2 \sigma_i^2 - w_i \theta_i \lambda \right) \right) \right) * \\
* \exp\left( n \ln \left( 1 - \sum_{i=1}^{N} \frac{1}{m_i} \left( \frac{1}{2} w_i^2 \sigma_i^2 - w_i \theta_i \lambda \right) \right) \right).
\]

(21)

3.4 Wang model

Wang (2009) proposed a different multivariate variance gamma model to overcome the limits of the first two MVG models previously studied.
In order to introduce the Wang model, we recall the summation property of two independent VG random variables.

**Proposition 1.** Let \( Y \) and \( A \) be two independent VG defined as:

\[
Y = \theta G + \sigma \sqrt{G} W_Y \\
A = \theta V + \sigma \sqrt{V} W_A
\]

where \( W_Y \) and \( W_A \) are two independent standard normal variates and \( G \sim \Gamma(\alpha_G, 1) \) independent from \( V \sim \Gamma(\alpha_V, 1) \). The random variable \( X = Y + A \) is a VG with parameters \((\theta, \sigma, \alpha_G + \alpha_V)\).

A random vector \( X \) follows a multivariate Wang distribution if each component can be expressed as:

\[
X_i = \mu_{i0} + A_i + Y_i \quad \text{for} \quad i = 1, ..., N 
\]

(22)

where \( Y_i, Y_j \) and \( A_i \) are independent for \( i, j = 1, ..., N \) \((i \neq j)\) and are defined as:

\[
Y_i = \theta_i G_i + \sigma_i \sqrt{G_i} W_Y^i \\
A_i = \theta_i V + \sqrt{V} D_i
\]

where \( D_i = \sum_{h=1}^{i} a_{ih} W_A^h \) for \( i = 1, ..., N \). \( W_Y^i \sim N(0, 1), W_A^i \sim N(0, 1), V \sim \Gamma(\alpha_V, 1) \) and \( G_i \sim \Gamma(\alpha_G, 1) \) are independent from each other.

We observe that the \( D_i \) are normal random variables correlated and \( E(D_i) = 0 \) and \( \text{var}(D_i) = \sum_{h=1}^{i} a_{ih}^2 \):

\[
D_i \overset{d}{=} \sqrt{\sum_{h=1}^{i} a_{ih}^2 Z_i}
\]

for \( i = 1, ..., N \), \( Z_i \) are correlated standard normals.

To ensure that the random vector \( X \) is a multivariate variance gamma we require \( \sigma_i^2 := \sigma_{G_i}^2 = \sum_{h=1}^{i} a_{ih}^2 \). Therefore, the marginal distribution of the \( i^{th} \) component of the random vector \( X \) is a variance gamma with parameters \((\mu_{i0}, \theta_i, \sigma_i, \alpha_i = \alpha_V + \alpha_G)\).

The number of parameters that we need to estimate in this model is \( \frac{N^2 + 2N + 2}{2} \) and, as in the previous section, we use a two-step algorithm for their estimation. Our procedure can be summarized as follows:

1) First we estimate the marginal parameters \( \mu_{i0}, \theta_i, \sigma_i, \alpha_i = \alpha_V + \alpha_G \) using the MLE on each time series.

2) Having fixed the marginal parameters, we estimate \( \alpha_V, \alpha_G \), and \( a_{ih} \) for \( i = 1, ..., N \), by matching the theoretical and the sample covariances. We observe that the number of parameters to estimate is \( \frac{N^2 + (N+1)}{2} + 1 \) and the number of constraints arising from the elements of the sample covariance...
Each component of the cokurtosis matrix is calculated as follows:

\[
E(X_i) = \mu_{i0} + \theta_i (\alpha_v + \alpha_{G_i}) .
\]  

(23)

The equations obtained for the calculation of all elements of the theoretical covariance matrix are:

\[
\begin{align*}
\text{Var}(X_i) &= (\theta_i^2 + \sigma_i^2) (\alpha_V + \alpha_{G_i}) & \text{for } i = j \text{ (diagonal elements)} \\
\text{Cov}(X_i, X_j) &= (\theta_i \theta_j + \sigma_{ij}) \alpha_V & \text{for } i \neq j \text{ (off-diagonal elements)}
\end{align*}
\]

(24)

The elements of the coskewness matrix are calculated using the following formulas:

\[
\begin{align*}
s_{iii} &= (3 \theta_i \sigma_i^2 + 2 \theta_i^3) (\alpha_v + \alpha_{G_i}) & \text{for } i = j = k \\
s_{iik} &= \alpha_v (\theta_k \sigma_i^2 + 2 \theta_i \sigma_{ik} + 2 \theta_k \theta_i^2) & \text{for } i = j \neq k \\
s_{ijk} &= \alpha_v (\theta_k \sigma_{ij} + \theta_i \sigma_{jk} + \theta_j \sigma_{ik} + 2 \theta_k \theta_i \theta_j) & \text{for } i \neq j \neq k
\end{align*}
\]

(25)

Each component of the cokurtosis matrix is calculated as follows:

\[
\begin{align*}
k_{iii} &= 3 (\alpha_v^2 + \alpha_{G_i}^2 + \alpha_G + \alpha_v) \sum_{h=1}^{i} a_{ih}^4 + \\
& \quad + (\alpha_v^2 + \alpha_{G_i}^2 + 2 (\alpha_v + \alpha_G)) (6 \theta_i^2 \sigma_i^2 + 3 \theta_i^4) + & \text{for } i = j = k = l \\
& \quad + 6 \left( (\theta_i^2 + \sigma_i^2)^2 \alpha_v \alpha_G \right)
\end{align*}
\]

\[
\begin{align*}
k_{ii} &= 3 (\alpha_v^2 + \alpha_{G_i}^2) \sum_{h=1}^{\min(i,l)} a_{ih}^4 \ a_{ih} + (3 \alpha_v^2 + 6 \alpha_v) \theta_i^2 \theta_l + \\
& \quad + (\alpha_v^2 + 2 \alpha_v) (3 \theta_i \theta_l \sigma_i^2 + 3 \theta_i^2 \sigma_{il}) + & \text{for } i = j \neq l \\
& \quad + 3 (\theta_i^2 + \sigma_i^2) (\theta_l^2 + \sigma_l^2) (\alpha_G \alpha_G + \alpha_{G_i} \alpha_v + \alpha_v \alpha_G) \\
& \quad + (\theta_i^2 + \sigma_i^2) (\theta_i^2 + \sigma_i^2) (\alpha_G \alpha_G + \alpha_{G_i} \alpha_v + \alpha_v \alpha_G)
\end{align*}
\]

\[
\begin{align*}
k_{i} &= 3 (\alpha_v^2 + \alpha_{G_i}^2) \sum_{h=1}^{\min(i,k,l)} a_{ih}^4 \ a_{ih} + (3 \alpha_v^2 + 6 \alpha_v) \theta_i^2 \theta_l + \\
& \quad + (\alpha_v^2 + 2 \alpha_v) (\theta_i \theta_l \sigma_i^2 + 2 \theta_i \theta_l \sigma_{il} + \theta_i^2 \sigma_{il}) + & \text{for } i = j \neq k \\
& \quad + (\theta_i^2 + \sigma_i^2) (\theta_i \theta_l + \sigma_{il}) \alpha_v \alpha_G \\
& \quad + (\theta_i^2 + \sigma_i^2) (\theta_i \theta_l + \sigma_{il}) \alpha_v \alpha_G, \\
k_{ij} &= 3 (\alpha_v^2 + \alpha_{G_i}^2) \sum_{h=1}^{\min(i,j,k,l)} a_{ih} a_{jh} a_{ih} + (3 \alpha_v^2 + 6 \alpha_v) \theta_i \theta_j \theta_l + \\
& \quad + (\alpha_v^2 + 2 \alpha_v) (\theta_i \theta_l \sigma_{ij} + \theta_i \theta_l \sigma_{il} + \theta_i \theta_l \sigma_{il}) + & \text{for } i \neq j \neq k \\
& \quad + (\alpha_v^2 + 2 \alpha_v) (\theta_i \theta_l \sigma_{ij} + \theta_i \theta_l \sigma_{il} + \theta_i \theta_l \sigma_{il})
\end{align*}
\]

(26)
The analytical expected utility function has the following form:

\[
E[u(\sum_{i=1}^{N} w_i X_i)] = E\left(-\exp\left(-\lambda \sum_{i=1}^{N} w_i X_i\right)\right)
\]

\[
= -\exp\left(-\lambda \sum_{i=1}^{N} w_i \mu_i + \sum_{i=1}^{N} \alpha_G \ln \left(\frac{1}{1 + \lambda w_i \theta_i - \frac{1}{2} \sum_{i,j=1}^{N} w_i w_j \sum_{h=1}^{\min(i,j)} a_{ih} a_{jh}}\right)\right) *
\]

\[
* \exp\left(\alpha_v \ln \left(\frac{1}{1 + \lambda \sum_{i=1}^{N} w_i \theta_i - \frac{1}{2} \sum_{i,j=1}^{N} w_i w_j \sum_{h=1}^{\min(i,j)} a_{ih} a_{jh}}\right)\right)
\]

\(27\)

4 Empirical Analysis

In this section we perform an empirical analysis based on a portfolio composed of 18 assets taken from the SP 500 index. We have chosen the 9 most and the 9 less traded assets on 05/09/2011. The dataset consists of 3045 daily return observations, from 01/04/2000 to 01/09/2011. We have used a rolling window strategy of 6 months in-sample and 2 months out-of-sample.

The first step is the in-sample parameter estimation for each MVG model. In tables 1, 2, 3, 4 and 5 we report the estimated parameters for the three MVG models and the first in-sample window.

Once we have estimated the parameters, we calculate, for the in-sample window, moments and comoments for the sample approach and MVG models. Then, we find the in-sample optimal weights solving the optimization problem (4) for different levels of risk aversion. We have done this analysis for \(\lambda = 5, 10, 20, 30\). The optimization is performed through Matlab function FMINCON.

Finally, we find the optimal weights, for each in sample period, using no longer the Taylor expansion but using the analytical CARA expected utility function. As an example, we show in table 6 the optimal weights obtained using four moments portfolio optimization procedure using Wang model and \(\lambda = 30\).

In order to have a diversified portfolio we require the lower bound, for weights, to be \(2 \times 10^{-4}\). Holding these weights constant for the next two months we calculate the out-of-sample returns, for each portfolio. The out-of-sample portfolio statistics are reported in table 7.
For each level of risk aversion we have reported the percentage annual mean, percentage annual standard deviation, skewness and kurtosis of the out-of-sample portfolio returns. We remark that an investor prefers a portfolio with the highest mean and skewness and lowest standard deviation and kurtosis. For each level of risk aversion, in Table 7, we have used boldface to indicate the portfolios that have the highest mean and skewness and lowest standard deviation and kurtosis and, as we can observe, it is not easy to choose between the different portfolios because the portfolio with the highest mean is not the same portfolio that has the lowest standard deviation, and so on. Therefore observing these results we are unable to say if one model is better than another.

In order to select a model, we have decided to use the Monetary Utility Gain/Loss Measure (MUG), proposed by Ang and Bekaert (2002).

The MUG is obtained solving the following equation w.r.t. $W_a$:

$$\frac{1}{T} \sum_{t=1}^{T} -e^{-\lambda(1+r_t^{(\text{model } b)})} = \frac{1}{T} \sum_{t=1}^{T} -e^{-\lambda W_a(1+r_t^{(\text{model } a)})},$$

(28)

where $r_t^{(\text{model } a)}$ ($r_t^{(\text{model } b)}$) are annualized geometric, out-of-sample, portfolio returns obtained using "model a" ("model b"). The percentage annual required payment (MUG of "model b" with respect to "model a") is given by

$$\text{MUG} = \left(W_a - 1 \right) \times 100.$$

MUG represents the excess amount invested in the portfolio obtained using "model a" that gives the same terminal wealth achieved by investing one euro in the portfolio obtained with "model b". If $\text{MUG} > 0$ we prefer "model b" instead of "model a" and vice-versa when $\text{MUG} < 0$.

In Table 8 we report the percentage annual MUG of the different portfolios obtained solving the optimization problem (4).

The column labeled "MVG versus sample MV" shows that MVG models are preferred with respect to sample approach: the MUG is always positive independently from the MVG model used. For all levels of risk aversion, the highest MUG is the one obtained using Wang model, when we consider a Taylor expansion truncated at the 2nd order.

In column labeled "MVG versus sample MVSK" the conclusions are the same as in the previous case, except for $\lambda = 30$ where MUG is negative for the Semeraro model.

In column labeled "MVG MVSK versus MVG MV" the model 1 and Wang model gives always a positive MUG, meaning that four moments portfolio allocation is better than two moments. When the Semeraro model is used, we have obtained unexpected results since the MUG is almost always negative. A possible explanation is that in this model there is only one parameter ‘$\gamma$‘ modeling the dependence structure between assets.

In the last column, "Sample 4 versus sample 2 moments", there is the MUG obtained when we compare the sample portfolio allocation with four moments
with the sample portfolio allocation with two moments. In this case, four moments portfolio allocation is better than the two moments portfolio allocation except for $\lambda = 10$.

In table 9 we report the annual percentage MUG between the analytical CARA utility function and the multivariate variance gamma with 2 moments and 4 moments.

Table 9 here

Except for the Semeraro model, the 4th order Taylor expansion seems to approximate better than the 2nd order the MVG analytical function; since the MUG reported in column labeled "MVG analytical versus MVG MVSK" is almost always closer to zero than the MUG reported in column labeled "MVG analytical versus MVG MV".

5 Conclusions

In this paper we have performed an out-of-sample, empirical analysis on a portfolio of 18 assets taken from S&P500. In order to introduce higher moments in portfolio allocation we have considered the Taylor expansion of the utility function. For moments and comoments estimation we have used the sample approach and the multivariate variance gamma approach. The measure used to compare the different portfolios with each other is the MUG.

We find that a MVG model with two moments is better than the sample approach with two moments and it generates a significant improvement for investors and in particular the MVG model proposed by Wang generates higher improvement compared to the other two MVG models.

A MVG model with four moments is almost always better than the sample approach with four moments, because it gives a positive MUG.

When four moments and two moments portfolios are compared we have obtained that in general four moments generate a significant improvement for investors when the MVG ‘model 1’, ‘Wang model’ or the ‘sample approach’ are used. While when Semeraro model is used we have obtained that two moments portfolio allocation is better than the four moments one.

Using the analytical expected utility function we obtained that, in terms of MUG, four moments Taylor expansion approximates this function better than two moments Taylor expansion when the MVG ‘model 1’ or the ‘Wang model’ are used. This is not the case for Semeraro model. The unexpected results in case of Semeraro model are due perhaps to the fact that we have only one parameter that captures the dependence structure between assets. This model is easily implemented and in general it has less parameters to estimate compared with the other two MVG models, but having only one parameter that captures the dependence structure between assets is not enough, especially when the number of assets in portfolio is high.

The results obtained in this paper are important for portfolio managers who use portfolio optimization incorporating higher moments.
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Table 1: Estimated parameters for the first model in first calibration window.

<table>
<thead>
<tr>
<th>Ticker</th>
<th>$\mu_0$</th>
<th>$\theta$</th>
<th>$\alpha$</th>
</tr>
</thead>
<tbody>
<tr>
<td>A UN Equity</td>
<td>-0.0077</td>
<td>0.0075</td>
<td>1.1831</td>
</tr>
<tr>
<td>AA UN Equity</td>
<td>-0.0132</td>
<td>0.0093</td>
<td>1.1831</td>
</tr>
<tr>
<td>AAPL UW Equity</td>
<td>-0.0197</td>
<td>0.0166</td>
<td>1.1831</td>
</tr>
<tr>
<td>ABC UN Equity</td>
<td>-0.0058</td>
<td>0.0101</td>
<td>1.1831</td>
</tr>
<tr>
<td>ABT UN Equity</td>
<td>-0.0074</td>
<td>0.0084</td>
<td>1.1831</td>
</tr>
<tr>
<td>ACE UN Equity</td>
<td>-0.2636</td>
<td>0.0267</td>
<td>1.1831</td>
</tr>
<tr>
<td>ADBE UW Equity</td>
<td>-0.0024</td>
<td>0.0071</td>
<td>1.1831</td>
</tr>
<tr>
<td>ADI UN Equity</td>
<td>-0.0234</td>
<td>0.0238</td>
<td>1.1831</td>
</tr>
<tr>
<td>ADM UN Equity</td>
<td>-0.0046</td>
<td>0.0029</td>
<td>1.1831</td>
</tr>
<tr>
<td>ZION UW Equity</td>
<td>0.0029</td>
<td>-0.0034</td>
<td>1.1831</td>
</tr>
<tr>
<td>YUM UN Equity</td>
<td>-0.0057</td>
<td>0.0063</td>
<td>1.1831</td>
</tr>
<tr>
<td>YHOO UW Equity</td>
<td>-0.0032</td>
<td>-0.0069</td>
<td>1.1831</td>
</tr>
<tr>
<td>XRX UN Equity</td>
<td>-0.0062</td>
<td>0.0048</td>
<td>1.1831</td>
</tr>
<tr>
<td>XRAY UW Equity</td>
<td>-0.0008</td>
<td>0.0024</td>
<td>1.1831</td>
</tr>
<tr>
<td>XOM UN Equity</td>
<td>-0.0119</td>
<td>0.0104</td>
<td>1.1831</td>
</tr>
<tr>
<td>XLNX UW Equity</td>
<td>0.0083</td>
<td>-0.0029</td>
<td>1.1831</td>
</tr>
<tr>
<td>XL UN Equity</td>
<td>-0.0038</td>
<td>0.0041</td>
<td>1.1831</td>
</tr>
<tr>
<td>XEL UN Equity</td>
<td>-0.0035</td>
<td>0.0054</td>
<td>1.1831</td>
</tr>
</tbody>
</table>

Table 2: Estimated Cholesky matrix for Model 1 in first calibration period.

Table 3: Estimated parameters for Semeraro model in first calibration period.
Table 4: Estimated parameters in first calibration window for Wang model.

<table>
<thead>
<tr>
<th>Ticker</th>
<th>g1</th>
<th>g2</th>
<th>g3</th>
<th>g4</th>
<th>g5</th>
<th>g6</th>
<th>g7</th>
<th>g8</th>
<th>g9</th>
<th>g10</th>
<th>g11</th>
</tr>
</thead>
<tbody>
<tr>
<td>A UN Equity</td>
<td>0.238</td>
<td>0.9260</td>
<td>-0.0076</td>
<td>0.0076</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AA UN Equity</td>
<td>0.2860</td>
<td>0.9260</td>
<td>-0.0129</td>
<td>0.0089</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AAPL UW Equity</td>
<td>0.5207</td>
<td>0.9260</td>
<td>-0.0170</td>
<td>0.0124</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ABC UN Equity</td>
<td>0.1396</td>
<td>0.9260</td>
<td>-0.0056</td>
<td>0.0198</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ABT UN Equity</td>
<td>0.3056</td>
<td>0.9260</td>
<td>-0.0072</td>
<td>0.0077</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ACE UN Equity</td>
<td>0.2386</td>
<td>0.9260</td>
<td>-0.0265</td>
<td>0.0272</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ADBE UW Equity</td>
<td>0.2824</td>
<td>0.9260</td>
<td>-0.0023</td>
<td>0.0069</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ADR UN Equity</td>
<td>0.4572</td>
<td>0.9260</td>
<td>-0.0167</td>
<td>0.0160</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ADMS UN Equity</td>
<td>0.1719</td>
<td>0.9260</td>
<td>-0.0047</td>
<td>0.0031</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ZION UW Equity</td>
<td>0.0159</td>
<td>0.9260</td>
<td>0.0027</td>
<td>-0.0038</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>YUM UN Equity</td>
<td>0.1594</td>
<td>0.9260</td>
<td>-0.0057</td>
<td>0.0034</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>YHOO UW Equity</td>
<td>0.3743</td>
<td>0.9260</td>
<td>-0.0035</td>
<td>-0.0006</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>XRX UN Equity</td>
<td>0.0040</td>
<td>0.9260</td>
<td>-0.0065</td>
<td>0.0062</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>XRAY UW Equity</td>
<td>0.2576</td>
<td>0.9260</td>
<td>-0.0008</td>
<td>0.0024</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>XOM UN Equity</td>
<td>0.3901</td>
<td>0.9260</td>
<td>-0.0106</td>
<td>0.0085</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>XSN UN Equity</td>
<td>0.4084</td>
<td>0.9260</td>
<td>-0.0092</td>
<td>-0.0026</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>XLX UN Equity</td>
<td>0.1487</td>
<td>0.9260</td>
<td>-0.0019</td>
<td>0.0045</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>XEL UN Equity</td>
<td>0.2446</td>
<td>0.9260</td>
<td>-0.0035</td>
<td>0.0034</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 5: Estimated Cholesky matrix for Wang model in first calibration period.
| $t=50$ | $t=48$ | $t=47$ | $t=43$ | $t=42$ | $t=40$ | $t=36$ | $t=30$ | $t=29$ | $t=28$ | $t=26$ | $t=23$ | $t=22$ | $t=21$ | $t=15$ | $t=14$ | $t=13$ | $t=11$ | $t=10$ | $t=8$ | $t=7$ | $t=1$ |
|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|--------|
| 0.2014 | 0.3490  | 0.2014 | 0.1694  | 0.1027  | 0.4738  | 0.3787  | 0.3636  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  |
| 0.0189 | 0.7271  | 0.1468  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  |
| 0.0002 | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  | 0.0002  |

Table 6: Optimal weights using Wang with four moments, $\lambda = 30$ and lower bound $0.0002$. 
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Table 7: For different models, approaches and risk aversion we report out-of-sample portfolio statistics. The term ‘MV’ (‘MVK’) means that we have used Taylor expansion truncated at the second (fourth) order. The term ‘analytical’ means that we have used the analytical expected utility function for portfolio allocation.

Table 8: The column labeled ‘MVG versus sample MV’ presents the MUG obtained when we consider one of the MVG models versus sample approach in 2nd-order expansion for expected utility. The column labeled ‘MVG versus sample MVSK’ reports the MUG obtained when we use one of the MVG models versus sample approach in 4th-order expansion for expected utility. The column labeled ‘MVG MVSK versus MVG MV’ reports the MUG obtained when we use 4th-order versus 2nd-order expansion for expected utility using one of the MVG models. The column labeled ‘sample MVSK versus sample MV’ reports the MUG obtained when we use 4th-order versus 2nd-order expansion for expected utility using sample approach.

Table 9: For each MVG model, we report the MUG obtained using the analytical versus 2nd (‘MVG analytical versus MV’) and 4th (‘MVG analytical versus MVSK’) order expansion for expected utility.