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La raccomandazione di articoli scientifici è un’attività che mira a migliorare l’utilizzo delle biblioteche digitali (Digital Libraries, DL) e aiuta i ricercatori a trovare articoli pertinenti da un ampio insieme di articoli. Tuttavia, devono essere fornite fonti affidabili per modellare gli interessi dei ricercatori in modo da avere raccomandazioni accurate. In questa tesi ci concentriamo sull’estrazione degli interessi degli utenti da articoli a cui l’utente è collegato (di cui è l’autore o che ha valutato), utilizzando anche la struttura sociale della rete accademica dell’utente (le relazioni tra ricercatori nello stesso dominio).

Abbiamo proposto un approccio di filtraggio basato sul contenuto (Content-Based Filtering, CBF) per la raccomandazione di articoli scientifici che si basa su topic modeling: il profilo di un ricercatore è modellato da una serie di argomenti ottenuti applicando il modello LDA (Latent Dirichlet Allocation) agli articoli scientifici dal ricercatore. Il profilo creato da questo modello è facilmente interpretabile e può spiegare i risultati della raccomandazione.

Gli utenti nei sistemi di raccomandazione di articoli scientifici hanno poche valutazioni che non consentono agli approcci di filtraggio basato sul contenuto di discriminare gli articoli che l’utente apprezza rispetto a quelli che non sono di suo interesse. A tale scopo, abbiamo proposto un modello di raccomandazione che misura la differenza tra due distribuzioni di probabilità tra il modello tematico (topic model) del corpus dei documenti del ricercatore e i modelli linguistici (language models) di nuovi documenti e ordina gli articoli minimizzando tale differenza.

Nei sistemi di raccomandazione di articoli scientifici, la matrice che contiene le valutazioni per le coppie utente-elemento (user-item) è molto sparsa e gli utenti sono relativamente pochi rispetto ai numerosi articoli disponibili. Per superare il problema della scarsità di dati negli approcci di filtraggio collaborativo (Collaborative Filtering, CF), abbiamo proposto un approccio per la raccomandazione di articoli scientifici che combina l’analisi del contenuto basato su tecniche LDA, analisi di reti sociali per la generazione di vicini, e un modello di linguaggio (language model) basato sulla pertinenza per la raccomandazione tramite filtraggio collaborativo. Questo approccio utilizza gli argomenti nei articoli valutati del ricercatore per definire il profili utente, ignorando così i valori numerici delle valutazioni, e ap-
plicando una algoritmo per l’identificazione di comunità per raggruppare ricercatori simili in base ai loro argomenti correlati anziché calcolando somiglianze basate su articoli co-valutati.

Abbiamo condotto studi sperimentali su DBLP, utilizzando metriche che dimostrano che i nostri approcci si comportano bene rispetto ai metodi proposti nello stato dell’arte.

Parole chiave: sistemi di raccomandazione, articoli scientifici, modellazione di argomenti
Abstract

Scientific paper recommendation is a task that aims to enhance the exploitation of Digital Libraries (DL) and helps researchers to find relevant papers from a large pool of papers. However, reliable sources to model the researcher interests must be provided to have accurate recommendations.

In this thesis, we focus on the extraction of the user topical interests from papers that the user is connected with (authored or rated) and also by using the social structure of the academic network of the user (relations among researchers in the same domain).

We proposed a fully Content-Based Filtering (CBF) approach for scientific paper recommendation that relies on topic modeling: the profile of a researcher is modeled by a set of topics obtained by applying Latent Dirichlet Allocation (LDA) to the papers written by the researcher. The profile built by this model is easily interpretable, and can explain the recommendation results. Users in recommender systems of scientific papers have few rated papers that do not allow CBF approaches to discriminate papers the user likes from others she/he does not like. For this purpose, we proposed a recommendation model that measures the difference between two probability distributions between the topic model of the researcher’s corpus, and the language models of new papers and rank papers by minimizing the difference.

In recommender systems of scientific papers, the user-item rating matrix is very sparse and users are relatively few compared with the numerous available items. To overcome the issue of data sparsity in Collaborative Filtering (CF) approaches, we proposed a scientific paper recommendation approach that combines content analysis based on LDA, Social Networks (SN) techniques for neighborhood generation, and the relevance based language model to CF recommendation. This approach uses the topics in the researcher’s rated papers to define the user profiles, thus ignoring the numeric values of ratings, and applying a community detection algorithm to group similar researchers according to their related topics instead of calculating similarities based on co-rated items.

We conducted experimental studies on DBLP, by using ranking-oriented metrics that demonstrate that our approaches are performing well compared to the state of-the-art methods.
Keywords: Recommender systems, scientific papers, topic modeling, content-based filtering, hybrid approaches.
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Chapter 1

Introduction

In this chapter a general overview of the thesis is presented. Motivations and open issues of this work are discussed. The addressed research questions and contributions, as well as the thesis structure and the list of related publications are presented.

1.1 Motivations and Problem Statement

The explosive growth of the world-wide web and the emergence of social web applications in Web 2.0 (blogs, wikis, content sharing sites, social networks, etc.) have caused an overwhelming amount of data [96]. Users are able to generate and share content on online platforms. A variety of items ranging from products offered in an online store to posts in social media can be rated by users [130]. For instance, in Netflix¹, a user is able to provide feedback with a simple click of mouse by using the five-star rating system that specifies her/his like or dislike of an item. In other websites like Amazon², editing details of a product may be viewed as an implicit positive rating for this product.

Such forms of information should be managed and processed to create personalized applications that tailor their functionality according to the user needs. Recommender systems have emerged in response to this issue. Based on each user’s interest, previous ratings and behavior, they suggest items which users are likely to prefer from a huge collection of items [127].

Recommender systems have been successfully applied in several domains [16], suggesting products such as movies [153], music [141], TV programs [16] which can be bought and enjoyed.

In the scientific domain, one of the main tasks of researchers is to track what is going on in their research field [156]:

¹www.netflix.com
²www.amazon.com
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Figure 1.1: Total number of publications of the different publication types in DBLP (Figure taken from DBLP Computer Science Bibliography (September 2017))

- A PhD student needs to know what are the relevant papers matching her/his PhD subject.
- A postdoc may like to be up-to-date with which topics her/his colleagues are investigating.
- A professor might want to find funding opportunities relevant to the work done in her/his team.

In this context, the actions to discover relevant content can be difficult and time-consuming since there is a rapid development of academic publications: according the National Science Board the average annual growth of the indexes within the Web of Science is 2.5% [29].

The rate of scholarly data growth in DBLP is illustrated in figure 1.1. This has led to an increasing interest in and need for applying recommendation techniques to access relevant papers. Consequently, several scientific portals developed recommendation services such as Mendeley\(^3\), CiteSeer\(^4\), Citeulike\(^5\) and Citations Google Scholar\(^6\).

A recommender system can suggest automatically relevant papers based on the user preferences or/and other users with similar interests. Effective recom-

---

\(^3\)www.mendeley.com
\(^4\)citeseerx.ist.psu.edu
\(^5\)www.citeulike.org
\(^6\)scholar.google.fr/citations
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1.1 Motivations and Problem Statement

Recommendation is largely dependent on the selection of an appropriate algorithm, and its adaptation to a given scenario or domain. It is also depending on the type of models that capture users’ interests and preferences to create what is known as a “user model (profile)” [25]. For instance, when writing a paper, a researcher focuses on the topics related to her/his scientific domain. The topics addressed by a paper are also the first pieces of information a person is interested in when reading a scientific paper [70].

In this thesis we use topic modeling and language modeling to build user/item models for proposing innovative scientific paper recommendation approaches.

1.1.1 Representation of user/item models

The user/item models must be effective and efficient with respect to computational resources, and ideally they should be interpreted and easily understood by humans.

We explore the use of topic modeling in scientific paper recommendation to represent both user (researcher) and item (paper) models.

Topic models [30] have been employed as a machine learning technique to identify and annotate large text corpora with concepts, to track changes in topics over time, and to assess the similarity between documents. The purpose of topic modeling is the analysis of texts in natural language in order to discover the topics they contain and to represent them by means of probability distributions over words. They have been successfully applied to accomplish several tasks such as the analysis of scientific trends [70], query expansion in IR models [166] and scholarly publication search engines.

Topic models are based on the hypothesis that a person when writing a document has certain topics in mind. To write about a topic means to pick a word with a certain probability from the pool of words of that topic [70].

1.1.2 Recommendation of scientific papers

Most of Content-Based Filtering (CBF) approaches to scientific paper recommendation are mainly built upon simple retrieval models, such as keyword matching or the Vector Space Model (VSM) with basic TF-IDF weighting scheme, i.e. user and item models are represented by vectors of TF-IDF [115, 145, 86].

Some CBF approaches also used a set of concepts defined by a pre-existing ontology [44, 111] to represent both the user and the paper profiles. The recommender system matches the concepts in the user profile to each concept in the paper representation.
Existing Collaborative Filtering (CF) approaches to scientific paper recommendation recommend papers by predicting the rating of each paper. They are based on classic techniques of CF recommendation: model-based approaches such as the latent factor models used in [3, 161] and neighborhood-based approaches such as the extended item-based CF model presented in [61].

The neighborhood-based approaches to scientific paper recommendation apply similarity measures between users/papers in an unary ratings space. For instance, in [61] the authors applied the item-based CF approach by building the ratings matrix from the citation network. The citations are weighted by their graph importance (PageRank) prior to item similarity computation.

The model-based CF approaches exploit the user-item rating matrix to learn a predictive model and then predict ratings of users for new papers. For instance, in [161] the authors proposed a matrix factorization model to recommend scientific papers by using topics extracted from the item descriptions and user metadata.

1.2 Open Issues

Keyword-based approaches rely on keywords match. For instance, if the user rated a paper which contains “text mining”, keyword-based approaches will only recommend papers in which the words “text” and “mining” occur. Papers regarding Natural language processing techniques or Machine Learning applied to textual data will not appear in the set of recommendations [103].

On the other hand, in [90, 86] both user and new paper profiles are represented as trees of concepts from a pre-existing ontology; A limitation of these approaches is that the considered concepts are limited and too general to be able to well distinguish different topics.

Most of CF approaches to recommend scientific papers [161, 175] are designed to predict user ratings; this assumes that explicit ratings of users are available [164]. However, ratings in general are implicitly inferred; furthermore using predicted ratings as ranking scores may not accurately model the recommendation scenario as revealed in [57, 109]. The effectiveness of recommendation depends on accurately ranking of items rather than predicting ratings [164].

CF techniques use only the user-item rating matrix to provide recommendations. In recommender systems of scientific papers, the user-item rating matrix is usually very sparse. Consequently, the number of ratings is too low, as researchers rate only few papers, while CF techniques need many ratings to perform well.
1.3 Research Questions

With the above-stated open issues in mind, we have addressed the following research question:

**How can we effectively apply topic modeling in the recommendation task to reflect the user interests for improved results?**

Stemming from the above core research question are the following specific research questions:

1. Can topics in authored papers be utilized as reliable sources of knowledge to user and item modeling for recommendation?

   When writing a paper, a researcher focuses on the topics related to her/his scientific domain, by using a technical language. The topics in papers also are the essential information a researcher is interested in when reading a scientific paper. These core topics play an important role in the selection of new papers [70].

   In this thesis, we explore the use of topic modeling to represent the user model as a mixture of topics extracted from her/his past publications, and language modeling to represent new papers in a CBF recommendation mechanism.

2. How to identify researcher’s community by using topics for scientific paper recommendation?

   In recommender systems of scientific papers, the number of ratings is very low, as researchers rate a small proportion of the available papers [28, 68], while user-based CF techniques need many ratings to perform well. Consequently, computing similarities based on co-rated items would fail to capture in an accurate way the preferences similarities between researchers. In this thesis, we explore the use of user’s topics of interest to effectively identify her/his neighbors.

1.4 Contributions

The research that has been undertaken during the PhD has addressed the scientific problem of user and item modeling based on LDA for scientific paper recommendation. The main contributions of this thesis are related to the enhancement of the recommender systems of scientific papers.

In particular, this thesis brings the following contributions:

1. This thesis explores the use of topics as a source of user modeling for scientific paper recommendation. The users are modeled as a mixture of topics extracted by LDA from the researcher past publications (Chapter 4, [11]).
2. This thesis proposes a novel CBF approach for scientific papers recommendation by using the language modeling to IR model which compares the topics of interests of the researcher, as well as the technical language s/he uses to generate her/his papers. The experiment results demonstrate that it outperforms the state-of-art scientific paper recommendation approach. (Chapter 4, [11]).

3. It explores the use of topics to identify similar researchers instead of using their similar ratings for a relevance-based language modeling to CF recommendation approach [117] (Chapter 5, [10]).

1.5 Thesis Structure

The outline of this thesis is structured as follows:

- In this chapter, we introduced the research motivations, the open issues, the research questions and contributions.
- Chapter 2 presents background material to provide a description of information filtering, recommendation task along with an overview of scientific paper recommendation approaches.
- Chapter 3 presents a brief overview of topic modeling and language modeling.

Chapters 4 and 5 include our main contributions.

- Chapter 4 presents a CBF approach to scientific paper recommendation. The proposed approach is using the topics related to the researcher’s scientific publications (authored papers) to formally define the author profile. In particular, we propose to employ topic modeling to formally represent the user profile, and language modeling (or topic modeling) to represent each new paper to recommend. The proposed recommendation approach is based on the language modeling to IR model to recommend new papers to the target user.
- Chapter 5 presents a recommendation approach for scientific papers which uses topics (content) in the researcher’s rated papers ignoring the numeric values of ratings. We construct a collaborative researcher’s graph based on the topics extracted by LDA from the researchers rated papers. We apply then a community detection algorithm to extract the neighborhood of each target researcher. The recommendation algorithm is the application of the relevance-based language modeling approach to the scientific paper recommendation.
Finally, chapter 6 concludes the thesis, discussing the contributions provided and exploring the possibility of future work.

1.6 Publications

The research efforts presented in this dissertation are the summary of two international publications and a working journal paper:

International publications


Working paper

Chapter 2

Background and Related Work

This chapter presents the background notions and related work of the scientific paper recommendation task. We start by giving a brief overview of the recommender systems: formulation, approaches and evaluation techniques. We also give an overview of the scientific paper recommendation approaches.

2.1 The Recommendation Task

The aim of Information Filtering (IF) is to expose to users only items that are relevant to them [74]. The term “collaborative filtering” was coined in 1992 by Goldberg when implementing a spam filtering system [67]. The basic idea was that “information filtering can be more effective when humans are involved in the filtering process”.

Since the over abundance of product information which creates much inconvenience to users seeking products online, e-commerce sites like Amazon.com use collaborative filtering based on purchase history and customer ratings to make personalized recommendations to its customers. This category of softwares are called recommender systems.

Recommender systems are defined in [127] as software tools that suggest relevant items to a user, based on the user’s preferences (tastes, interests, or priorities).

They have been applied successfully to different domains such as e-commerce, news, music, movies, etc [69]. For instance, on Amazon nearly 35% of what consumers purchase and 75% of what they watch on Netflix are recommended items\footnote{www.mckinsey.com/industries/retail/our-insights/how-retailers-can-keep-up-with-consumers}. Each domain has different characteristics that require different methods [127].
2.1 The Recommendation Task

<table>
<thead>
<tr>
<th>Type of input data</th>
<th>ratings, content of items, user metadata, user context</th>
</tr>
</thead>
<tbody>
<tr>
<td>Filtering method</td>
<td>content-based [103], collaborative [144], hybrid [39], social-based [148], context-aware [2]</td>
</tr>
<tr>
<td>Model chosen</td>
<td>memory-based [58], model-based [93], heuristic [42, 60]</td>
</tr>
<tr>
<td>Techniques</td>
<td>probabilistic [118, 79], machine learning [37] and fuzzy [169], matrix factorization [94]</td>
</tr>
<tr>
<td>Goal</td>
<td>rating prediction [153] and item-based top-n recommendation [88]</td>
</tr>
<tr>
<td>Quality of the results</td>
<td>diversity [176], novelty [43], serendipity [113], relevance</td>
</tr>
</tbody>
</table>

Table 2.1: Recommender system settings.

2.1.1 Formulation of the recommendation problem

A general formulation of the recommender problem has been defined in [1] as the following:

Let \( U \) be a set of users, and let \( I \) be a set of items. Let:

\[
    r^* : U \times I \rightarrow R
\]

where \( R \) is a totally ordered set, be a real valued function defined on the product space of the users \( U \) and items \( I \) which predicts how a pair consisting of a user \( u \in U \) and \( i \in I \) is mapped to the evaluation \( r^*(u, i) \) of the user \( u \) for the item \( i \), namely the predicted “utility” or “predicted evaluation” of the item for the user [126] (Evaluation of an item by a user is called “rating” in a Collaborative Filtering (CF) recommender system). Then, items with the largest predicted evaluations are recommended to the user.

Depending on the required input data (e.g., ratings, context, logs) and the way in which the evaluation of item is predicted, three types of methods are commonly defined: Collaborative Filtering (CF) [47, 125, 164], Content-Based Filtering (CBF) [42, 60, 103] and hybrid [39, 40].

An implementer of a recommender system should consider the settings presented in table 2.1 [35].
2.1.2 Recommendation methods

Three types of recommender systems can be defined: CF recommender systems provide recommendations based on similarities between users’ ratings. CBF recommender systems match the users’ profiles to each item’s content features to recommend new items. Hybrid recommender systems combine both of CBF and CF methods.

Other extended approaches are presented in the literature such as knowledge-based approaches and context-aware approaches.

2.1.2.1 CF methods

CF methods rely on the preferences of the user as well as those of other users in the system. The idea is that if two users are like-minded (agreed in the past on some preferences of items), relevant items to one user are recommended to the other user and vice versa [58]. They derive recommendations only from the user-item rating matrix [135]. CF methods are commonly classified into two main categories: memory-based and model-based [144].

Model-based CF Model-based CF builds offline a statistical model of user/item rating pairs based on the training set, and then it applies this model online to provide recommendations [85].

Several techniques belong to this category, such as probabilistic techniques [118], graph-based techniques [47] and the most popular ones are the latent factor models that perform a dimensionality reduction in order to uncover latent factors between users and items. Examples of latent factor models are Singular Value Decomposition (SVD) for matrix factorization [92], probabilistic Latent Semantic Analysis (pLSA), or LDA [33].

Memory-based CF Memory-based CF makes recommendations based on the entire user-item rating matrix. It computes user/item similarities based on distance or correlation measures [85].

Memory-based CF finds either like-minded users (neighbors) for the target user (user-based approach), or pairs of items that are rated by common users (item-based CF).

In user-based CF, similarities between users and the target user are computed to identify like-minded users, and preferences of neighbors are aggregated to generate recommendations.

The neighborhood selection is based on identifying most similar users to the target user according to a similarity measure.
2.1 The Recommendation Task

Table 2.2: user × item rating matrix.

<table>
<thead>
<tr>
<th></th>
<th>$i_1$</th>
<th>$i_2$</th>
<th>$i_3$</th>
<th>$i_4$</th>
<th>$i_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_1$</td>
<td>5</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>?</td>
</tr>
<tr>
<td>$u_2$</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>$u_3$</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>$u_4$</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>5</td>
<td>4</td>
</tr>
<tr>
<td>$u_5$</td>
<td>1</td>
<td>5</td>
<td>5</td>
<td>2</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2.2: user × item rating matrix.

Table 2.3: Pearson correlation values between user $u_1$ and the other users.

<table>
<thead>
<tr>
<th></th>
<th>$u_1$</th>
<th>$u_2$</th>
<th>$u_3$</th>
<th>$u_4$</th>
<th>$u_5$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_1$</td>
<td>0.8528</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$u_2$</td>
<td>0.7071</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$u_3$</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$u_4$</td>
<td>-0.7921</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The similarity between two users is typically computed by means of the Pearson’s correlation coefficient between the vectors representing each user’s preferences [1] which is calculated as the following:

$$sim_{Pearson}(u,v) = \frac{\sum_{i \in P}(r(u,i) - \bar{r}(u))(r(v,i) - \bar{r}(v))}{\sqrt{\sum_{i \in P}(r(u,i) - \bar{r}(u))^2} \sqrt{\sum_{i \in P}(r(v,i) - \bar{r}(v))^2}}$$ (2.1)

where $r(u,i)$ is the rating given by user $u$ to the item $i$, $\bar{r}(u)$ is the average of all ratings given by user $u$ and $P$ is the set of items rated by both users $u$ and $v$.

Table 2.2 shows a user-item rating matrix with ratings given by 5 users on 5 items.

We estimate in this example the rating that user $u_1$ will give to item $i_5$. Similarity values between user $u_1$ and other users are calculated in Table 2.3 by using the Pearson’s correlation coefficient. The results show that user $u_1$ seems to be similar to user $u_2$ and user $u_3$, while she/he has opposite tastes with respect to user $u_5$.

To estimate the rating of a new item to the target user, the ratings from the neighborhood are aggregated to produce recommendations. In [125] the authors estimate the rating by considering rating deviations from the user’s and neighbor’s rating means.

$$\hat{r}(u,i) = \bar{r}(u) + \frac{\sum_{v \in N_u} sim_{Pearson}(u,v) \times (r(v,i) - \bar{r}(v))}{\sum_{v \in N_u} sim_{Pearson}(u,v)}$$ (2.2)

where $N_u$ is the set of user $u$’s neighbors.

On the other hand, in [6] the authors predict the user ratings by computing
Table 2.4: Adjusted cosine similarity values computed between $i_5$ and the other items.

<table>
<thead>
<tr>
<th></th>
<th>$i_1$</th>
<th>$i_2$</th>
<th>$i_3$</th>
<th>$i_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$i_5$</td>
<td>0.9695</td>
<td>-0.4781</td>
<td>-0.4276</td>
<td>0.5817</td>
</tr>
</tbody>
</table>

Table 2.4: Adjusted cosine similarity values computed between $i_5$ and the other items.

the weighted sum of neighbors’ ratings on item $i$. The rating is estimated as the following:

$$\hat{r}(u, i) = \frac{\sum_{v \in N_u} sim_{Pearson}(u, v) \cdot r(v, i)}{\sum_{v \in N_u} sim_{Pearson}(u, v)}$$

Let $|N_u| = 2$ in our example, the estimated rating of item $i_5$ to the target user $u_1$ is computed according to formula 2.2 as the following:

$$\hat{r}(u_1, i_5) = 4 + \frac{0.8528 \cdot 0.6 + 0.7071 \cdot 1.2}{0 \cdot 8528 + 0.7071} = 4.872$$

Several extensions of user-based CF model in the literature have been proposed by modifying similarity measures [106], by using clustering algorithm to identify a user’s neighbors [168] and by aggregating neighbor weights to generate item recommendations [92].

Item-based models consider similarities between items instead of users. It consists of building an item-item similarity matrix based on common ratings and a similarity measure. In [134] similarity between two items is defined by an adjusted cosine similarity measure that has been proved to obtain better performance than the Pearson’s correlation coefficient. The adjusted cosine similarity considers the average rating of an item and it is calculated as the following:

$$sim_{cos}(i_1, i_2) = \frac{\sum_{u \in U}(r(u, i_1) - \bar{r}(u))(r(u, i_2) - \bar{r}(u))}{\sqrt{\sum_{u \in U}(r(u, i_1) - \bar{r}(u))^2 \cdot \sum_{u \in U}(r(u, i_2) - \bar{r}(u))^2}}$$

where $U$ is the set of users who rated both items $i_1$ and $i_2$.

Table 2.4 shows the adjusted cosine similarity values between $i_5$ and the other items. $i_5$ seems to be very similar to $i_1$ and $i_4$. The estimated rating of a new item given the target user is computed as follows:

$$\hat{r}(u, i) = \frac{\sum_{j \in S_u} sim_{cos}(j, i) \cdot r(u, j)}{\sum_{j \in S_u} sim_{cos}(j, i)}$$

where $S_u$ is the set of items rated by user $u$. The prediction of item $i_5$ given the target user $u_1$ when the neighborhood size of an item is equal 2.

$$\hat{r}(u_1, i_5) = \frac{0.9695 \cdot 5 + 0.5817 \cdot 4}{0.9695 + 0.5817} = 4.625$$
2.1 The Recommendation Task

Ranking-based CF  Both memory and model-based are rating-based CF models [91, 1, 78]. However, the goal of a recommender system is to rank a list of items relevant to the user rather than predicting ratings [165, 102].

In this context, several ranking-based CF models have been proposed: vector-space IR model [26, 165], binary independence retrieval model [164], statistical language models [163] and learning to rank models [167, 138, 147].

In [164] the authors found analogies between CF with implicit data and IR. They introduced the concept of binary relevance into CF by applying the probability ranking principle in IR [128] to CF.

In [26] the authors proposed to use IR models in the item-based CF framework. They applied an IR model by identifying an analogy between IR and item-based CF: in item-based CF, terms are seen as the items, while the term frequencies are the user ratings (in the query representation) or the item similarity (in the document representation). The experiments show better results than the classic item-based CF approach.

In [165] the authors introduced a recommendation framework for adapting the VSM to ranking-based CF. Users are considered as documents and pairwise relative preferences of items as terms. The terms are weighted by a degree-specialty weighting scheme similar to TF-IDF. A user-item based CF is applied by aggregating the partial rankings of the user’s neighbors into a total ranking of items for recommendation.

In [50] the authors reformulated the recommendation problem and used algorithms from IR, namely a model based on Discrete Fourier Transform (DFT) and the VSM by modeling a user as a document, an item as a term, a target user as the query, and ratings as weighting scores of the original IR algorithm.

In [164] the authors presented a language modeling approach for the item ranking problem in CF. The new item to recommend is generated by using a linear smoothing technique defined by a combination of the item popularity and its co-occurrence with the items rated by the target user.

Advantages  CF methods derive recommendations from the user-item rating matrix, thus avoiding the need of collecting extensive information about items and users.

Model-based CF can provide serendipitous recommendation with latent factor models i.e. recommending unexpected and interesting items. These models are able to characterize the preferences of a user with latent factors. For instance, in a book recommender system, a latent factor model can determine that a given user is a fan of books that are both fiction and romantic, without having to define the aspects “fiction” and “romantic”.

Memory-based CF is simple to implement and do not require costly training
phases [58]. Furthermore, it can provide explanations which reveal the reasoning behind recommendations. For instance, the item-based recommender system can provide the list of similar items and ratings given by the user to these items [150].

**Limitations**  CF methods suffer from a general issue called *cold start problem*, which may occurs in two cases: First, when new items (or old items which have very few ratings) are unlikely to be recommended (long tail). Second, when users made no or few ratings, the system is unable to find like-minded users and hence to provide recommendations.

The cold start problem is more prominent when the user-item matrix is very sparse: in many cases the number of common rated items between users is low, as users rate only a few items, while CF methods need many ratings to perform well.

In general, CF methods are less scalable and require an offline learning of the recommendation model [85]. In [125] the authors report that CF methods can be easily manipulated through fake users who promote their own items.

**2.1.2.2 CBF methods**

CBF methods analyze a set of features of items relevant to the user and learn a user profile based on these features. The filtering process basically consists in matching up the features of the user profile against the features of an item content (i.e., item profile) [103].

**Differences between CBF and IR**  In [23] the authors made a comparison between CBF and IR by outlining their similarities and differences. IR has a common goal with CBF, which is to select items relevant to users. The differences between CBF and Information Retrieval (IR) systems are presented in table 2.5.

**Formulation of CBF**  We define $content(i)$ as the item profile which is a set of attributes characterizing the item $i$. It is usually computed by extracting features from item $i$ and used to determine the appropriateness of the item for recommendation purposes. Then, we refer $content-based-profile(u)$ to be the profile of the target user $u$ containing her/his preferences. Hence, the evaluation of an item (utility function) $g(u, i)$ is defined as:

$$g(u, i) = matching(content-based-profile(u), content(i))$$ (2.8)

**CBF system components**  A CBF system includes four basic components (see figure 2.2):
### 2.1 The Recommendation Task

<table>
<thead>
<tr>
<th>Characteristics</th>
<th>IR</th>
<th>CBF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Frequency of use</td>
<td>ad-hoc use of a one-time information need</td>
<td>long term users with long term information needs</td>
</tr>
<tr>
<td>Representation of user needs</td>
<td>queries</td>
<td>user profiles</td>
</tr>
<tr>
<td>Goal</td>
<td>selecting relevant documents from databases that match the query</td>
<td>omitting irrelevant from incoming streams of items or seeking relevant items for target users</td>
</tr>
<tr>
<td>Database</td>
<td>static</td>
<td>dynamic</td>
</tr>
<tr>
<td>Type of users</td>
<td>not known to the system</td>
<td>known to the system, a user model is saved in the system</td>
</tr>
<tr>
<td>Scope of system</td>
<td>only relevance of items</td>
<td>social issues like privacy and user profiling</td>
</tr>
</tbody>
</table>

Table 2.5: Differences between CBF and IR systems [74].

- The data analyzer component: The items are collected and represented in item models. They are the input of the similarity model component.
- The user model component: It constructs the user profile from explicit or implicit information that represents the user preferences. The user profile is also an input to the similarity component model.
- The similarity model component: It consists of matching the user profile with the represented items and calculating the similarity between them.
- The learning component: It detects the shifts of the user’s interest in time from the user’s feedback. Then, it updates the user model to fit the new preferences in order to improve the filtering process.

**The user profile** The user profile is a fundamental component in a CBF system. It is built by understanding and specifying the following aspects [120]:

- User characteristics: definition of a set of user properties such as age, gender, occupation, nationalities, spoken languages, etc.
- User’s goals: identification of the user’s goal. For instance, the Youtube recommender system presents different recommendation goals. It can suggest playlists based on popular uploaded videos, on the musical style of the user, on an artist that the user frequently watched her/his videos, etc (see figure 2.1).
Figure 2.1: Personalized playists offered to a user on Youtube site

Figure 2.2: CBF system components

- User’s context: definition of the user’s device (e.g., mobile handset, PC desktop) and the situation of interaction (e.g., location, temporal information).

**CBF methods**  CBF methods can be classified into two categories: 1) models built on machine learning, such as naive Bayes model [103], decision trees and neural networks [119], or 2) heuristic functions inspired from IR techniques [42, 60].

The ML methods try to classify new items in a system as relevant or irrelevant for each user. For instance, in [103], the authors used naive Bayes model to generate a probabilistic model that recommend items. The naive Bayes model estimates the probability of an item $i$ is relevant or irrelevant (class $c$) $p(c|i)$,
based on the a priori probability for the class \( p(c) \), the probability of observing the item \( p(i) \), and the probability of observing the item given the class \( p(i|c) \) (i.e., probabilities of items already rated by the user) as the following:

\[
p(c|i) = \frac{p(c)p(i|c)}{p(i)}
\]  

Most of CBF methods are based on heuristic models which represent users and items as vectors of TF-IDF [142] (or BM25 [15]) in a VSM.

VSM is a spatial representation of text documents \( D = \{d_1, d_2, \ldots, d_N\} \) where each document is represented by a vector in a n-dimensional space and each dimension corresponds to a term from the overall vocabulary of a given document collection \( T = \{t_1, t_2, \ldots, t_n\} \). The document vector of \( d_j \) is a vector of term weights, where each weight indicates the degree of association between the document and the term, \( d_j = \{w_{1j}, w_{2j}, \ldots, w_{nj}\} \), where \( w_{kj} \) is the weight for term \( t_k \) in document \( d_j \) [103].

The most popular used term weighting scheme is TF-IDF that considers terms which occur frequently in one document (TF = term-frequency), but rarely in the rest of the corpus (IDF = inverse-document-frequency).

The TF-IDF weight of a term is calculated as follows:

\[
TF-IDF(t_k, d_j) = TF(t_k, d_j) \log \frac{N}{n_k}
\]  

where \( N \) denotes the number of documents in the corpus, \( n_k \) denotes the number of documents in the collection in which the term \( t_k \) occurs at least once, and \( TF(t_k, d_j) \) which is calculated as follows:

\[
TF(t_k, d_j) = \frac{freq(t_k, d_j)}{maxFreq(d_j)}
\]  

where \( freq(t_k, d_j) \) is the frequency of the term \( t_k \) in document \( d_j \) and \( maxFreq(d_j) \) is the maximum \( TF \) value computed in document \( d_j \).

Since items and user profiles are represented as vectors of TF-IDF, items are recommended in decreasing order of similarity with the user (the user profiles are represented in the same form of the items). The most common measure is the cosine similarity which is calculates as the following [42]:

\[
sim_{cos}(u, i) = \frac{\sum_k w_{ki}w_{ku}}{\sqrt{\sum_k w_{ki}^2} \sqrt{\sum_k w_{ku}^2}}
\]  

where \( w_{ki} \) is the weight assigned to the feature \( k \) in item \( i \).
Advantages  In contrast to CF, CBF allows user independence. Instead of using ratings from other users in order to find the “nearest neighbors”, CBF exploits solely ratings provided by the target user to build her/his own profile.

CBF can provide content features or descriptions that caused an item to occur in the list of recommendations to provide explanations to the user [54].

Furthermore, CBF does not suffer from the long tail problem as they can recommend items not yet rated by any user [103].

Limitations  CBF methods cannot provide recommendations if the content does not contain suitable features to discriminate items (Portfolio effect) [103]. Hence, a domain knowledge is needed to associate new types of features with the new items. For instance, for movie recommendations the system needs an external source like an ontology to know the actors, directors of the movie, etc.

Furthermore, CBF methods tend to recommend items that contain exactly the same information as the items the user already has rated. This issue is called the ‘serendipity problem.

Also, CBF methods are not able to provide effective recommendations before collecting enough ratings to build the user profile (cold-start problem for users).

2.1.2.3 Combining recommender systems (Hybrid methods)

A hybrid recommender system combines CF and CBF techniques to improve their individual performance by for example alleviating the cold start problem and providing more diverse recommendations.

In [39] the authors presented three base designs:

- A single recommender system that incorporates diverse range of input data of several recommendation techniques in one algorithm implementation. For instance, in [18] the authors proposed to combine collaborative features such as user’s ratings and content features of items.

- Parallelized hybrid recommender systems that operate independently and produce separate recommendations. Then, the output is combined into a final list of recommendations.

- Recommender systems are joined together in a pipeline architecture in which the output of a recommender is the input of a subsequent recommender.

In [17] the authors used both the last two strategies by running in parallel three recommendation techniques (a user-based CF, an item-based CF and a CBF algorithm) to generate rating predictions, which are then combined by a meta-learning algorithm that uses the rating predictions as meta-features.
2.1.2.4 Knowledge-based recommendation approaches (KRS)

For specific item domains, such as automobiles, tourism services, or expensive luxury goods, CBF and CF techniques are unable to provide recommendations. These items have a particular set of properties that make recommendation difficult based on few data [5].

KRS exploit deep knowledge about the item domain [154, 63, 38]. These systems are interactive, which allows the user to explore the complex feature space of the item and learn about the trade-offs available between various recommendation [5, 154].

2.1.2.5 Context-aware recommendation approaches (CARS)

CARS take into account contextual information such as time, place, etc. For instance, in music recommendation, the listener’s mood and location may matter to provide better recommendations [2].

In [77] the authors asserted that contextual information about the user’s task into the recommendation algorithm in certain applications can provide better recommendations.

CARS can be classified into two categories:

- The recommendation via context-driven querying and search which consists of using the current contextual information and user’s ratings as queries to recommend the relevant items.

- The recommendation via contextual preference elicitation and estimation which learns the user model by incorporating the contextual information [48].

2.1.3 Recommendation with side information

The recommender systems collect the relations between users and items. The most popular form of relation is the rating which represents the relevance judgment (user’s level of interest) given by the user to the item.

Ratings are collected explicitly or inferred by the system implicitly. They are represented in a variety of forms [135]:

- numerical: a user selects a number on a rating scale to reflect the relevance of an item such as the 1-5 stars provided in the book recommender system of Goodreads².

- ordinal: a user selects an ordinal rating that reflects her/his opinion

²goodreads.com
• binary: rating of 0 or 1 which can be explicit such as hitting thumbs-up/down buttons or implicit such as buying a product.

• unary: ratings are only positives which can be also explicit such as a “like” statement or implicit such as downloading a song.

Beyond ratings, there exists rich information such as user-generated text and social networks in recommender systems that can improve the recommendation results.

2.1.3.1 User-generated text

The content information generated by users such as tags, comments, reviews and in our case scientific text usually point out the reasons of ratings. For instance, travelers share their experiences on Tripadvisor\(^3\) to support the travel provider in case of positive experiences and to aware people from bad services. Thus, reviews complements ratings and can be used to suggest ratings when these latter are missing. In [130] the authors extract sentiments and polarized latent features from textual reviews to identify useful predictors for the overall rating.

2.1.3.2 Social networks

With the rise of social networking, recommender systems acquire information about the social influence between users. In [75] the authors asserted that friends have a tendency to select the same items and give similar ratings. They proposed a recommendation model which make use of an online social network besides user’s ratings and they did show that the use of these information in a recommender system not only improves the performance of recommendation but also remedies the data sparsity and cold start problems.

Indeed, in recommender systems of scientific papers, ratings are unary and implicitly inferred which means that there is no explicit evaluation of papers by users. Furthermore, the number of ratings is very low which results in the data sparsity and cold start problems.

Hence, the side information is considered in this thesis to build recommendation models for scientific papers which are typically the user generated content (topics in papers).

2.1.4 Evaluation of recommender systems

The evaluation process quantifies the quality of a recommender system. Typically, this quantification is performed via calculation of metrics which are directly associated with the relevance of items provided to the user.

\(^{3}\text{www.tripadvisor.com}\)
2.1.4.1 Offline evaluation

Two main evaluation methods are presented in the literature to evaluate recommender systems: online and offline [72]. In this thesis, we use the offline evaluation.

The offline evaluation of a recommender system is based on methods used in ML evaluation. It consists of holding out from the system a part of ratings (testing data), leaving the rest (training data) as input to the algorithm, and requiring the system to predict such data.

If a specific number of ratings is required for training purposes, this method is called given-n: for every user the ratings are split into n training ratings and the remaining as testing ratings. Analogous to the given-n, the all-but-n in which the testing set can have a specific size: n testing ratings and the remaining as training ratings.

2.1.4.2 Metrics

In the classic formulation of recommendation, which is to predict ratings of items, the effectiveness of the recommender system has been evaluated by measuring the error between predicted and true ratings, using metrics such as the Mean Absolute Error (MAE), and the Root Mean Squared Error (RMSE).

However, since the recommendation task is considered in recent work as a relevance ranking problem, several authors [52, 24, 84] use evaluation metrics from IR such as precision, recall and coverage. We define in the following the evaluation metrics used throughout this thesis.

Recall@m  The recall quantifies the fraction of relevant papers that are in the top-m of the ranking recommendation list sorted by their estimated relevance score (relevant recommended papers up to position m) from among all relevant papers in the test set.

For each target user u:

Recall@m = \frac{|N(m; u)|}{|N(u)|}  \quad (2.13)

where |.| denotes the cardinality of a set, N(u) is the set of papers relevant to u (positively rated) in the test set and N(m; u) is the subset of N(u) contained in the top-m list of all papers sorted by their estimated relevance score. The recall for the entire system can be summarized by using the average recall from all researchers.
Chapter 2. Background and Related Work

Coverage Two types of coverage can be defined: the user coverage which is the proportion of users for which the system can recommend at least one item; and the item coverage (catalog coverage) which is the proportion of items the system can recommend to users in the system \[137\]. We use the item coverage defined as the following \[64\]:

\[
\text{COV}(L) = \frac{\bigcup_{j=1}^{N} I_j^L}{|I|}
\]

(2.14)

where \(I\) is the number of items in the test set and \(\bigcup_{j=1}^{N} I_j^L\) is the set of distinct items contained in all top-L recommendation lists.

A recommender system with a low coverage can recommend only a small number of distinct items which results in little diverse recommendations. On the contrary, systems with high coverage are more likely to provide diverse recommendations \[104, 105\].

2.2 The Scientific Paper Recommendation Task

In the last years, a big deal of research has addressed the issue of scientific papers recommendation. This problem has become more and more compelling due to the information overload phenomenon suffered by several categories of users, including the scientific community. Indeed, the increasing number of scientific papers published every day implies that a researcher spends a lot of time to find publications relevant to her/his research interests. In particular, recommender systems serve in this context the purpose of providing the researchers with a direct recommendation of contents that are likely to fit their needs. Several types of items can be recommended in scientific domain such as research papers, books \[112\], academic events \[89\], venues \[171\], citations \[27, 76\], academic datasets \[140\], new collaborators \[177\], research topics \[151\], etc.

2.2.1 Domain characteristics

Recommender systems are used in different application domains such as news, movies music, scientific papers, etc; each of which has different characteristics which require specialized methods for adapting the recommendation process \[5\].

In \[41\] the authors identified six important characteristics of the domain that an implementer of a recommender system should consider:

- Heterogeneity: It indicates that items have many features. For instance, in e-commerce applications the products to recommend are in different categories. In a homogeneous item space, the content knowledge is specific and
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easier to acquire and to maintain.

- Risk: The risk in a recommender system consists of the degree of user’s tolerance to false positives among recommendations and this is likely to occur in two cases: the user has very strong constraints on a relevant recommendation or the cost of accepting an item is very high.

- Churn: In a high churn domain, new items are introduced to the system continuously and they have a very short time span of relevance. Only few users can rate these items in that period and that incurs in a very sparse user-item rating matrix.

- Interaction style: In certain domains such as e-commerce, users (clients) are interacting with the system many times, often consuming similar items, and therefore explicit ratings are quite easy to obtain. In contrast, domains exist in which users make no special efforts to interact with the recommender system. The recommender systems extracts implicit ratings from user behavior.

- Preference stability: User preferences change over time due to evolving needs. Stable preference means that the user is interested in an item for a long period and she/he wishes to continue getting similar recommendations to it. For instance, a user purchasing tickets to Disneyland Paris would typically switch preferences of attractions in Paris once the purchase is complete, while a person likes Italian food may wish to continue getting recommendations of Italian restaurants for a long time.

- Scrutability: In some domains like medical applications users need explanations about why an item has been suggested and which features make that specific item more desirable than others.
<table>
<thead>
<tr>
<th>Domain</th>
<th>Risk</th>
<th>Churn</th>
<th>Heterogeneous</th>
<th>Preferences</th>
<th>Interaction style</th>
<th>Scrutability</th>
<th>Techniques</th>
</tr>
</thead>
<tbody>
<tr>
<td>News</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>Stable</td>
<td>Implicit</td>
<td>Not required</td>
<td>CBF / CF</td>
</tr>
<tr>
<td>E-commerce</td>
<td>Low</td>
<td>High</td>
<td>High</td>
<td>Stable</td>
<td>Explicit</td>
<td>Not required</td>
<td>CF</td>
</tr>
<tr>
<td>Movies</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Stable</td>
<td>Explicit</td>
<td>Not required</td>
<td>CF</td>
</tr>
<tr>
<td>Music</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Unstable</td>
<td>Implicit</td>
<td>Not required</td>
<td>CBF / CARS</td>
</tr>
<tr>
<td>Life insurance</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>Stable</td>
<td>Explicit</td>
<td>Required</td>
<td>KRS</td>
</tr>
<tr>
<td>Tourism</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>Unstable</td>
<td>Explicit</td>
<td>Required</td>
<td>CBF / CARS</td>
</tr>
<tr>
<td>Job search recruiting</td>
<td>High</td>
<td>Low</td>
<td>Low</td>
<td>Stable</td>
<td>Explicit</td>
<td>Required</td>
<td>CBF</td>
</tr>
<tr>
<td>Scientific paper</td>
<td>Low</td>
<td>Low</td>
<td>Low</td>
<td>Stable</td>
<td>Implicit</td>
<td>Not required</td>
<td>CBF / Hybrid</td>
</tr>
</tbody>
</table>

Table 2.6: Sample domains of recommendation [41].
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<table>
<thead>
<tr>
<th>Data type</th>
<th>unstructured</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quality of metadata</td>
<td>High quality: keywords-based annotation, few metadata, medium expressiveness through key-words annotation of content</td>
</tr>
<tr>
<td>Description based on standards (e.g ontologies) [111]</td>
<td>ACM Computing Classification System (CCS)⁴</td>
</tr>
<tr>
<td>Volume / diversity of items</td>
<td>huge number of papers on a large variety of topics</td>
</tr>
<tr>
<td>Distribution of items</td>
<td>long-tail</td>
</tr>
<tr>
<td>Stability and persistence of items</td>
<td>persistent, continuous stream</td>
</tr>
<tr>
<td>User ratings</td>
<td>implicit ratings: downloading a paper, citing it, adding it to one’s library, editing paper details, consulting its bibliography</td>
</tr>
</tbody>
</table>

Table 2.7: Data model instantiation of a recommender system of scientific papers.

Table 2.6 shows the characteristics of eight different domains and the predominant recommendation approaches in each one [41]. CF techniques are applied in heterogeneous domains. High risk leads to use KRS techniques. In tourism services recommendation, unstable preferences can be handled by CARS [155].

In recommender systems of scientific papers, items are homogeneous i.e. even with different types of papers such as journal papers, conference papers, technical papers all have the same type of data. Furthermore, ratings are only associated with true positive items, and in general they are implicitly captured by means of the analysis of various kinds of interactions between researchers and papers, like downloading a paper, citing it, adding it to one’s library, editing paper details, consulting its bibliography, etc.

Due to the high number of papers, new papers and the long tail (infrequently read papers) may contain the so-called sleeping beauties; papers containing extremely relevant topics, but remain unknown to most researchers for a very long time.

Table 2.7 shows the data model instantiation in a recommender system of scientific papers.

The user model represents the topics that the researcher is pursuing in the field (topical relevance). These topics may remain the same for a long period (for instance a PhD topic). Table 2.8 shows the user model instantiation in a recommender system of scientific papers.
<table>
<thead>
<tr>
<th>Demographic information</th>
<th>Job as the only important demographic information: PhD student, postdoc, professor, etc.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goal’s existence and nature</td>
<td>pull mode: recommending scientific papers related to her/his topics of interest which are inferred from the implicit ratings</td>
</tr>
<tr>
<td>Level of expectation</td>
<td>medium: Some users are looking for papers that are exactly similar to their topics of interest; others would want to discover new papers that are different from their current topics</td>
</tr>
<tr>
<td>Change of expectation over time</td>
<td>yes: topics of interest of the researcher change over time</td>
</tr>
<tr>
<td>Importance of user situation</td>
<td>low: the user behavior cannot be affected by the context (location, temporal information)</td>
</tr>
<tr>
<td>Social environment</td>
<td>single user: looking for new scientific papers could be an individual activity or group of users in a research lab: collaborative work on a co-authored paper</td>
</tr>
<tr>
<td>Trust and privacy concerns</td>
<td>Not considered</td>
</tr>
</tbody>
</table>

Table 2.8: User model instantiation of a recommender system of scientific papers.
2.2.2 Scientific paper recommendation approaches

Content-Based Filtering (CBF) is the predominant technique for scientific paper recommendation because of the rich content of scientific papers and the few number of ratings (the user is not very active in a recommender system of scientific papers) [9]. Indeed, in [20] the authors reviewed 58 scientific paper recommendation approaches, 31 used CBF techniques (53%). Only 7 approaches applied Collaborative Filtering (CF). Furthermore, none of the reviewed CF approaches used explicit ratings.

When defining a CF approach to scientific paper recommendation, the cold start problem is particularly serious as the user-item rating matrix is very sparse. In applications like movie recommender systems, there are usually few items and several users. For instance, the MovieLens 1M dataset\(^5\) contains 1,000,209 ratings from 6040 users and 3706 movies. Moreover, the users are clients who are very likely to interact with the system several times, often consuming similar items; therefore, ratings are quite easy to obtain. Hence, recommendation models can make accurate recommendations for most users in e-commerce domains. On the contrary, in recommender systems of scientific papers, users are relatively few compared with the numerous available items; the user-item rating matrix is usually very sparse (e.g., the sparsity of the implicit user-item rating matrix of the bibliographic portal Mendeley\(^6\) is by three orders of magnitudes smaller than the Netflix\(^7\) user-item rating matrix [158]).

As reviewed in [20], the ratings are in general implicitly inferred in most of scientific paper recommendation approaches. The key issue in inferring ratings is that there is no explicit quality evaluation any more by the target user. For instance, in [170] the authors made the assumption that the more pages a user read, the more she/he was considered to like the read paper. However, the user can spend a lot of time in reading the paper because she/he has some trouble to understand it.

2.2.2.1 CF approaches to scientific paper recommendation

The aim of scientific paper recommendation systems based on CF techniques is to exploit the users (researchers) /items (scientific papers) patterns identified within a research community to provide recommendations.

Many recommender systems of scientific papers were implemented based on extended item-based CF [152, 61]. In [61] the authors apply link analysis algorithms such as HITS and PageRank

\(^{5}\)grouplens.org/datasets/movielens/
\(^{6}\)www.mendeley.com
\(^{7}\)www.netflix.com
to the citation network of the entire corpus (rated and unseen papers) to measure the importance of a paper in it. Then, they integrate the node (paper) weights to an item-based CF recommendation. This method is not able to provide recommendations for new papers or for papers with few ratings (cold-start problem for items).

In recommender systems of scientific papers, there are usually few users and several items. Hence, the item-based CF approaches do not scale well in contrast to the user-based nearest neighbors CF approaches which perform well in this domain [4].

In [80] the authors introduced the Mendeley Suggest recommender system which is a user-based nearest neighbors CF approach. They identified the 100 users most similar to each user by using the cosine similarity between users libraries. The relevance score of a candidate paper for a target user is the sum across the inverted neighborhood.

In [4] the authors assume that the accuracy of the nearest neighbor method to identify groups of users on sparse data is very low. Thus, they apply a subspace clustering algorithm to search similar users who share many common items in access logs.

More recently, memory-based approaches have been proposed to recommend items to users based on their ranking of shared items. In [170] the authors extracted the users access logs to model their preferences. Then, they computed similarities between any two users based on their rankings of the books they both read. Although this method alleviates the cold-start problem by using external resources (not related to items), these latter are generally noisy and not reliable, as pointed out in [136].

2.2.2.2 CBF approaches to scientific paper recommendation

Several approaches in scientific paper recommendation have adopted CBF [86, 44] as this method does not require particular assumptions over the size and the activity of the user (sparsity problem), nor penalize items that have not been rated or yet by many users if satisfactory meta-data are available (cold start problem of items).

In [145] the authors asserted that CBF techniques are more appropriate, as scientific papers are textual data and provide a reliable to base the user profile construction on. Indeed, several authors show that CBF methods in scientific paper recommendation outperform CF methods [19, 86].

CBF approaches for scientific paper recommendation extract features for user modeling from different sources.

In [44] the authors built user profile based on the user previously published
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(co-authored) papers. In [90] the authors used the user previously viewed papers. The user profiles can be also modeled from external sources like social tags [87], mind maps [22, 21], etc.

Papers are pre-processed to extract content from titles [98], abstracts [61], keywords [83], introduction [82], paper’s body text [115], citations [62, 110], citation context [76], discipline [80], etc.

In [80] the authors proposed to recommend items which look like the content of the most recently read paper. The recommended papers are then re-ranked by multiplying the similarity score by the log of the popularity of the paper.

In [44] both the user and papers are modeled as trees of concepts from the ACM’s Computing Classification System (CCS); the recommender system matches the concepts in the user profile to each concept in the paper representation by means of a tree matching algorithm.

On the other hand, in [55] the authors modeled the user profile by a network structure called a context graph. For each document viewed by the user, a context graph is built by processing a weighted list of key-phrases.

In [145] and [146] the user profile is constructed by using the relations between each researcher’s paper and its citation and reference papers. They also compute the feature vectors of the candidate papers to recommend by using relations between the candidate paper and its citations and references. The candidate papers are represented by TF weights of its terms and the terms of its context (citations and references). In this approach, the authors assumed the availability of the full text of the papers which is rarely the case.

In [115] the authors considered that existing recommender systems depend on the item provider system which is in general using only one source of items. For this purpose, they used only one single paper (title and abstract) as an input to represent the user preferences. Then, they generated queries by using terms in that paper to search for candidate papers of recommendation in search forms made available by Web information sources. Finally, they applied a TF-IDF approach to recommend the papers most related to the input paper. A limitation of this approach is that the considered input paper is not enough to identify the user preferences.

In [8] the authors built the researcher profile by using the multivariate linear regression problem to learn the relations between a given researcher and keywords from her/his previous publications (the importance of the keyword to the researcher). The used features are the keywords of her/his publications and their recency scores.
2.2.3 Scientific paper recommendation approaches based on topic modeling

In [161] the authors introduced the Collaborative Topic Regression (CTR) recommendation model, which combines matrix factorization and LDA into a single generative process, where item latent factors are obtained by adding an offset latent variable to the topic proportion vector.

In [175] the authors proposed a hybrid recommender system which is an extension of the CTR model called CAT (content + attributes recommender system). It incorporates content and descriptive attributes of items (e.g., author, venue, publication year) into an uniform model to improve the recommendation accuracy.

These above models suffer from several limitations. First, they are unable to make accurate predictions for researchers with only few ratings. The latent feature vectors for users with only few ratings are close to the prior mean and, consequently, the predicted ratings for the users are influenced by other users. Second, the latent factor models do not consider the relational structure among scientific papers. This relational structure information in academic networks provides useful directions for researchers to find interesting papers. Furthermore, they may not effectively support tasks that are specific to a certain research task such as recommending citations. For instance, a biological scientist who is interested in data mining applications to biological science might desire the recommender systems to support tasks such as recommending new papers on data mining techniques. While both CAT and CTR are using a rich source of metadata to generate recommendations, they are subject to certain limitations that affect their effectiveness in modeling citation patterns. The citation context, defined as a sequence of words that appear around a particular citation [146] is not highlighted in the learned models.

In [131] the authors proposed to use an alternative of LDA for assigning the user’s interest and recommending papers based on the usage data (items saved in user’s libraries). When applying LDA, they consider the documents as terms and users as a set of documents. The obtained probability distributions to the usage data are: \( p(d|k) \) which is the probability distribution of the document \( d \) given the topic \( k \) and \( p(k|u) \) which is the probability distribution of the topic \( k \) given a user \( u \). Then, they assigned one topic \( k_u \) from the extracted topics to the target user by using two methods: the predominant topic in the user’s library or the most recent one. Finally, the papers to recommend are sorted by decreasing values of \( p(d|k_u) \).
2.3 Summary

There has been much done in recommendation research area over the past years that have used a broad range of statistics such as ML, IR and other techniques which advanced the state-of-the art of recommendation. The recommendation approaches can be classified based on the required input data and the used filtering techniques: CBF, CF and hybrid. The recommender systems have been applied in several domains by using different techniques depending upon the domain factors and the data model. We presented the scientific paper recommendation approaches.
Chapter 3

Topic Modeling and Language Modeling Overview

When the type of data is textual, to define a user model it is necessary to process user-related textual data from which to extract keywords, or topics. To this aim, several techniques have been used such as probabilistic models, ontologies, etc. In this chapter, we focus on topic modeling and language modeling, which have been successfully in a multitude of web applications such as Information Filtering (IF), IR and text classification.

3.1 Language Modeling

Language models are used to represent textual data in many applications such as speech recognition, machine translation, and handwriting recognition. A language model is a probability distribution over words in an indexed vocabulary [53]. They can be used to “generate” new word sequences (documents) by sampling words according to the probability distribution: considering the language model as a pool of words, where the probabilities determine how many occurrences of a word are in the pool, then we can generate word sequences by reaching in (without looking), drawing out a word, writing it down, putting the word back in the pool, and drawing again [53]. This generative process is approximating the model of the topic that the author of the document had in mind when she/he was writing it.

A traditional generative model of a language from formal language theory, can be used either to recognize patterns of strings or to generate strings (document). The generative model of a language is illustrated as a finite automaton that generates strings/ document as illustrated in figure 3.1.

The “unigram” language model associates to each string in the vocabulary a probability of occurrence. For instance, if the documents in a collection contain
3.2 Topic Modeling

Topic modeling has been employed as a technique to identify and annotate large text corpora with concepts, to track changes in topics over time, and to assess the similarity between documents. The purpose of this algorithm is the analysis of text data to reveal hidden thematic structures.
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Figure 3.3: The generative process underlying topic models [143].

of texts in natural language in order to discover the topics they contain and to represent them by means of probability distributions over words. In the real world tasks, topic modeling has been successfully applied to address several tasks (e.g., analysis of scientific trends [99], IR [172, 166, 81], and scholarly publication search engines \(^1\)).

Topic models are a range of generative models for language that specify procedures by which documents are built [30]. The basic algorithm of topic modeling is Latent Dirichlet Allocation (LDA) which describes a generative model for topics and documents [33]. The generative process of LDA is defined as: first, choose a set of topics; then for each word in the document choose a topic from that set and select a word from the topic (see figure 3.3). Thus, LDA exhibits multiple topics in a document and that each word in document can be associated with one of these topics.

3.2.1 LDA algorithm

We denote by \(D\) the number of documents, \(K\) as the number of topics and \(N_d\) the number of word in document \(d\). We define the following variables:

- \(\phi_{1:K}\): topic distributions over the vocabulary, where \(\phi_k\) is the distribution for topic \(k\).
- \(\theta_{1:D}\): document distributions over topics, where \(\theta_d\) is the distribution for document \(d\).
- \(z_{1:D,1:N_d}\): topic assignments for each document, where \(z_{d,n}\) is the topic assignment for a word in position \(n\) of a document \(d\).
- \(w_{1:D,1:N_d}\): word occurrences for each document, where \(w_{dn}\) is the word that occurs in position \(n\) of document \(d\).

\(^1\)Rexa.info
3.2 Topic Modeling

The generative process of a generic document $d$ consists of the following steps:

- a topic distribution $\theta_d$ is randomly generated.
- for each word position in $d$
  - Randomly choose a topic $k$ from $\theta_d$.
  - Randomly choose a word $w$ from $\phi_k$.

The generative process of LDA corresponds to the following joint distribution of the hidden and the observed variables [30]:

$$p(\phi_{1:K}, \theta_{1:D}, z_{1:D}, w_{1:D}) = \prod_{k=1}^{K} p(\phi_k) \prod_{d=1}^{D} p(\theta_d) \prod_{n=1}^{N_d} p(z_{d,n}|\theta_d) p(w_{d,n}|\phi_{1:K}, z_{d,n}) \quad (3.2)$$

The joint distribution is used to compute the conditional probability of hidden variables given the observed variables, called the posterior probability distribution.

$$p(\phi_{1:K}, \theta_{1:D}, z_{1:D}|w_{1:D}) = \frac{p(\phi_{1:K}, \theta_{1:D}, z_{1:D}, w_{1:D})}{p(w_{1:D})} \quad (3.3)$$

The exact estimation can be computed by summing the joint distribution over every possible instantiation of the hidden structure (i.e., assigning each observed word to every possible topic), which is computationally unfeasible.

Topic model uses two different algorithms to approximate the formula 3.3 by adapting an alternative distribution over the latent topic structure to be close to the true posterior: sampling algorithms and variational algorithms.

Sampling algorithms are attempting to collect samples from the posterior to approximate it with an empirical distribution. Gibbs sampling is the most common sampling algorithm [65]. It consists of a definition of a Markov chain on the hidden topic variables for a corpus. The process is iterated multiple times to collect samples from the posterior and then approximate the distribution with the collected samples. In [70] the authors estimate the topic distributions over the vocabulary $\phi$ and document distributions over topics $\theta$ as follows:

$$\hat{\phi}_{kw} = \frac{C^\phi_{kw} + \beta}{\sum_w C^\phi_{kw} + W\beta} \quad (3.4)$$

Figure 3.4: Plate notation of the LDA model.
where $C^w_{k}$ maintains a count of all topic word assignments $C^d_{dk}$ counts the document topic assignments, and $\alpha$ and $\beta$ are the hyper-parameters for the Dirichlet priors, serving as smoothing parameters for the counts.

Variational methods are a deterministic alternative to sampling algorithms that approximate the probability of the posterior through optimization [33]. They posit a parameterized family of distributions over the hidden variables and then find the member of that family that is closest to the posterior.

### 3.2.2 LDA extensions

The generative model LDA has been extended to discover more complex structure in big text corpora. To model topic changes over times and the evolution of topics, dynamic topic models have been introduced [32].

In [159] the authors have developed an extension of LDA to remove the bag of words assumption by assuming that the topics generate words conditional on the previous word.

Supervised model of LDA have been also proposed to predict labels to documents besides modeling the textual data [108, 123].

In [149] the authors proposed an extension of LDA where the number of topics is determined automatically (not fixed) during posterior inference.

In [31] the topic structure is assumed to be hierarchical, and the number of sub-trees and the depth of each sub-tree is determined automatically. This model (hierarchical topic model) discovers relations of specialization and generalization between topics. The Pachinko allocation model [101] is an extension of LDA that finds arbitrary relations between topics and terms.

There are other extensions that are incorporating document meta-data. For instance, the author topic model [129] includes the authorship information. This model can discover a multinomial distribution over topics for each author and a multinomial distribution over words for each topic.

Despite their success, the extended topic models are often slow in inference due to a very large parameter space.

### 3.2.3 Use case: Language model and LDA example

To illustrate the process of generating a topic model (LDA) for a particular document we look at a paper from CiteUlike corpus\(^2\) “The metabolic world of Es-
cherichia coli is not small” shown in figure 3.5. The extracted textual data of the
paper example is shown in figure 3.6.

After removing common stop words, we can optionally apply stemming or
lemmatization. In our example, we only removed common stop words. Since
we are interested in unigram language model, the context of each word or the
correct ordering is neglected. The results of this step are shown in figure 3.7.
This Bag-of-Words (BOWs) representation of the documents serves as the input
for the LDA process to generate the topic model.

The language model of our paper example can be seen in figure 3.8. In our
example we use a corpus consisting of 100 papers. This corpus information is
needed for smoothing methods that could be applied to the language model. For
instance, a term not appearing in our paper but in all other papers in the corpus
might get a higher probability in the “metabolic world of Escherichia” language
model than a term appearing in only one other paper.

When applying LDA to generate latent topics, we take the BOWs representa-
tion of all documents in the corpus. In our example, we chosen to extract 50
topics. The document distribution of these topics for our paper example can be
seen in figure 3.9. Only the top 10 most likely topics are displayed. In figures
3.10 and 3.11 the document distributions of terms for topics 35 and 10 are shown.
They cover different aspects about “metabolism of living organisms”. Topic 35
clearly relates to protein interactions, topic 10 contains terms about flexibility
and change.

3.2.4 Topic model and recommender systems

LDA was applied to the recommendation task to suggest textual items.
Various extensions of the basic LDA have been applied in recommender sys-
tems [162, 161]. In [162] the authors proposed the Latent Aspect Rating Analysis
(LARA) which is a probabilistic rating regression model applied to textual re-
views on hotels to estimate aspect ratings (e.g., ratings on cleanliness or sleep
quality). The generative model assumes that the reviewer forms a rating on an
aspect based on the sentiments words she/he used to discuss that aspect. In
[122] the authors proposed a LDA-based behavior-topic model (B-LDA) in Twit-
ter which jointly models user’s topics of interest in the tweets content and her/his
behavioral patterns (interaction with tweets such as post, retweet, mention and
reply) and generates topics which are identified with a dominant behavior. This
model was applied to recommend followees for the target user. In [73] the au-
thors proposed a modified LDA probabilistic generative model for collaborative
tagging, which clusters tags and users simultaneously, to generate user and com-
munity interest information from the LDA model, and employed that informa-
The metabolic world of *Escherichia coli* is not small

To elucidate the organizational and evolutionary principles of the metabolism of living organisms, recent studies have addressed the graph-theoretic analysis of large biochemical networks responsible for the synthesis and degradation of cellular building blocks.

In such studies, the global properties of the network are computed by considering enzymatic reactions as links between metabolites. However, the pathways computed in this manner do not conserve their structural moieties and therefore do not correspond to biochemical pathways on the traditional metabolic map.

In this work, we reassessed earlier results by digitizing carbon atomic traces in metabolic reactions annotated for *Escherichia coli*. Our analysis revealed that the average path length of its metabolism is much longer than previously thought and that the metabolic world of this organism is not small in terms of bio-synthesis and degradation.
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metabolic world escherichia coli small
elucidate organizational evolutionary principles metabolism living organisms recent studies addressed graph theoretic analysis large biochemical networks responsible synthesis degradation cellular building blocks studies global properties network computed considering enzymatic reactions links metabolites pathways computed manner conserve structural moieties correspond biochemical pathways traditional metabolic map reassessed earlier results digitizing carbon atomic traces metabolic reactions annotated escherichia coli analysis revealed average path length metabolism longer previously thought metabolic world organism small terms bio synthesis degradation

Figure 3.7: Bag-of-Words of the paper.
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Figure 3.8: Language model for example paper (top terms)
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Figure 3.9: Topic model for paper (top topics)

Figure 3.10: Topic 35 for CiteUlike dataset (top terms)
conformational conformation changes flexible large rigid ligand undergo examples angles

Figure 3.11: Topic 10 for CiteUlike dataset (top terms)

...tion to recommend items to users. In [73] the authors proposed a modified LDA probabilistic generative model for collaborative tagging, which clusters tags and users simultaneously, to generate user and community interest information from the LDA model, and employed that information to recommend items to users. In [139] the authors proposed a social recommender system of items, users and groups based on the tagging vocabulary of the target user by applying LDA to her/his tags. This model builds a VSM [133] that represents users and items by using the topic distributions over tags within social networks. Then, it compares the user feature vectors with items to obtain the ranked list of recommendations.

On the other hand, the authors in [130] proposed to apply the classic LDA on user reviews and exploit the extracted topics to define user and item models. The rating scores are simply computed by the sum of the products of item and user profiles for each topic. In [95] the authors proposed a LDA-based approach for collective tags recommendation. LDA is applied to extract topics from tags previously assigned by users to resources. Then, tags are recommended to new resources from these topics. A similar method is applied to tweets in [66] where the authors proposed a twitter hashtag recommender system. Given a tweet, LDA is applied to generate its topic distribution, and then top keywords are recommended from the dominant topics to this tweet as hash-tags. In [59] the authors proposed a LDA-based model for music recommendation. This method uses LDA to describe a listening session as a topic distribution and then compares the topic distributions of sessions by using the Kullback-Leibler (KL) divergence [97, 51]. The KL divergence scores are used in the user-based CF model (Formula
2.2 considering sessions as users) to determine how likely a song will fit in the current active session.

### 3.2.5 Topic model validation

The quality and efficiency of the topic models must be evaluated [124]. Topic validation approaches have been developed to compare the quality of different topic models [160, 124]. The first approach was proposed to evaluate topic models is based on the perplexity measure which calculates how well the topics extracted by topic model using the training documents allows to predict the occurrence of words belonging to validation papers [160].

The perplexity measures how well the topics extracted by LDA using the training papers (in-sample papers, i.e., a portion of \( D \)), allows to predict the occurrence of words belonging to validation papers (out-of-sample papers, i.e., the papers belonging to \( D \) which are not used by LDA to extract topics). Perplexity is defined as follows [160]:

\[
\text{Perplexity}(D^{\text{out-of-sample}}) = \exp\left\{-\frac{\log p(D^{\text{out-of-sample}}|p(w|1:K))}{|D^{\text{out-of-sample}}|}\right\} \tag{3.6}
\]

where \( D^{\text{out-of-sample}} \) is the set of out-of-sample papers belonging to \( D \). A lower perplexity value means that the model explains the natural language text in a good way.

Other approaches focus on the semantic coherence of topics. For instance, in [45] the authors introduced human validation of topical coherence via intrusion tests. The judges had to find the intruder in the evaluated topics and if the intruder was easy to detect it means that the other words had a strong thematic correlation. However, the process requires manual validation of every built model.

Automatic approaches have been proposed in [116] by using the Point-wise Mutual Information (PMI) to calculate the co-occurrence in a sliding window of 10-words over Wikipedia data\(^3\) / Google search results for all given word pairs in the topic. This approach achieves similar results as human judgments.

In [7] the authors introduced heuristic measures of topical significance. They identified three definitions of junk and insignificant topics. Then, they quantified the difference between a learned topic and an insignificant topic distribution.

\[^{3}\text{en.wikipedia.org/wiki/Main\_Page}\]
Notations

In chapters 4, 5 and appendix A, we adopt the following notations:

- \( A = \{A_1, A_2, \ldots, A_n\} \) is the set of target researchers.
- \( n \) is the number of target researchers.
- \( A_i \) is a generic target researcher (the researcher to whom we want to provide paper recommendations). We use the terms researcher, user and author interchangeably.
- \( Q \) is the set consisting of all papers rated / written by at least one target researcher in \( A \), i.e., \( Q = \bigcup_{i=1}^{n} Q_i \).
- \( Q_i \) is the set of papers rated / written by a researcher \( A_i \).
- \( D_i = \{d_1, d_2, \ldots, d_M\} \) the set (consisting of \( M \) papers) that contains the papers not rated by the target researcher \( A_i \).
- \( D = \bigcup_{i=1}^{n} D_i \)
- \( W_i \) be the vocabulary employed in \( D_i \cup Q_i \).
- \( K \) is the number of topics.
- \( K_i \) is the number of topics of a researcher \( A_i \).
- \( M_d \) is the language model of a paper \( d \).

It is worthwhile to mention that \( Q_i \) and \( D_i \) are disjoint sets, i.e., \( Q_i \cap D_i = \emptyset \). Furthermore, in recommender systems it is well known that we cannot ensure that the researcher \( A_i \) is unaware of the papers in \( D_i \), i.e., the papers she/he did not rated. This means that it could be the case the researcher \( A_i \) read some papers in \( D_i \) but she/he made the decision not to rate them.
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A CBF Approach to Scientific Paper Recommendation

In this chapter, a CBF approach to scientific paper recommendation is proposed. The core idea of this approach is to exploit the topics related to the researcher’s scientific production (authored papers) to formally define her/his profile; in particular we propose to employ topic modeling to represent the user profile. We present a preliminary evaluation of our approach on the DBLP.

4.1 Introduction and Motivations

As mentioned in section 2.1.2.2 (Chapter 2), CBF methods recommend items based on both the items content and a profile that formally represents the user interests [103]. They exploit the items metadata and content to provide recommendations based on users preferences represented in the user profile. However, CBF methods need reliable sources of the user preferences; these preferences must be captured either by means of an explicit user involvement or by means of the analysis of various kinds of interactions of the user with the system (implicit feedback).

In e-commerce applications, the user generated content in comments includes explicit preferences of users regarding their opinions on items. For instance, Amazon users rate and comment about the product after purchasing it, and subsequently other users may consider those ratings and comments before selecting the product for their purchases.

However, in recommender systems of scientific papers, the user generated content (i.e., scientific papers) do not imply opinions, only conveying topics. In her/his task of writing papers, a researcher focuses on a set of topics related to her/his scientific investigations, and s/he uses a technical language related to those topics. These core topics play an important role in the selection of papers.
related to her/his preferences.

The rationale behind the approach we propose is to make use of the researcher’s scientific corpus to formally define her/his profile: in this way the user profile will exploit the core concepts contained in the papers authored by the researcher.

In this chapter, we make the assumption that the user scientific corpus (publications co-authored by the researcher) is a reliable source for the user modeling.

Most of CBF approaches to recommend scientific papers formally represent the user model as keywords, represented by a vector \([115, 145, 86]\). For instance, in [86] both researchers and new papers to recommend are represented as TF-IDF vectors. In [44] the authors proposed a concept-based user profile, based on the concepts of the ACM’s Computing Classification System (CCS).

In this chapter, the CBF approach we propose relies on topic modeling: the profile of a researcher is a topic model obtained by applying LDA to the papers written by the researcher. Then, the topics generated by topic modeling from the researcher’s collection and the language models of the new papers are used to assess their similarity by using a language modeling to IR model [53], which is adapted to the CBF recommendation mechanism.

The aim of this chapter is to apply the topic modeling to the researcher’s publications to represent the user model. The proposed CBF approach is presented in section 4.2. The evaluation is presented in section 4.3, with a description of the employed dataset and a discussion of the obtained results. In section 4.4 we draw some conclusions.

4.2 The Proposed Approach

In this section we introduce our proposed CBF approach to scientific paper recommendation to address the issues pointed out in section 2.2.2 (Chapter 2).

The rationale behind our approach is that the generation of the researcher profile should rely on the content generated by the researcher her/himself, as it exposes the topics of interests of the researcher, as well as the technical language s/he uses to generate her/his publications. The researcher profile is then conceived as a mixture of topics extracted by the LDA algorithm from the researcher past publications.

To estimate if a new paper could be of interests to the researcher, a formal representation of the new paper by a language model is provided, which is then compared with each topic characterizing the researcher profile (we remind that a topic is formally represented as a probability distribution over the considered vocabulary, as also a language model is).
Chapter 4. A CBF Approach to Scientific Paper Recommendation

How many topics?

Figure 4.1: Process Flow of our Recommendation Model
4.2 The Proposed Approach

The objective of the CBF algorithm is to recommend to researcher $A_i$ the top $m$ papers from the recommendation corpus $D_i$ based on her/his user model. We address this task by means of the following sub-tasks (see figure 4.2); i) to define the topic model representing the researcher’s interests: as previously outlined this is done by applying the LDA algorithm to the researcher’s corpus $Q_i$, ii) to validate the topics extracted by the LDA algorithm form the researcher’s corpus, iii) to evaluate if a given paper $d_j$ from corpus $D_i$ has to be recommended to researcher $A_i$; to this purpose the distance between the validated topics and the language model of the paper to be recommended is computed, and iv) to rank papers belonging to $D_i$ in descending order of similarity and recommend, to researcher $A_i$, the first $m$ papers in the provided ranking. In the following sections the above sub-tasks will be detailed.

4.2.1 Generation of the researcher profile and topic validation

Sub-tasks i) and ii) are performed by applying LDA to the texts extracted from the researcher’s corpus $Q_i$ for each researcher $A_i$. In particular, to select in a distinct way the optimal number of topics $K_i$ for each researcher $A_i$ the researcher’s corpus $Q_i$ is cross validated. More specifically, the optimal number of topics $K_i$ for a given researcher $A_i$ is selected by optimizing the cross validated perplexity, where perplexity [160] measures the uncertainty in predicting the occurrence of a word when using a given model.

In topic modeling, the perplexity measures how well the topics extracted by LDA using the training papers (in-sample papers, i.e., a portion of $Q_i$), allows to predict the occurrence of words belonging to validation papers (out-of-sample papers, i.e., the papers belonging to $Q_i$ which are not used by LDA to extract topics). Perplexity is defined as follows [160]:

$$Perplexity(Q_i^{\text{out-of-sample}}) = \exp\{-\frac{\log p(Q_i^{\text{out-of-sample}}|p_i(w|1:K_i))}{|Q_i^{\text{out-of-sample}}|}\} \quad (4.1)$$

where $Q_i^{\text{out-of-sample}}$ is the set of out-of-sample papers belonging to $Q_i$.

4.2.2 The recommendation algorithm

Step iii) of the proposed procedure consists of computing, for each researcher, the similarity between her/his $K_i$ validated topics and the language model computed for each paper in the recommendation corpus $D_i$. 
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Formally, we propose to define the similarity between the profile of the researcher $A_i$ and the paper $d_j \in D_i$ as the maximum value among the $K_i$ similarity values between the language model of paper $d_j$ and the $K_i$ topics associated with the profile of author $A_i$. As each topic is represented as a probability distribution over words (as produced by the LDA algorithm), the similarity between a topic in the LDA-based researcher profile and the language model representing the paper to be recommended is defined by exploiting the Symmetrized Kullback Leibler divergence between the above probability distributions. The language model associated with the new paper $d_j \in D_i$ is computed as follows:

$$p(w|d_j) = \frac{nocc(w, d_j) + \mu nocc(w, Q_i)}{\sum_w nocc(w, d_j) + \mu}$$

where $nocc(w, Q_i)$ is the number of occurrences of word $w$ in $Q_i$, and $\mu$ is the hyperparameter of the Dirichlet distribution. Indeed, formula 4.2, which is known as Bayesian smoothing using Dirichlet priors, does not incur the black swan paradox; i.e., a word $w$ not occurring in the researcher’s corpus $Q_i$ is assigned a null probability value.

Given the topic distribution $p_i(w|k)$, i.e., the probability distribution over words $w$ associated with topic $k$, extracted by LDA using the corpus of papers (co-)authored by researcher $A_i$, and the language model $p(w|d_j)$ associated with paper $d_j \in D_i$, we compute the Symmetrized Kullback Leibler divergence between the topic $k$ and the paper $d_j$ as follows:

$$SKL(k, j) = \frac{1}{2} \sum_{w \in W_i} p(w|d_j) \log \frac{p(w|d_j)}{p(w|k)} + \frac{1}{2} \sum_{w \in W_i} p(w|k) \log \frac{p(w|k)}{p(w|d_j)}$$

Then, for each researcher $A_i$ and paper $d_j \in D_i$, we find the topic $k^*$ which minimizes the Symmetrized Kullback Leibler divergence 4.3 across all the $K_i$ validated topics associated with researcher $A_i$. Then, the similarity between researcher $A_i$ and paper $d_j$ is defined as follows:

$$Similarity(i, j) = \frac{1}{SKL(k^*, j)}$$

where we assume $SKL(k^*, j) \neq 0$ for each paper $d_j \in D_i$. Formula 4.4 corresponds to an optimistic computation of the similarity between researcher $A_i$ and paper $d_j \in D_i$.

Indeed, we are assuming that each researcher is summarized by a single topic $k^*$, i.e., the topic which is the most similar to the language model associated with the considered paper $d_j \in D_i$.

Once we have computed for each paper $d_j \in D_i$ the similarity 4.4, we rank
papers of the recommendation corpus $D_i$ in descending order of similarity and use the ranking to recommend papers to researcher $A_i$. We then apply the same procedure to all researchers to implement step iv) of the proposed procedure.

### 4.3 Evaluation Experiments

In this section we describe the experimental evaluations that we have conducted to verify the effectiveness of our approach. We first present the dataset and pre-processing step followed by details of the experimental procedure.

#### 4.3.1 Dataset

We used the dataset of ArnetMiner\(^1\), which contains 1.5 million papers from DBLP and 700 thousand authors. We have preprocessed this dataset to select only papers with complete titles and abstracts [175]; we denote this reduced set by $\mathcal{L}$ with $|\mathcal{L}| = 236,012$. To the purpose of our evaluations we have randomly selected 1,600 authors. We denote the set of the considered authors as $A = \{A_1, \ldots, A_{1,600}\}$ with $|A| = 1,600$ and we denote by $Q_{A_i} = \{q_1, \ldots, q_{N_{A_i}}\}$ the set of papers written by author $A_i$ with $N_{A_i} \geq 10$.

We build the profile for each author based on her/his scientific production, namely the papers s/he (co-)authored by using the MALLET topic model API\(^2\). We have applied the following pre-processing steps to the titles and abstracts of the author’s scientific production. First, we eliminated any words occurring in a standard stop list. Then, we converted the abstracts to a sequence of unigrams. To the purpose of defining a feasible test set, we have assumed that citations in papers written by a researcher $A_i$ represent her/his preferences. We denote the test set by $C$, and its cardinality is defined as:

$$|C| = \sum_{A \in U} |C_A| = 24,000$$

where $C = \{d_j \in \mathcal{L} | \exists q_i \in Q, (q_i \rightarrow d_j) \text{ and } d_j \notin Q\}$ where $q_i \rightarrow d_j$ means $q_i$ cites $d_j$.

#### 4.3.2 Metrics

Two possible metrics to quantitatively assess the effectiveness are precision and recall. However, as the unrated papers (false positives) in the test set are unla-

---

\(^1\)aminer.org/citation

\(^2\)mallet.cs.umass.edu/index.php
beled. It is not possible to establish if they are known by the user. This makes it difficult to accurately compute precision.

Hence, the measure we have used to assess the effectiveness of the proposed algorithm is recall. In particular, we have performed a comparative study to evaluate our approach with respect to the CTR and LDA-based recommendation models.

4.3.3 Baselines

We compare our CBF approach to the LDA-based approach presented in [86] and to the CTR approach [161] reported in section 2.2.3 (Chapter 2).

4.3.3.1 LDA-based recommendation model

This approach requires a target user to provide a paper \( q \) to receive recommendations i.e., it neglects the user modeling step (55% of scientific paper recommendation approaches [114, 157, 61, 115] reviewed in [20] required users to explicitly provide text snippets, single papers or keywords to receive recommendations). LDA is applied to the entire corpus i.e., \( q \in D_i \). Both paper \( q \) and the candidate paper to recommend \( d_j \) are represented by document distributions over topics, \( p(k|q) \) and \( p(k|d) \). The cosine similarity between the paper \( q \) and each paper in the candidate list \( d \in D_i \) is calculated and the papers are ranked in decreasing order of similarity.

4.3.3.2 CTR model

CTR model [161] combines LDA and matrix factorization into a single method, where item latent factors are obtained adding an offset latent variable to the item topic distribution. The latent variable is optimized with an Expectation Maximization (EM) algorithm, together with LDA and Matrix Factorization (MF) parameters.

4.3.4 Parameters

To the purpose of our experiments, we have selected the optimal number of topics \( K_i \) for each researcher by optimizing the cross validated perplexity as described in section 4.2.1 with 5-cross validations. We used the left-to-right method defined in [160] to compute the perplexity.

The value of \( \mu \) in the language model presented in section 4.2.2 is a value determined empirically, and it is set to \( \mu = 0.000001 \).
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4.3.5 Results

We compare the average recall@m results for 1,600 researchers produced by our approach to the results produced by the CTR model. We report the averaged results of 5 repeated experiments to measure the performance of the different methods. Figure 4.2 shows the comparison of the average recall@m values for 1,600 researchers with $m \leq 200$.

Our approach achieves better recall@m values than CTR and LDA-based systems. For $m = 100$, our approach performs better with a 25.7% improvement over CTR.

We also report the item coverage results (presented in section 2.1.4.2, chapter 2) in figure 4.3. The CTR model achieves better coverage results over the proposed CBF model and LDA-based model. CTR is a dimensionality-reduction-based CF which uses for recommendation latent features of users and papers instead of observed ratings [93]. Thus, new relations can be identified between users and papers which consequently increase the item coverage.

As explained in section 2.2.3 (Chapter 2), the CTR system is not able to make accurate recommendations to researchers who use few metadata (rates) to create the user model.

The LDA-based recommendation model proposed in [86] neglects the user modeling (identical to a classic search system) which led to low recall and coverage.
The advantage of our approach does not only consist in being as accurate as or better than other recommendation approaches, but in employing a researcher profile that is only based on past publications and therefore using few metadata (only content item) and alleviate the cold start problem for new items. Furthermore, our approach offers ways to better explain researchers why a specific paper is recommended.

4.4 Summary

In this chapter we have proposed CBF approach to scientific papers recommendation based on the researchers past publications. The researcher profile is built upon the topics generated by the LDA algorithm on the researchers publications corpus. The profile built by this technique is easily interpretable, and it can explain the recommendation results.

Our preliminary experiments show that our approach is performing well compared to the state-of-the art model CTR, which uses a huge number of ratings to provide recommendations.
Chapter 5

A Graph-based Approach to Scientific Paper Recommendation

In this chapter, a neighbors selection approach based on the topics of researchers is presented. In an attempt to address the second question raised in section 1.3 (Chapter 1), a graph-based approach to scientific paper recommendation is presented, which leverages the topics of the researchers and the relations among researchers in the same community.

5.1 Introduction and Motivations

CF approaches suggest to the target user items that similar users liked. The similarity between users is calculated based on the similarity of ratings [127]. Indeed (as mentioned in section 2.1.2.1, Chapter 2), CF approaches only use the user-item rating matrix to suggest items. However, in scientific domain there are usually less users than papers which results in the data sparsity problem. Consequently, the number of ratings is low, further there are few users who select the same papers. Thus, finding similar users only based on explicit ratings of papers is a difficult task. The similarities between users based on similar ratings of papers would fail to capture in an accurate way the preferences similarity between researchers.

We illustrate the raised issue with the following example:

Let \( \{q_1, q_2, q_3\} \) be three papers:

- \( q_1 \) is “an overview on big data technologies”
- \( q_2 \) is “an overview on question answering”
- \( q_3 \) is “a large-scale evaluation of question answering systems”

Let \( u \) be a researcher who has rated \( q_3 \) (\( q_1 \) and \( q_2 \) are unseen) and \( v \) a researcher who has rated \( q_1, q_2 \) and \( q_3 \). While the topics contained in \( q_1 \) and \( q_2 \) can be mapped
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on the topics contained in $q_3$, $u$ and $v$ have rated only $q_3$ in common, leading to a small similarity between $u$ and $v$.

Furthermore, in [25] the authors show that producing accurate recommendations depends not only on the choice of the recommendation algorithm, but also on the quality of the information about users. The noise injected in a user profile affects the accuracy of the produced recommendations. For instance, in [49] the authors studied the reliability of user ratings in recommender systems. They report that users being consistent only 60% of the time when conducting a rate-rerate procedure (asking users to rate items that they have already rated in the past).

In [71] the authors reveal that using relational information from Social Network (SN) relationships for neighbors selection improves the effectiveness of the CF recommendation algorithm. We propose to build a researchers’ graph by using topics extracted from the researchers’ rated papers. Then, a community detection algorithm is applied to select the neighborhood of each target researcher.

In summary, we propose a hybrid scientific paper recommendation approach, which combines content analysis based on topic modeling for user profiling, SN techniques for neighbors selection, and relevance-based language modeling to CF recommendation [117].

More specifically, the researcher profiles are built based on topics extracted by LDA [33] from the papers they have rated, and a community detection algorithm is applied to group similar researchers according to their related topics. Then, to compute the relevance of a new paper, the researcher profiles are matched against the topics extracted from the papers of similar researcher.

In this chapter, we explore the use of topic modeling to identify the users’ neighbors. Section 5.2 presents relevance-based language modeling to CF recommendation. The proposed researcher’s graph-based approach to scientific paper recommendation is presented in details in section 5.3. We present and discuss the results of numerical experiments performed by using the DBLP dataset in section 5.4. In section 5.5 we draw some conclusions.

5.2 Relevance-based language modeling to CF recommendation

In [117] the authors proposed an adaptation of the Pseudo-Relevance Feedback framework of IR to the CF recommendation task.

Pseudo-relevance feedback is a technique for expanding the user’s query with new relevant terms to improve the retrieval performance [100, 132]. The terms are extracted from the top documents of an initial retrieval result set (this set
of documents is referred to as the pseudo-relevant set). A second retrieval is performed by using a new query that has been obtained by expanding the previous one, based on the contents of the selected top documents it produced; both the expanded query and its results are presented to the user.

In [100] Relevance Models (RM) under the language modeling framework were presented as an effective method for pseudo relevance feedback. In RM the original user search query is seen as a short sample of words obtained from an underlying relevance model (probabilities of terms in the relevant documents [100]). To add more terms from the relevance model to the query (query expansion) then it is reasonable to choose those terms with the highest estimated probability given a sample of observed terms generated by the relevance model for the query.

The relevance-based language modeling is adapted to CF recommendation as follows [117]: a user profile (user model) acts as a representation of the user needs, which is equivalent to a query in the IR task. The items previously scored by the user (in the context of CF) act as the query words in the IR pseudo-relevance feedback model. The expansion of queries with new terms in pseudo-relevance feedback becomes in the CF context a kind of user profile expansion problem, where the objective is to expand the user’s need representation with further items related to her/his interests. In this way, the problem of recommending items to users can be assimilated to the task of expanding users where the items to be recommended play the role of the candidate expansion terms. On the other hand, the neighborhood of the user (similar users) is modeled as the pseudo-relevant set.

5.3 The Proposed Approach

The differences between the proposed approach and those described in section 2.2.2.1 (Chapter 2), which make use of researcher-paper rating matrix for both researcher modeling and user neighborhood selection, is that in our case topic modeling is applied to both define the researchers’ profiles and find their neighbors with similar topics by using SNA techniques. A comparison of the proposed model against other related approaches in terms of their main characteristics (i.e., used input data, model type, alleviating sparsity and cold-start problems and the use of an IR technique) is described in table 5.1.
<table>
<thead>
<tr>
<th>Ref.</th>
<th>CF memory-based</th>
<th>CF model-based</th>
<th>Rating-based user profile</th>
<th>Topic-based user profile</th>
<th>SN</th>
<th>Using IR model</th>
<th>Alleviating sparsity problem</th>
<th>Alleviating cold start problem</th>
</tr>
</thead>
<tbody>
<tr>
<td>[161]</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>[61, 134]</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>[117]</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>Our model</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 5.1: Comparison of the proposed model against related work approaches.
5.3 The Proposed Approach

To evaluate if a new paper could be of interest to a researcher, the researcher’s relevance model based on the topics of her/his profile and similar researchers’ profiles is estimated, then the probability of the paper under this relevance model is calculated.

We propose to achieve this goal by means of the following steps: i) Application of LDA to the researcher’s corpus \( Q \) to generate topics and to define the researcher profiles based on these topics. ii) Construction of the researchers’ graph where researchers are nodes and similarities between profiles are weights of edges. iii) Partition of the researchers’ graph into communities consisting of similar researchers to identify the neighborhood \( V_i \) of the target researcher \( A_i \). iv) Application of LDA to the papers rated by the community of the target researcher \( A_i \) and definition of the profiles of neighbors in \( V_i \) based on the extracted topics. v) Prediction of the relevance of \( d \in D_i \) to the target researcher \( A_i \); to this purpose we calculate the probability of paper \( d \) given the relevance model \( R_{A_i} \) of the target researcher \( A_i \), \( p(d|R_{A_i}) \) by making use of the profiles of neighbors in \( V_i \). vi) Ranking of the papers belonging to \( D_i \) in descending order of relevance, and recommendation to researcher \( A_i \) of the top \( m \) ranked papers.

In sections below, these steps will be detailed.

5.3.1 Construction of the researchers’ graph

The construction of the researchers’ graph is performed by applying LDA to the researchers corpus \( Q \) (sub-task i)).

Perplexity is used to assess how well the topics learned based on the LDA model on the training papers (in-sample papers, i.e., a subset \( Q_{in} \subset Q \)), allows to predict the validation papers (out-of-sample papers, i.e., the papers belonging to \( Q_{out} = Q \setminus Q_{in} \), i.e., those papers not used when applying the LDA model to learn topics) [160].

The profile of the target researcher \( A_i \) is constructed by aggregating the distributions over topics of all papers she/he has rated. Formally, the researcher profile \( RP_{A_i} \) for the researcher \( A_i \) is represented by a vector where each component is associated with a topic \( k \) (ranging from 1 to \( K \)).

Each component \( RP_{A_i}(k) \) of \( RP_{A_i} \), contains the probability of the topic \( k \) given the target researcher \( A_i \) according to [130]:

\[
RP_{A_i}(k) = \frac{\sum_{q \in Q_i} p(k|q)}{N_i} \quad (5.1)
\]

Sub-task ii) consists of building a researchers’ graph. In particular, the researcher’s graph undirected graph where nodes are the target researchers; the fact that two researchers \( A_i \) and \( A_j \) are interested to the same topics is represented
by an undirected link $l_{ij}$ between nodes associated to them. Links are weighted according to the cosine similarity between the distributions over topics (the number of topics is the same for all researchers) of the researchers and it is computed as follows:

$$weight(l_{ij}) = \cos\_sim(RP_{A_i}, RP_{A_j})$$

$$= \frac{\sum_{k=1}^{K} RP_{A_i}(k) \cdot RP_{A_j}(k)}{\sqrt{\sum_{k=1}^{K} (RP_{A_i}(k))^2} \cdot \sqrt{\sum_{k=1}^{K} (RP_{A_j}(k))^2}}$$  \hspace{1cm} (5.2)

### 5.3.2 Community profiling

Sub-task $iii)$ consists of partitioning the researchers’ graph into communities of similar researchers.

Due to its computational efficiency, we adopt the community detection algorithm that has been introduced in [34] for weighted graphs. It is a fast-greedy algorithm that is based on the optimization of the modularity measure: a function that evaluates the goodness of partitions of a graph into communities.

Because of researcher’s graph partitioning, a target researcher $A_i$ belongs to a community of similar researchers with $V_i$.

Sub-task $iv)$ consists of applying LDA to the papers previously rated by all researchers in the community of the target researcher $A_i$ to generate topics of the community. We calculate then each neighbor’s profile $RP_v \ (v \in V_i)$ according to the formula A.7.

### 5.3.3 The recommendation algorithm

Sub-task $v)$ of the proposed procedure consists of estimating the probability of a new paper $d$ in $D_i$ under the relevance model $R_{A_i}$ for a target researcher $A_i$, $p(d|R_{A_i})$.

In [117] two alternative relevance models were proposed for recommendation: 1) the RM1-based recommendation model that computes $p(d|R_{A_i})$ under the assumption that the items in the user’s profile and the items rated by the user’s neighbors are sampled identically and independently from a unigram distribution. 2) the RM2-based recommendation model where $p(d|R_{A_i})$ is calculated assuming that the items in the user’s profile are independent from each other but dependent on the items present in the profiles of the user’s neighbors.

We focus on RM2, since it was reported in [117] that it provides the best results. RM2 estimates a relevance model $R_{A_i}$ underlying the target researcher $A_i$ and her/his neighbors $V_i \ (v \in V_i)$ and then it calculates the relevance for each paper $d$ to be recommended given this relevance model $R_{A_i}$, $p(d|R_{A_i})$ as the
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following [117]:

\[ p(d|R_{A_i}) \propto p(d) \prod_{q \in Q, v \in V_i} \frac{p(d|v)p(v)}{p(d)} p(q|v) \]  

(5.3)

where the priors \( p(d) \) and \( p(v) \) are assumed to be uniform distributions.

However, in the original paper [117], the probability of an item \( d \) given a user’s neighbor \( v \), \( p(d|v) \) is computed by using the ratings assigned by the user’s neighbors to the items.

In the proposed approach the dependency of a paper to the user’s neighbor, \( p(d|v) \), is calculated by using similar topics in user’s neighbor profiles and papers rated by target users.

\( p(d|v) \) is calculated by using the KL divergence between the user’s neighbor profile, \( RP_v \) and the distribution over topics \( \theta_d \) of the new paper \( d \) as the following \( (p(q|v) \) is calculated by using the same formula):

\[ p(d|v) = 1 - KL(RP_v||\theta_d) \]  

(5.4)

where

\[ KL(RP_v||\theta_d) = \sum_{k=1}^{K} RP_v(k) \log \frac{RP_v(k)}{p(k|d)} \]  

(5.5)

5.4 Experimental Evaluations

In this section we describe the performed experiments. We first present the employed dataset and the preprocessing steps we applied, and then we present and compare the results of our model to the results produced by the relevance-based language modeling for recommender system [117] and by the PageRank-weighted CF [61].

5.4.1 Dataset and tools

We used the dataset of ArnetMiner defined in chapter 4. To define a feasible dataset for evaluation, we have assumed that citations in papers written by a researcher \( A_i \) represent her/his ratings. The final dataset consists of 1,000 users and 59,340 items with 125,578 user-item ratings.

We apply LDA to the papers rated by the researchers (i.e., in training) using the MALLET topic model API\(^1\). We create the researchers’ graph by using Gephi\(^2\). The obtained researchers’ graph is a dense graph. We removed edges

\(^1\) mallet.cs.umass.edu/topics.php
\(^2\) gephi.org
with weight($l_{ij}$) ≤ 0.5 (This value is determined empirically). Then, we apply the community partition algorithm to obtain clusters of similar researchers.

5.4.2 Baselines

We compare our approach to the relevance-based language modeling to CF recommendation reported in section 5.2, and to the PageRank-weighted CF model presented in [61].

5.4.2.1 Relevance-based language modeling to CF

This approach estimates the conditional probabilities in Equation 5.3, $p(d|v)$ and $p(q|v)$ by smoothing the Maximum Likelihood Estimate (MLE) with the probability of the item in the collection. The MLE is calculated as follows:

$$p_{ml}(d|v) = \frac{r(v,d)}{\sum_{q \in Q} r(v,q)}$$  (5.6)

where $r(v,d)$ represents the rating assigned by researcher’s neighbor $v$ to paper $d$.

$r(v,d) = 1$ means that the user’s neighbor likes (cites) the paper $d$ and $r(v,d) = 0$ means that is unknown in our dataset that the user’s neighbor likes or dislikes the paper $d$. We used the traditional neighborhood selection technique for user-based CF that is based on the k-nearest neighbors (k-NN) algorithm to identify similar researchers $V_i$.

5.4.2.2 PageRank-weighted CF model

This is the second baseline method [61], which is an extension of the traditional item-based CF model [88]. This model consists of computing the PageRank score of each paper in the citation graph to build the item-item similarity matrix.

5.4.3 Evaluation setup

We performed 5-fold cross-validation. In each fold, 80% of ratings was randomly selected as the training set and the remaining 20% as the testing set. For each researcher, a ranking is generated by estimating a relevance score for every paper in the test set, ignoring the already seen papers.

In order to provide a fair comparison to CF recommendation baselines, we perform an in-matrix prediction where each user has a set of papers that she has not rated, but that at least one other user has rated.
We apply the recall metric which has been widely used to evaluate recommender systems.

### 5.4.4 Results

The preliminary results reported in figure 5.1 show that our approach (which combines topic models and relevance modeling over the scientific paper recommendation process) achieves better average Recall@m values than RM + k-NN model and PageRank-weighted CF model. For instance, for \( m = 100 \), our approach performs better with a 11.4% and 28.5% improvement over RM + k-NN model and PageRank-weighted CF model.

Our approach also alleviates the cold start problem of users by exploiting paper’s topics instead of ratings. For instance, a novice researcher can select only a set of topics instead of forcing her to rate papers to get recommendations.

In addition, relevance-based language modeling to CF and PageRank-weighted CF cannot deal with the cold start problem of new items (i.e., when performing an out-of-matrix prediction where new items are introduced to the system and no one has rated them), but our model can alleviate it by considering paper’s topics and user’s collaborative network.
5.5 Summary

The chapter’s contribution is threefold; first, a new neighbor selection model is proposed that includes a novel way of user modeling based on topics in her/his rated papers that discloses her/his preferences. In addition, neighbors are modeled based on topics that indicate their preferences. Second, in order to obtain better neighbors for the user-based recommendation, we proposed the application of a community detection algorithm. This proposal achieves effectiveness improvements over traditional neighbor-based approaches. Third, the relevance-based language modeling is adapted to scientific paper recommendation. The experiments show an improvement in terms of effectiveness (measured by recall) against different related baselines.
Chapter 6

Conclusion

This chapter provides a broad summary of the proposed work in this thesis. We begin by summarizing the main contributions to the research field in section 6.1. We then review our findings with respect to our research questions in section 6.2 followed by summarizing the significance of research outcomes of this thesis in section 6.3. Finally, in section 6.4 we discuss future directions for the research conducted in this thesis.

6.1 Summary of Contributions

Recommender systems have been applied in different applicative domains to suggest items to users by capturing their interests and needs based on their feedback. However, the recommendation of scientific papers is not like other recommendation tasks such as recommending movies or products: the user-item rating matrix is very sparse i.e., the number of co-rated items between users is low; furthermore, ratings are implicitly inferred. A researcher is mainly focusing on the topics of papers that are related to her/his domain.

This thesis offers a contribution to exploit the usage of topics in recommender systems of scientific papers. Specifically, we have contributed to the issue of making use of the topics related to researchers as an effective means to improve both user modeling and user’s neighbor selection.

In the following we present a summary of the contributions of this thesis:

1. We proposed a fully CBF recommendation approach for scientific papers based on the researchers past publications. The researcher profile is built upon the topics generated by the LDA algorithm on the researchers publications corpus. The profile built by this technique is easily interpretable, and it can explain the recommendation results. The proposed approach relies on the assessment of the closeness of the language and topics used in
the researchers papers and the one employed in the unseen papers; we have shown that this approach achieves better results than the state-of-the-art recommendation approach CTR.

2. We proposed a relevance-based language modeling for a recommender system of scientific papers. The researchers profiles are built based on the topics extracted by LDA and a neighbor selection method is applied to group similar researchers according to these topics.

6.2 Answers to Research Questions

1. Can topics in authored papers be utilized as reliable sources of knowledge to user and item modeling for recommendation?

This question has been answered based on the results of the CBF recommendation approach presented in chapter 4. We explored the possibility of using topics in authored papers (researcher corpus) for user and item modeling and tuning these topical-based models in a CBF recommendation process.

The proposed CBF model achieves better results than the CF model as it is using only a user profile based on authored papers and therefore using few metadata (only content item) and alleviates the cold start problem for new items.

2. How to identify researcher’s neighbors by using topics for scientific paper recommendation?

This question has been answered by the researcher’s graph construction step presented in chapter 5 whereby we proposed to generate the user’s neighbors based on her/his topics of interest instead of using similar ratings of items.

This method addresses the problem of sparsity by calculating similarities between users by using topics of researchers.

6.3 Significance of Research Outcome

The benefits of using topical information for scientific paper recommendation are the following:

- It may be a reliable source for user modeling to deal with the noise injected in user profiles.
- It helps to provide explainable recommendations when characterizing users as a set of topics.
• It deals with the data sparsity problem observed in scientific paper recommendation, in particular in CF approaches.

6.4 Future Directions

As future directions, we aim to extend the proposed recommendation models to include the following proposals:

• **Topic model validation:** The semantic quality of learned topics models must be evaluated as mentioned in section 3.2.5. In [116] the authors used topic scoring models based on both the Wikipedia corpus and google results to calculate the coherence of terms of the same set of topics. A future direction could be the use of the citations corpus to validate the learned topics from the authored papers.

• **Incorporating domain knowledge into user modeling:** The user model is conceived as mixture of topics that are represented by probability distributions over terms. In [13] the authors assume that a user may prefer additional knowledge about the composition of terms that have high probabilities in various topics. A future direction could be to use concepts of existing ontologies associated with these terms (such as the Gene Ontology [14]) for a richer user profile representation.

• **Integrating papers metadata:** Another interesting direction could be in incorporating various attributes of papers such as recency, the venue impact factor, the citation index, the conference field to improve the results of the proposed recommendation models.

• **Scalability of the recommender systems:** An interesting aspect with regards of dealing with millions of papers could be the use of scalable technologies and adapting the proposed recommendation algorithms to operate in parallel computing environments [12] such as MapReduce [56] and Spark [173] frameworks.

• **Group recommender systems of scientific papers:** When colleagues in a research Lab collaborate to co-author a paper, they need a group recommender system that aggregates models of individual users into a group model to produce group recommendations [36, 107]. In [36] the authors consider the domains as crucial for this type of recommender systems. For instance, we may stress upon the diversity of results in a group recommender systems of scientific papers as papers to recommend should cover topics in each of the individual user model.
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The Remaining Proposed CBF Approaches

In this appendix, we present the proposed CBF approaches which did not achieve good results compared to the baseline recommender systems in chapter 4. In section A.1, we present briefly the original language modeling to IR models. In section A.2 we present the proposed recommendation models based on language modeling in detail. Finally, the results are shown in section A.3.

A.1 Language modeling to IR models

In [121] the authors assume that the language model is a representation of the topic (a probability distribution over words) that a user had in mind when she/he was writing a query and it is sampled from an “ideal” document that satisfies her/his information need. Three IR models based on language models are presented in [121, 53].

A.1.1 Language Modeling to IR Models

The query likelihood model ranks documents by the probability that the query text could be generated by the document language model $M_d$. In other words, the query $q$ would be observed as a random sample from the document model $M_d$. The IR model specifies the ranking of documents by $p(q|M_d)$, which is calculated by using the unigram language model for the document $M_d$ as follows:

$$p(q|M_d) = \prod_{i=1}^{n} p(q_i|M_d)$$  \hspace{1cm} (A.1)

where $q_i$ is a query word and $n$ is the number of words in the query.
A.1.2 Document likelihood model

The document likelihood model consists of calculating the probability of a query language model $M_q$ (relevance model) generating the document. This model assumes that given some examples of relevant documents for a query, the relevance model is estimated and then used to calculate the scores of new generated documents [46].

A.1.3 Comparison model

It consists of comparing both the query and the document language models to calculate how different they are and rank documents by using a general risk minimization approach for document retrieval [174]. Formally, the risk of returning a document $d$ as relevant to a query $q$ is calculated by using the Kullback Leibler divergence between their language models as the following:

$$KL(M_d||M_q) = \sum_{w \in V} p(w|M_q) \log \frac{p(w|M_q)}{p(w|M_d)} \quad (A.2)$$

where $V$ denotes the vocabulary.

A.2 The Proposed CBF Approaches

We implemented the three CBF recommender systems based on language modeling framework: a) the researcher likelihood model that is based on the probability of generating the user profile from a paper language model, b) the paper likelihood model that is based on generating the paper text from the user profile, c) comparing the topic models representing the user profile and new papers to recommend.

The three recommendation algorithms are based on the user profile presented in section 4.2.1 (Chapter 4). We present in the following the three CBF algorithms in detail (Sub-task iii of the CBF mechanism presented in section 4.2.2).

A.2.1 Researcher likelihood model (Model a)

We consider as a relevant paper to the target researcher $A_i$ the one that it best represents one of her/his topics of interest (topical relevance). For each researcher $A_i$ and new paper to recommend $d_j$, the probabilities of the topics associated to the researcher’s corpus $Q_i$ generated by the paper language model $M_{d_j}$ are calculated: First, for each topic $k$, given the topic distribution $p(w|k)$, the language model $M_{d_j}$ associated with the new paper to recommend $d_j \in D_i$ is calculated as
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follows:

\[ p(M_{d_j}|k) = \prod_{w \in d_j} p(w|M_{A_i}) \frac{nocc(w,d_j)}{\sum_{w} nocc(w,d_j)} \]  

(A.3)

where \( nocc(w,d_j) \) represents the number of occurrences of word \( w \) in paper \( d_j \). Second, the topic \( k \) which maximizes \( p(M_{d_j}|k) \) (Formula A.3) across all the \( K_i \) validated topics associated to the researcher \( A_i \) is defined to calculate the ranking scores \( p(A_i|M_{d_j}) \) as the following:

\[ p(A_i|M_{d_j}) = \arg \max_k p(M_{d_j}|k) \]  

(A.4)

The recommendation for each researcher \( A_i \) is the list of papers \( D_i \) ranked by decreasing values of \( p(A_i|M_{d_j}) \).

A.2.2 Paper likelihood model (Model b)

The paper’s likelihood model consists of calculating the probability of the new paper \( d_j \) generated by the language model of the researcher \( A_i \) (i.e., relevance model \( M_{A_i} \)).

\[ p(d_j|M_{A_i}) = \prod_{w \in d_j} p(w|M_{A_i}) \frac{nocc(w,d_j)}{\sum_{w} nocc(w,d_j)} \]  

(A.5)

where

\[ p(w|M_{A_i}) = \sum_{k=1}^{K} p(w|k)p(k) \]  

(A.6)

and

\[ p(k) = \frac{\sum_{q \in Q_i} p(k|q)}{N_i} \]  

(A.7)

A.2.3 Comparison between topic models of the researcher profile and candidate papers (Model c)

The comparison model calculates the similarity between the topics of each paper in the researcher’s corpus and the topics of the new paper \( M_{d_j} \) by using the SKL divergence.

Given the topic distribution \( p(k|q) \), i.e., the probability distribution over topic \( k \) associated with paper \( q \in Q_i \), extracted by LDA by using the corpus of papers (co-)authored by researcher \( A_i \), and the topic model \( p(k|d_j) \) associated with paper \( d_j \in D_i \), the KL divergence is calculated for each candidate paper \( d_j \) as the
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For each researcher $A_i$ and paper $d_j$, the paper $q^*$ that minimizes the SKL divergence across all the papers in the researcher’s corpus $Q$ is determined. The similarity between the researcher $A_i$ and paper $d_j$ is defined as the following:

$$\text{Similarity}(A_i, d_j) = \frac{1}{SKL(M_{q^*}||M_{d_j})}$$  \hspace{1cm} (A.9)

where $SKL(M_{q^*}||M_{d_j}) \neq 0$ for each paper $d_j \in D$.

Herein, we are assuming that each researcher is summarized by a single paper $q^*$ i.e., the paper that has the most similar topics to the topics associated with the considered paper $d_j$. For each paper $d_j \in D_i$, the similarity function is defined by the formula A.9).

A.3 Experimental Results

We present the average recall@$m$ results of the proposed recommendation models in figure A.1 for 1,600 researchers with $m \leq 200$. The CBF model presented in chapter 4 achieves better recall@$m$ values than the other models.

In models a and b, the new papers are represented by a topic distribution $p_i(w|k)$ (i.e., the probability distribution over words $w$ associated with topic $k$). However, an unseen paper is very likely to contain words that did not appear in the researcher’s corpus $Q_i$. The LDA model assigns zero probability to such words, and thus it models a and b to give zero probability to unseen papers. A smoothing method must be applied to represent the new paper in these models.

The coverage results of the proposed models are presented in figure A.2 compared to the CBF model introduced in chapter 4.
Figure A.1: Average recall@200 results of different models for 1,600 researchers.

Figure A.2: Coverage results of different models for 1,600 researchers.
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