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Chapter 1

Introduction

An abstraction is one thing that represents several real things equally well.

Edsger W. Dijkstra (1930-2002)

Computational biology is a field of computer science aiming to model biological processes and to design algorithms for answering the questions that arise from biological data. Recent technological advances have led to an unprecedented growth of biological data. In particular, sequencing technologies are currently able to provide a huge amount of small fragments of sequences of DNA, called reads. DNA, represented as a string on a four-letter alphabet $\Sigma = \{A, C, G, T\}$, encodes the genetic information that uniquely characterizes any human individual and this unique complement of information defines the individual’s genome contained in every cell. The variation in the human population is due to genomic variants that distinguish the DNA of an individual from any other. Genomic variants correspond to differences either in single positions or involving larger portions of DNA. Studying the relationship between genomic variants and observable traits—phenotypic traits—has several applications to genome medicine, such as drug design, study of disease susceptibility, and analysis of evolutionary processes [1, 19, 64, 146, 152, 153]. Unfortunately, the current data do not offer a complete and exact view of an individual’s genome. In fact, sequencing technologies consider millions of cells together and produce from DNA sequences of unknown origin many reads that contain errors and whose length is orders of magnitude lower than the length of the source (Figure 1.1) [22, 106, 140]. Moreover, to understand the relative position of the reads, they are typically mapped to a reference human genome through a process of alignment (Figure 1.1) [82, 94]. As such, one of the key challenges of computational
Figure 1.1: **Sequencing and mapping reads.** In the example, a cell is represented in yellow and contains two distinct sequences of DNA, one red and one blue. The process of sequencing produces a collection of sequencing reads from both the DNA sequences. Each read is a short fragment of the source and may be affected by errors, reported in purple with purple stars, that can either “substitute” characters or “insert” false characters or “delete” true characters. To know the relative position, the reads are mapped to a reference genome through a process of alignment. Single-point genomic variants are identified from the mapping of the reads. Therefore, SNP positions, represented as green boxes, are identified as positions affected by single-point mutations across a population of individuals.

biology is the inference of the genomic variants in the DNA of an individual from mapped sequencing reads [17, 18, 84, 122, 153].

The genomic variants of individuals within and across species are the result of Darwinian evolution [30, 144]. This process has run its course for billions of years and beneficial genetic changes, leading to better adaptability to the environment, have been passed on from parents to their offspring through the germ line, the reproductive cells of an organism. Genomic variants result from mutations that affect the DNA sequence of certain cells. We distinguish two types of mutations. Germinnal mutations occur in the germ line, resulting in germinal variants of the genome. Single-Nucleotide Polymorphisms (SNPs) are the most common form of germinal variants and they are classified as point mutations since they affect single positions of a DNA sequence (Figure 1.2). SNPs can be easily identified from mapped sequencing reads by determining the presence of different values, or alleles, in the same SNP positions among the reads (Figure 1.1) [112]. Conversely, somatic mutations occur in a single somatic cell of an organism and result in somatic variants of the genome. One class of important somatic mutations are Copy-Number Aberrations (CNAs) that affect the number of copies of genomic segments by amplifying or deleting large genomic regions (Figure 1.2). In fact, CNAs are ubiquitous in can-
Figure 1.2: **Single-Nucleotide Polymorphisms (SNPs) and Copy-Number Aberrations (CNAs).** (A) SNPs are the result of single-point mutations that affect a single element in the DNA sequence. The DNA can be represented as a string on a four-letter alphabet $\Sigma = \{A, C, G, T\}$, as such a character T is mutated into a C in the example. (B) CNAs are the result of mutations that amplify or delete large genomic region. In the first example the green genomic segment is duplicated, consequently even the black nested segment is duplicated. Their copy number increases by 1. The second example shows the opposite case where the same segments are deleted and the copy number decreases by 1.

Germinal variants are inherited by individuals because the cells in the germ line are passed on from the parents to their offspring [144]. Thus, once they occur in an individual they are present in all the cells of its children. Unlike germinal variants, somatic cells by definition are not transmitted to the progeny and thus somatic variants are not inherited (Figure 1.4). However, a mutant cell can be the progenitor of a population of mutant cells, all of which have descended from the original cell and thus share the same complement of variants in the progenitor in addition to the somatic mutations they may acquire themselves (Figure 1.4). Cancer results from such an evolutionary process where somatic mutations accumulate in different cells and some of these mutations grant a selective advantage leading to elevated proliferation rates [114]. Therefore, a **clone** defines a subpopulation of cells sharing a unique complement of somatic variants introduced by the same somatic cell.
mutations. As traditionally done for the evolution of germinal mutations within a population of individuals or across species, the evolutionary history of clones can be represented as a phylogenetic tree whose nodes correspond to clones and whose edges are labeled by the occurred somatic mutations (Figure 1.4) [53]. Identifying the genomic variants that characterize the distinct tumor clones and their evolution can assist in both diagnosis and prognosis of cancer [55, 149]. Unfortunately, the number of these evolutionary trees is extremely huge already with few nodes [51]. Thus, another key challenge of computational biology is the inference of a phylogenetic tree from the observed genomic variants of distinct individuals or tumor clones [27, 36, 127, 129].

Many of the biological questions in computational biology can be formulated as combinatorial optimization problems. A problem formulation formally models the aspects relevant to the application that we want to consider and the criterion we adopt to choose an answer to the starting question. In this thesis, we focus on the two previously mentioned challenges of modern applications in computational biology. More specifically, we consider problems concerning the inference of genomic variants and their evolution from sequencing reads of normal and cancer genomes. We adopt an approach based on combinatorial optimization for dealing with these questions: we formulate the biological question as an optimization problem, we study the computational complexity of the proposed problem, we design an algorithm to solve the problem, and we finally validate the algorithm and interpret its solutions on simulated and biological instances. The thesis mainly proposes
Figure 1.4: Germinal and somatic mutations and their evolution. Germinal variants are the result of mutations (pink thunder) occurring in the germ line, the reproductive cells of an individual. Cells of the germ line are represented as droplets, whereas somatic cells are circular. Any human individual inherits half of the genome from the father and the other half from the mother, represented by two lines uniquely identified by a color. Germinal variants may be passed on to the child from the parents, as the pink variant in the example. Somatic variants are instead the result of mutations (black, white, yellow, and blue thunders) in the somatic cells that are not passed on. However, during the lifetime of an individual, somatic mutations can accumulate. A cell acquiring the black somatic mutation is be the progenitor of subpopulations of cells that acquire additional somatic mutations. This evolutionary process is represented as a phylogenetic tree in the example.

novel problem formulations exploiting characteristics specific to each application and designs algorithms that perform well in practice due to a careful study of the combinatorial structure of the related problems.

The contributions of this thesis are subdivided into two parts. The first part deals with problems in the context of haplotyping and focuses on the most common genomic variants in normal human cells, which are SNPs. The second part deals with problems in the context of intra-tumor heterogeneity and focuses on the somatic CNAs that typically have a central role in cancer. Both the parts of the thesis involve the inference of genomic variants from sequencing reads. In fact, the first part aims to infer the SNPs co-occurring on the same sequence of DNA, since a human individual inherits different DNA sequences from both the parents. While, the second part aims to infer the CNAs of distinct clones in the same tumor. However, the applications in each context comprise specific characteristics that we exploit in the problem formulations and in the design of related algorithms. For example, the ap-
Applications in the first part consider the long reads produced by “future-generation” sequencing technologies for improving the resulting accuracy. However, long reads contain a high rate of errors that are uniformly distributed, unlike the traditional sequencing reads. While, the applications in the second part improve the inference of CNAs of distinct tumor clones by jointly inferring their evolution, because the clones from a single tumor share the same evolutionary history. In the following Section 1.1 and Section 1.2, we present the details of the contributions in both the parts of the thesis, respectively. Finally, Section 1.3 describes the structure of the thesis.

1.1 Haplotype Assembly

The genome of an individual is subdivided into chromosomes. The number of chromosomes and the number of copies of each chromosome depend on the species. More specifically, the human genome is composed of 23 pairs of homologous chromosomes: 22 pairs of autosomes and a pair of sexual chromosomes. Each copy of a chromosome in a pair is called a haplotype and corresponds to a sequence of DNA. One copy, the maternal haplotype, is inherited from the mother and the other copy, the paternal haplotype, is inherited from the father. As such, each haplotype may consist of different genomic variants and, more specifically, of different SNPs. Reconstructing the two haplotypes and identifying the co-occurring SNPs is crucial for characterizing the genome of an individual. The process is known as phasing or haplotyping and the provided information may be of fundamental importance for many applications, such as analyzing the relationships between genetic variation and gene function, or between genetic variation and disease susceptibility [18, 41]. These applications include agricultural research, medical diagnostics, and drug design [15, 17, 124]. The aim of haplotype assembly is to reconstruct the two haplotypes from sequencing reads. Figure 1.5 depicts the scheme of this approach where sequencing reads are mapped to a reference genome, the mapped reads are bipartitioned into two sets, and the reads on each part are assembled to reconstruct each haplotype. The first part of the thesis concerns haplotype assembly and involves both theoretical and methodological contributions.

Minimum Error Correction (MEC) is a prominent combinatorial approach for haplotype assembly that proposes, under a principle of parsimony, to correct the minimum number of errors in the sequencing reads [97]. Typically, the haplotypes and, hence, the reads are represented as binary vectors encoding either the presence or absence of a specific allele for each SNP position. As such, the input collection of reads is modeled as a matrix, called fragment matrix, whose rows correspond to reads and whose columns correspond to SNPs. The goal of MEC is hence to find the minimum number of flips of the binary values such that the reads can be un-
Figure 1.5: Haplotype Assembly. The genome of a human individual comprises two copies of each chromosome. For the sake of simplicity, we consider a single chromosome. Each copy is a haplotype: the red paternal haplotype and the green maternal haplotype. Sequencing technologies produce a collection of reads from both the haplotypes and the source of each reads is unknown (black short lines). Typically, reads are aligned to a reference genome. Mapped reads covering SNPs that have different alleles on the two haplotypes can be used to distinguish where they come from. Thus, the haplotyping process aims to bipartition the reads into two sets, red and green. However, the presence of errors in the reads confound the presence of SNPs and make the haplotyping a challenging task. At the end, we reconstruct the two haplotypes by assembling all the reads in each part of the bipartition.

ambiguously partitioned into two sets for each chromosome, each one identifying a haplotype. The main challenge is to distinguish between the true SNPs and the errors in single positions of the reads that appear as SNPs.

Unfortunately, MEC is computationally hard to solve, but some approximation-based or fixed-parameter approaches have been shown capable of obtaining accurate results on real data [41, 73, 88, 121]. Despite the significant amount of work present in the literature for the diploid case, some important questions related to the fixed-parameter tractability and approximability of MEC are still open. Two significant open problems are whether there exists a constant-factor approximation algorithm for MEC and whether MEC is in FPT when parameterized by parameters of classical or practical interest, such as the total number of corrections or the length of the reads. In the first part of the thesis, we deal with these questions and other related questions concerning MEC and its traditional variants that impose restrictions to the rows of fragment matrix.

The genome of certain species—especially plants, fish, and yeasts—is polyploid, that is, it is composed of more than two haplotypes, and the analysis of such genomes may improve our knowledge of their specific variants, as well as of the mechanisms of eukaryotic evolution [3, 13]. The design of algorithms for dealing with polyploid genomes has received only little attention in the literature.
and an equivalent formulation of MEC has not been thoughtfully investigated yet [3, 13, 31]. Here, we extend the problem formulation of MEC to the polyploid case and we analyze its computational complexity, parameterized tractability, and approximability.

Haplotype assembly highly benefits from the advent of “future-generation” sequencing technologies and their capability to produce long reads [20, 132]. Long reads may significantly improve the accuracy of haplotype assembly due to their potential of covering many SNPs. However, they consist of novel characteristics different from the ones of traditional reads, such as an elevated error rate with a uniform distribution. Thus, methods for haplotype assembly from long reads need to take these new characteristics into account. Unfortunately, existing methods are not able to do this in a fully satisfactory way, either because they fail to fully exploit the novel characteristics of these long reads or because they are based on restrictive assumptions, such as the “all-heterozygous assumption” which forces to reconstruct complementary haplotypes [40, 87, 121].

By exploiting the uniform distribution of sequencing errors, we introduce a new formulation of MEC, called \(k\)-constrained MEC (\(k\)-cMEC), that bounds the maximum number of corrections on each column of the fragment matrix. We design a dynamic-programming algorithm, called \(\text{HapCol}\), for solving \(k\)-cMEC to perform haplotype assembly from long-reads. On a standard benchmark of real data [41], we show that \(\text{HapCol}\) is competitive with state-of-the-art methods, improving the accuracy and the number of phased positions. Furthermore, experiments on realistically-simulated datasets reveal that our method requires significantly less computing resources, especially memory. Thanks to its computational efficiency, \(\text{HapCol}\) can overcome the limitations of previous approaches, allowing to deal with larger datasets that may improve the accuracy of the results and without the traditional restrictive assumptions.

1.2 Quantification of Intra-Tumor Heterogeneity

Cancer results from an evolutionary process where somatic mutations accumulate in a population of cells during the lifetime of an individual. The clonal theory of cancer posits that all tumor cells result from this evolutionary process that started at a common founder cell [114]. This founder cell acquired its first somatic mutations that yielded a selective advantage, and its descendants acquired additional somatic mutations. Therefore, a single tumor consists of distinct clones comprising cells that share a unique complement of somatic mutations, and we refer to this phenomenon as intra-tumor heterogeneity. The composition of a single tumor is hence described by the number of clones, the genomic variants characterizing each clone, and the proportions of cells belonging to distinct clones. The quantification
of intra-tumor heterogeneity obtained by reconstructing the tumor composition has been shown to be important in cancer treatment [149]. Unfortunately, intra-tumor heterogeneity complicates the identification of somatic variants because in the traditional bulk-sequencing technologies millions of heterogeneous cells are sequenced together. However, this heterogeneity also provides a signal for inferring the tumor composition as well as the evolution of somatic mutations during cancer [63]. Thus, a number of methods have been developed to infer the evolutionary history of a tumor from sequencing reads of one or more samples [63, 67, 104, 113, 143].

CNAs are particularly useful for inferring tumor composition and evolution of clones because they are ubiquitous in solid tumors [26]. CNAs can be detected as copy-number deviations of genomic segments from their normal state. In fact, in normal human cells we expect each genomic segment to have a copy number 2: one copy is inherited from the father and the other from the mother. As such, for each clone we model the integer copy numbers of genomic segments as copy-number profiles that are usually represented as vectors of integers indicating the copy number of each segment. These profiles are measured using the read depth of sequencing reads from each sample, since the number of sequencing reads mapped in each segment is proportional to its copy number (Figure 1.3) [21, 113, 148]. Unfortunately, most sequencing cancer studies perform bulk sequencing of tumor samples and, consequently, sequencing reads are obtained from heterogeneous mixtures of cells belonging to distinct clones. Since the source of the reads is unknown, we cannot distinguish the reads belonging to different clones and the copy-number profiles are inferred considering all the reads. Consequently, fractional copy numbers are usually obtained instead of integer copy numbers, such that each fraction corresponds to the average of the different copy numbers of the same segment in distinct clones, weighted by their proportions (Figure 1.6). Therefore, to reconstruct CNAs, we need to infer the copy-number profile of each clone from fractional copy numbers.

The contributions of the second part of the thesis aim to improve the inference of CNAs by jointly inferring from multiple samples of the same tumor the CNAs of distinct clones and their evolution. To do this, we consider two problems where the first focuses only on reconstructing the evolution of CNAs, and the second jointly infers CNAs and their evolution. More specifically, we formally introduce the first Copy-Number Tree (CNT) problem, which aims to infer the evolutionary history of the clones in terms of CNAs from given integer copy-number profiles. In fact, the problem assumes that the profile of each clone has been retrieved from homogeneous samples containing a single clone. Furthermore, this problem is based on a recent model of CNAs capturing their effects on multiple segments [136] and we design the first exact algorithm for solving it. Next, we extend the previous approach to heterogeneous samples. We introduce the Copy-Number Tree Mixture Deconvolution (CNTMD) problem, which aims to jointly infer CNAs of distinct clones and their
Figure 1.6: **Inferring fractional and integer copy numbers from multiple heterogeneous samples.** (A) The copy-number profiles are reported over five genomic segments for three clones, two tumor clones in black and magenta and the normal clone in green. (B) Two samples are sequenced from bulks of cells. Sample 1 is heterogeneous and comprises half of the cells from the magenta-tumor clone and the other half from the normal clone. Instead, Sample 2 is homogeneous and comprises only cells belonging to the black-tumor clone. (C) The sequencing reads of both the samples are mapped to a reference genome for inferring their copy numbers. Integer copy numbers are inferred from Sample 2 because only one clone is present. Instead, fractional copy numbers are inferred from Sample 1 due to its heterogeneity. Hence, each fraction corresponds to the average of the different copy numbers of the same segment in distinct clones, weighted by their proportions. For example, the fraction 3.5 of third segment results from the sum of $0.5 \times 5$ for the segment in the magenta-tumor clone and $0.5 \times 2$ for the same segment in the normal clone, since both the clones are present with a proportion of 50%.

Modeling CNAs is not straightforward because they can overlap, and thus positions in the genome cannot be treated independently. A number of models have been introduced to study CNA evolution, and these models can be classified into two categories. The first is inspired by traditional phylogenetic models and considers single events such that each of those independently affects the copy number of a single segment [24, 104]. However, these models do not account for dependency between adjacent segments in the genome. The second [136] considers the effects evolution from one or more heterogeneous samples. This problem represents an alternative to traditional approaches that consider only one sample and infer the copy numbers of the clones and their evolution with two independent steps [24, 104, 136]. Figure 1.7 represents the differences of the two problems depending on the properties of the input samples. In the following, we present the details of these two problems.
of CNAs on multiple segments as *interval events* that amplify or delete copies of contiguous segments. The evolutionary distance between two clones is defined by the minimum number of interval events that change the copy-number profile of one into the profile of the other. Using this distance measure, heuristics based on neighbor joining have been applied to reconstruct phylogenetic trees [136]. Here, we formally introduce the CNT problem that, under the same principle of parsimony, seeks a phylogenetic tree explaining with the minimum number of interval events the copy-number evolution of the clones given for the leaves. We show that
the problem is computationally hard, and we design an exact algorithm based on an ILP formulation that turns out to scale to instances of practical size.

CNT assumes to know the integer copy-number profiles of each single clone. Instead, fractional copy numbers are typically inferred from heterogeneous samples. A number of methods have been developed to infer tumor composition from fractional copy numbers by considering each sample independently [21, 54, 71, 113, 116, 148]. However, one can obtain more information by jointly considering more samples from the same tumor [63], as successfully done for single-nucleotide mutations [46, 99] or non-integer copy numbers [134]. The goal is to model the fractional copy numbers of different samples as the product of the integer copy numbers of distinct clones and their proportions (Figure 1.6). However, multiple factorizations can be found, especially without imposing a structure on the inferred CNAs for the resulting profiles. Therefore, the inference of distinct clones may benefit from the joint inference of their evolution. We introduce the Copy-Number Tree Mixture Deconvolution (CNTMD) problem, which gives sequencing reads from multiple heterogeneous samples of a tumor aims to find the most parsimonious phylogenetic tree such that each sample corresponds to a mixture of the extant clones. More specifically, CNTMD factorizes the observed-fractional copy numbers into the integer copy numbers of distinct clones and their proportions, and chooses the factorization with the evolutionary history comprising the minimum number of interval events. We design a coordinate-descent algorithm that outperforms existing approaches on simulated data and provides a higher-resolution view of a prostate cancer dataset [67] than published analyses.

1.3 Outline

The thesis is structured as follows. In Chapter 2 we present the details of the main kind of sequencing technologies and the characteristics of the corresponding reads. Next, we review some of the basic notions of phylogenetic analysis that are preliminary to the contributions of Part II. Lastly, in the same chapter we present the basic concepts of combinatorial optimization and the related scheme that we adopt for the contributions in both the parts of this thesis.

In Part I, we present the contributions of the thesis about haplotype assembly. In Chapter 3 we put the contributions into context, we present the known results concerning the computational complexity, parameterized tractability, and approximability of MEC and its traditional variants. In addition, we review the current state-of-the-art methods for dealing with long reads. The basic models and formulations of MEC as well as the novel problem formulations for long reads and polyploid genomes are formally introduced in Chapter 4. In Chapter 5 we present the theoretical contributions concerning the parameterized tractability and approximabi-
lity of MEC and its variants. While, in Chapter 6 we design an exact algorithm, namely \texttt{HapCol}, for dealing with long reads and their novel characteristics. As such, in Chapter 7 we show the results of the comparison between \texttt{HapCol} and current state-of-the-art methods applied both on real and simulated data. We conclude with a discussion about the contributions of this part in Chapter 8.

In Part II, we present the contributions of the thesis about the quantification of intra-tumor heterogeneity. In Chapter 9 we review the background related to alternative models for the evolution of CNAs and methods that infer the CNAs of distinct clones from a single heterogeneous sample. The CNT and CNTMD problem formulations are introduced in Chapter 10 based on the model of interval events and copy-number tree. Furthermore, we show that CNT is \textsc{NP}-hard in Chapter 11, and, consequently, we suspect CNTMD to be \textsc{NP}-hard as well. Thus, in Chapter 12 we firstly design a ILP formulation for solving CNT and next we incorporate an extended version of this ILP formulation into a coordinate-descend algorithm for solving a distance-based variant of CNTMD. Chapter 13 describes the results obtained by running these two algorithms on simulated instances of practical size. In addition, we run the algorithm for CNTMD on a prostate-cancer dataset analyzing the results and comparing to previous published analyses. Refinements of the model and improvements to the algorithm are finally discussed in Chapter 14.

Finally, Chapter 15 presents the final considerations of this thesis. In particular, we firstly describe the main directions for future work concerning the contributions in both the parts of this thesis. Next, we present some closing remarks about the significance of the combinatorial-optimization scheme that we apply in this work and that guides all the contributions.
Chapter 2

Preliminaries

This chapter is devoted to the description of some concepts preliminary to the contributions through the rest of the thesis. First, we present the basic kind of sequencing technologies and the properties of the sequencing reads produced by these. Next, we review the basic notions of phylogenetic analysis that are preparatory to the contributions introduced in Part II. Lastly, we introduce the formal definitions and main concepts of combinatorial optimization. Moreover, we describe the details of the combinatorial-optimization scheme that we adopted to guide all the contributions of this work.

2.1 Sequencing Technologies and Reads

DNA can be represented as a string on a four-letter alphabet \( \Sigma = \{A, C, G, T\} \), where each character corresponds to a different nucleotide base pair. The total length of DNA in human individuals is over 3 billions of characters. Sequencing is the process aiming to extract fragments of DNA, that are called \textit{reads}. Hence, reads can be represented as substrings of the DNA string. Reads are orders of magnitude shorter than the length of DNA and they may contain errors. However, the average length of the reads, as well as the error rate and the kind of errors, significantly vary depending on the category of sequencing technologies that are used.

Next-Generation Sequencing (NGS) technologies are able to produce \textit{short reads} that are composed of few hundreds of characters, around 50-300 characters [106, 140]. However, Paired-End technology allows NGS to produce pairs of short reads that are separated by a gap called \textit{insert size} of fixed length, typically slightly lower than twice the read’s length [102]. This improves the information provided by NGS reads because the size between the two reads in the same pair is known and they belong to the same DNA sequence. The error rate for reads produced by NGS technologies is usually pretty low, typically lower than 1%. The errors
are usually non-uniformly distributed and most of them correspond to substitutions that result in wrong characters of the reads.

“Future-generation” sequencing technologies, such as single molecule real-time technologies like PacBio RS II (http://www.pacificbiosciences.com/products/) and Oxford Nanopore flow cell technologies like MinION (https://www.nanoporetech.com/), produce long reads. These correspond to single fragments of DNA, but they are much longer. The length of these reads varies between 10 000 and 50 000 characters. However, the surprising length of these reads comes at a price. In fact the error rate is much higher and is around 10-15% [20, 132]. Even the kind of errors is different than the ones of NGS. The substitutions are usually lower than 5%, whereas the remaining errors are mainly composed of indels, comprising insertions of false characters with a rate up to 15% and deletions of characters up to 2%. Lastly, one of the main characteristics of long reads is the uniform distribution of the sequencing errors.

To obtain a sufficient amount of reads that are an informative representation of good quality of the DNA sequence, every sequencing technology needs a certain amount of genetic material from the cells. Two approaches are typically adopted by sequencing technologies. The basic approach of traditional technologies is bulk sequencing that consists of sequencing a bulk of cells. A bulk corresponds to a sample from a human individual and comprises millions of different cells [102]. A typical and important assumption is that the reads are obtained uniformly from all the involved DNA sequences. Consequently, we expect that casual somatic variants characterizing only a very small proportion of the cells in the bulk do not have a significant impact on the sequencing reads. Therefore, bulk sequencing is usually applied to analyze the genome of normal human cells [22, 102]. Conversely, in cancer we expect to find a significant amount of cells belonging to distinct tumor clones, because some of the accumulated mutations grant a selective advantage leading to elevated proliferation rates. The sequencing reads of each sample are consequently mixed since they are obtained from many cells of different clones. However, due to the previous assumption for which the reads are uniformly extracted, the proportions of the reads showing a specific genomic variant reflect the proportions of the clones comprising that variant. Therefore, factorization or deconvolution approaches, as the one investigated in Part II, can be applied to reconstruct the tumor composition using such data. In fact, many cancer-sequencing studies successfully used bulk sequencing of multiple samples [46, 63, 67, 71, 103].

A second recent approach is single-cell sequencing [42, 110, 111]. The key idea of this approach is to isolate a single cell and to perform whole-genome amplifications to obtain enough genetic material for the sequencing. Thus, Single-Cell Sequencing can offer a high resolution of genomic variants since all the reads belong to the DNA sequences of a single cell. This approach can have a significant impact in the context
of cancer because the clones can be retrieved by identifying the genomic variants characterizing each cell without the challenging task of the deconvolution [43, 108, 109, 151]. Unfortunately, Single-Cell Sequencing has still a prohibitive cost for whole genome analysis of thousands of cells and is affected by technological issues resulting in poor data quality [157]. For example, one of the main issues of Single-Cell Sequencing are the errors during the starting amplification process. In fact, some of the regions are not amplified during this step and this may result in the loss of genomic segments that ambiguously appear as the result of CNAs.

### 2.2 Phylogenetic Analysis

In this section, we present the basics of phylogenetic analysis by comparing the model traditionally used for describing the evolution of SNPs [49, 91, 92, 145] to the model for intra-tumor heterogeneity introduced in Part II for describing the evolution of CNAs. Phylogenetics studies the evolutionary history of biological processes or population of individuals among or within species [53, 70]. The taxa are the main units of a phylogenetic analysis. A taxon is described in terms of a set of characters corresponding to observable attributes or traits. Each character can have two or more states, such that each state determines the variation of a character observed in a specific taxon. As such, any taxon is uniquely identified by a complement of states for the defined characters.

Traditionally, when considering the evolution of SNPs, a taxon corresponds to an individual from a population. Each character corresponds to a SNP position, that is a position in the genome where the individuals of the population may contain different alleles. Hence, the characters have only two states indicating either the presence or absence of a SNP allele, and an individual is uniquely characterized by the states of the SNP positions. Conversely, in our model for intra-tumor heterogeneity, the taxa correspond to clones, that are subpopulations of cells sharing a unique complement of genomic variants as result of occurred somatic mutations. In Part II, we focus on CNAs, therefore there is a character associated to each genomic segment and its state corresponds to the copy number of that segment in the genome of a clone. Unlike the binary characters of the previous case, these characters have more states. Furthermore, to identify the segments that are contiguous, we define a relation of adjacency among them.

*Mutational events* define the evolutionary relationship between taxa. We model the effects of mutational events on the characters to describe the evolutionary process from a taxon to its descendants. The events change the states of the characters, and these effects can be represented as a function of transition defining the change of state for every character induced by an event. For the evolution of SNPs, the events correspond to single-point mutations. Therefore, an event acts indepen-
dently on each SNP position by changing its value, that is a flip of the states since they are binary. Conversely, CNAs in the case of intra-tumor heterogeneity act on multiple contiguous segments and their effects depend on the kind of mutational event. In fact, we define two kind of events, called *interval events*: amplifications increase by one copy the state of the affected segments, whereas deletions delete one copy.

We model the *evolutionary history* of certain taxa as a *phylogenetic tree* that is a directed tree whose nodes correspond to taxa [53, 70]. A phylogenetic tree is defined by its *topology*, comprising the set of nodes and the set of edges, and by a *labeling* of its nodes and edges. As such, the nodes are labeled by the states of the corresponding taxa. While, an edge from a parental node to its child defines the evolution from the corresponding taxon to its descent. The edge is consequently labeled by the events that describe the evolution transforming the states of the parent to the states of the child. Generally, the leaves of the tree correspond to the *extant taxa*, whereas the internal nodes correspond to the *ancestors*. We define a node as an ancestor of a group of leaves if there is a path in the tree from this node to each of the leaves, and it corresponds to *most common ancestor* of those leaves if there is no path from this node to another of their ancestor. Therefore, the root of the tree is the most common ancestor of all the extant taxa that we are considering.

The *inference of the evolutionary history* of a set of taxa is the process that aims to infer a phylogenetic tree such that its leaves are labeled by the states of these taxa. Clearly, there exists many such trees. Moreover, the number of phylogenetic trees grows extremely fast increasing the number of leaves and it is huge already with a small number of leaves, since it is a double factorial [51]. As such, we define a criterion for choosing an evolutionary tree for the given taxa. For example, the *principle of parsimony*, which prefers the simplest scenario comprising a minimum number of events, is a criterion often used in biology and followed by the contributions in both the parts of this thesis [50, 56]. Other criteria such as “maximum likelihood” are generally used [52, 66].

Typically, a function is defined to measure the evolutionary distance between two taxa depending on the related events. As done traditionally for the evolution of SNPs as well as in this work for CNAs, the function can simply measures the minimum number of events that transform the states of a taxon to the states of its descent. This function is consequently used to introduce a weight of the edges and the total cost of a tree corresponds to the sum of these weights over all the edges. Therefore, under a principle of parsimony, the challenge is to infer a phylogenetic tree of minimum cost. Furthermore, restrictions to the topology of the considered phylogenetic trees are often imposed to limit the number of possibilities and avoiding trees that are considered equivalent or symmetric. For example, the phylogenetic
trees are often restricted to be full binary trees, such that each internal node has either zero or two children.

When considering the evolution of SNPs under a principle of parsimony, traditional approaches seeks for the phylogenetic tree of minimum cost from a set of individuals whose SNPs have been identified through the analysis of mapped sequencing reads [49, 91, 92, 145]. Conversely, we aim in Part II to find a phylogenetic tree, called copy-number tree, comprising the minimum number of interval events from a set of tumor clones whose copy numbers are identified from the number of sequencing reads mapped in genomic segments.

2.3 Combinatorial Optimization

In this section, I describe the approach based on combinatorial optimization that guides all the contributions in both the parts of this thesis. The main focus of this work is on the designing of algorithms for solving problems in computational biology. As such, I firstly present the definitions of problems and algorithms. I describe the formal framework applied to study the performance of the algorithms for a problem. Next, I describe the main techniques used to deal with problems considered computationally hard. Lastly, the solving scheme is presented.

2.3.1 Problems, Algorithms, and Computational Complexity

Many of the questions in computational biology can be formulated as combinatorial optimization problems. In computer science, an optimization problem is defined by giving a set of input parameters, a set of unknowns, a set of constraints, and an objective function. Both the input parameters and the unknowns correspond to free variables over specific domains. However, the values of the parameters are given and an instance of the problem is defined by assigning a value to each parameter. Conversely, the unknowns define a set of objects for each instance. The constraints correspond to conditions on the values of the unknowns, and the objective function is a special constraint asking to either minimize or maximize a function on the unknowns. Therefore, a feasible solution is an object defined by the unknowns that satisfies the constraints, and a feasible solution is an optimal solution if the object correspondingly minimizes or maximizes the value of the objective function over all the defined objects. Given an instance $x$ of a problem, the value of the objective function of any optimal solution is called optimum and is denoted by $OPT(x)$.

An algorithm $f$ is a general step-by-step procedure that provides a feasible solution $f(x)$ with a value $c(x)$ of the objective function for any instance $x$ of a problem. More formally, an algorithm corresponds to any sequence of operations expressible by a Turing’s Machine [29, 60, 86]. We say that an algorithm solves an optimization
problem, that is an exact algorithm, if $c(x)$ is equal to $OPT(x)$ for any instance $x$ of the problem. In general, we are interested in finding the “most efficient” algorithm for solving a specific problem. The efficiency requirements of an algorithm are conveniently expressed as functions on variables that describe the size of an instance. For example, the variable $n$ is indicating the size of an instance $x$. The variables of size are intended to represent the amount of data that are necessary to encode every parameter of the instance. We clearly expect that the algorithm’s requirements vary with the size of the input. As such, the running time $t(n, x)$ is a function that measures the number of steps performed by the algorithm on an instance $x$ of size $n$, and its time complexity is expressed as the maximum running time over all the instances of the problem of size $n$. Typically, the big-O notation is used to define the time complexity as an upper bound of the running time [7, 29, 90]. For example, the notation $g(n) = O(n^2)$ indicates that $g(n) \leq cn^2$ for a function $g(n)$ and any constant $c > 0$. Space is another important measure for the algorithm’s requirements and gauges the memory used by an algorithm to store any data structure used during the computation. Space complexity is defined symmetrically to time complexity and we refer the reader to [86] and to [29] for more details.

Computational Complexity Theory defines the computational complexity of optimization problems which is a classification of problems depending on the time complexity of the related solving algorithms [60, 81]. The theory is based on decision problems where the objective function is replaced by a question whose answer is either “yes” or “no” for any feasible solution. As such, each instance $x$ of the problem can be either a yes-instance or a no-instance depending on the existence of a feasible solution with a yes-answer. However, optimization and decision problems are strongly related since standard techniques transform optimization problems into decision problems without changing their computational complexity [60]. One of the basic computational classes is P which contains the problems solvable by algorithms with a polynomial time complexity, that are called “efficient algorithms”. If the problem does not admit such an algorithm, a brute-force approach can be adopted: we enumerate all the feasible solutions, whose number is typically exponential, and we verify whether each of these corresponds to an optimal solution, or to a yes-answer in the case of decision problems. As such, another basic computational class is NP which contains the problems that are verifiable in polynomial time, that is there exists an algorithm of polynomial time complexity to determine whether a feasible solution either answers yes for decision problems or is optimal for optimization problems. The relation between P and NP is fundamental for the Theory of Computational Complexity, but, unfortunately, is still unknown and corresponds to one of the “big open questions” of our century.

The concept of reduction is introduced to study the relation between two decision problems $\Pi_A, \Pi_B$ and, consequently, between the corresponding optimization prob-
problems. A reduction $\Pi_A \rightarrow \Pi_B$ is a function $\pi$, called “transformation”, computable in polynomial time which transforms every instance $x$ of $\Pi_A$ into a corresponding instance $\pi(x)$ of $\Pi_B$ such that $x$ is a yes-instance if and only if $\pi(x)$ is a yes-instance. A reduction preserves the yes-answer or the “optimality” of the solutions. Therefore, if $\Pi_A \rightarrow \Pi_B$, an algorithm solving $\Pi_B$ can be used to solve $\Pi_A$ through the corresponding transformation. Moreover, we consequently say that $\Pi_B$ is “at least as difficult as” $\Pi_A$ and the computational class of $\Pi_B$ must be contained in the computational class of $\Pi_A$. Problems that are at least as difficult as any other problem in NP are called NP-hard. More formally, a problem $\Pi_h$ is NP-hard if $\Pi \rightarrow \Pi_h$ for each problem $\Pi$ in NP. Equivalently, a problem $\Pi_h$ is NP-hard if another problem $\Pi'_h$ known to be NP-hard is reducible to $\Pi_h$ [60].

We clearly know $P \subseteq NP$ since a problem solvable in polynomial time is even verifiable in polynomial time, but it is unknown whether $P = NP$ or $P \neq NP$. However, there is a class of problems in NP that are called NP-complete leading computer scientists to believe that $P \neq NP$. A problem $\Pi$ is NP-complete if $\Pi$ is in NP and is NP-hard. Hence, NP-complete problems are the most difficult in NP. For more details on the Theory of Computational Complexity and on additional computational classes, we refer the reader to [60].

### 2.3.2 Facing Computationally Hardness

Under the assumption that $P \neq NP$, an efficient algorithm for NP-hard problems does not exists and these problems are considered computationally hard. However, an algorithm “practically tractable” may still exists, where the tractability criterion clearly depends on the context of the application. There are several traditional techniques aiming to design such alternative algorithms for dealing with NP-hard problems and they are typically based on two main ideas: dropping the constraint of optimality on the final solution or designing non-polynomial algorithms that can be still considered tractable. We now introduce three of the most common techniques.

The first technique aims to design approximation algorithms that are algorithms with a polynomial time complexity and that have a “provable solution quality” [6, 119]. More specifically, an $\alpha$-approximation algorithm $f$ is an algorithm with an approximation factor $\alpha \geq 1$ that provides, for every instance $x$, a feasible solution $f(x)$ with objective value $c(x)$ such that $OPT(x) \leq c(x) \leq \alpha OPT(x)$ for a problem of minimization and $\frac{1}{\alpha}OPT(x) \leq c(x) \leq OPT(x)$ for a problem of maximization. Note that $\alpha$ can be either constant for constant-approximation algorithms or a function $\alpha(n)$ on the size $n$ of $x$. Therefore, approximation algorithms provide solutions that are not guaranteed to be optimal, but their objective value $c(x)$ is guaranteed to be within certain bounds. Approximability Theory studies the existence of approximation algorithms for each problem. Obviously, we desire approximation algorithms whose factor $\alpha$ is as close as possible to 1, that is the value for...
which the resulting solutions are also optimal. Therefore, any problem admitting an approximation algorithm with a constant factor is in the class APX. For more details on additional classes, such as APX-hard and PTAS, and for the definitions of approximation-preserving reductions, such as PTAS-reductions and L-reductions, we refer the reader to [6].

The second technique aims to design fixed-parameter tractable algorithms that are exact algorithms whose time complexity is polynomial when some of the size variables are fixed as constants [39]. More formally, let $n,k$ be the variables that describe the size of any instance $x$. We say that an exact algorithm $f$ is fixed-parameter tractable when parameterized by the input parameters of size $k$ if the time complexity of $f$ is of the form $O(t(k) \cdot n^c)$ such that $t(k)$ depends only on $k$ and $c$ is constant. The size variable $k$ is consequently the only in the non-polynomial part of the time complexity. Therefore, fixed-parameter tractable algorithms may be “practically efficient” when parameterized by parameters whose values are relatively small on instances of practical interest for a specific application. Tractability Theory studies the existence of fixed-parameter tractable algorithms, and FPT is the class containing the problems that admit such algorithms when parameterized on some input parameters. For additional details, we refer the reader to [39].

The last technique aims to exploit the very effective algorithms, called solvers, that have been designed in literature for well-known NP-hard problems. In fact, several solvers have been developed and improved over the years for solving some of the basic NP-hard problems that have many applications in different areas [5, 14, 33, 37, 69, 75, 77, 96, 107]. These methods typically result to be very effective in practice because they use several procedures and heuristics reducing the size of many instances and solve the remaining part as fast as possible. Two of the basic problems for which these methods have been intensely studied are the Satisfiability problem (SAT) and the Integer Linear Programming (ILP) [60]. SAT is the first problem that has been proven to be NP-hard: given a boolean logical formula, it aims to find a true assignments to the variables (of minimum size in its optimization variant) such that the formula evaluates to true [28, 93]. While, ILP is a mathematical optimization problem where the variables are defined over numerical domain, some of them are restricted to be integer, the constraints are expressed as linear inequalities, and the objective function is a linear function. Therefore, a ILP formulation corresponds to a system of linear equations subjected to a function on the variables either to minimize or maximize [118]. Since these basic problems are NP-hard and our problems are often in NP, we can reduce our problem to them and we can use the solvers to obtain a solution. Therefore, the main challenge of this technique is to design a reduction in a compact and minimal way such that the solver can exploit the properties and constraints of the original problem.
2.3.3 A Combinatorial-Optimization Scheme for Computational Biology

Starting from a biological question in a specific application, I adopt a combinatorial-optimization scheme composed of four steps: (1) problem formulation, (2) analyzing computational complexity and combinatorial structure, (3) designing an algorithm, and (4) validating the algorithm and interpreting the solutions. Figure 2.1 depicts the steps of this scheme.

1. The first step is to phrase the biological question as a combinatorial optimization problem by modeling in mathematical terms the elements that we want to consider in the context of the application. Therefore, we encode the set of feasible solutions defining the corresponding constraints on the parame-
ters and unknowns of the model and an objective function representing the
criterion we adopt to select an optimal solution. For example, the principle
of parsimony is one of the most common criteria in biology and prefers solu-
tions defining the simplest scenario characterized by the minimum number
of events. The problem formulation varies depending on which elements of
the context are considered and how these are encoded. There is a trade-off
between including enough aspects of the question to arrive at a meaningful
abstraction without getting lost in all the tiny details. Moreover, several vari-
ants of the same formulation can be defined by encoding the properties of the
objects with different constraints. The challenge is to find the assumptions
and the constraints that completely characterize the crucial aspects of the
application and that define a problem for which we can design a “tractable”
algorithm finding a solution with the best performance.

2. The second step is to study the computational complexity of the resulting
problem formulation and to reveal the structure of optimal solutions. The
computational complexity of the problem defines the kind of algorithms that
we can design for dealing with the problem. While, the structure of the
problem comprises several properties characterizing the optimal solutions.
Useful structures of the problem to exploit are for example the property of
sub-optimality for which the optimal solutions can be broken up in smaller
sub-problems to solve recursively or necessary and sufficient conditions that
help to identify when a feasible solution is optimal. If the problem admits
any polynomial-time algorithm, we know that it is in P. Searching for a
polynomial-time algorithm is a challenging task, however studying the struc-
ture of the problem may reveal properties to exploit for obtaining a polyno-
mial time algorithm. Alternatively, we can attempt to reduce our problem to
another problem known to be in P and to use its efficient algorithms. If a
polynomial algorithm cannot be find, the problem may be NP-hard. This is a
quite common situation, since many of the significant problems in computa-
tional biology turn out to be NP-hard. Again, studying the structure of the
problem may show similarities to other known NP-hard problems that may
be reduced to our problem revealing its computational hardness.

3. Using the knowledge about the computational complexity and structure of
the problem from the previous step, we now aim to design an algorithm for
our problem formulation. When the problem is in P, we found an efficient
algorithm. Therefore, we try to find an efficient alternative algorithm with a
lower time complexity or to improve the efficiency of the current algorithm.
There are several techniques aiming to improve the running time of an algo-


programming technique for obtaining an iterative algorithm that solves each sub-problem only once and stores their partial solutions. Otherwise, if we reduced the problem to another one in P, we can modify an algorithm for the known problem by exploiting the structure of our problem. When the problem is NP-hard, we need to adopt one of the strategies previously described for dealing with its computational hardness. We may design an approximation algorithm, a fixed-parameter tractable algorithm, or a reduction to a problem with effective solvers. Similar techniques to the previous can be used to improve the running time of approximation and fixed-parameter tractable algorithms. While, when we reduce our problem to a known NP-hard problem, we aim to design the most compact and minimal reduction by exploiting the constraints that encode the structure of the problem. Moreover, we can use one of the solvers that have been deeply engineered and tested over the years, such as CPLEX [75] or GUROBI [69] for solving ILP formulations.

4. The final step is to validate the algorithm by running its implementation on simulated instances and to interpret the solutions obtained by running it on biological instances. Since the ground truth is known, simulated instances are useful for evaluating the performance and quality of the results returned by the algorithm. Therefore, the performance of the algorithm can be evaluated by measures that capture the aspects relevant to the application. Moreover, a comparison between the algorithm and current state-of-the-art methods is crucial for verifying the improvements of the algorithm or the effects of the problem formulation that have been introduced. While, when we run the algorithm on biological instances, we obtain solutions to interpret for answering the original biological question. Information visualization techniques may help in the interpretation of the solutions. For certain biological problems, there are benchmark instances coming together with the true solutions that have been retrieved and biologically verified with additional information. As done for simulated instances, these benchmarks can be used to assess the quality of the obtained solutions and possibly compare the proposed algorithm with state-of-the-art methods. Otherwise, when benchmark instances are not available, we can verify the presence of common patterns with information available in literature or computed with other techniques. In addition, we can re-evaluate the solutions in terms of different measures that capture different aspects of the biological question.
Part I

Haplotype Assembly
Chapter 3

Background

Diploid organisms such as humans contain two sets of chromosomes, one from each parent. Reconstructing the two distinct copies of each chromosome, called haplotypes, is crucial for characterizing the genome of an individual. The process is known as phasing or haplotyping and the provided information may be of fundamental importance for many applications, such as analyzing the relationships between genetic variation and gene function, or between genetic variation and disease susceptibility [18, 41]. These applications include agricultural research, medical diagnostics, and drug design [15, 17, 124]. In diploid species, haplotyping requires assigning the variants to the two parental copies of each chromosome, which exhibit differences in terms of Single Nucleotide Polymorphisms (SNPs). Since a large scale direct experimental reconstruction of the haplotypes from the collected samples is not yet cost-effective [88], a computational approach—called haplotype assembly—that considers a set of reads, each one sequenced from a chromosome copy, has been proposed. Reads (also called fragments) have to be assigned to the unknown haplotypes, using a reference genome in a preliminary mapping phase, if available. This involves dealing in some way with sequencing and mapping errors and leads to a computational task that is generally modeled as an optimization problem [89, 97].

The presence of sequencing and mapping errors makes the haplotype assembly problem a challenging task. Typically, the haplotypes and, hence, the reads can be modeled as binary vectors representing either the presence of the same allele of the reference genome or a variant. Moreover, the fragments obtained from sequencing may not cover some positions of the haplotypes. These uncovered positions are called holes, whereas a sequence of holes within a fragment is called gap. In the literature, different combinatorial formulations of the problem have been proposed [2, 38, 89, 97]. Among them, Minimum Error Correction (MEC) [97] has been proved particularly successful in the reconstruction of accurate haplotypes for diploid species [23, 73, 125]. It aims at correcting the input data with the minimum number of corrections to the SNP values, such that the resulting reads can be un-
ambiguously partitioned into two sets, each one identifying a haplotype. However, MEC is a computationally hard problem. Indeed, MEC is APX-hard even if the fragments have at least one gap [25] and remains NP-hard even if the fragments do not contain gaps (Gapless MEC) [25]. wMEC [65] is the weighted variant of the problem, where each possible correction is associated with a weight that represents the confidence degree assigned to that SNP value at the corresponding position. This confidence degree is a combination of the probability that an error occurred during sequencing (phred-based error probability) for that base call, and of the confidence of the read mapping to that genome position. The usage of such weights has been experimentally validated as a powerful way to improve accuracy [158].

To deal with the computational hardness of MEC, several preliminary methods based on the frameworks of parameterized tractability and approximability have been proposed. However, some important questions related to these approaches are still open. In addition, there are two crucial directions that have not been fully investigated yet. The first direction concerns the proposal of problem formulations and the design of algorithms that exploit the characteristics of the data produced by recent technologies, since haplotype assembly benefits from technological developments in genome sequencing. In fact, the advent of next generation sequencing (NGS) technologies provided a cost-effective way of assembling the genome of diploid organisms. However, in order to assemble accurate haplotypes, it is necessary to have reads that are long enough to span several different heterozygous positions [41]. This kind of data are becoming increasingly available with the advent of “future-generation”. However, existing methods are not able to deal with such data in a fully satisfactory way, either because accuracy or performances degrade as read length and sequencing coverage increase, or because they are based on restrictive assumptions.

The second direction concerns the study of those species—especially plants, fishes, and yeasts—whose genome is polyploid, that is, it is composed of more than two copies for each chromosome. The analysis of such genomes may improve our knowledge of their specific variants, as well as of the mechanisms of eukaryotic evolution [3, 13]. Still, the development of haplotype assembly methods for polyploid genomes has received only little attention in the literature [3, 13, 31]. In fact, the mathematical foundations and a formulation of the MEC problem for polyploid genomes have not been thoughtfully investigated yet.

In Section 3.1 we present the background and the contributions of this thesis concerning the tractability and approximability of MEC and its variants for diploid and polyploid genomes. In addition, Section 3.1.1 includes a detailed description of the state-of-the-art methods introduce to deal with MEC. Similarly, the background and the contributions of this thesis concerning methods to haplotype assembly from long reads are subsequently presented in Section 3.2.
Table 3.1: Current knowledge of computational complexity, approximability, and fixed-parameter tractability for MEC and its variants, Gapless MEC and Binary MEC. Notice that the expression “all-het” states that the corresponding result holds only under the all-heterozygous assumption, while UCG is the Unique Games Conjecture by Khot [83]. The results on parameterized complexity hold for MEC, hence the negative result holds only for MEC while the positive results also hold for its restrictions.

<table>
<thead>
<tr>
<th></th>
<th>Computational complexity</th>
<th>Approximability</th>
<th>Parameterized complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>MEC</strong></td>
<td>NP-hard [97]</td>
<td>APX-hard [25]</td>
<td>$\not\in$ XP on $c_p$ and $c_f$ (only MEC, Sect. 5.1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$\not\in$ APX under UGC</td>
<td>FPT by $\ell$ (all-het)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>$O(\log nm)$ approxim.</td>
<td>FPT by $\ell$ (all-het)</td>
</tr>
<tr>
<td><strong>Gapless MEC</strong></td>
<td>NP-hard [25]</td>
<td>PTAS [80, 117]</td>
<td>FPT by $\ell$ (Sect. 5.4.2)</td>
</tr>
<tr>
<td><strong>Binary MEC</strong></td>
<td>?</td>
<td>Simple direct 2-approx (Sect. 5.3)</td>
<td>FPT by $h$ (Sect. 5.1)</td>
</tr>
</tbody>
</table>

$n$ number of fragments; $m$ number of SNPs/columns;
$\ell$ maximum fragment length; $cov$ maximum coverage;
h minimum number of corrections; $c_p/c_f$ maximum number of non-hole elements on each column/fragment;

### 3.1 On the Tractability and Approximability of MEC

The parameterized complexity framework proved to be useful for coping with the computational intractability of MEC on diploid genomes, as it did for several well-known hard combinatorial problems [39]. In particular, MEC is in FPT when parameterized by the coverage [120, 121], that is, the maximum number of fragments that cover a SNP position. Moreover, MEC is in FPT also when parameterized by the length of the fragments [73], but this is known only under the all-heterozygous assumption, which forces to reconstruct complementary haplotypes. In fact, this
assumption allows the dynamic programming algorithm of He et al. [73] to focus on the reconstruction of a single haplotype and, hence, to limit the possible combinations for each SNP position. Despite the significant amount of work present in the literature for the diploid case, some important questions related to the fixed-parameter tractability and approximability of MEC are still open. Two significant open problems are whether there exists a constant-factor approximation algorithm for MEC and whether MEC is in FPT when parameterized by parameters of classical or practical interest, such as the total number of corrections or the length of the fragments. Indeed, removing the dependency on the all-heterozygous assumption from the algorithm by He et al. [73] does not appear straightforward and, hence, fixed-parameter tractability of MEC when parameterized by the fragment length is still an open problem.

The restriction of MEC where the fragments do not contain holes (Binary MEC) is particularly interesting from a mathematical point of view, and is the variant of the well-known Hamming $k$-Median Clustering Problem [25, 85] when $k = 2$. This clustering problem asks for $k$ representative “consensus” (also called “median”) strings with the goal of minimizing the Hamming distance between each input string and its closest consensus string. Hamming 2-Median Clustering is well studied from the approximation viewpoint, and at least two Polynomial Time Approximation Schemes (PTAS) have already been proposed [80, 117]. Instead, the computational complexity of Binary MEC is still unknown.

In Chapter 5, we present advances in the characterization of the fixed-parameter tractability and the approximability of MEC problem in the general, gapless, and binary cases that we describe in Chapter 4. We first show that MEC is not in APX, i.e., it is not approximable within constant factor. In addition, we show that MEC is not in XP when parameterized by the number of non-hole elements on SNP positions and fragments. Since these parameters are upper bounds for the maximum number of corrections on each SNP position and on each fragment, it follows that there is no algorithm for MEC exponential in the maximum number of corrections on each SNP position and on each fragment. These parameters are of particular interest, since recent sequencing technologies produce datasets with a low error rate and/or with a uniform distribution of sequencing errors, hence the expected maximum number of corrections to apply on each column/fragment is lower than the coverage/fragment length. However, this result basically rules out the existence of fixed-parameter algorithms on (natural) parameters strictly smaller than coverage and fragment length. Moreover, we show that a reduction previously known [57] can be adapted to prove that MEC is approximable within factor $O(\log nm)$ (where $n$ is the number of fragments and $m$ is the number of SNPs) and that MEC is in FPT when parameterized by the total number of corrections. By inspecting novel combinatorial properties of gapless instances, we also show that Gapless MEC is in
Table 3.2: Current knowledge of computational complexity, approximability, and fixed-parameter tractability for the newly introduced $k$-ploid MEC and its variants, $k$-ploid Gapless MEC and $k$-ploid Binary MEC. The results on parameterized complexity hold for $k$-ploid MEC, hence the negative result holds only for $k$-ploid MEC while the positive results also hold for its restrictions.

<table>
<thead>
<tr>
<th>$k$-ploid MEC</th>
<th>Computational complexity</th>
<th>Approximability</th>
<th>Parameterized complexity</th>
</tr>
</thead>
<tbody>
<tr>
<td>$k$-ploid MEC</td>
<td>NP-hard when $k = 2$ (Sect. 5.4)</td>
<td>$\not\in$ APX when $k = 2$ under UGC (Sect. 5.4)</td>
<td>$\not\in$ XP on $c_p$, $c_f$, and $k$ (only $k$-ploid MEC, Sect. 5.4)</td>
</tr>
<tr>
<td>$k$-ploid Gapless MEC</td>
<td>NP-hard when $k = 2$ (Sect. 5.4)</td>
<td>$\not\in$ XP (Sect. 5.4)</td>
<td>FPT by $\ell$ and $k$ (Sect. 5.4.2)</td>
</tr>
<tr>
<td>$k$-ploid Binary MEC</td>
<td>NP-hard [25]</td>
<td>PTAS [80, 117]</td>
<td>FPT by $\ell$ and $k$ (Sect. 5.4.2)</td>
</tr>
</tbody>
</table>

$\ell$ maximum fragment length; $cov$ maximum coverage; $c_p$/$c_f$ maximum number of non-hole elements on each column/fragment;

FPT when parameterized by the length of the fragments and that Binary MEC can be approximated within factor 2. Although Binary MEC is known to admit a PTAS, the 2-approximation algorithm we give is more practical and intuitive than the previous approximation results. Table 3.1 summarizes all the known results prior to this work and highlights the novel contributions we present here, establishing the new state of the art for MEC, Gapless MEC, and Binary MEC problems.

In Chapter 4 we also extend the formulation of the MEC problem to the polyploid case by introducing the $k$-ploid Minimum Error Correction ($k$-ploid MEC) problem. In addition to the previous theoretical results concerning MEC, we subsequently analyze in Chapter 5 the aspects regarding its computational complexity, parameterized tractability, and approximability. Notice that SNP positions usually assume at most two values also in the polyploid case and, as a consequence, the haplotypes and the fragments can be still represented as binary vectors. In particular, since fixed-parameter tractable algorithms for parameters of practical interest revealed to be successful for dealing with diploid genomes, we show that $k$-ploid MEC is in FPT when parameterized by the coverage and the number of haplotypes and when parameterized by the fragment length and the number of haplotypes. The latter result clearly applies also to the diploid case, but the algorithm that constructively proves this result has a worse time complexity than the one we specifically pro-
ose for the diploid case (which is instead based on a theoretical result that does not extend to the polyploid case). Table 3.2 reports current knowledge of computational complexity, approximability, and fixed-parameter tractability for the newly introduced \(k\)-ploid MEC and its variants, \(k\)-ploid Gapless MEC and \(k\)-ploid Binary MEC.

### 3.1.1 Related Works

In this section, we describe the details of the methods that have been traditionally proposed to deal with MEC. Moreover, we describe the different approaches that have been applied to reconstruct the haplotypes in the case of polyploid genomes.

The MEC problem was introduced in [97], where it was shown to be NP-hard on arbitrary instances. Cilibrasi et al. [25] refined the computational complexity analysis by showing that MEC is NP-hard even on instances where fragments do not have gaps (Gapless MEC) and that it is APX-hard on instances where fragments have at most one gap (1-gap MEC). These restrictions are motivated by the characteristics of the prevailing sequencing technologies of that time. Moreover, they also showed that MEC on instances without holes (Binary MEC) is a special form of the Hamming 2-Median Clustering problem and, hence, it admits a Polynomial Time Approximation Scheme (PTAS) in a randomized [117] and deterministic [80] form. Interestingly, the existence of a PTAS for Gapless MEC (or its APX-hardness) and the NP-hardness of Binary MEC are still open questions (albeit Binary MEC with an arbitrary number of haplotypes is NP-hard [25]).

Several heuristic approaches have been proposed to cope with the computational intractability of MEC (see, for example, those surveyed by Geraci [62] and Duitama et al. [41]). Many of these are based on graph-theoretical formulations of the problem. For example, HapCUT [8] proceeds by iteratively computing max-cuts in a graph where each vertex represents a fragment and each edge denotes the presence of conflicts between fragments, while HapCompass [2] models the problem as the Minimum Weighted Edge Removal (MWER) problem on a particular graph-based representation of the fragments, called compass graph, and heuristically solves it with a strategy based on cycle basis local optimization.

Also exact approaches have been successfully proposed. One of the first exact approaches was proposed by Wang et al. [150] who presented an exact algorithm based on the branch-and-bound method. However, this approach was not always suitable for instances of realistic size, and a genetic algorithm was applied as heuristic for those cases. Since fragments produced by Next-Generation Sequencing technologies usually span only a few SNP positions, He et al. [73] proposed a dynamic programming algorithm whose time complexity is exponential in the fragment length. This algorithm, from a theoretical point of view, establishes that MEC is in FPT when parameterized by the fragment length (but only under the all-heterozygous
assumption). However, it is also important to deal with long fragments, as they usually improve the accuracy of the solution. As a consequence, the authors also presented a reduction of MEC to MaxSAT in order to use well-known and effective MaxSAT solvers for dealing with realistic instances composed of long fragments. For the same reason, Chen et al. [23] proposed an approach based on Integer Linear Programming (ILP) coupled with a procedure for decomposing the input into small independent blocks in order to improve performances. Notably, this approach does not necessarily rely on the all-heterozygous assumption. Despite the decomposition procedure allows to greatly simplify the input matrix for unweighted instances, the ILP formulation requires a large (quadratic) number of variables and, hence, the approach failed in solving certain blocks of the input, called hard blocks, resorting to an heuristic for solving them.

Patterson et al. [120, 121] proposed an FPT algorithm for MEC when parameterized by the coverage. Using coverage as parameter is motivated by the fact that it is not expected to grow as fast as fragment length in a realistic dataset with the advent of future-generation sequencing technologies. However, limiting the coverage poses a practical limit on datasets that can be managed, even if a recent parallel version [4] allowed to obtain a constant factor improvement on coverages that can be handled. To better model the characteristics of data produced by future-generation sequencing technologies, Pirola et al. [125] recently proposed a novel variant of the MEC problem, namely the \( k \)-constrained MEC problem, where the maximum number of corrections for each column is bounded by a given constant \( k \), and showed that this variant is in FPT when parameterized by \( k \) and coverage by introducing a dynamic-programming algorithm called HapCol [126]. This result does not conflict with the parameterized intractability we present in Section 5.1 when the parameter is the maximum number of corrections on each column, since HapCol is exponential in both \( k \) and coverage. Furthermore, despite an algorithm exponential only in the coverage already existed, HapCol represents a significant practical advancement since the combined use of the two parameters allows to greatly reduce time and space requirements on real data by better modeling the characteristics of such data.

To the best of our knowledge, a theoretical analysis of the computational complexity of the MEC problem on polyploid genomes has never been performed before this work. However, some approaches for dealing with haplotype assembly in polyploid genomes have already been introduced. Aguiar and Istrail [3] extended HapCompass in order to reconstruct multiple copies of the chromosomes, while Das and Vikalo [31] formulated the problem as a semi-definite program and devised a fast approximate algorithm for finding a low-rank solution for them. Recently, Berger et al. [13] proposed a maximum-likelihood estimation framework for polyploid hap-
lotype assembly which is able to manage high ploidity while maintaining acceptable performance.

A computational problem related to polyploid haplotype assembly is the sequence multiassembly problem, which is the problem of reconstructing a set of \( k \) sequences from their aligned fragments where \( k \) is unknown. However, the two problems differ in some key points. Indeed, in the multiassembly problem, the fragments are often assumed to be error-free (or previously error-corrected) and the aim is to minimize the cardinality \( k \) of such a set. This computational problem models, for example, the tasks of estimating viral quasispecies [48] or transcriptome assembly [9, 142, 147] and is often based on the combinatorial problem of Minimum Path Cover of a directed acyclic graph representing the overlaps between the fragments. Interestingly, the problem can be solved in polynomial time if the input fragments are gapless [59] or if there are only contiguous subpath constraints [9, 131], but becomes NP-hard if the fragments have at least one gap [11, 12, 131].

### 3.2 Methods for Long Reads

Haplotype assembly benefits from technological developments in genome sequencing. In fact, the advent of next generation sequencing (NGS) technologies provided a cost-effective way of assembling the genome of diploid organisms. However, in order to assemble accurate haplotypes, it is necessary to have reads that are long enough to span several different heterozygous positions [41]. This kind of data are becoming increasingly available with the advent of “future-generation” sequencing technologies such as single molecule real-time technologies like PacBio RS II (http://www.pacificbiosciences.com/products/) and Oxford Nanopore flow cell technologies like MinION (https://www.nanoporetech.com/). These technologies, thanks to their ability of producing single end reads longer than 10,000 bases, eliminate the need of paired-end data and have already been used for tasks like genome finishing and haplotype assembly [141]. Besides read length, the future-generation sequencing technologies produce fragments with novel features, such as the uniform distribution of sequencing errors, that are not properly addressed (or exploited) in most of the existing methods that, instead, are tailored to the characteristics of traditional NGS technologies.

Recently, MEC and wMEC approaches have been used in the context of long reads, confirming that long fragments allow to assemble haplotypes more accurately than traditional short reads [2, 41, 120, 121]. Since MEC is NP-hard [25], exact solutions have exponential complexity. Different approaches tackling the computational hardness of the problem have been proposed in literature. Integer linear programming techniques have been recently used [23], but the approach failed to optimally solve some “difficult blocks”. There were also proposed Fixed-Parameter
Tractable (FPT) algorithms that take time exponential in the number of variants per read \([16, 73, 74]\) and, hence, are well-suited for short reads, but become unfeasible for long reads. For this kind of data, heuristic approaches have been proposed to respond to the lack of exact solutions \([8, 41]\). Most of the proposed heuristics, such as RefHap \([40]\), make use of the traditional all-heterozygous assumption, that forces the heterozigosity of all the phased positions. These heuristics have good performances but do not offer guarantees on the optimality of the returned solution \([41]\).

Two recent papers \([87, 120]\) aim at processing future-generation long reads by introducing algorithms exponential in the sequencing coverage, a parameter which is not expected to grow as fast as read length with the advent of future-generation technologies. The first algorithm, called ProbHap \([87]\), is a probabilistic dynamic programming algorithm that optimizes a likelihood function generalizing the objective function of MEC. Albeit ProbHap is significantly slower than the previous heuristics, it obtained a noticeable improvement in accuracy. The second approach, called WhatsHap \([120]\), is the first exact algorithm for wMEC that is able to process long reads. It was shown to be able to obtain a good accuracy on simulated data of long reads at coverages up to 20x and to outperforms all the previous exact approaches. However, it cannot handle coverages higher than 20x and its performance evidently decreases when approaching that limit.

In addition to the contributions presented in the previous Section 3.1, we exploit a characteristic of future-generation technologies, namely the uniform distribution of sequencing errors, for introducing in Chapter 4 a new variant of wMEC, called \(k\)-constrained MEC \((k\text{-cMEC})\). In Chapter 6, we design an exact fixed-parameter tractable algorithm for solving \(k\text{-cMEC}\) whose parameters are (i) the maximum number \(k\) of corrections that are allowed on each SNP position and (ii) the coverage. The new algorithm, called HapCol, is based on a characterization of feasible solutions from the problem structure studied in Chapter 4 and its time complexity is \(O(\text{cov}^{k+1}Lm)\) (albeit it is possible to prove a stricter bound), where \(\text{cov}\) is the maximum coverage, \(L\) is the read length, and \(m\) is the number of SNP positions. HapCol is able to work without the all-heterozygous assumption.

In Chapter 7, we experimentally compare accuracy and performance of HapCol on real and realistically simulated datasets with three state-of-the-art approaches for haplotype assembly – RefHap, ProbHap, and WhatsHap. On a real standard benchmark of long reads \([41]\), we executed each tool under the all-heterozygous assumption, since this dataset has low coverage (~3x on average) and since the covered positions are heterozygous with high confidence. HapCol turns out to be competitive with the considered methods, improving the accuracy and the number of phased positions. We also assessed accuracy and performance of HapCol on a large collection of realistically-simulated datasets reflecting the characteristics of “future-generation” sequencing technologies that are currently (or soon) available (coverage...
up to 25x, read length from 10 000 to 50 000 bases, substitution error rate up to 5%, and indel rate equal to 10%) [20, 76, 132]. When considering higher coverages, interesting applications such as SNP calling or heterozygous SNPs validation become feasible and reliable [112]. Since these applications require that haplotypes are reconstructed without the all-heterozygous assumption, on the simulated datasets we only considered the tools that do not rely on this assumption – WhatsHap and HapCol. Results on the simulated datasets with coverage 15–20x show that HapCol, while being as accurate as WhatsHap (they achieve an average error of ~2%), is faster and significantly more memory efficient (~2 times faster and ~28 times less memory). The efficiency of HapCol allows to further improve accuracy. Indeed, the experimental results show that HapCol is able to process datasets with coverage 25x on standard workstations/small servers (whereas WhatsHap exhausted all the available memory, 256GB) and that, since the number of ambiguous/uncalled positions decreases, the haplotypes reconstructed by HapCol at coverage 25x are ~9% more accurate than those reconstructed at coverage 20x.
Chapter 4

Problem Formulation

Some of the results in this chapter are published in:


In this chapter, we present the new problem formulations considered in Part I and their problem structure. Firstly, in Section 4.1 we present the basic model of reads and haplotypes, as well as the problem formulations of MEC and its traditional variants. Next, we study the structure of these problems and the combinatorial properties of their optimal solutions in Section 4.2. We conclude by describing the new problem formulations that are introduced in this part of the thesis. More specifically, in Section 4.3 we introduce the $k$-cMEC problem by exploiting the uniform distribution of sequencing errors that characterize long reads. While, in Section 4.4 we extend the MEC formulation to polyploid genomes and we describe some basic results about its tractability that are inherited from the known results of MEC reported in Chapter 3.

4.1 Basic Model

In this section, we introduce some basic notions and the formal definition of the MEC problem. In the rest of the work, we indicate, as usual, the value of a vector $s$ at position $t$ as $s[t]$.

Let $s$ be a vector. As usual, we denote the value of $s$ at position $t$ by $s[t]$. A *haplotype* is a vector $h$ of length $m$ belonging to $\{0, 1\}^m$. Let $h_1, h_2$ be the two haplotypes of an individual. A position $j$ is called *heterozygous* if $h_1[j] \neq h_2[j]$, otherwise (i.e., if $h_1[j] = h_2[j]$) $j$ is called *homozygous*. A *fragment* is a vector $f$ of
length $m$ belonging to $\{0,1,-\}^m$. In a fragment $f$, a position $f[j] = -$ is called a hole. A gap in a fragment $f$ is a maximal sub-vector of $f$ of holes, preceded and followed by a non-hole element (that is, there exist two positions $j_1$ and $j_2$ with $j_1 + 1 < j_2$ such that $f_i[j_1], f_i[j_2] \neq -$ and $f_i[t] = -$ for all $t$ with $j_1 < t < j_2$). Moreover, the length $\ell_i$ of a fragment $f_i$ is defined as the number of elements contained in $f$ between the leftmost and rightmost non-hole elements (included).

A fragment matrix is a matrix $\mathcal{M}$ composed of $n$ rows and $m$ columns such that each entry contains a value in $\{0,1,-\}$. Each row of $\mathcal{M}$ corresponds to fragment, or read, and hence is a vector belonging to $\{0,1,-\}^m$. Symmetrically, each column of $\mathcal{M}$ corresponds to a SNP position and is a vector belonging to $\{0,1,-\}^n$. We denote by $f_i$ the $i$-th row of $\mathcal{M}$ and by $p_j$ the $j$-th column of $\mathcal{M}$. As a consequence, the entry of $\mathcal{M}$ at the $i$-th row and $j$-th column is denoted by $f_i[j]$ or $p_j[i]$. We define as $\ell$ or $L$ the maximum length over all the fragments in $\mathcal{M}$. A fragment matrix is gapless if no fragment contains a gap.

Given two row vectors $s_1$ and $s_2$ belonging to $\{0,1,-\}^m$, $s_1$ and $s_2$ are in conflict when there exists a position $j$, with $1 \leq j \leq m$, such that $s_1[j] \neq s_2[j]$ and $s_1[j], s_2[j] \neq -$; otherwise $s_1$ and $s_2$ are in agreement. A collection $\mathcal{F}$ of fragments is in agreement if any pair of fragments $f_1, f_2$ in $\mathcal{F}$ is in agreement. A fragment matrix $\mathcal{M}$ is conflict free if and only if there exist two haplotypes $h_1, h_2$ such that each row of $\mathcal{M}$ is in agreement with one of $h_1$ and $h_2$. In an equivalent way, a fragment matrix $\mathcal{M}$ is conflict free if and only if there exists a bipartition $(P_1, P_2)$ of the fragments in $\mathcal{M}$ such that $P_1$ and $P_2$ are in agreement.

When a fragment matrix $\mathcal{M}$ is conflict free, all the fragments in each part of the bipartition can be merged in order to reconstruct a haplotype, intended as a fragment without holes. Unfortunately, a fragment matrix $\mathcal{M}$ is not always conflict free. The Minimum Error Correction problem deals precisely with this issue by asking for a minimum set of corrections that make a fragment matrix conflict free, where a correction of a given fragment $f_i$ at position $j$, with $f_i[j] \neq -$ is the flip of the value $f_i[j]$, replacing a 0 with a 1, or a 1 with a 0.

**Problem 4.1. Minimum Error Correction (MEC) problem**

**Input:** a fragment matrix $\mathcal{M}$ of $n$ rows and $m$ columns.

**Output:** a conflict free matrix $\mathcal{M}'$ obtained from $\mathcal{M}$ with the minimum number of corrections.

Gapless MEC is the restriction of MEC where the input fragment matrix $\mathcal{M}$ is gapless, while Binary MEC is the restriction of (Gapless) MEC where the matrix $\mathcal{M}$ does not contain holes (that is, when $\mathcal{M}$ is a binary matrix). In the weighted variant wMEC of MEC, there is a weight $w(p_j[i])$ associated with each non-hole entry $p_j[i]$ of the input matrix $\mathcal{M}$ that represents the cost of correcting that entry. In this case, the goal is to minimize the total weight instead of the number of corrections.
A column of a matrix is called *homozygous* if it contains values in \( \{0, -\} \) or in \( \{1, -\} \), otherwise it is called *heterozygous*. We say that a column \( p_j \) covers a row \( f_i \) if \( p_j[i] \in \{0, 1\} \) or there exist \( l, r \) with \( l < j < r \) such that \( p_j[i], p_r[i] \in \{0, 1\} \) (i.e., \( p_j[i] \) is a hole belonging to a gap) and we define the *active fragments* of \( p_j \) as the set \( A_F(p_j) \) of all the fragments covered by \( p_j \). We denote by \( A_F(p_{j_1}, p_{j_2}) \) the intersection \( A_F(p_{j_1}) \cap A_F(p_{j_2}) \) for two columns \( p_{j_1} \) and \( p_{j_2} \). Therefore, the coverage \( \text{cov}_j \) of a column \( p_j \) is equal to \( |A_F(p_j)| \) and we define as \( \text{cov} \) the maximum coverage over all the columns of \( \mathcal{M} \). Furthermore, we indicate as \( A_F(p_j) \) the *non-hole active fragments* in \( A_F(p_j) \). As such, the non-hole coverage \( \text{cov}_j \) of a column \( p_j \) is correspondingly equal to \( |A_F(p_j)| \) and \( \text{cov} \) is the maximum non-hole coverage over all the columns of \( \mathcal{M} \). However, when considering the variants Gapless MEC and Binary MEC, we know that \( \text{cov}_j \) is the maximum non-hole coverage over all the columns of \( \mathcal{M} \). For the sake of simplicity, in these cases we just refer to them as \( \text{cov} \) and \( A_F(p_j) \).

Given a conflict free fragment matrix \( \mathcal{M} \), any heterozygous column \( p_j \) encodes a bipartition of the fragments covered by \( p_j \) indicating which one belongs to one haplotype and which one belongs to other. Instead, any homozygous column \( p_j \) gives no information on how the covered fragments have to be partitioned, and it is “in accordance” with any other bipartition or heterozygous column.

**Definition 4.1** Two columns \( p_{j_1}, p_{j_2} \) of a fragment matrix \( \mathcal{M} \) are in accordance if:

1. At least one of \( p_{j_1}, p_{j_2} \) is homozygous or
2. \( p_{j_1}, p_{j_2} \) are both heterozygous and on \( A_F(p_{j_1}, p_{j_2}) \) they are identical or complementary.

The *correction distance* between two columns \( p_{j_1}, p_{j_2} \) evaluates the minimum number of corrections needed to transform \( p_{j_1} \) and \( p_{j_2} \) into heterozygous columns in accordance and it is defined as \( d(p_{j_1}, p_{j_2}) = \min(|E|, |\overline{E}|) \), where

\[
E = \{ i : p_{j_1}[i] \neq p_{j_2}[i] \land p_{j_1}[i] \neq - \land p_{j_2}[i] \neq - \}
\]

and

\[
\overline{E} = \{ i : p_{j_1}[i] = p_{j_2}[i] \land p_{j_1}[i] \neq - \land p_{j_2}[i] \neq - \}.
\]

Given a column \( p_j \) of a fragment matrix \( \mathcal{M} \), we define the *homozygous distance* \( H(p_j) \) as the number of times the minor allele (i.e., the least frequent value of the column) appears in \( p_j \) if it is not greater than an integer \( k \), or infinity otherwise. More formally, \( H(p_j) \) is equal to \( d(p_j, 0) \) if \( d(p_j, 0) \leq k \) (notice that \( d(p_j, 1) = d(p_j, 0) \), where \( 0 \) and \( 1 \) are the columns composed only of zeros and ones, resp.), or to \( \infty \) otherwise. Homozygous columns cannot induce a conflict due to the fact that the corresponding positions in the two reconstructed haplotypes can be homozygous with no influence on the other positions. For this reason, we can remove every homozygous column from any input fragment matrix \( \mathcal{M} \) without changing the optimal
solution and we can assume that $\mathcal{M}$ is only composed of heterozygous columns \(^1\). However, notice that a heterozygous column $p_j$ in the input can be transformed into a homozygous column $p'_j$ in the output. As a consequence, the optimal solution $\mathcal{M}'$ can potentially contain homozygous columns. Furthermore, given a conflict free matrix $\mathcal{M}'$, notice that the two resulting haplotypes $h_1, h_2$ can be easily computed from the bipartition of the fragments induced by the columns of $\mathcal{M}'$.

Any instance of MEC can be transformed to an instance of wMEC whose input matrices are gapless. In fact, each gap in any fragment of the input matrix $\mathcal{M}$ can be modeled as zero-weight entries equal to 0 or 1. For this reason, even though we propose in Chapter 5 and Chapter 6 approaches that considers gapless fragment matrices the approach can be easily extended to deal with any general fragment matrix $\mathcal{M}$.

### 4.2 Problem Structure

As stated in the following lemma, pairwise column accordance on gapless matrices is a necessary and sufficient condition for being conflict free. The property of these matrices is fundamental for several algorithm that we design in Chapter 5 and Chapter 6.

**Lemma 4.1** Let $\mathcal{M}$ be a gapless fragment matrix. Then, $\mathcal{M}$ is conflict free if and only if each pair of columns is in accordance.

**Proof** By definition, if $\mathcal{M}$ is conflict free, each pair of columns is in accordance. For this reason, we just prove by induction on the number $m$ of columns in $\mathcal{M}$ that if each pair of columns is in accordance, then $\mathcal{M}$ is conflict free.

If $m = 1$, the lemma obviously holds.

Assume by induction that the lemma holds for the first $m - 1$ columns in $\mathcal{M}$, we need to prove that the lemma still holds for all the $m$ columns. The submatrix on the first $m - 1$ columns is conflict free by induction and, for this reason, a bipartition $(P_1, P_2)$ of the corresponding fragments exists. We assume that $p_m$ is heterozygous, since the lemma clearly holds when $p_m$ is homozygous. Moreover, we define $p_h$ the rightmost heterozygous column on the first $m - 1$ columns and we ignore the homozygous columns between $p_h$ and $p_m$ because they cannot induce conflicts and are in accordance with any other heterozygous column. By assumption, $p_h$ and $p_m$ are in accordance. Hence, $p_h$ and $p_m$ define the same bipartition on the fragments.

---

\(^1\)This assumption should not be confused to what in the literature is called *all heterozygous assumption* which refers to a requirement for the output. The latter asks for haplotypes which are complementary in all positions, while the assumption we make here is on the input and is motivated by the fact that it is without loss of generality for this problem statement.
in \( \mathcal{A}(p_h, p_m) \). Since \( \mathcal{M} \) is gapless, there is no column \( p_y \) in \( \{ p_1, \ldots, p_{h-1} \} \) such that \( \mathcal{A}(p_y, p_m) \setminus \mathcal{A}(p_h) \neq \emptyset \), hence \( \mathcal{A}(p_m) \setminus \mathcal{A}(p_h) \not\subseteq \mathcal{A}(p_y) \) for \( 1 \leq y \leq h - 1 \). It follows that there exists a bipartition \( (P_1 \cup P'_1, P_2 \cup P'_2) \) for every fragment active on all the \( m \) columns, where \( (P'_1, P'_2) \) is the bipartition induced by \( p_m \) on the fragments in \( \mathcal{A}(p_m) \setminus \mathcal{A}(p_{m-1}) \). As a consequence the submatrix on the first \( m \) columns is conflict free.

Since such a property is independent by the order of the columns, this result also applies to fragment matrices that can be transformed to gapless matrices by rearranging their columns (gapless-reducible fragment matrices). Testing if a fragment matrix \( \mathcal{M} \) is gapless-reducible can be performed in polynomial time by testing if the binary matrix \( \mathcal{B}(\mathcal{M}) \) obtained from \( \mathcal{M} \) by substituting each non-hole element with a one and each hole with a zero has the consecutive ones property (C1P) [105]. Therefore, we immediately obtain the following result.

**Corollary 4.2** Let \( \mathcal{M} \) be gapless-reducible fragment matrix. Then, \( \mathcal{M} \) is conflict free if and only if each pair of columns is in accordance.

Gapless-reducibility, beside being of theoretical interest, can also be relevant in practice, as it is potentially able to transform an “almost gapless” fragment matrix (i.e., a fragment matrix with only a few short gaps due, for example, to indel sequencing errors) to a gapless matrix and, hence, to apply algorithms designed for gapless instances which, in general, could be more efficient than those designed for general instances.

Notice that the accordance relation among heterozygous columns is transitive since it basically requires that pairs of columns are equal or complementary. Therefore, since homozygous columns cannot induce conflicts, we have the following result.

**Corollary 4.3** Let \( \mathcal{M} \) be a gapless fragment matrix. Then, \( \mathcal{M} \) is conflict free if and only if each pair of consecutive columns in the matrix obtained from \( \mathcal{M} \) by removing its homozygous columns is in accordance.

The property defined in Lemma 4.1 is particularly important when designing exact algorithms for Gapless MEC, as it allows to test only for pairwise column accordance in order to ensure that the matrix is conflict free. For example, the fixed-parameter algorithm for Gapless MEC that we present in Chapter 5 is based on this property. Furthermore, notice that if we relax the requirement that \( \mathcal{M} \) is gapless (or gapless-reducible), then the property does not hold. Consider, for example, the fragment matrix \( \mathcal{M} \) composed of three fragments \( f_1 = 01\cdots, f_2 = \cdots 01 \), and \( f_3 = 1\cdots0 \). The three columns are pairwise in accordance, but the matrix is not conflict free (and, in fact, \( f_3 \) contains a gap).
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Given two columns $p_{j_1}, p_{j_2}$ of a fragment matrix $\mathcal{M}$, we define their (generalized) Hamming distance $d_H(p_{j_1}, p_{j_2})$ as $|\{i \mid (p_{j_1}[i], p_{j_2}[i]) = (0,1)\}|$. As said in the previous section, their correction distance $d(p_{j_1}, p_{j_2})$ equivalently corresponds to the minimum between $d_H(p_{j_1}, p_{j_2})$ and $d_H(\overline{p}_{j_1}, p_{j_2})$ (where $\overline{p}$ is the complement of $p$ on non-hole entries). Notice that the correction distance is non-negative and symmetric, but does not satisfy the triangle inequality, hence, despite the name, is not a metric. Moreover, recall that the homozygous distance $\mathcal{H}(p_j)$ is the minimum between the number of 0’s and 1’s contained in $p_j$. Intuitively, the correction distance is the cost of making a column equal or complementary to another column, while the homozygous distance is the cost of making a column homozygous. As such, a solution of MEC over a fragment matrix $\mathcal{M}$ is a bipartition of its fragments, that can be encoded as a binary vector $O$. It is easy to see that the cost of that solution is:

$$cost_{\mathcal{M}}(O) = \sum_{j=1}^{m} \min(d(O, p_j), \mathcal{H}(p_j)).$$

(4.1)

### 4.3 The $k$-constrained MEC

In this section, we introduce a variant of the MEC problem, called $k$-constrained MEC ($k$-cMEC) and motivated by the uniform distribution of sequencing errors of future-generation technologies, where the number of errors (hence, corrections) per column is bounded by an integer $k$. Given an input fragment matrix $\mathcal{M}$, a conflict free fragment matrix $\mathcal{M}'$ obtained from $\mathcal{M}$ with $h$ corrections is defined as a $k$-corrected matrix for $\mathcal{M}$ if for each column $p_j$ in $\mathcal{M}$ and for the corresponding column $p'_j$ in $\mathcal{M}'$ we have $d(p_j, p'_j) \leq k$. According to this definition we introduce the following variant of MEC:

**Problem 4.2** $k$-constrained Minimum Error Correction ($k$-cMEC)

**Input**: a fragment matrix $\mathcal{M}$ and an integer $k$.

**Output**: a $k$-corrected matrix $\mathcal{M}'$ for $\mathcal{M}$ obtained with the minimum number of corrections.

Given a $k$-corrected matrix $\mathcal{M}'$ for a fragment matrix $\mathcal{M}$, we can see each heterozygous column $p'_j$ in $\mathcal{M}'$ as the correction of the corresponding column $p_j$ in $\mathcal{M}$. Hence, considering a column $p_j$, we define a $k$-correction $B_j$ for $p_j$ as a vector in $\{0, 1, -\}^n$ with $A_{_\mathcal{M}}(B_j) = A_{_\mathcal{M}}(p_j)$ such that $d(p_j, B_j) \leq k$ and $B_j$ is heterozygous. According to this definition a $k$-correction $B_j$ describes a feasible way to transform $p_j$ into the heterozygous column $p'_j$ when $d(p'_j, B_j) = 0$. Therefore, we define the space of these corrections as $\beta_j$, such that $\beta_j$ is the set containing all the possible $k$-corrections $B_j$ for the column $p_j$. Notice that 0 and 1 can be imagined as the corrections for any homozygous column in $\mathcal{M}'$. 
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The weighted variant of this problem can be easily defined in the same way as wMEC for MEC. The goal of the weighted version is to compute a $k$-corrected matrix $\mathcal{M}'$ obtained from $\mathcal{M}$ with minimum total weight.

Consider a fragment matrix $\mathcal{M}$. There always exists a feasible solution for the MEC problem on input $\mathcal{M}$, while a feasible solution for the $k$-cMEC problem, for a fixed $k$, on input $\mathcal{M}$ may not exist. This implies that a feasible solution for the MEC problem on input $\mathcal{M}$ may not be a feasible solution for the $k$-cMEC problem. Hence, an optimal solution for the $k$-cMEC problem is not necessarily an optimal solution for the MEC problem.

4.4 Polyplloid Genomes

In this section, we introduce a formulation of the MEC problem applied to polyplloid genomes. In particular, we assume that the number $k$ of chromosome copies is known a priori, and, for this reason, we consider the $k$-ploid variant of the problem, that is, the $k$-ploid Minimum Error Correction ($k$-ploid MEC) problem.

The main concepts and definitions for this problem are the same of those introduced in the previous Section 4.1 for the (diploid) MEC problem. The most important difference lies in the definition of the output. In fact, the goal of the novel formulation is to reconstruct $k$ haplotypes, where $k$ is the (given) number of chromosome copies that compose the polyplloid genome of the species under study. As a consequence, we need to generalize the concept of conflict free fragment matrix. In particular, let $\mathcal{M}$ be a fragment matrix, we say that $\mathcal{M}$ is $k$-conflict free if and only if there exists a $k$-partition $\mathcal{F} = (\mathcal{F}_1, \ldots, \mathcal{F}_k)$ of its fragments such that each part $\mathcal{F}_i$ is in agreement. At last, we formally define the $k$-ploid MEC problem:

**Problem 4.3** $k$-ploid Minimum Error Correction ($k$-ploid MEC) problem

**Input**: an integer $k$ and a fragment matrix $\mathcal{M}$ of $n$ rows and $m$ columns.

**Output**: a $k$-conflict free matrix $\mathcal{M}'$ obtained from $\mathcal{M}$ with the minimum number of corrections.

As for the MEC problem, Gapless $k$-ploid MEC is the restriction of $k$-ploid MEC where the input fragment matrix $\mathcal{M}$ is gapless, while Binary $k$-ploid MEC is the restriction of (Gapless) $k$-ploid MEC where the matrix $\mathcal{M}$ does not contain holes (that is, when $\mathcal{M}$ is a binary matrix). Furthermore, notice that all the fragments in each part of the $k$-partition of a $k$-conflict free matrix can be merged in order to reconstruct a haplotype, in the same way as it can be done for the bipartition of a conflict free matrix in the diploid case.

Clearly, $k$-ploid MEC is a generalization of (diploid) MEC. As a consequence, $k$-ploid MEC inherits some hardness results from MEC. Since we know that MEC
is APX-hard [25], that MEC is not in APX under the Unique Games Conjecture (Chapter 5), that gapless MEC is NP-hard [25], and that MEC is not in XP when parameterized by the number of non-hole elements on rows and columns (Chapter 5), the following theorem clearly holds.

**Theorem 4.4** \( k \)-ploid MEC is APX-hard, \( k \)-ploid MEC is not in APX under the Unique Games Conjecture, gapless \( k \)-ploid MEC is NP-hard, and \( k \)-ploid MEC is not in XP when parameterized by the number \( k \) of haplotypes and the number of non-hole elements on rows and columns.

In addition, Cilibrasi et al. [25] showed that if the number of haplotypes to be reconstructed is specified as part of the input and if the input mfragment matrix does not have holes (such as in the case of \( k \)-ploid Binary MEC), the \( k \)-ploid Binary MEC problem becomes NP-hard. However, the authors were not able to say whether there exists a constant-factor approximation algorithm for the problem.

In Chapter 5, we propose two algorithms that allow to prove that \( k \)-ploid MEC is in FPT when parameterized by coverage and number of haplotypes and when parameterized by fragment length and number of haplotypes. The choice of parameters is reasonable, since, depending on the characteristics of sequencing technologies, coverage or fragment length are usually limited by small constants. Moreover, species that naturally have more than 8 haplotypes are quite rare among higher-order organisms.
Chapter 5

On the Tractability and Approximability

Some of the results in this chapter are published in:


This chapter presents the main theoretical contributions of Part I concerning MEC, its traditional variants, and the new formulation \( k \)-ploid MEC extending MEC to polyploid genomes. Firstly, in Section 5.1 we show that the Edge Bipartization problem is reducible to MEC. Therefore, we introduce several results concerning the approximability and the parameterized tractability of MEC. Next, in Section 5.2 we show that a variant of practical interest of MEC, Gapless MEC, is in FPT when parameterized by the fragment length. In the subsequent Section 5.3 we design a simple and direct \( 2 \)-approximation algorithm for Binary MEC. Lastly, in Section 5.4 we design two dynamic-programming algorithms to show that \( k \)-ploid MEC is in FPT when parameterized by the coverage and the number of haplotypes and when parameterized by the fragment length and the number of haplotypes.
5.1 Approximation and Parameterized Complexity of MEC

In this section, we show that MEC is not in APX, that is MEC cannot be approximated within constant factor. We achieve this result by introducing an \( L \)-reduction [6] from the Edge Bipartization problem to MEC.

The Edge Bipartization problem is defined as follows.

**Problem 5.1** Edge Bipartization (EB) problem [60]

**Input:** an undirected graph \( G = (V,E) \).

**Output:** \( E' \subseteq E \) of minimum size such that \( G' = (V,E \setminus E') \) is bipartite.

Now, we present the details of the reduction. Given an undirected graph \( G = (V,E) \), we build the associated fragment matrix \( \mathcal{M}(G) \) (with \( |V| \) rows and \( |E| \) columns) by setting, at each column \( p_j \) associated with edge \( e_j = \{u,v\} \in E \), \( f_u[j] = 0, f_v[j] = 1 \), and \( f_z[j] = -1 \) for \( z \neq u,v \). Notice that, by construction, there exists a conflict in \( \mathcal{M}(G) \) between fragments \( f_u \) and \( f_v \) if and only if \( \{u,v\} \in E \).

**Lemma 5.1** Let \( G = (V,E) \) be an undirected graph and \( \mathcal{M}(G) \) be the associated fragment matrix. Given a solution \( E' \) of EB over \( G \), we can compute in polynomial time a solution of MEC over \( \mathcal{M}(G) \) with \( |E'| \) corrections. Symmetrically, given a solution of MEC over \( \mathcal{M}(G) \) with \( h \) corrections, we can compute in polynomial time a solution \( E' \) of EB over \( G \) of size at most \( h \).

**Proof** (\( \Rightarrow \)) Let \( E' \) be a set of edges such that \( (V_1 \cup V_2 \setminus E') \) is bipartite, where \( V_1 \) and \( V_2 \) are the parts of the bipartition. Build a matrix \( \mathcal{M}'(G) \) from \( \mathcal{M}(G) \) by flipping, for each \( e_j = \{u,v\} \in E' \), the entry \( f_u[j] \). Clearly, \( \mathcal{M}'(G) \) is obtained from \( \mathcal{M}(G) \) with \( |E'| \) corrections and it does not contain conflicts induced by edges in \( E' \). Let \( (\mathcal{F}_1, \mathcal{F}_2) \) be the bipartition of fragments of \( \mathcal{M}'(G) \) such that \( \mathcal{F}_i := \{f_u \mid v_u \in V_i\} \) (for \( i = 1,2 \)). Each \( \mathcal{F}_i \) is in agreement because it does not contain a pair of fragments associated with the endpoints of an edge of \( E \setminus E' \). Hence, \( \mathcal{M}'(G) \) is conflict free.

(\( \Leftarrow \)) Let \( \mathcal{M}'(G) \) be a conflict free matrix obtained from \( \mathcal{M}(G) \) with \( h \) corrections and let \( C' \) be the subset of columns of \( \mathcal{M}'(G) \) that contain exactly a correction. In fact, notice that a single correction is sufficient to transform a column into a homozygous column in accordance with any other column. Consider the set \( E' := \{e_j \in E \mid p_j \in C'\} \). Clearly, \( |E'| \leq h \). Since \( \mathcal{M}'(G) \) is conflict free, there exists a bipartition \( (\mathcal{F}_1, \mathcal{F}_2) \) of the fragments such that both \( \mathcal{F}_1, \mathcal{F}_2 \) are in agreement. Build sets \( V_1, V_2 \) such that \( V_i := \{v_u \mid f_u \in \mathcal{F}_i\} \) (with \( i \in \{1,2\} \)). We claim that \( (V_1 \cup V_2 \setminus E') \) is bipartite. Suppose to the contrary that there exists an edge \( e_j = \{u,v\} \in E \setminus E' \) such that \( u,v \in V_i \), \( i \in \{1,2\} \). Since \( f_u[j] = f_v[j] \) in \( \mathcal{M}'(G) \), this implies that exactly one of
$f_u[j]$ and $f_v[j]$ has been corrected (since $f_u[j] \neq f_v[j]$ in $\mathcal{M}(G)$). As a consequence, we have that $e_j \in E'$, contradicting the assumption.

Khot [83] proved that, under the Unique Games Conjecture, EB is not in APX. Since Lemma 5.1 proves that MEC is $L$-reducible to EB, we have the following result.

**Theorem 5.2** Under the Unique Games Conjecture [83], MEC is not in APX.

Edge Bipartization is NP-hard even if the graph is cubic, that is if each vertex has degree three [154]. If the graph is cubic, then the fragment matrix built by our reduction contains two non-hole elements on each column and three non-hole elements on each fragment. As a consequence, any optimal solution clearly places at most two corrections on each column (actually, at most a correction is placed on each column of any optimal solution, since it is enough for transforming the column into a homozygous column) and at most three corrections on each fragment. Hence, from this observation and from the NP-hardness of EB on cubic graphs, we obtain the following result.

**Theorem 5.3** MEC is not in XP\(^1\) when parameterized by the number of non-hole elements on columns (SNP positions) and on rows (fragments).

As a consequence of Theorem 5.3, there is no algorithm for MEC of time complexity $O(n^{f(c_p, c_f)})$ where $c_p, c_f$ are the maximum number of non-hole entries in each column and row, respectively. Furthermore, since the number of non-hole elements on each column and each row are upper bounds for the maximum number of corrections on each column and each fragment, it follows that MEC is not in XP (hence, also not in FPT) when parameterized by these parameters.

The inapproximability result given in Theorem 5.2 nicely complements an approximation (and fixed-parameter tractable) result that can be inferred by a reduction presented in [57], where MEC is reduced to the Maximum Bipartite Induced Subgraph problem (MBIS). Given a vertex-weighted graph $G$, MBIS asks for a maximum weight subset of vertices of $G$ that induces a bipartite graph. The reduction defines a graph, called fragment graph, whose set of nodes is the union of two sets: a set of nodes, called fragment nodes, one for each fragment, and a set of nodes, called entry nodes, one for each entry of the matrix. In order to avoid the removal of fragments nodes, they are assigned a sufficiently large weight.

The reduction can be easily reworked in order to prove approximation and fixed-parameter tractability results for MEC. More precisely, MEC is now reduced to

\[^1\text{We recall that XP is the class of parameterized problems that admit an algorithm of time complexity } n^{f(k)} \text{ for some computable function } f \text{ and parameter } k.\]
the Graph Bipartization (GB) problem, a problem related to MBIS. Given an un-
weighted graph $G$, GB asks for the minimum number of vertex removals so that the
resulting graph is bipartite. The reduction given in [57] can be modified by defining
a new version of the fragment graph (see Fig. 5.1), where each (weighted) fragment
node is substituted with a sufficiently large set of fragment nodes. From the con-
struction of the fragment graph, it follows that a fragment matrix $\mathcal{M}$ is conflict free
if and only if the corresponding fragment graph is bipartite and that a solution of
MEC with $k$ corrections corresponds to a solution of GB that removes $k$ vertices.

Since GB can be approximated within factor $O(\log |V|)$ [61] and is in FPT when
parameterized by the number of removed vertices [68, 130], we have that:

**Theorem 5.4**
(1) MEC can be approximated in polynomial time within factor $O(\log nm)$ where $n$ is the number of rows and $m$ is the number of columns.
(2) MEC is in FPT when parameterized by the total number of corrections.

### 5.2 Gapless MEC is in FPT when Parameterized by Fragment Length

In this section, we introduce a fixed-parameter tractable algorithm for Gapless
MEC when parameterized by the maximum length $\ell$ of the fragments. The algo-
rithm is based on a dynamic programming approach and aims at finding a specific
tripartition for the columns of a gapless fragment matrix $\mathcal{M}$. In this section, we
assume w.l.o.g. that $\mathcal{M}$ is a gapless fragment matrix and the fragments of $\mathcal{M}$
are sorted by starting position.

Lemma 4.1 provides a sufficient and necessary condition for the reconstruction
of a solution for Gapless MEC, that is a conflict free fragment matrix. For this rea-
son, the gapless condition is required by this algorithm. In fact, if the fragment
matrix contains gaps, the accordance of the columns is not sufficient to ensure that
there are no conflicts. Therefore, we firstly show a result that directly derives from Lemma 4.1. In particular, the following proposition stresses the relationship between a bipartition of the fragments and a tripartition of the columns in a gapless fragment matrix $\mathcal{M}$ that is conflict free.

**Lemma 5.5** Given a gapless fragment matrix $\mathcal{M}$, the following assertions are equivalent:

1. $\mathcal{M}$ is conflict free.
2. There exists a bipartition $(\mathcal{F}_1, \mathcal{F}_2)$ of the fragments, where both $\mathcal{F}_1$ and $\mathcal{F}_2$ are in agreement.
3. There exists a tripartition $T = (L, H, R)$ of the columns such that each column in $H$ is homozygous, each column in $L \cup R$ is heterozygous, $d_H(p_{j1}, p_{j2}) = 0$ for all the columns $p_{j1}, p_{j2} \in L$ (resp.) and $d_H(p_{j1}, p_{j2}) = 0$ for each column $p_{j1} \in L$ and each column $p_{j2} \in R$.

**Proof** The equivalence between (1) and (2) holds by definition. Therefore, we only show that (1) and (3) are equivalent.

$(\Rightarrow)$ If $\mathcal{M}$ is conflict free, each pair of columns $p_{j1}, p_{j2}$ is in accordance by Lemma 4.1. By definition, either at least one column is homozygous or $d(p_{j1}, p_{j2}) = 0$. It directly follows that a tripartition $T = (L, H, R)$ can be built such that each column in $H$ is homozygous, each column in $L \cup R$ is heterozygous, $d_H(p_{j1}, p_{j2}) = 0$ for all the columns $p_{j1}, p_{j2} \in L$ (resp.) and $d_H(p_{j1}, p_{j2}) = 0$ for each column $p_{j1} \in L$ and each column $p_{j2} \in R$.

$(\Leftarrow)$ Let $p_{j1}, p_{j2}$ be two columns. If at least one column belongs to $H$, then $p_{j1}$ and $p_{j2}$ are in accordance by definition. Otherwise, when $p_{j1}$ and $p_{j2}$ are both heterozygous, then $d(p_{j1}, p_{j2}) = 0$. Indeed, if they belong to the same part ($L$ or $R$), then $d_H(p_{j1}, p_{j2}) = 0$, whereas if they belong to different parts then $d_H(p_{j1}, p_{j2}) = 0$. Hence, $p_{j1}$ and $p_{j2}$ are in accordance.

Based on Lemma 5.5, we introduce an algorithm for Gapless MEC that builds a tripartition of the columns of $\mathcal{M}$ in order to find a conflict free matrix $\mathcal{M}'$ obtained from $\mathcal{M}$ with the minimum number of corrections. Notice that in the rest of this section we implicitly refer only to tripartitions built as reported in the third assertion of Lemma 5.5.

The algorithm iteratively proceeds row-wise and, at each step, computes a tripartition for the columns considered so far. In particular, the key observation that allows to bound the exponential complexity of the algorithm to the parameter $\ell$ is that we can build any tripartition for all the columns in $\mathcal{M}$ by adding only a subset of columns, called *active columns*, for each row. This subset contains the columns covering the current fragment and the columns covering both previous and successive
fragments. Indeed, we need to remember the tripartition established by previous fragments for columns that are covered by successive fragments. More formally, we define the set \( A_C(f_i) \) of active columns for a fragment \( f_i \):

\[
A_C(f_i) = \{ p_j \mid (p_j[i] \neq -) \lor (\exists x, y \text{ with } x < i < y \mid p_j[x], p_j[y] \neq -) \}
\]

Fig. 5.2 represents the active columns \( A_C(f_i) \) of a fragment \( f_i \). The cardinality of \( A_C(f_i) \) is bounded by \( \ell \). In fact, considering a row \( f_i \), notice that \( \ell_i \leq \ell \) and no column \( p_h \), to the left of \( f_i \), is in \( A_C(f_i) \). Recall that fragments are sorted by starting position and assume that \( r \) is the number of columns \( p_j \) to the right of \( f_i \), such that there are \( f_b, f_q \) with \( b < i < q \) and \( p_j[b], p_j[q] \neq - \). Since the \( r \) columns must be contained in \( A_C(f_b) \) for a fragment \( f_b \) with a starting position preceding the one of \( f_i \), it holds that \( \ell_i + r \leq \ell_b \leq \ell \). It clearly follows that \( |A_C(f_i)| = \ell_i + r \leq \ell \).

Considering two rows \( f_{i_1} \) and \( f_{i_2} \), with \( i_1 < i_2 \), a tripartition for all the columns in \( A_C(f_{i_1}) \cup A_C(f_{i_2}) \) can be computed by combining a tripartition \( T_1 \) for \( A_C(f_{i_1}) \) and a tripartition \( T_2 \) for \( A_C(f_{i_2}) \), only if \( T_1 \) and \( T_2 \) are “in accordance”, that is, they are partitioning the shared columns in the same way. For this reason, we say that a tripartition \( T_2 = (L_2, H_2, R_2) \) for \( A_C(f_{i_2}) \) extends another tripartition \( T_1 = (L_1, H_1, R_1) \) for \( A_C(f_{i_1}) \) if and only if \( L_1 \cap A_C(f_{i_2}) \subseteq L_2, H_1 \cap A_C(f_{i_2}) \subseteq H_2, \) and \( R_1 \cap A_C(f_{i_2}) \subseteq R_2 \).

At each step \( i \), the algorithm computes a tripartition \( T \) for \( A_C(f_i) \) extending a tripartition \( T' \) for \( A_C(f_{i-1}) \). Since \( A_C(f_{i-1}) \) also contains all the columns \( p_j \) with \( p_j[i-1] = - \) such that there exists \( y < i-1 \) with \( p_j[y] \neq - \) and \( p_j[i] \neq - \), it follows
that $T$ even extends any tripartition computed at the previous steps extended by $T'$. As a consequence, we prove the following implication.

**Lemma 5.6** If there exists a conflict free matrix $\mathcal{M}'$ obtained from $\mathcal{M}$ on the first $i-1$ rows that induces a tripartition $T'$ for the columns in $\mathcal{A}_\varnothing(f_{i-1})$, and if $T$ is a tripartition for the columns in $\mathcal{A}_\varnothing(f_i)$ extending $T'$, then there exists a conflict free matrix $\mathcal{M}''$ obtained from $\mathcal{M}$ on the first $i$ rows that induces the tripartition $T$ for the columns in $\mathcal{A}_\varnothing(f_i)$.

**Proof** By definition, $p_j[i] \neq -$ and $p_j[y] = -$ for each column $p_j \in \mathcal{A}_\varnothing(f_i) \setminus \mathcal{A}_\varnothing(f_{i-1})$ and for each $y < i$. By assumption $T$ extends $T'$, hence build $\mathcal{M}'$ such that the columns covered by the first $i-1$ rows are tripartitioned as in $\mathcal{M}''$ and the remaining columns only covered by $f_i$ are tripartitioned according to $T$. By construction, $\mathcal{M}'$ induces the tripartition $T$ for $\mathcal{A}_\varnothing(f_i)$. Since $\mathcal{M}''$ is conflict free, it follows that $\mathcal{M}'$ is conflict free by Lemma 5.5.

At each step $i$ and for each tripartition $T = (L, H, R)$ for $\mathcal{A}_\varnothing(f_i)$, the algorithm chooses the tripartition $T'$ extended by $T$ for $\mathcal{A}_\varnothing(f_{i-1})$ that induces the minimum cost (recursive step) and computes the minimum number of corrections to add on the current fragment $f_i$ in order to tripartition all the columns in $\mathcal{A}_\varnothing(f_i)$ according to $T$ (local contribution). In particular, the algorithm considers the minimum number of corrections on $f_i$ such that $p_j[i] = 1$ or $p_j[i] = 0$ for all $p_j$ in $L$ and, on the contrary, $p_j[i] = 0$ or $p_j[i] = 1$ for all $p_j$ in $R$. At the same time, the minimum number of corrections on the fragment $f_i$ is computed for each column $p_j$ in $H$ such that $p_j$ on the first $i$ rows can be optimally transformed into a homozygous column. Therefore, we define $D[i, T]$ as the minimum number of corrections to obtain a conflict free matrix $\mathcal{M}'$ from $\mathcal{M}$ on the first $i$ rows that induces a tripartition $T$ for $\mathcal{A}_\varnothing(f_i)$. The algorithm proceeds row-wise computing the value $D[i, T]$ for each fragment $f_i$ and for each tripartition $T$ for $\mathcal{A}_\varnothing(f_i)$ by the following recursive equation:

$$D[i, T] = \Delta(i, T) + \min_{T' \text{ extended by } T} D[i - 1, T'] \quad (5.1)$$

where $T'$ is a tripartition for $\mathcal{A}_\varnothing(f_{i-1})$. In the recursion, we consider only the tripartitions $T'$ extended by $T$, since the shared columns have to be partitioned in the same way. In conclusion, the local contribution is defined as:

$$\Delta(i, T) = O(i, H) + \min \left\{ E^0(i, L) + E^1(i, R), E^1(i, L) + E^0(i, R) \right\} \quad \text{where } T = (L, H, R) \quad (5.2)$$

such that $E^x(i, F)$ is the cost of correcting the columns in $F$ for fragment $f_i$ to value $x$, that is $E^x(i, F) = |\{ j \mid j \in F \land p_j[i] \notin \{x, -\}\}|$, and $O(i, H)$ is the minimum number of
corrections to apply on fragment \( f_i \), such that the columns in \( H \), considered on the first \( i \) rows, can be turned into homozygous columns with minimum cost. Denote by \( \#_{i,j}^x \) the number of values equal to \( x \) in \( \{ p_j[1], \ldots, p_j[i] \} \). The minimum between \( \#_{i,j}^0 \) and \( \#_{i,j}^1 \) states the minimum number of corrections necessary to turn a column \( p_j \) on the first \( i \) rows into a homozygous column. Since \( O(i, H) \) refers only to the corrections on fragment \( f_i \), we can compute \( O(i, H) \) as:

\[
O(i, H) = \sum_{j \in H} \begin{cases} 
1 & p_j[i] = 0 \text{ and } \#_{i,j}^0 \leq \#_{i,j}^1 \\
1 & p_j[i] = 1 \text{ and } \#_{i,j}^1 \leq \#_{i,j}^0 \\
0 & \text{otherwise}
\end{cases}
\] (5.3)

Given a set of columns \( F \), it is easy to see that \( \sum_{i \in [1, \ldots, n]} O(i, F) = \sum_{p_j \in F} H(p_j) \).

The base case of the recurrence is \( D[1, T] = \Delta(1, T) \) for each tripartition \( T \) for \( \mathcal{A}_\mathcal{E}(f_1) \). The algorithm returns the optimum corresponding to \( \min_T D[n, T] \) where \( T \) is a tripartition for \( \mathcal{A}_\mathcal{E}(f_n) \). Furthermore, an optimal tripartition for all the columns can be computed by backtracking.

The algorithm computes all the values \( D[i, T] \) for each tripartition \( T \) of the columns in \( \mathcal{A}_\mathcal{E}(f_i) \) and for each \( i \) in \( [1, \ldots, n] \). It follows that there are \( O(3^i \cdot n) \) entries and, therefore, the space complexity is equal to \( O(3^i \cdot n) \). Given a tripartition \( T \), we need \( O(3^\ell) \) time to enumerate all the tripartitions \( T' \) extended by \( T \) because we have to tripartition all the columns in \( |\mathcal{A}_\mathcal{E}(f_{i-1}) \setminus \mathcal{A}_\mathcal{E}(f_i)| \) with \( \mathcal{A}_\mathcal{E}(f_{i-1}) \leq \ell \) and, consequently, \( |\mathcal{A}_\mathcal{E}(f_{i-1}) \setminus \mathcal{A}_\mathcal{E}(f_i)| \leq \ell \). Since \( \Delta(i, T) \) can be computed in \( O(\ell) \) time, each entry \( D[i, T] \) can be computed in \( O(3^\ell \cdot \ell) \). It follows that the total running time of the algorithm is \( O(3^{2\ell} \cdot \ell \cdot n) \). Notice that storing partial information during the computation (using an approach similar to the one presented in \cite{120}) we can decrease the complexity to \( O(3^{2\ell} \cdot \ell \cdot n) \).

We now show the correctness of the algorithm.

**Lemma 5.7** Consider a gapless fragment matrix \( \mathcal{M} \).

1. If \( D[i, T] = h \), then there exists a conflict free matrix \( \mathcal{M}' \) obtained from \( \mathcal{M} \) on the first \( i \) rows with \( h \) corrections that induces a tripartition \( T \) for the columns in \( \mathcal{A}_\mathcal{E}(f_i) \).

2. If \( \mathcal{M}' \) is a conflict free matrix obtained from \( \mathcal{M} \) on the first \( i \) rows with \( h \) corrections that induces a tripartition \( T \) for the columns in \( \mathcal{A}_\mathcal{E}(f_i) \), \( D[i, T] \leq h \).

**Proof** We prove the lemma by induction on \( i \). Both the statements obviously hold for \( i = 1 \). Assume that lemma holds for \( i - 1 \), we show that both the statements hold for \( i \).

1. By Eq. (5.1), there exists a tripartition \( T' \) for \( \mathcal{A}_\mathcal{E}(f_{i-1}) \) such that \( T \) extends \( T' \) and \( D[i, T] = h = \Delta(i, T) + D[i - 1, T'] \). Assuming \( D[i - 1, T'] = h' \), by induction
there exists a conflict free matrix \( \mathcal{M}'' \) obtained from \( \mathcal{M} \) on the first \( i - 1 \) rows with \( h' \) corrections that induces a tripartition \( T' \) for \( \mathcal{A}_e(f_{i-1}) \). By Proposition 5.6, there exists a conflict free matrix \( \mathcal{M}' \) obtained from \( \mathcal{M} \) on the first \( i \) rows that induces a tripartition \( T \) for \( \mathcal{A}_e(f_i) \). Since \( T \) extends \( T' \), by construction we can add \( \Delta(i, T) \) corrections on fragment \( f_i \) in order to build \( \mathcal{M}' \) starting from \( \mathcal{M}'' \). It follows that \( \mathcal{M}' \) is obtained from \( \mathcal{M} \) with \( \Delta(i, T) + h' = h \) corrections.

(2) Assume that \( \mathcal{M}'' \) is the submatrix of \( \mathcal{M}' \) obtained from \( \mathcal{M} \) on the first \( i - 1 \) rows with \( h' \) corrections that induces a tripartition \( T' \) for \( \mathcal{A}_e(f_{i-1}) \). Clearly, \( T' \) is extended by \( T \) due to the fact that \( \mathcal{M}'' \) is equal to \( \mathcal{M}' \) on the first \( i - 1 \) rows. Since \( \mathcal{M}' \) contains \( \Delta(i, T) \) corrections on the row \( f_i \) by construction, it follows that \( h = \Delta(i, T) + h' \). Moreover, we know that \( D[i - 1, T'] \leq h' \) by induction and by Eq. (5.1) that \( D[i, T] = \Delta(i, T) + \min_{T''} \text{extended by } T D[i - 1, T''] \). Hence, since \( \min_{T''} \text{extended by } T D[i - 1, T''] \leq D[i - 1, T'] \), we conclude that \( D[i, T] \leq \Delta(i, T) + h' \) and, consequently, \( D[i, T] \leq h \).

From the correctness of the algorithm, it directly follows that:

**Theorem 5.8** Gapless MEC (without the all-heterozygous assumption) is in FPT when parameterized by the length of the fragments and it can be solved in \( O(3^\ell \cdot \ell \cdot n) \) time.

### 5.3 A 2-approximation Algorithm for Binary MEC

In this section we present a 2-approximation algorithm for Binary MEC, that is the restriction of MEC where the fragment matrix has values in \( \{0, 1\} \) only, and hence does not contain holes. The approximation algorithm is based on the observation that heterozygous columns in binary matrices naturally encode bipartitions of the fragments and that, by Lemma 4.1, if the columns of a gapless fragment matrix are pairwise in accordance then the matrix is conflict free. In particular, Algorithm 1 builds a feasible solution \( \text{SOL}[t] \) for each \( t \) in \( \{1, \ldots, m\} \) assuming that \( p_t \) is the closest column to an (unknown) optimal bipartition \( O \) of the fragments. Each solution \( \text{SOL}[t] \) corrects columns \( p_f \) with cost \( H(p_f) \leq d(p_t, p_f) \) into homozygous columns (equal to 1 or 0 depending on the best choice), whereas it corrects the remaining columns \( p_{f''} \) with cost \( d(p_t, p_{f''}) < H(p_{f''}) \) into heterozygous columns equal (or complementary, depending on the best choice) to \( p_t \). It is easy to see that \( \text{SOL}[t] \) for each \( t \) in \( \{1, \ldots, m\} \) is a feasible solution (by Lemma 4.1) and that its cost is exactly \( \text{cost}_\mathcal{M}(p_t) \), as reported in Eq. 4.1.

Algorithm 1 is a 2-approximation algorithm for Binary MEC.
Algorithm 1 A 2-approximation algorithm for Binary MEC

Require: A \( n \times m \) binary matrix \( \mathcal{M} \)

for \( t = 1 \) to \( m \)
  \( \triangleright \) Assume that \( p_t \) is the column “closest” to \( O \)
  for \( j = 1 \) to \( m \)
    if \( H(p_j) \leq d(p_t, p_j) \) then
      Set \( p_j \) homozygous in SOL\([t]\)
    else
      Set \( p_j \) equal/complementary to \( p_t \) in SOL\([t]\)
  return \( \arg\min_{\text{SOL}[t]} \text{cost}_{\mathcal{M}}(p_t) \)

Lemma 5.9 Given a fragment matrix \( \mathcal{M} \) without holes, if \( \text{OPT} \) is the optimum for Binary MEC on input \( \mathcal{M} \), then Algorithm 1 returns in \( O(m^2n) \) time a feasible solution with cost \( \text{OPT}^t \) such that \( \text{OPT}^t \leq 2 \cdot \text{OPT} \).

Proof Assume that \( p_O \) is the column of \( \mathcal{M} \) closest to an optimal bipartition \( O \), that is \( d(O, p_O) \leq d(O, p_j) \) for each \( j \in \{1, \ldots, m\} \) and assume that \( d_H(O, p_O) \leq d_H(O, p_j) \) (if \( d_H(O, p_O) < d_H(O, p_j) \) we can substitute \( O \) with \( O' \) since they encode the same bipartition). Clearly, one such a column exists and \( d_H(O, p_O) \leq d(O, p_j) \) for each \( j \in \{1, \ldots, m\} \). We show that, under this assumption, \( d(p_O, p_j) \leq 2d(O, p_j) \). By the triangle inequality, \( d_H(O, p_j) \leq d_H(p_O, O) + d_H(O, p_j) \). Hence, since \( d_H(p_O, O) \leq d(O, p_j) \), we have \( d_H(p_O, p_j) \leq 2d_H(O, p_j) \). Similarly, we can prove that \( d_H(p_O, \overline{p_j}) \leq 2d_H(O, \overline{p_j}) \). As a consequence we have that \( d(p_O, p_j) \leq 2d_H(O, p_j) \) and that \( d(p_O, p_j) \leq 2d_H(O, \overline{p_j}) \), which then imply \( d(p_O, p_j) \leq 2d(O, p_j) \). Clearly, since \( d(p_O, p_j) \leq 2d(O, p_j) \), we also have that \( \min(d(p_O, p_j), H(p_j)) \leq 2 \min(d(O, p_j), H(p_j)) \).

Since Algorithm 1 iteratively assumes that each column \( p_j \) is the closest column to the unknown optimal bipartition \( O \), we have that the cost of the returned solution is \( \text{OPT}^t \leq \text{cost}_{\mathcal{M}}(p_O) \leq 2 \sum_{j=1}^{m} \min(d(O, p_j), H(p_j)) = 2OPT \). Since each iteration \( t \) of the algorithm computes SOL\([t]\) in \( O(mn) \) time, the total running time is clearly equal to \( O(m^2n) \).

Algorithm 1 runs in \( O(m^2n) \) time and, due to its simplicity, it is a more direct and practical approach than the PTAS algorithms known in the literature [80, 117].

5.4 Parameterized Tractability of \( k \)-ploid MEC

In the following sections, we propose two algorithms to prove that \( k \)-ploid MEC is in FPT when parameterized by coverage and number of haplotypes (Section 5.4.1) and when parameterized by fragment length and number of haplotypes (Section 5.4.2). The choice of parameters is reasonable, since, depending on the characteristics of
sequencing technologies, coverage or fragment length are usually limited by small constants. Moreover, species that naturally have more than 8 haplotypes are quite rare among higher-order organisms.

5.4.1 \textit{k}-ploid MEC is in FPT when Parameterized by Coverage and Number of Haplotypes

In this section, we introduce a fixed-parameter tractable algorithm for \textit{k}-ploid MEC when parameterized by the coverage \textit{cov} and the number \textit{k} of haplotypes. The algorithm is based on a dynamic programming approach and aims at finding a \textit{k}-partition of minimum cost for all the fragments. This algorithm extends on the \textit{k}-ploid case the general idea used in [120] for solving the diploid MEC problem.

The algorithm iteratively proceeds column-wise and, at each step, computes a \textit{k}-partition for the fragments covered by the columns considered so far. The key idea for the fixed-parameter tractability of the algorithm is to show that an optimal \textit{k}-partition for all the fragments can be built through this iterative procedure by adding, at each step, only a subset of fragments whose cardinality is limited by the coverage.

Let \( \mathcal{M} \) be a fragment matrix and \( p_j \) be one of its columns. Then, we denote with \( \mathcal{F}^j = (\mathcal{F}_1^j, \ldots, \mathcal{F}_k^j) \) a \textit{k}-partition for the fragments in \( \mathcal{A}_\mathcal{F}(p_j) \). Let \( p_{j_1}, p_{j_2} \) be two columns of \( \mathcal{M} \), then we say that \( \mathcal{F}^{j_2} \) extends \( \mathcal{F}^{j_1} \) if and only if, for each \( e \in \{1, \ldots, k\} \), \( \mathcal{F}_e^{j_1} \cap \mathcal{A}_\mathcal{F}(p_{j_2}) \subseteq \mathcal{F}_e^{j_2} \). If a \textit{k}-partition \( \mathcal{F}^{j_1} \) is extended by a \textit{k}-partition \( \mathcal{F}^{j_2} \), it follows that we can easily build a \textit{k}-partition \( \mathcal{F}^{j_1,j_2} \) for the fragments in \( \mathcal{A}_\mathcal{F}(p_{j_1}, p_{j_2}) \) such that \( \mathcal{F}^{j_1,j_2} \) extends both \( \mathcal{F}^{j_1} \) and \( \mathcal{F}^{j_2} \). Therefore, it is easy to see that any \textit{k}-partition for all the fragments covered by the first \( j \) columns can be built starting from a \textit{k}-partition for all the fragments covered by the first \( j-1 \) columns that induces a \textit{k}-partition \( \mathcal{F}^{j-1} \) for \( \mathcal{A}_\mathcal{F}(j-1) \) and a \textit{k}-partition \( \mathcal{F}^j \) for the fragments in \( \mathcal{A}_\mathcal{F}(p_j) \) where \( \mathcal{F}^j \) extends \( \mathcal{F}^{j-1} \).

We define \( D[j, \mathcal{F}^j] \) as the minimum number of corrections to obtain a \textit{k}-conflict free matrix \( \mathcal{M}' \) from \( \mathcal{M} \) on the first \( j \) columns such that \( \mathcal{M}' \) induces a \textit{k}-partition \( \mathcal{F}^j \) for the fragments in \( \mathcal{A}_\mathcal{F}(p_j) \). The value \( D[j, \mathcal{F}^j] \) for each column \( p_j \) and for each \textit{k}-partition \( \mathcal{F}^j \) for \( \mathcal{A}_\mathcal{F}(p_j) \) can be computed by the following recursive equation:

\[
D[j, \mathcal{F}^j] = \Delta(j, \mathcal{F}^j) + \min_{\mathcal{F}^{j-1} \text{ extended by } \mathcal{F}^j} D[j-1, \mathcal{F}^{j-1}] \tag{5.4}
\]

where \( \mathcal{F}^{j-1} \) is a \textit{k}-partition for \( \mathcal{A}_\mathcal{F}(p_{j-1}) \) and \( \Delta(j, \mathcal{F}^j) \) is the “local contribution” of the \textit{k}-partition \( \mathcal{F}^j \) on column \( p_j \). Informally, \( \Delta(j, \mathcal{F}^j) \) is the minimum number of corrections needed for making the fragments in \( \mathcal{A}_\mathcal{F}(p_j) \) \textit{k}-conflict free on column \( p_j \) according to the \textit{k}-partition \( \mathcal{F}^j \). Such a cost can be easily computed as \( \Delta(j, \mathcal{F}^j) = \sum_{e=1}^{k} \min \{\#^0(\mathcal{F}_e^j), \#^1(\mathcal{F}_e^j)\} \) where \( \#^u(\mathcal{F}_e^j) = |\{i \mid p_j[i] = u\}| \), i.e. the number of fragments in \( \mathcal{F}_e^j \) with value \( u \) in column \( p_j \).
The base case of the recurrence is \( D[1,F^1] = \Delta(1,F^1) \) for each \( k \)-partition \( F^1 \) for the fragments in \( \mathcal{A}_F(p_1) \). The optimum is \( \min_{F^m} D[m,F^m] \) and a corresponding optimal \( k \)-partition for all the fragments of the input fragment matrix can be computed by backtracking.

The algorithm computes the entries \( D[j,F^j] \) for each \( k \)-partition \( F^j \) of the fragments in \( \mathcal{A}_F(p_j) \) and for each \( j \) in \( [1,\ldots,m] \). Since the number of \( k \)-partitions for \( \text{cov} \) elements is \( k^{\text{cov}} \), it follows that there are \( O(k^{\text{cov}}m) \) entries. Given a \( k \)-partition \( F^j \), we need \( O^*(k^{\text{cov}}) \) time\(^2\) to enumerate all the \( k \)-partitions \( F^{j-1} \) extended by \( F^j \) because we have to partition all the fragments in the set \( \mathcal{A}_F(p_{j-1}) \setminus \mathcal{A}_F(p_j) \) (whose cardinality is clearly, at most, \( \text{cov} \)). Since \( \Delta(j,F^j) \) can be computed in polynomial time, each entry \( D[j,F^j] \) can be computed in \( O^*(k^{\text{cov}}) \). It follows that the total running time of the algorithm is \( O^*(k^{2\text{cov}}) \). Notice that, by storing partial information during the computation (as suggested in Section 5.2), we can decrease the complexity to \( O^*(k^{\text{cov}}) \). We omitted a detailed analysis of the polynomial factors in the time complexity since it would require to explicitly describe how fragments and partitions are represented and manipulated but it would not be useful for our purpose of characterizing the parameterized complexity of the problem.

In conclusion, we prove the correctness of the algorithm.

**Lemma 5.10** Consider a fragment matrix \( \mathcal{M} \).

1. If \( D[j,F^j] = g \), then there exists a \( k \)-conflict free matrix \( \mathcal{M}' \) obtained from \( \mathcal{M} \) on the first \( j \) columns with \( g \) corrections that induces a partition \( F^j \) for the fragments in \( \mathcal{A}_F(p_j) \).

2. If \( \mathcal{M}' \) is a \( k \)-conflict free matrix obtained from \( \mathcal{M} \) on the first \( j \) columns with \( g \) corrections that induces a partition \( F^j \) for the fragments in \( \mathcal{A}_F(p_j) \), then \( D[j,F^j] \leq g \).

**Proof** We prove the lemma by induction on \( j \). Both statements obviously hold for \( j = 1 \). Assume that lemma holds for \( j - 1 \), we show that both statements also hold for \( j \).

(1) By Eq. (5.4), there exists a \( k \)-partition \( F^{j-1} \) for fragments in \( \mathcal{A}_F(p_{j-1}) \) such that \( F^{j-1} \) is extended by \( F^j \) and \( D[j,F^j] = \Delta(j,F^j) + D[j-1,F^{j-1}] \). By induction there exists a \( k \)-conflict free matrix \( \mathcal{M}'' \) obtained from \( \mathcal{M} \) on the first \( j - 1 \) columns with at least \( D[j-1,F^{j-1}] \) corrections that induces a partition \( F^{j-1} \) for the fragments in \( \mathcal{A}_F(p_{j-1}) \). Since \( F^{j-1} \) is extended by \( F^j \), there exists a \( k \)-partition \( F^{j-1,j} \) that induces \( F^{j-1} \) when restricted to \( \mathcal{A}_F(p_{j-1}) \) and that induces \( F^j \) when restricted to \( \mathcal{A}_F(p_j) \). As a consequence, we can build a fragment matrix \( \mathcal{M}' \) which is equal to \( \mathcal{M}'' \) on the first \( j - 1 \) columns and whose \( j \)-th column is the correction

\(^2\)We recall that \( O^*(k^{\text{cov}}) \) denotes the class \( O(k^{\text{cov}}\text{poly}(nm)) \), where \( nm \) is the size of the input.
of \( p_j \) such that each part of \( \mathcal{F}^j \) is in accordance. Such a correction, as explained before, needs to flip at least \( \Delta(j, \mathcal{F}^j) \) elements of \( p_j \). Since \( \mathcal{M}'' \) is \( k \)-conflict free and since no fragment in \( \mathcal{A}_\mathcal{F}(p_j) \setminus \mathcal{A}_\mathcal{F}(p_{j-1}) \) is covered by one of the first \( j-1 \) columns, \( \mathcal{M}' \) is \( k \)-conflict free. Moreover, the total number of corrections needed to obtain \( \mathcal{M}' \) from the first \( j \) columns of \( \mathcal{M} \) is clearly equal to \( \Delta(j, \mathcal{F}^j) + D[j-1, \mathcal{F}^{j-1}] = D[j, \mathcal{F}^j] \) by construction.

(2) Assume that \( \mathcal{M}'' \) is the submatrix of \( \mathcal{M}' \) obtained from \( \mathcal{M} \) on the first \( j-1 \) columns with \( g' \) corrections that induces a partition \( \mathcal{F}^{j-1} \) for the fragments in \( \mathcal{A}_\mathcal{F}(p_{j-1}) \). Obviously, since \( \mathcal{M}'' \) is equal to the first \( j-1 \) columns of \( \mathcal{M}' \), \( \mathcal{M}'' \) is \( k \)-conflict free and \( \mathcal{F}^j \) extends \( \mathcal{F}^{j-1} \). Since \( \Delta(j, \mathcal{F}^j) \) is the minimum number of corrections needed to transform column \( p_j \) into column \( p'_j \) of \( \mathcal{M}' \) such that each part of \( \mathcal{F}^j \) is in agreement, we have that \( \Delta(j, \mathcal{F}^j) + g' \leq g \). By induction we know that \( D[j-1, \mathcal{F}^{j-1}] \leq g' \), hence we have that \( D[j, \mathcal{F}^j] \leq \Delta(j, \mathcal{F}^j) + D[j-1, \mathcal{F}^{j-1}] \leq g \). □

From the correctness of the algorithm, it directly follows that:

**Theorem 5.11** \( k \)-ploid MEC is in FPT when parameterized by coverage and number of haplotypes.

### 5.4.2 \( k \)-ploid MEC is in FPT when Parameterized by Fragment Length and Number of Haplotypes

In this section, we introduce a fixed-parameter tractable algorithm for \( k \)-ploid MEC when parameterized by the fragment length \( \ell \) and the number of haplotypes \( k \). Recall that, for many applications, both parameters are bounded by small constants. For example, the widespread Illumina sequencing technologies produce reads spanning only one or a few SNP positions and most species do not have more than 4–8 haplotypes.

This algorithm is based on a different approach than that presented in Section 5.2 for diploid MEC because that algorithm heavily relies on the characterization of conflict free fragment matrices given by Lemma 5.5 that cannot be easily extended to the \( k \)-ploid case. Indeed, one of the key ingredients for proving the existence of the tripartition \( T \) in Lemma 5.5 (assertion 3) is that each heterozygous column implicitly encodes a partial solution (that is, a bipartition of the fragments covered by that column). As a consequence, the existence of a solution for the fragments covered by any pair of heterozygous columns (i.e., their accordance) can be easily checked by testing the equality or the complementarity between the two columns on their shared active fragments. This idea cannot be directly applied to the \( k \)-ploid case, since a single heterozygous column is clearly not sufficient to encode a \( k \)-partition (with \( k \) non-empty parts). Groups of \( h \) columns (for some fixed \( h \)
could be a natural encoding of $k$-partitions, but, in this case, we cannot check their accordance only by testing the equality or complementarity between these groups (as we do in the diploid case). Hence, a characterization of $k$-conflict free fragment matrices based on the existence of a partition for the columns (analogous to the tripartition $T$ of the diploid case) seems not straightforward. Notice that the algorithm we introduce in this section for $k$-ploid MEC can be clearly applied also to diploid MEC, but the one designed in Section 5.2 has a better time complexity.

The novel algorithm uses an approach similar to that of [73]. In particular, the algorithm, rather than $k$-partitioning the fragments, aims at the direct reconstruction of $k$ haplotypes such that each fragment aligns to one of them with the minimum total amount of mismatches. Clearly, this is equivalent to computing a $k$-conflict free fragment matrix $\mathcal{M}'$ obtained from $\mathcal{M}$ with the minimum amount of corrections. Indeed, given $k$ haplotypes, a $k$-conflict free matrix $\mathcal{M}'$ can be computed in polynomial time by correcting each fragment in a such of way that it perfectly aligns to its closest haplotype (in terms of Hamming distance on non-hole elements). Intuitively, the algorithm, for each column $p_j$, computes the minimum number of mismatches needed for aligning each fragment ending at column $p_j$ or before to a set of $k$ haplotypes. Such a minimum number of mismatches is computed by partitioning the fragments into two parts: (i) those ending exactly at column $p_j$ and (ii) those ending strictly before (that is, on the left of) column $p_j$. The key observation for reducing the time complexity is that the set of fragments ending at column $p_j$ (denoted with $\mathcal{E}(j)$) aligns to a subvector (or a “window”) of each haplotype whose length is at most $\ell$, where $\ell$ is the maximum length of a fragment.

In the following, a haplotype window is an $\ell$-long vector over $\{0,1\}$ and, as usual, given a vector $v$, $v[i_1:i_2]$ represents the subvector of $v$ between positions $i_1$ and $i_2$ (included and 1-based). We say that a haplotype window $\hat{h}'$ overlaps with another haplotype window $\hat{h}$ if $\hat{h}[2:\ell] = \hat{h}[1:\ell-1]$. We define $D[j, (\hat{h}_1, \ldots, \hat{h}_k)]$ as the minimum number of corrections needed by fragments in $\bigcup_{t=1}^{j} \mathcal{E}_t$ to reconstruct $k$ haplotypes $(\hat{h}_1, \ldots, \hat{h}_k)$ such that, for each $\hat{h}_e$, $\hat{h}_e[j-\ell+1:j]$ is equal to $\hat{h}_e$. The algorithm proceeds column-wise computing the value $D[j, (\hat{h}_1, \ldots, \hat{h}_k)]$ for each column $p_j$ and for each collection of $k$ haplotype windows $(\hat{h}_1, \ldots, \hat{h}_k)$ as follows:

$$D[j, (\hat{h}_1, \ldots, \hat{h}_k)] = \Delta(j, (\hat{h}_1, \ldots, \hat{h}_k)) + \min D[j-1, (\hat{h}_1', \ldots, \hat{h}_k')]$$  
for each $\hat{h}_e'$ overlapping with $\hat{h}_e$ with $1 \leq e \leq k$  
(5.5)

where $\Delta(j, (\hat{h}_1, \ldots, \hat{h}_k))$ is the cost needed to align the fragments in $\mathcal{E}(j)$ to the haplotype windows $\hat{h}_1, \ldots, \hat{h}_k$ and that can be easily computed as follows:

$$\Delta(j, (\hat{h}_1, \ldots, \hat{h}_k)) = \sum_{f_i \in \mathcal{E}(j)} \min_{\hat{h}_e} d_H(\hat{h}_e, f_i[j-\ell+1:j])$$  
(5.6)
where $d_H$ is the Hamming distance between the two vectors. Without loss of generality and for the sake of simplicity, we assume that if $j-\ell+1 \leq 0$, then the expression $d_H(\hat{h}_e, f_t[j-\ell+1 : j])$ is replaced with $d_H(\hat{h}_e[\ell-j+1 : \ell], f_t[1 : j])$ in Eq. 5.6.

The base case of the recurrence is $D[1, (\hat{h}_1, \ldots, \hat{h}_k)] = \Delta(1, (\hat{h}_1, \ldots, \hat{h}_k))$ for each collection of haplotype windows $(\hat{h}_1, \ldots, \hat{h}_k)$. Moreover, the algorithm returns the value $\min_{(\hat{h}_1, \ldots, \hat{h}_k)} D[m, (\hat{h}_1, \ldots, \hat{h}_k)]$ corresponding to the optimum, and a collection of $k$ optimal haplotypes can be reconstructed by backtracking.

The algorithm computes all the values $D[j, (\hat{h}_1, \ldots, \hat{h}_k)]$ for each position $j$ from 1 to $m$ and for each collection of haplotype windows $(\hat{h}_1, \ldots, \hat{h}_k)$. Each haplotype window is an $\ell$-long binary vector, hence the number of collections of $k$ haplotype windows is $2^{k\ell}$. As a consequence, $O(m2^{k\ell})$ entries have to be stored for the backtracking phase. Furthermore, given a position $j$ and a collection of haplotype windows $(\hat{h}_1, \ldots, \hat{h}_k)$, each entry $D[j, (\hat{h}_1, \ldots, \hat{h}_k)]$ can be computed by Eq. (5.5) in time $O^*(2^k)$. Indeed, the number of collections of $k$ haplotype windows overlapping (element-wise) with $(\hat{h}_1, \ldots, \hat{h}_k)$ is $2^k$ and $\Delta(j, (\hat{h}_1, \ldots, \hat{h}_k))$ can be computed in polynomial time, which is needed to obtain the minimum Hamming distance between each fragment (there are at most $cov$ fragments ending at each position) and a haplotype window (of length $\ell$) of the collection. It follows that the total running time is $O^*(2^{k\ell+k})$ and, by storing partial information, it can be decreased to $O^*(2^{k\ell})$.

The following lemma shows the correctness of the algorithm.

**Lemma 5.12** Consider a fragment matrix $\mathcal{M}$.

1. If $D[j, (\hat{h}_1, \ldots, \hat{h}_k)] = g$, then $k$ haplotypes $(h_1, \ldots, h_k)$ can be reconstructed with $g$ corrections from the fragments in $\bigcup_{t=1}^{j} \mathcal{E}_t$ such that, for each $h_e$, $h_e[j-\ell+1 : j]$ is equal to $\hat{h}_e$.

2. If $k$ haplotypes $(h_1, \ldots, h_k)$ are reconstructed from the fragments in $\bigcup_{t=1}^{j} \mathcal{E}_t$ with $g$ corrections, then $D[j, (\hat{h}_1, \ldots, \hat{h}_k)] \leq g$ (with $\hat{h}_e = h_e[j-\ell+1 : j]$, for each $e \in \{1, \ldots, k\}$).

**Proof** We prove the lemma by induction on $j$. Both statements obviously hold for $j = 1$. Assume that lemma holds for $j - 1$, we show that both statements hold for $j$.

(1) By Eq. (5.5) there exists a collection of haplotype windows $(\hat{h}_1', \ldots, \hat{h}_k')$ overlapping (element-wise) with $(\hat{h}_1, \ldots, \hat{h}_k)$ such that $D[j, (\hat{h}_1', \ldots, \hat{h}_k')] = \Delta(j, (\hat{h}_1', \ldots, \hat{h}_k')) + D[j - 1, (\hat{h}_1', \ldots, \hat{h}_k')]$. By induction, there exists $k$ haplotypes $(h_1', \ldots, h_k')$ that can be reconstructed with $D[j - 1, (\hat{h}_1', \ldots, \hat{h}_k')]$ corrections from the fragments in $\bigcup_{t=1}^{j-1} \mathcal{E}_t$ such that, for each $h_e'$, $h_e'[j-\ell : j-1]$ is equal to $\hat{h}_e'$. As a consequence, $h_e'[j-\ell+1 : j-1]$ is equal to $\hat{h}_e'[1 : \ell-1]$ for each $e \in \{1, \ldots, k\}$. Let $(h_1, \ldots, h_k)$ be the collection of $j$-long haplotypes such that $h_e[1 : j-1] = h_e'$ and $h_e[j] = \hat{h}_e[\ell]$, for each $e \in \{1, \ldots, k\}$. Each fragment in $\mathcal{E}(j)$ aligns to one of $(h_1, \ldots, h_k)$ with $\Delta(j, (\hat{h}_1, \ldots, \hat{h}_k))$ total mismatches while, by induction, the fragments in $\bigcup_{t=1}^{j-1} \mathcal{E}_t$ align with $D[j-1, (\hat{h}_1', \ldots, \hat{h}_k')]$.
total mismatches. Hence, \((h_1, \ldots, h_k)\) is a solution of \(k\)-ploid MEC on the fragments \(\bigcup_{t=1}^{j} \mathcal{E}_t\) with cost \(g = \Delta(j, (\hat{h}_1, \ldots, \hat{h}_k)) + D[j - 1, (\hat{h}'_1, \ldots, \hat{h}'_k)]\).

(2) Let \((\hat{h}'_1, \ldots, \hat{h}'_k)\) and \((\hat{h}_1, \ldots, \hat{h}_k)\) be the collections of haplotype windows such that \(\hat{h}'_e\) is equal to \(h_e[j - \ell : j - 1]\) and \(\hat{h}_e\) is equal to \(h_e[j - \ell + 1 : j]\) for each \(e\) in \(\{1, \ldots, k\}\). We assume that \(g'\) is the number of corrections needed by fragments in \(\bigcup_{t=1}^{j-1} \mathcal{E}_t\) to reconstruct the haplotypes \((h_1[j-1], \ldots, h_k[j-1])\). By induction, it follows that \(D[j - 1, (\hat{h}'_1, \ldots, \hat{h}'_k)] \leq g'\). By construction, \(\Delta(j, (\hat{h}_1, \ldots, \hat{h}_k))\) is the minimum number of corrections that fragments in \(\mathcal{E}(j)\) need for reconstructing the haplotype windows \((\hat{h}_1, \ldots, \hat{h}_k)\). Hence, \(g \geq \Delta(j, (\hat{h}_1, \ldots, \hat{h}_k)) + g' \geq \Delta(j, (\hat{h}_1, \ldots, \hat{h}_k)) + D[j - 1, (\hat{h}'_1, \ldots, \hat{h}'_k)] \geq D[j, (\hat{h}_1, \ldots, \hat{h}_k)]\). \(\square\)

From the correctness of the algorithm, it directly follows that:

**Theorem 5.13** \(k\)-ploid MEC is in FPT when parameterized by fragment length and number of haplotypes.
Chapter 6

Methods for Long Reads

Some of the results in this chapter are published in:
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This chapter includes all the details of the algorithm, called HapCol, that we design for haplotype assembly from long reads. Firstly, we describe in Section 6.1 the dynamic programming algorithm of HapCol, we analyze its time and space complexity, and we design an approach for substantially improving its running time. Next, we design in Section 6.2 the backtracking procedure needed to reconstruct the resulting haplotypes from the optimum computed by the dynamic programming. Some details concerning the implementation of the algorithm and its input parameters are reported in Section 6.3. Lastly, we formally prove the correctness of the dynamic-programming algorithm in Section 6.4.

6.1 HapCol

In this section we present a fixed-parameter tractable algorithm for solving the $k$-cMEC problem, when parameterized by the maximum number $k$ of corrections that are allowed in each column and by the coverage $cov$. The algorithm is based on an exact dynamic programming approach. After presenting the basic dynamic programming equation, we show that the approach can be easily adapted to manage gaps and, possibly, the all-heterozygous assumption.

Informally, the algorithm iteratively computes, for all $j$ from 1 to $m$, a $k$-corrected matrix $\mathcal{M}'$ on the first $j$ columns $p_1, \ldots, p_j$ of the input matrix $\mathcal{M}$ by con-
considering all the possible corrections $p'_j$ for the last column $p_j$ such that $d(p_j, p'_j) \leq k$ and choosing the best option. The corrected column $p'_j$ can be either homozygous or heterozygous. If it is homozygous, we pay a cost equal to the homozygous distance $H(p_j)$ of $p_j$ but then $p'_j$ is in accordance with any other column and no other check must be performed. If $p'_j$ is heterozygous, then we consider all the possible $k$-corrections $B_j$ for $p_j$ in $\mathcal{M}$ and for each one two different cases may arise: (1) there exists a column $p_q$ with $q < j$ that “shares” some fragments with $p_j$ and that in the optimal solution $p'_q$ is heterozygous (clearly, $q \geq j - L$); (2) all the previous columns that share some fragments with $p_j$ are homozygous in the optimal solution $\mathcal{M}'$. In the first case, $p'_j$ and $p'_q$ must be either identical or complementary on the shared fragments (Lemma 4.1). It follows that we have to choose the best option among all the $k$-corrections $B_q$ such that $d(B_q, B_j) = 0$ and we pay a cost equal to that of the correction $B_j$ (i.e., $d(B_q, B_j)$) plus the cost of transforming the columns between $p_q$ and $p_j$ into homozygous columns (i.e., their homozygous distance). In the second case, all the columns to the left of $p_j$ that share some fragment with $p_j$ are homozygous in the optimal solution $\mathcal{M}'$ (and we pay a total cost equal to their homozygous distance). As a consequence, any $k$-correction $B_j$ of $p_j$ is in accordance with them and we pay a cost equal to $d(p_j, B_j)$.

More formally, let $\mathcal{M}$ be a fragment matrix and $B_j$ be a $k$-correction for $p_j$, we define $D[j, B_j]$ as the minimum number of corrections needed to obtain a $k$-corrected matrix $\mathcal{M}'$ for $\mathcal{M}$ on columns $p_1, \ldots, p_j$ such that $p'_j$ is heterozygous and $d(p'_j, B_j) = 0$. Moreover, we define $OPT[j]$ as the minimum number of corrections needed to obtain a $k$-corrected $\mathcal{M}'$ for $\mathcal{M}$ on columns $p_1, \ldots, p_j$. Finally, we define $p_{L_j}$ ($p_{R_j}$, resp.) as the rightmost (leftmost, resp.) column to the right (left, resp.) of $p_j$ such that $\mathcal{M}(p_{L_j}, p_j) = \emptyset$ ($\mathcal{M}(p_{R_j}, p_j) = \emptyset$, resp.); if it does not exist, $p_{L_j}$ ($p_{R_j}$, resp.) corresponds to an empty column in position 0 ($m + 1$, resp.). Note that $j - L_j \leq L$ and $R_j - j \leq L$.

Without loss of generality, we implicitly assume that there exists a dummy empty column $p_0$ in position 0 of the input $\mathcal{M}$. Thus, we can define $OPT[0] = 0$ and $D[0, \cdot] = 0$.

For $0 < j \leq m$, $D[j, B_j]$ and $OPT[j]$ can be computed as follows:

$$D[j, B_j] = \min \left\{ \min_{q : L_j + 1 \leq q \leq j - 1, B_q : d(B_j, B_q) = 0} D[q, B_q] + d(p_j, B_j) + \sum_{y = q + 1}^{j-1} H(p_y) \right\}$$

$$OPT[j] = \min \begin{cases} OPT[j - 1] + H(p_j) & / / p_j \text{ is homozygous} \\ \min_{\forall B_j} D[j, B_j] & / / p_j \text{ is heterozygous} \end{cases}$$

(6.1) (6.2)
The optimum cost is given by $OPT[m]$ and a corresponding optimal solution $\mathcal{M}'$ can be reconstructed by backtracking. Technical details about the backtracking procedure are in the following Section 6.2. In addition, the formal proof of correctness is presented in Section 6.4.

The algorithm can be easily adapted to the weighted version of $k$-cMEC. In this case, each non-hole element $p_i[h]$ of the input matrix $\mathcal{M}$ has a weight $w(p_i[h])$. Given a column $p_j$ and any $k$-correction $B_j$ in $\beta_j$, the key idea is to consider the weight $w(p_j,B_j)$ as the minimum sum of the weights in order to transform $p_j$ in $p_j'$ such that $d(p_j',B_j) = 0$ and to consider the weight $w_H(p_j)$ as the minimum sum of weights in order to transform $p_j$ into a homozygous column. Hence, we want to minimize the sum of such weights by replacing $d(p_j,B_j)$ with $w(p_j,B_j)$ and $H(p_j)$ with $w_H(p_j)$ in the recursive equations.

Assume to consider a general fragment matrix $\mathcal{M}$ that may contain gaps. As explained before, any gap can be modeled as zero-weight elements. Since each of these elements can be equal to 0 or 1 with a cost of 0, we can adapt the algorithm such that for each column all the combinations of values for its gaps will be considered. It follows that any $k$-correction $B_j$ for a column $p_j$ is extended with any combination of values for its gaps and added to $\beta_j$.

Furthermore, the algorithm can be slightly modified in order to find a solution under the all-heterozygous assumption that forces to reconstruct two complementary haplotypes. In this case, the homozygous columns, both in the input and in the output, have to be considered as “special” heterozygous columns that place all the covered fragments in the same part of the fragments bipartition. Hence, we remove from the recursive equation the possibility to transform each column $p_j$ into a homozygous column and we add to $\beta_j$ the $k$-correction $B_j$ that transforms $p_j$ into a “special” heterozygous column.

We now show how the time complexity $O((\sum_{s=0}^{k} \binom{cov}{s})^2 \cdot \text{cov} \cdot L \cdot m)$ of a naive implementation of the recursive equation can be reduced to $O(\sum_{s=0}^{k} \binom{cov}{s} \cdot \text{cov} \cdot L \cdot m)$ by a careful re-engineering of the algorithm.

First, given $n$ elements, their $(n,s)$-combinations for all $s$ between 0 and $k$ are $\sum_{s=0}^{k} \binom{n}{s}$ and they correspond to all the $k$-corrections $B_j$ in $\beta_j$. Such a set can be enumerated in lexicographic order in time $O(\sum_{s=0}^{k} \binom{cov}{s})$ [86, see Alg. T, chapter 7.2.1.3] and, using the same ideas, it is possible to compute the $i$-th element (for any arbitrary $i$) of this order in time $O(k)$.

In a direct implementation of the recurrence equations, there exists $O(m \cdot \sum_{s=0}^{k} \binom{cov}{s})$ entries $D[j,B_j]$ and $m$ entries $OPT[j]$. Computing each entry $D[j,B_j]$ requires checking at most one entry $OPT[q]$ and checking at most $L \cdot \sum_{s=0}^{k} \binom{cov}{s}$ entries $D[q,B_q]$ (for any $q$ in $\{L_j, \ldots, j-1\}$) in time $O(\text{cov})$ each (for computing $d(B_j,B_q)$, since $\text{cov}_j, \text{cov}_q \leq \text{cov}$). Therefore, since $OPT[j]$ can be updated in
constant time during the computation of the entries $D[j, B_j]$, we have that the overall time complexity of the simple implementation is $O((\sum_{j=0}^{k} (\text{cov}))^2 \cdot \text{cov} \cdot L \cdot m)$.

The time complexity can be improved to $O(\sum_{j=0}^{k} (\text{cov}) \cdot \text{cov} \cdot L \cdot m)$ by computing an intermediate projection table and applying an approach inspired by the one presented in Patterson et al. [120]. Let $\mathcal{M}$ be a gapless fragment matrix. Given two columns $p_{j1}$ and $p_{j2}$, and a $k$-correction $B_{j1}$ for $p_{j1}$, we define $\pi_{j2}(B_{j1})$ as the vector of size $|\mathcal{G}(p_{j1}, p_{j2})|$ that is obtained from $B_{j1}$ by keeping only elements that correspond to fragments that are in $\mathcal{G}(p_{j1}, p_{j2})$. We define the intermediate projection table for each column $p_{j}$, for each $q$ in $(L_{j}+1, \ldots, j-1)$ and for each vector $C$ representing a possible correction of the positions in $\mathcal{G}(p_{j}, p_{q})$, as follows:

$$\hat{D}(q, j, C) = \min_{\forall B_q \in \mathcal{B}_q; d(C, \pi_{j}(B_q))=0} D(q, B_q).$$

(6.3)

Entry $\hat{D}(q, j, \pi_{j}(B_q))$ (and $\hat{D}(q, j, \overline{\pi}_{j}(B_q))$, where $\overline{\pi}_{j}(B_q)$ is the complement of $\pi_{j}(B_q)$) can be filled in $O(\text{cov})$ time (needed to compute $\pi_{j}(B_q)$) while computing $D[q, B_q]$ and, consequently, the asymptotic overall time complexity does not change. Intuitively, $\hat{D}(q, j, C)$ corresponds to the minimum number of corrections to obtain a $k$-corrected matrix $\mathcal{M}'$ for $\mathcal{M}$ on the first $q$ columns such that $p'_{q}$ is heterozygous and $d(C, \pi_{j}(p'_{q}))=0$. As a consequence, Eq. (6.1) can be equivalently rewritten as:

$$D[j, B_j] = \min \left\{ \hat{D}(q, j, \pi_{q}(B_j)) + d(p_{j}, B_j) + \sum_{y=q+1}^{j-1} H(p_y), \right.$$

$$\left. OPT[L_{j}] + d(p_{j}, B_j) + \sum_{y=L_{j}+1}^{j-1} H(p_y) \right\}$$

(6.4)

In other words, with this recurrence, each entry $D[j, B_j]$ is computed using the entries $\hat{D}[\cdot, j, \cdot]$ and, at the same time, it is used to update the entries $\hat{D}[j, \cdot, \cdot]$ and $OPT[j]$ without changing the asymptotic time complexity. Since there exists $O(m \cdot L \cdot \sum_{s=0}^{k} (\text{cov}))$ entries $\hat{D}[j, p, \pi_{s}(B_{j})]$ with $p$ in $(j+1, \ldots, L-1)$, it follows that the overall time complexity is $O(\sum_{s=0}^{k} (\text{cov}) \cdot \text{cov} \cdot L \cdot m)$. Notice that $O(\text{cov}^{k+1} \cdot L \cdot m)$ is a more intuitive, but less tight, bound.

Concerning space complexity and according to Eq. (6.4), the intermediate projection table $\hat{D}[\cdot, \cdot, \cdot]$ can be stored instead of table $D[\cdot, \cdot, \cdot]$. This takes $O(L \cdot m \cdot \sum_{s=0}^{k} (\text{cov}))$ space, since for any column $p_{j}$ we only consider all the values $q$ in $(L_{j}+1, \ldots, j-1)$ and $j-L_{j} \leq L$. Therefore, since the algorithm iteratively proceeds column-wise, when it is at the step corresponding to the column $p_{j}$, we just need to consider the entries $\hat{D}[y, \cdot, \cdot]$ for all the columns $p_{y}$ with $j \leq y \leq R_{j}$. For this reason, we just need $O(L \cdot L \cdot \sum_{s=0}^{k} (\text{cov}))$ space to store that window of the projection table.

Furthermore, if we consider a general fragment matrix $\mathcal{M}$ modelling the gaps as zero-weight elements (using the approach described before), the number of $k$-corrections $B_j$ in $\beta_j$ for a column $p_{j}$ increases to $2^{\text{cov} \cdot \sum_{s=0}^{k} (\text{cov})}$, where $\text{cov}$ is the
non-hole coverage and \( g \) is the maximum number of gaps in a column (hence \( 2^g \) is the number of all the combinations of values for gap elements). This is because we apply the corrections only to the non-hole elements, whereas we try all the possible values for the holes. As a consequence, the overall time complexity becomes \( O(m) \) in addition, as shown in Section 6.2, for the backtracking phase we need two tables requiring \( O(m) \) and \( O(m \cdot \sum_{s=0}^{k} \left( \frac{\text{cov}}{s} \right) \) space, respectively.

## 6.2 Backtracking

During the computation of the DP tables, we can store some information in order to easily reconstruct the corresponding optimal solution \( \mathcal{M} \) and, consequently, the two reconstructed haplotypes. The matrix \( \mathcal{M} \) can be obtained by backtracking. For this reason, we need to store two backtrace tables \( BT_1[j] \) and \( BT_2[j,B_j] \) for any column \( p_j \) and for any \( k \)-correction \( B_j \) in \( \beta_j \). In order to reconstruct \( \mathcal{M} \), each entry \( BT_1[j] \) encodes few information for any column \( p_j \). In particular, on the assumption that there is no heterozygous column \( p_j \) in \( \{p'_j, \ldots, p'_{R_j-1}\} \), \( BT_1[j] \) tells whether \( p_j \) is heterozygous or homozygous. In the former case, \( BT_1[j] \) also stores the optimal \( k \)-correction \( B_j \), whereas in the latter case \( BT_1[j] \) stores 0 or 1 as optimal correction. Furthermore, each entry \( BT_2[j,B_j] \) encodes the index (if it exists) of the rightmost heterozygous column \( p'_q \) in \( \{p'_j, \ldots, p'_{j-1}\} \). When \( p'_q \) exists, \( BT_2[j,B_j] \) also stores its optimal \( k \)-correction \( B_q \) and whether \( p'_q \) is equal or complementary to \( p'_j \) on the fragments in \( \mathcal{A}_F(p_q,p_j) \). Notice that we need another table \( \tilde{D}'[\cdot, \cdot, \cdot] \) with the same size of \( \tilde{D}'[\cdot, \cdot, \cdot] \) to remember the optimal \( k \)-correction \( B_q \) with \( d(\pi_q(B_j),B_q) = 0 \) to store in \( BT_2[j,B_j] \), since \( \pi_q(B_j) \) may be just a portion of \( B_q \) that we need to find the entry \( BT_2[q,B_q] \). The storing of the backtrace table \( BT_1[j] \) takes \( O(m) \) space and \( BT_2[j,B_j] \) takes \( O(m \cdot \sum_{s=0}^{k} \left( \frac{\text{cov}}{s} \right) \) space since each entry of the tables encodes a constant number of information.

We also propose an alternative scheme for the backtrace table \( BT_2[j,B_j] \) defining an entry \( BT_2[q,j,\pi_q(B_j)] \) for each \( q \) in \( \{L_j+1, \ldots, j-1\} \). Each entry \( BT_2[q,j,\pi_q(B_j)] \) stores the optimal \( k \)-correction \( B_q \) and whether \( p'_q \) is equal or complementary to \( p'_j \) on the fragments in \( \mathcal{A}_F(p_q,p_j) \) (in the same way as \( BT_2[j,B_j] \)), under the assumption that \( p'_q \) is the rightmost heterozygous column in \( \{p'_{L_j+1}, \ldots, p'_{j-1}\} \). This option takes \( O(m \cdot L \cdot \sum_{s=0}^{k} \left( \frac{\text{cov}}{s} \right) \) space, that is asymptotically worse than the first option. However, we notice that the second option needs less space in practice. We suggest two possible explanations: the first option needs the adding table \( \tilde{D}'[\cdot, \cdot, \cdot] \) and the exact number of entries \( \sum_{j=1}^{m} \sum_{s=0}^{L_j+1} \sum_{s=0}^{k} (|\mathcal{A}_F(p_j,p_q)|) \) of the second option can be lower than the exact number of entries \( \sum_{j=1}^{m} \sum_{s=0}^{k} \left( \frac{\text{cov}}{s} \right) \) of the first option.
6.3 Implementation

A prototypical implementation of HapCol is available under the terms of the GPL at http://hapcol.algolab.eu/. Since coverage varies across columns, HapCol adaptively adopts a different maximum number $k_j$ of corrections for each column $p_j$ computed as the smallest integer such that the probability that $p_j$ contains more than $k_j$ errors is at most $\alpha$, with $\alpha$ given as input. Such a probability is computed assuming that sequencing errors are uniformly distributed with a substitution error rate $\epsilon$ (given as input), an assumption which reflects the characteristics of future-generation sequencing technologies. Therefore, the two parameters given in input to HapCol are $\epsilon$ and $\alpha$ and can be chosen by the user depending on the estimated sequencing (substitution) error rate and on the user’s preference towards better performances (larger $\alpha$) or increased probability of finding a feasible solution (smaller $\alpha$).

The strategy currently implemented for choosing the maximum number of corrections per column assumes that errors are uniformly distributed. However, it can be easily modified in order to process datasets produced by technologies with different error profiles (even those with systematic errors, especially if the average error rate is low, such as current Illumina technologies) and/or to automatically increase the values $k_j$ until a feasible solution exists.

6.4 Proof of Correctness

First, notice that from Lemma 4.1 easily follows Corollary 6.1.

**Corollary 6.1** Given a gapless fragment matrix $M$, $M$ is conflict free if and only if each submatrix $M''$ induced by any subset of columns is conflict free.

Then, the correctness of Eq. (6.1) and (6.1) is proved by the following lemmas.

**Lemma 6.2** Let $M$ be a gapless matrix and $M'$ a $k$-corrected matrix for $M$ on the first $j$ columns obtained with $h$ corrections. Then:

1. If $p'_j$ is heterozygous and $B_j$ is a $k$-correction for $p_j$ such that $d(p'_j,B_j) = 0$, then $D[j,B_j] \leq h$.

2. $OPT[j] \leq h$.

**Proof** We prove the lemma by induction on the number $m$ of columns of matrix $M$. If $j = 0$, the lemma obviously holds since $p_0$ is the first dummy empty column, $D[0,\cdot] = 0$ and $OPT[0] = 0$ by definition.

Assume by induction that the lemma holds for each $i < j$.  
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Firstly, we prove statement 1. Let \( p'_q \) be the rightmost heterozygous column of \( p'_1, \ldots, p'_{j-1} \).

Assume that \( \mathcal{A}\mathcal{B}(p'_q, p'_j) \neq \emptyset \). It follows that \( p'_q \) with \( j - L_i + 1 \leq q \leq j \) and that the columns \( p'_{q+1}, \ldots, p'_{j-1} \) are homozygous. By Corollary 6.1, the matrix \( \mathcal{M}''' \) induced by \( p'_1, \ldots, p'_q \) is conflict free and it is a \( k \)-corrected matrix. Since \( p'_q \) is heterozygous, a \( k \)-correction \( B_q \) for \( p_q \) exists in \( \beta_q \) with \( d(p'_q, B_q) = 0 \) such that \( \mathcal{M}''' \) is obtained with \( h_q \) corrections. As consequence, \( D[q, B_q] \leq h_q \) by induction. Therefore, since \( p'_j \) is heterozygous, a \( k \)-correction \( B_j \) for \( p_j \) exists in \( \beta_j \) with \( d(p'_j, B_j) = 0 \) such that \( d(B_q, B_j) = 0 \) by Lemma 4.1. Hence, the matrix \( \mathcal{M}' \) induced by columns \( p'_1, \ldots, \mathcal{M}' \) can be computed with \( h = h_q + d(B_j, p_j) + \sum_{i=q+1}^{j-1} H(p_i) \) corrections. Since \( D[j, B_j] \leq \min_{B_q' \in \beta_j, d(B_q', B_j) = 0} D[q, B_q'] + d(B_j, p_j) + \sum_{i=q+1}^{j-1} H(p_i) \leq h_q + d(B_j, p_j) + \sum_{i=q+1}^{j-1} H(p_i) \), we conclude that \( D[j, B_j] \leq h \).

Assume that \( \mathcal{A}\mathcal{B}(p'_q, p'_j) = \emptyset \). It follows that \( p'_q \) with \( 1 \leq q \leq L_j \) by the fact that there are no gaps and that the columns \( p'_{L_j+1}, \ldots, p'_{j-1} \) are homozygous. By Corollary 6.1, the matrix \( \mathcal{M}''' \) induced by \( p'_1, \ldots, p'_q \) is conflict free and it is a \( k \)-corrected matrix. As consequence, if \( \mathcal{M}''' \) is obtained with \( h \) corrections, then \( OPT[L_j] \leq h_j \) by induction. Since the columns \( p'_{L_j}, \ldots, p'_j \) are in accordance by Lemma 4.1, \( \mathcal{M}' \) can be obtained with \( h = h_j + \sum_{i=L_j}^{j-1} H(p_i) + d(p_j, B_j) \). Since \( D[j, B_j] \leq OPT[L_j] + \sum_{i=L_j}^{j-1} H(p_i) + d(p_j, B_j) \leq h_j + \sum_{i=L_j}^{j-1} H(p_i) + d(p_j, B_j) \), we conclude that \( D[j, B_j] \leq h \).

Finally, we prove statement 2.

Assume that \( p'_j \) is homozygous. By Corollary 6.1, the matrix \( \mathcal{M}''' \) induced by \( p'_1, \ldots, p'_{j-1} \) is conflict free and it is a \( k \)-corrected matrix. As consequence, if \( \mathcal{M}''' \) is obtained with \( h_j \) corrections, then \( OPT[j-1] \leq h_j \) by induction. Since by Lemma 4.1 the columns \( p'_1, \ldots, p'_j \) are in accordance, \( \mathcal{M}' \) can be obtained with \( h = h_j + H(p_j) \) corrections. Then \( OPT[j] \leq OPT[j-1] + H(p_j) \leq h_j + H(p_j) \), we conclude that \( OPT[j] \leq h \).

Assume that \( p'_j \) is heterozygous. It follows that there exists a \( k \)-correction \( B_j \) for \( p_j \) exists in \( \beta_j \) with \( d(B_j, p'_j) = 0 \) such that \( \mathcal{M}' \) is obtained with \( h \) corrections. As a consequence, \( D[j, B_j] \leq h \) by statement 1. Since \( OPT[j] \leq \min_{B_i' \in \beta_j} D[i, B_i] \leq D[j, B_j] \), we conclude that \( OPT[j] \leq h \).

\( \square \)

**Lemma 6.3** Let \( M \) be a gapless matrix.

1. For any \( k \)-correction \( B_j \) of \( p_j \) in \( \beta_j \), if \( D[j, B_j] = h < \infty \), then there exists a \( k \)-corrected matrix \( \mathcal{M}' \) obtained from \( M \) on the first \( j \) columns with \( h \) corrections, such that \( p'_j \) is heterozygous and \( d(p'_j, B_j) = 0 \).
2. If $\text{OPT}[j] = h < \infty$, then there exists a $k$-corrected matrix $\mathcal{M}'$ obtained from $M$ on the first $j$ columns with $h$ corrections.

**Proof** We prove the lemma by induction on the number $m$ of columns of matrix $\mathcal{M}$. If $j = 0$, the lemma obviously holds since $p_0$ is the first dummy empty column, since $D[0, \cdot] = 0$ and $\text{OPT}[0] = 0$ by definition.

Assume by induction that the lemma holds for each $i < j$.

Firstly, we prove statement 1.

Assume that Case 1 of Eq. (6.1) holds. It follows that a $k$-correction $B_q$ for $p_q$ exists in $\beta_q$ with $L_0 + 1 \leq q \leq j - 1$ and $d(B_j, B_q) = 0$ such that $D[j, B_j] = D[q, B_q] + d(p_j, B_j) + \sum_{y=q+1}^{j-1}H(p_y) = h$. Since $h < \infty$, for any $p_i$ with $q + 1 \leq i \leq j - 1$, it holds $H(p_i) < \infty$. By inductive hypothesis there exists a $k$-corrected matrix $\mathcal{M}''$ obtained with $D[q, B_q]$ corrections and induced by columns $p'_1, \ldots, p'_q$, where $p'_q$ is heterozygous and $d(p'_q, B_q) = 0$. Let $p'_j$ be a heterozygous column with $d(p'_j, B_j) = 0$. Since $d(p'_j, B_q) = 0$, the matrix $\mathcal{M}'$ induced by columns $p'_1, \ldots, p'_q, p'_{q+1}, \ldots, p'_{j-1}, p'_j$, where $p'_{q+1}, \ldots, p'_{j-1}$ are homozygous, is conflict free by Lemma 4.1, it is a $k$-corrected matrix by construction and it can be obtained with $h = D[q, B_q] + \sum_{i=q+1}^{j-1}H(p'_i) + d(p'_j, B_j)$ corrections.

Assume that Case 2 of Eq. (6.1) holds. It follows that $D[j, B_j] = \text{OPT}[L_j] + d(p_j, B_j) + \sum_{y=L_j+1}^{j-1}H(p_y) = h$. Since $h < \infty$, for any $p_i$ with $L_j + 1 \leq i \leq j - 1$, it holds $H(p_i) < \infty$. By inductive hypothesis there exists a $k$-corrected matrix $\mathcal{M}''$ obtained with $\text{OPT}[L_j]$ corrections and induced by columns $p'_1, \ldots, p'_{L_j}$. Let $p'_j$ be a heterozygous column with $d(p'_j, B_j) = 0$. Since $\mathcal{M}_\mathcal{M}(p'_j, p'_{L_j}) = \emptyset$, the matrix $\mathcal{M}'$ induced by columns $p'_1, \ldots, p'_{L_j}, p'_{L_j+1}, \ldots, p'_{j-1}, p'_j$, where $p'_{L_j+1}, \ldots, p'_{j-1}$ are homozygous, is conflict free by Lemma 4.1, it is $k$-corrected by construction and it can be obtained with $h = \text{OPT}[L_j] + d(p_j, B_j) + \sum_{j=L_j+1}^{j-1}H(p_y)$ corrections.

Finally, we prove statement 2.

Assume that Case 1 of Eq. (6.2) holds. It follows that $\text{OPT}[j] = \text{OPT}[j - 1] + H(p_j) = h$. Since $h < \infty$, it holds $H(p_j) < \infty$. By inductive hypothesis there exists a $k$-corrected matrix $\mathcal{M}''$ obtained with $\text{OPT}[j - 1]$ corrections and induced by columns $p'_{j-1}, p'_j$. Let $p'_j$ be a homozygous column. Since the columns $p'_1, \ldots, p'_{j-1}, p'_j$ are in accordance by Definition 4.1, the matrix $\mathcal{M}'$ induced by $p'_1, \ldots, p'_{j-1}, p'_j$ is conflict free by Lemma 4.1, it is $k$-corrected by assumption and it can be obtained with $h = \text{OPT}[j - 1] + H(p_j)$ corrections.

Assume that Case 2 of Eq. (6.2) holds. It follows that $\text{OPT}[j] = \min_{B_j \in \beta_j} D[j, B_j] = h$. We conclude by statement 1 that there exists a $k$-corrected matrix $\mathcal{M}'$ obtained with $h$ corrections and induced by columns $p'_1, \ldots, p'_j$. \hfill $\square$
Chapter 7

Results

Some of the results in this chapter are published in:

†joint first authorship

We experimentally compared accuracy and performance of HapCol with that of state-of-the-art haplotype assembly approaches on both real (Section 7.1) and simulated datasets (Section 7.2). The experimental comparison on the real long read dataset is focused on evaluating the accuracy of the tools under the all-heterozygous assumption since such a standard benchmark dataset has low average coverage (~3x) and contains only heterozygous SNP positions. We also assessed accuracy and performances of the tools while varying coverage, read length, and sequencing/indel error rate on simulated long read datasets with characteristics similar to those of the “future-generation” sequencing technologies that are currently (or soon) available (coverage up to 25x, read length up to 50,000 bases, substitution error rate up to 5%, and indel rate equal to 10%) [20, 76, 132].

We compared HapCol with three state-of-the-art haplotyping tools specifically designed for handling long reads, namely, RefHap, which was shown to be one of the most accurate heuristic methods [41], ProbHap, a recent probabilistic method which has been shown to be sensibly more accurate than RefHap [87], and Whatshap, the first exact approach for the weighted MEC problem specifically designed for long reads [120, 121]. At higher coverages, applications such as SNP calling or validating which SNPs are really heterozygous in the given sample (for example, there could be a significant portion of positions that, due to sequencing errors, appears to be heterozygous, but that should be predicted as homozygous) become feasible and reliable [112]. However, since these applications require that haplo-
types are reconstructed without the all-heterozygous assumption, on the simulated datasets we only considered *Whatshap* and *HapCol* as they do not rely on this assumption.

The analyses focused on the accuracy of the reconstructed haplotypes and on the performances of the tools. Accuracy of the reconstructed haplotypes has been evaluated in terms of *(switch) error rate* \[18\] (i.e., the number of inconsistencies over contiguous phased variants) and in terms of phased positions (i.e., the number of positions for which the tool gave a phase prediction over the total number of positions that can be phased using the fragments given as input). Performances of the tools has been evaluated in terms of running time and peak memory usage, as reported by the Unix utility `time`. All the tests have been performed on a server equipped with four Intel Xeon E5-4610v2 CPUs and 256GB of RAM.

### 7.1 Real Data

The real dataset (called “NA12878 dataset”) is the one produced using a fosmid-based technology from the HapMap sample NA12878 by Duitama et al. \[41\]. This dataset is considered a standard benchmark for comparing haplotyping algorithms on long reads, since the haplotypes of individual NA12878 were independently and confidently reconstructed using the sequenced genomes of the individual and of her parents. The dataset is composed of 271,184 reads with average length of ~40kb and with average coverage of ~3x. The reference haplotypes are the trio-phased variant calls from the GATK resource bundle \[34\], filtered on the 1,252,769 positions that are also covered by the fragments of the NA12878 dataset.

*HapCol*, *RefHap*, *ProbHap*, and *Whatshap* have been executed independently on each chromosome. *HapCol* and *Whatshap* can be executed with or without the all-heterozygous assumption without affecting the exponential part of their time/space complexities. In this case, these two tools have been executed using the all-heterozygous assumption, since the positions covered by the dataset are heterozygous with high confidence and since the comparison between solutions obtained with different assumptions may lead to misleading results. Moreover, *HapCol* has been executed with $\epsilon = 5\%$ and $\alpha = 10^{-3}$ and, for this choice of the parameters, a feasible solution existed for each chromosome. Table 7.1 reports, for each tool, the overall error rate and the percentage of phased positions over all the phasable positions, the total running time, and the peak of memory for the whole dataset (i.e., for all the chromosomes).

On this dataset, *HapCol* reconstructed the most accurate haplotypes and phased the largest number of positions compared with the other tools. In particular, *HapCol* improves the accuracy obtained by *Whatshap*, *ProbHap* and *RefHap* by around 6\%, 43\%, and 48\%, respectively. Furthermore, *HapCol* is also the tool which
phases the largest number of positions. In fact, HapCol phases 0.15% more positions than WhatsHap, 2.03% more than ProbHap, and 2.18% more than RefHap.

To the contrary, RefHap was the fastest and most memory-efficient tool among the four considered. This was expected, as RefHap is a heuristic-based method, while the other ones are exact (albeit they minimize different objective functions). Overall, all the tools can be run with modest/medium computing resources. Indeed, each one analyzed the dataset in less than 25 minutes and using less than 24GB of memory. However, while HapCol and WhatsHap concluded in a few minutes, ProbHap was significantly slower than the others (~20 minutes) and, possibly, it could not be able to scale to datasets with higher coverage.

HapCol and WhatsHap required significantly more memory than ProbHap and RefHap (4 times and 44 times, respectively). However, such a peak of memory usage is due to a small number of consecutive positions on chromosomes 2, 3, and 10 where coverage is high (up to 30x), but most of values are gaps (all but 2-4 non-gap alleles on average). In these regions the performances of HapCol and WhatsHap degrade since both approaches model the gaps as zero-weight elements and must essentially “guess” the alleles at those positions. Clearly, in this case phase prediction is not reliable and a simple pre-filtering step can easily find (and possibly remove) such positions from further analyses. If we exclude chromosomes 2, 3, and 10, then WhatsHap becomes the fastest tool (30 sec), followed by RefHap (35 sec), by HapCol (60 sec), and by ProbHap, that remains the slowest tool (956 sec). In terms of memory usage, HapCol turns out to be the most memory-efficient method (0.06 GB), followed by WhatsHap (0.16 GB), by ProbHap (0.48 GB), and by RefHap (0.54 GB).

Table 7.1: Comparison of four haplotyping tools on the NA12878 real dataset. Accuracy is given in terms of phasing error (“error”) and total phased positions (“phased”) of the reconstructed haplotypes, while performances are given in terms of total running time (“time”) expressed in seconds and the peak memory usage (“mem.”) expressed in GB. Best results for each column are highlighted in boldface.
7.2 Simulated Data

We used simulated datasets to assess how accuracy and performances change while the characteristics of the dataset (coverage, especially) vary. As motivated before, in this part we focused on the tools that can work also without the all-heterozygous assumption, namely HapCol and WhatsHap. The simulation of the datasets has been performed as in Patterson et al. [121]. The dataset consists of a ground truth, which was assembled by inserting all known variants of chromosomes 1 and 15 of J. Craig Venter’s genome into the human reference genome (hg18), mapped simulated long reads of lengths 1000, 5000, 10000, and 50000 bases with varying uniform substitution rates 1% and 5%, and with a uniform indel distribution of 10% at 30x coverage. These rates reflect the characteristics of the long read data generated by the future-generation sequencing technologies [20, 76, 132]. From each set of simulated reads, five datasets was obtained by randomly extracting a maximal subset with (maximum) coverage of 15x, 20x, and 25x.

HapCol has been executed with two combinations of its input parameters – namely \( \epsilon = 5\% \) with \( \alpha = 10^{-2} \), and \( \epsilon = 5\% \) with \( \alpha = 10^{-3} \) – in order to assess the behavior of HapCol depending on the choice of the parameters. We remark that some fragment matrices could not admit a feasible solution for the \( k \)-cMEC problem with some choices of parameter \( k \) (depending on \( \epsilon \) and \( \alpha \) in the implementation), while the same instances have always a feasible solution for the (unconstrained) MEC problem. Both tools have been executed on all the instances, but HapCol terminated on some of them because no feasible solution existed for that choice of the input parameters. WhatsHap, which should be able to find a feasible solution for all the instances, computed a solution only for the instances with coverage 15x and 20x, while, as expected [121], it was not able to successfully conclude the execution on the instances with coverage 25x since it exhausted the available memory (256GB).

Table 7.2 reports, for any combination of input parameters \( \epsilon \) and \( \alpha \), the number of instances with a feasible solution (column “feas.”), the average error of the re-constructed haplotypes, the average running time, and the average memory usage over all the instances of a given chromosome (Venter chromosome 1 and chromosome 15), coverage (15x and 20x), and substitution error rate \( e \) (1% and 5%) (the indel error rate is fixed to 10%, thus is not reported). The results presented in the table refer only to the subset of instances which have a feasible solution for the \( k \)-cMEC problem and are averaged over the read lengths. Since WhatsHap was not able to successfully terminate on any instance with coverage 25x, the results on that subset of instances are separately reported (only for HapCol) on Table 7.3.

First, as expected, the number of instances with a feasible solution increases as the combination of parameters \( \epsilon \) and \( \alpha \) allows more corrections per column. Indeed, for \( \epsilon = 5\% \) and \( \alpha = 10^{-2} \) the maximum numbers of corrections per column (not
Table 7.2: Comparison between HapCol (hc) and WHATS HAP (wh) on instances with coverage (“cov”) 15x and 20x, substitution error rate (“\( \epsilon \)”) 1% and 5%, and indel error rate fixed to 10% by considering the number of instances with feasible solutions (“feas.”), the average phasing error (“error”) of the reconstructed haplotypes, the average running time (“time”), and the average maximum used memory (“mem.”). HapCol has been executed with two different combinations of \( \epsilon \) and \( \alpha \): 5%/10\(^{-2}\) and 5%/10\(^{-3}\). Shown) are quite low and, as a consequence, a feasible solution does not exists for many instances, especially for those with high substitution error rates \( \epsilon \). For the other combination of parameters (namely, \( \epsilon = 5\% \) and \( \alpha = 10^{-3} \)) the number of instances with a feasible solution rapidly increases. This trend, albeit less evident for chromosome 15, is clear for chromosome 1. Noticeably, when \( \epsilon = 5\% \) and \( \alpha = 10^{-3} \), a feasible solution exists for all but 3 instances with coverage at most 20x.

In terms of accuracy of the reconstructed haplotypes, on all the instances HapCol obtained the same phasing error rate of WHATS HAP, which, in turn, was shown to be competitive with other state-of-the-art approaches [121]. This observation supports the validity of the newly introduced \( k \)-cMEC problem as a computational model for haplotype assembly on long reads.

Albeit HapCol and WHATS HAP achieve the same accuracy, in terms of performances HapCol is both faster and significantly more memory-efficient than WHATS HAP. In particular, on average, HapCol is at least twice faster than WHATS HAP when the coverage is 20x even for the largest values of maximum number \( k_j \) of corrections per column (that is, when \( \epsilon = 5\%\) and \( \alpha = 10^{-3} \)). Moreover, with the same parameters and with read length of 10,000 bases (a typical average read length in the foreseeable future), HapCol is almost three times faster than WHATS HAP, allowing to process a single dataset in less than 11 minutes (on average). Concerning memory usage, we observe the same general trend, except that differences are even more evident. In fact, the average memory usage of WHATS HAP on chromosome 1 (the largest one) at coverage 20x is \( \sim 138 \) GB, while HapCol requires only \( \sim 5 \) GB.

<table>
<thead>
<tr>
<th>( \epsilon / \alpha )</th>
<th>( \text{cov} )</th>
<th>feas.</th>
<th>error [%]</th>
<th>time [sec]</th>
<th>mem. [GB]</th>
</tr>
</thead>
<tbody>
<tr>
<td>( 5%/10^{-2} )</td>
<td>15x</td>
<td>1</td>
<td>2.26</td>
<td>1.7</td>
<td>4.5</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>20</td>
<td>1.98</td>
<td>1.8</td>
<td>4.4</td>
</tr>
<tr>
<td>( 5%/10^{-3} )</td>
<td>15x</td>
<td>1</td>
<td>1.77</td>
<td>1.8</td>
<td>4.6</td>
</tr>
<tr>
<td></td>
<td>5</td>
<td>20</td>
<td>1.98</td>
<td>1.8</td>
<td>4.7</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>$e$</th>
<th>$c_{ov}$</th>
<th>feas.</th>
<th>error [%]</th>
<th>time [sec]</th>
<th>mem. [GB]</th>
<th>feas.</th>
<th>error [%]</th>
<th>time [sec]</th>
<th>mem. [GB]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>20x</td>
<td>5</td>
<td>1.40</td>
<td>311</td>
<td>3.8</td>
<td>5</td>
<td>1.66</td>
<td>832</td>
<td>9.5</td>
</tr>
<tr>
<td></td>
<td>25x</td>
<td>5</td>
<td>1.25</td>
<td>1457</td>
<td>16.1</td>
<td>4</td>
<td>1.52</td>
<td>4272</td>
<td>40.7</td>
</tr>
<tr>
<td>5</td>
<td>20x</td>
<td>5</td>
<td>1.24</td>
<td>277</td>
<td>3.3</td>
<td>5</td>
<td>1.71</td>
<td>737</td>
<td>8.5</td>
</tr>
<tr>
<td></td>
<td>25x</td>
<td>5</td>
<td>1.14</td>
<td>1466</td>
<td>15.2</td>
<td>4</td>
<td>1.55</td>
<td>4357</td>
<td>39.2</td>
</tr>
</tbody>
</table>

Table 7.3: Comparison between instances with coverage 20x and 25x for HapCol with $\epsilon = 5\%$ and $\alpha = 10^{-3}$. Read length was fixed to 50,000 bases and the attributes are the same of Table 7.2.

Moreover, on instances with read length at most 50,000 bases, WhatsHap requires up to 164GB, while HapCol never requires more than 10GB. As a consequence, with HapCol, the analysis of a genome-wide dataset at coverage 20x is feasible even on a standard workstation/small server.

As noticed before, three instances do not admit a feasible solution with $\epsilon = 5\%$ and $\alpha = 10^{-3}$. However, by setting $\epsilon = 5\%$ and $\alpha = 10^{-4}$, a feasible solution exists also for these instances and the error rate of the solution obtained by HapCol is equal to that obtained by WhatsHap. In terms of performance, HapCol is slower than WhatsHap on the single instance with coverage 15x and it has a similar running time of WhatsHap on the two instances with coverage 20x (~21 minutes, on average). Noticeably, the amount of memory required by HapCol on these two instances (~9GB, on average) is ~15 times lower than that required by WhatsHap (~143GB, on average), a further confirmation of the memory-efficiency of HapCol even when more corrections per columns are allowed. Furthermore, these results confirm that a simple strategy that progressively increases the number of corrections allowed in each column until a solution is found would be practicable, since it always leads to a solution while keeping the memory usage as low as possible.

A comparison between HapCol and WhatsHap is not possible on instances with coverage 25x, since WhatsHap was not able to solve these instances within the available amount of memory. Hence, we evaluated how accuracy and performances of HapCol vary between instances with coverage 20x and 25x (Table 7.3). For space constraints, we report the results only for $\epsilon = 5\%$ and $\alpha = 10^{-3}$, that is for the parameters for which the maximum number of instances has a feasible solution. Moreover, in order to not discard the effect of read lengths, we focused only on instances with read length 50,000 bases. Such a read length has been chosen since almost all these instances have a feasible solution for both coverage 20x and 25x. We observe that increasing coverage from 20x to 25x allows to improve accuracy (~9%)
of the reconstructed haplotypes (as we already observed for coverage 15x and 20x). Moreover, the increased accuracy is mainly due to a significant reduction (approx. -10% on average, data not shown for space constraints) of the number of ambiguous positions, leading to an increased number of phased SNP positions. Concerning performances, instances with coverage 25x can be still analyzed with modest computing equipments; indeed HapCol completed the tests on chromosome 1 in less than 73 minutes and using less than 40GB of main memory.
Chapter 8

Discussion

Minimum Error Correction is a prominent combinatorial problem for haplotype assembly. Investigating the approximation complexity and the fixed-parameter tractability of MEC has proven useful to develop practical haplotype assembly tools [8, 73, 120, 125]. Despite in this work we addressed some issues that were left open, some other theoretical questions still need an answer.

In this work, we showed that, under the Unique Games Conjecture, MEC is not approximable within any constant factor. However, the approximation complexity of Gapless MEC and the computational complexity of Binary MEC are still unknown. It would be interesting to explore whether Lemma 4.1, that we used in this work for achieving a direct 2-approximation algorithm for Binary MEC and an FPT algorithm for Gapless MEC, is also useful for answering to these open questions.

In Section 5.4.2, we presented a fixed-parameter algorithm for $k$-ploid MEC when parameterized by fragment length $\ell$ and the number $k$ of haplotypes. If applied on diploid MEC, it has a worse time complexity than that specifically presented for the diploid case (Section 5.2). Unfortunately, the algorithm for diploid MEC relies on Lemma 5.5, that cannot be easily extended to the $k$-ploid case. For this reason, another interesting research direction is to investigate whether a novel definition of accordance can be proposed in order to extend both Lemma 4.1 and the characterization of conflict free fragment matrices given by Lemma 5.5 to the $k$-ploid case and, hence, to derive a parameterized algorithm based on such a characterization.

Recent advances in sequencing technologies are radically changing the characteristics of the produced data. For example, long gapless reads with sequencing errors uniformly distributed will likely be common in the near future. In this work, we start to study of algorithms that exploit these characteristics but further improvements (either of the underlying models or of the algorithm’s time complexity) will be essential to face the growing availability of these data. Furthermore, the drop in sequencing costs allows large-scale studies of rare diseases. In fact, they are
usually caused by rare mutations that can only be reliably discovered by sequencing several related individuals. Hence, we expect an increasing interest in the study of new formulations extending MEC on structured populations (where additional constraints induced by the Mendelian laws of inheritance improve the accuracy of the reconstructed haplotypes [123]), as initially done in [72].

We have proposed an exact algorithm, called HapCol, for the weighted \( k \)-cMEC, a new variant of the wMEC problem that takes into account the main characteristics of future-generation sequencing technologies, namely the uniform distribution of sequencing errors and the increasing length of sequenced reads.

We showed that the haplotypes computed by HapCol on a real benchmark dataset are at least as accurate as those computed by current state-of-the-art approaches. This result supports the validity of the additional constraints imposed by the \( k \)-cMEC problem.

Furthermore, HapCol is able to overcome the traditional all-heterozygous assumption and to process datasets with coverage 25x on standard workstations/small servers, while the current state-of-the-art methods either rely on this assumption or become unfeasible on coverages over 20x. Thanks to these results, HapCol is potentially able to directly perform SNP calling or heterozygous SNPs validation that become feasible and reliable on coverage up to 25x.

HapCol has been specifically designed to exploit the uniform distribution of errors that characterizes “future-generation” sequencing technologies, but it can be successfully applied on sequencing data with a different error distribution by choosing the maximum number \( k \) of errors per position according to the error model. Furthermore, HapCol can be easily extended in order to adaptively increase the value of \( k \) (on certain columns) until a feasible solution exists. This strategy allows to process datasets affected by systematic sequencing errors without a great impact on the performance if the average error rate is low (such as in the current Illumina sequencing technologies).

An interesting future direction would be the extension of the \( k \)-cMEC problem to deal with individuals related by structures such as trios or pedigrees [18]. Indeed, the Mendelian laws of inheritance induce further constraints that may improve the accuracy of the reconstructed haplotypes, as shown for example by [123].
Part II

Quantification of Intra-Tumor Heterogeneity
Chapter 9

Background

Cancer results from an evolutionary process where somatic mutations accumulate in a population of cells during the lifetime of an individual [114]. Thus, a tumor consists of heterogeneous subpopulations of cells, or clones. Each clone comprises cells that share a unique complement of somatic mutations. Quantifying this intra-tumor heterogeneity has been shown to be important in cancer treatment [149]. While intra-tumor heterogeneity complicates the identification of mutations in bulk-sequencing data from a tumor sample containing millions of cells, it also provides a signal for inferring the tumor composition – the number and proportion of clones within a sample – as well as the ancestral history of somatic mutations during cancer development [63]. Thus, a number of methods have been developed to infer the evolutionary history of a tumor from DNA sequencing data from one or more samples [63, 67, 104, 113, 143]. The evolutionary history of the clones can be described by a phylogenetic tree whose leaves correspond to extant clones and whose edges are labeled by mutations. Computational inference of phylogenetic trees is a fundamental problem in species evolution [53], and has recently been studied extensively for tumor evolution in the case where mutations are single-nucleotide variants [47, 79, 100, 128, 155].

One class of mutations that are particularly useful for inferring tumor composition and tumor evolution are copy-number aberrations (CNAs), which include duplications and deletions of large genomic regions. Copy number aberrations include segmental deletions and amplifications that affect large genomic regions, and are common in many cancer types [26]. As a result of these events, the number of copies of genomic regions, or segments, along a chromosome can deviate from the diploid, two-copy state of each position in a normal chromosome. Understanding these events and the underlying evolutionary tree that relates them is important in predicting disease progression and the outcome of medical interventions [55]. CNAs can be readily detected from DNA sequencing data, in fact, intuitively, the copy number of each genomic segment is proportional to its copy number [21, 113, 148].
Their direct effect on sequencing reads and their presence in most tumors make them good candidates for identifying distinct clones and for inferring their evolutionary history. However, there are two major challenges in using CNAs to quantify intra-tumor heterogeneity and evolution.

The first challenge is that nearly all cancer sequencing studies perform bulk sequencing that measures mutations in a mixtures of millions of different cells in a tumor sample. As such, tumor samples are mixed since they correspond to heterogeneous compositions of distinct clones. While single-cell sequencing provides a higher resolution measurement of tumor heterogeneity, it remains a specialized technique that is cost prohibitive for whole genome analysis of thousands of cells [108]. Thus, we require techniques to deconvolve CNA measurements from mixed tumor samples. Typically, CNAs are detected in sequencing data by examining the depth of aligned sequencing reads to genomic regions and segmentation algorithms partition the genome into segments with the same copy number [10, 148]. However, when a sample is heterogeneous as result of a mixture of distinct clones, a fractional copy number may be obtained for each segment instead of an integer copy number.

A number of methods have been developed to infer tumor composition from fractional copy numbers, taking advantage of the fact that larger CNAs perturb thousands-millions of sequencing reads, providing a signal to infer their proportions, even with modest coverage sequencing [21, 54, 71, 113, 116, 148]. However, these methods have certain limitations that limit their applicability and performance. For example, ASCAT [148] and ABSOLUTE [21] use the data from heterogeneous samples for inferring the tumor purity (the proportion of normal clone in a sample), but they do not distinguish the copy numbers of different tumor clones. Other methods, such as THetA [116], Battenberg [113], cloneHD [54] and TITAN [71], infer the clonal composition independently for each sample by modeling the fractional copy numbers as the product of the integer copy numbers of the extant clones with their proportions, a process known as deconvolution. However, one can obtain more information by jointly considering more samples from the same tumor [63], as successfully done for single-nucleotide mutations [46, 99] or non-integer copy numbers [134]. Moreover, multiple ways to deconvolve fractional copy numbers may be present, especially without imposing a structure on the inferred CNAs. Therefore, the inference of distinct clones may benefit from jointly inferring their evolution.

The second challenge in using CNAs to quantify intra-tumor heterogeneity and evolution is that one requires a model of CNA evolution. Defining such a model is not straightforward because CNAs can overlap, and thus positions in the genome cannot be treated independently. Standard phylogenetic models represent a genome as a sequence of “characters” with mutations acting independently on
individual characters. A number of models have been introduced to study CNA evolution, and these models can be classified into two categories. The first considers single events such that each of those independently affects the copy number of a single segment [24, 104]. However, these models do not account for dependency between adjacent segments in the genome. The second, called MEDICC [136], considers the effects of CNAs on multiple segments as interval events that amplify or delete copies of contiguous segments. The input to MEDICC is a set of copy-number profiles, vectors of integers defining the copy-number state of each segment. These profiles are measured for multiple samples from a tumor using DNA microarrays or DNA sequencing. The edit distance (non symmetric) from profile a to b was defined as the minimum number of amplifications and deletions of segments required to transform a into b. Using this distance measure, the authors applied heuristics to reconstruct phylogenetic trees. However, all of the studies applying these methods either assume that each sample is homogeneous and consisting of a single clone [101, 138, 143] or first attempt to infer the clones independently on each sample before performing a phylogenetic analysis of CNAs [104].

This second part of the thesis concerns the inference of the CNAs of distinct tumor clones and their evolution. The contributions of this part are twofold. First, we improve the model of interval events started in [136]. In fact, the complexity of the method used by MEDICC was not analyzed and a formal analysis of some combinatorial aspects of this model was started only later by Shamir et al. [139] by proving that the distance from one profile to another can be computed in linear time. As such, we formalize the Copy-Number Tree (CNT) problem (Figure 10.2) that aims to find the most parsimonious evolution of clones explained by the minimum number of interval events (Chapter 10), we show that CNT is NP-hard (Chapter 11), and we derive an integer linear programming (ILP) that solves this problem (Chapter 12). We assess the efficiency and quality of our algorithm on simulated instances (Chapter 13).

Second, we propose an approach combining the deconvolution of fractional copy numbers from multiple samples with the inference of CNAs that describes the evolution of the clones. We introduce the Copy-Number Tree Mixture Deconvolution (CNTMD) problem (Figure 10.3) that aims to deconvolve the fractional copy numbers into the integer copy numbers of the extant clones and their proportions such that the evolution of the clones is explained by a minimum number of copy number aberrations modeled as interval events (Chapter 10). We design a coordinate-descent algorithm for solving this problem (Chapter 12) and we compare our method with alternative approaches on real-size simulations (Chapter 13). We find that combining the deconvolution of fractional copy numbers with a proper tree model based on interval events outperforms all other methods on different number of samples. We apply our method on multi-sample sequencing data of a prostate-cancer
patient [67] (Chapter 13). Our inference shows well-supported patterns that reveal the clonal composition in terms of CNAs.
Chapter 10
Problem Formulations
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In this chapter, we introduce the Copy-Number Tree (CNT) and Copy-Number Tree Mixture Deconvolution (CNTMD) problems. First, we define the integer copy-number profiles and the related interval events in Section 10.1. In Section 10.2 we formally define the copy-number tree that is used to describe the evolutionary history of distinct clones in terms of CNAs. Additionally, in the same Section 10.2 we formally introduce CNT that for given profiles seeks a copy-number tree composed of a minimum number of interval events. Finally, in Section 10.3 we introduce CNTMD aiming to deconvolve the fractional copy numbers of multiple heterogeneous samples into the profiles of distinct clones and their proportions such that the evolutionary history of these clones is described by a copy-number tree comprising a minimum number of interval events.

10.1 Profiles and Events

Following the model in [45, 136, 139], we represent a chromosome from the reference genome as a sequence of $m$ segments. A copy-number profile, or profile for
short, specifies the number of copies of each segment in a clone. Formally, a profile $c_i = [c_{s,i}]$ is a (column) vector of $m$ integers whose entries $c_{s,i} \in \mathbb{N}$ indicate the number of copies of segment $s$ in a clone $i$. For simplicity, we consider a single chromosome in the definitions.

We consider mutations that amplify or delete contiguous segments. A *interval event*, or *event* for short, increases or decreases copy numbers of contiguous segments of a profile $c_i$. Formally, an event is a triple $(s, t, b)$ with segments $s \leq t$ and integer $b \in \mathbb{Z}$. If $b$ is positive then the event is an *amplification* and the non-zero segments between $s$ and $t$ are incremented by $b$, whereas for negative $b$ the events is a *deletion* and the same segments are decremented by at most $|b|$ (segments must be non-negative). Thus, the event $(s, t, b)$ applied on $c_i$ results in $c'_i$ such that

$$c'_{\ell,i} = \begin{cases} \max\{c_{\ell,i} + b, 0\}, & \text{if } s \leq \ell \leq t \text{ and } c_{\ell,i} \neq 0, \\ c_{\ell,i} & \text{otherwise.} \end{cases}$$

(10.1)

for each segment $\ell$. Thus, once a segment $\ell$ has been lost, i.e. $c_{\ell,i} = 0$, it can never be regained (or deleted).

### 10.2 Copy-Number Tree (CNT)

We model the evolutionary process that led to $n$ extant tumor clones by a copy-number tree $T$ defined as follows.

**Definition 10.1** Given a number $n$ of clones, a copy-number tree is a rooted full binary tree on $n$ leaves, such that each vertex $v_i \in V(T)$ is labeled by a profile $c_i$ and each edge $(v_i, v_j)$ is labeled by a set $E_{i,j}$ of events. The root vertex $r(T)$, corresponding to the normal clone, is diploid, i.e. $c_{s,r(T)} = 2$ for each segment $s$.

The requirement that $T$ is a full binary tree (each vertex of $T$ has either zero or two children) is without loss of generality, as each vertex with out-degree larger than 3 of a general tree can be split into vertices of out-degree 2, and each vertex with out-degree 1 can be removed and the associated events assigned to the outgoing edge (Fig. 10.1). To account for the case where $r(T)$ has out-degree 1, given an instance $(c_1, \ldots, c_k, e)$ we solve a second instance $(c_1, \ldots, c_k, c_{k+1}, e)$ with an additional profile $c_{k+1}$ consisting of 2’s. The result is the minimum-cost tree among the two instances. Thus, each vertex $v_i \in V(T)$ has either zero or two children and is labeled by a profile $c_i$. To avoid degenerate solutions, we impose a maximum copy number $c_{\text{max}} \in \mathbb{N}$ for each segment $s$ of any vertex $v_i$ of $T$ such that $c_{s,i} \leq c_{\text{max}}$. Moreover, each leaf $v_i \in L(T)$ corresponds to the clone $i$. As such, we order the vertices $V(T) = \{v_1, \ldots, v_{2n-1}\}$ such that $L(T) = \{v_1, \ldots, v_n\}$ and $r(T) = v_{2n-1}$. An edge $(v_i, v_j) \in E(T)$
relates a parent vertex $v_i$ to its child $v_j$ such that the label $E(i, j)$ is a set of events that transform $c_i$ to $c_j$.

In general, the order in which events $E(i, j)$ are applied matters. Following a result by Shamir et al. [139], it suffices to consider a set of events instead of an ordered sequence. In fact, any sequence of events, where amplifications and deletions occur in an arbitrary order, can be transformed into a sorted sequence, where deletions are followed by amplifications, without changing the cost of events, as defined in the following. The cost of an event $(s, t, b)$ is the number of changes in the segment and is thus equal to $|b|$. Therefore, the cost $\Lambda(i, j)$ of an edge $(v_i, v_j)$ is the total cost of the events in $E(i, j)$, i.e. $\Lambda(i, j) = \sum_{(s, t, b) \in E(i, j)} |b|$. The cost $\Lambda(T)$ of the tree $T$ is the sum of the costs of all edges, i.e. $\Lambda(T) = \sum_{(v_i, v_j) \in E(T)} \Lambda(i, j)$.

Our observations correspond to the profiles $\hat{c}_1, \ldots, \hat{c}_n$ of $n$ extant clones. Under the assumption of parsimony, the goal is to find a copy-number tree $T^*$ of minimum cost whose leaves correspond to the extant clones. Furthermore, we assume that the maximum copy-number in the phylogeny is bounded by $c_{\text{max}} \in \mathbb{N}$. We thus have the following problem.

**Problem 10.1 (Copy-Number Tree (CNT))** Given profiles $\bar{c}_1, \ldots, \bar{c}_n$ on $m$ segments and an integer $c_{\text{max}} \in \mathbb{N}$, find a copy-number tree $T^*$ such that (1) $T^*$ has $n$ leaves labeled by $c_i = \hat{c}_i$ for all $i \in \{1, \ldots, n\}$, (2) $c_{i,s} \leq c_{\text{max}}$ for all $v_i \in V(T^*)$ and $s \in \{1, \ldots, m\}$, and (3) $\Delta(T^*)$ is minimum.

Note that by definition the profile of the root vertex $r(T)$ of any copy-number tree $T$ is the vector whose entries are all 2’s. As such, this must hold as well for the minimum-cost tree $T^*$ which always exists.

Figure 10.1: **Binarization of a general tree.** A) Each vertex with out-degree larger than 3 of a general tree can be split into vertices of out-degree 2 introducing 0-cost edges (dashed edge). B) Each vertex with out-degree 1 can be removed and the associated events assigned to the outgoing edge (wider edge).
Figure 10.2: **Copy-Number Tree (CNT) problem.** As input we are given the copy-number profiles of four leaves, each profile is an integer vector that is inferred from data; e.g. the coverage of mapped reads (blue segments). The tree topology and profiles at internal vertices are found to minimize the total number of amplifications (green bars) and deletions (red bars). The displayed scenario has 14 total events.

### 10.3 Copy-Number Tree Mixture Deconvolution (CNTMD)

In the ideal case of single-cell sequencing data with no errors, each clone is a single cell and we observe the copy-number profiles $\mathbf{c}_1, \ldots, \mathbf{c}_n$ of $n$ tumor clones. As such, in CNT we wish to find the most parsimonious explanation, i.e. a minimum-cost copy-number tree $T^*$ whose $n$ leaves are labeled by $\mathbf{c}_1, \ldots, \mathbf{c}_n$. However, with bulk-sequencing data the observations correspond to $k$ samples obtained from a single tumor in different regions or at different time points. Each sample corresponds to a mixture of $n$ extant clones of an unknown copy-number tree in unknown proportions. Recall that $m$ is the number of segments. Our observations are thus described by the $m \times k$ fractional copy-number matrix $\mathbf{F} = [f_{s,p}]$ where the fraction $f_{s,p} \in \mathbb{R}_{\geq 0}$ is the average copy number of segment $s$ in sample $p$.

Let $T$ be a copy-number profile tree with $n$ leaves. We represent the profiles of the clones of $T$ by the $m \times n$ copy-number matrix $\mathbf{C} = [c_{s,i}]$ such that the $i$-th column of $\mathbf{C}$ corresponds to the profile $\mathbf{c}_i$ of clone $i$, i.e. $\mathbf{C} = (\mathbf{c}_1, \ldots, \mathbf{c}_n)$. We say that $\mathbf{C}$ generates $T$ if $T$ is a copy-number tree whose leaves are labeled by the profiles in $\mathbf{C}$ and such that each internal vertex $\mathbf{v}_i$ is labeled by a profile $\mathbf{c}_i$ with $c_{s,i} \leq c_{\text{max}}$ for each segment $s$. The $n \times k$ usage matrix $\mathbf{U} = [u_{i,p}]$ describes the mixing proportion $u_{i,p} \in \mathbb{R}_{\geq 0}$ of clone $i$ in sample $p$ such that the sum of the mixing proportions for each sample $p$ is 1. The observed fractional copy-number fraction $\mathbf{F}$ is thus modeled by $\mathbf{F} = \mathbf{C}\mathbf{U}$. We have the following problem.
Figure 10.3: **Copy-Number Tree Mixture Deconvolution (CNTMD) problem.** A tumor acquires somatic mutations over time and thus consists of heterogeneous subpopulations of cells, or clones. The tumor clones are colored in red, dark and light green, whereas the normal clone is colored in yellow. Five samples are sequenced with bulk-sequencing technology yielding fraction copy-number matrix $F$. We model the evolution of the copy-number aberrations by a copy-number tree $T$ (right), whose vertices are labeled by integer copy numbers, whose leaves correspond to clones, and whose edges are labeled by interval events. We combine the deconvolution of these fractional copy numbers ($F$) with the inference of the evolution of clones ($T$). More specifically, CNTMD deconvolves/factors $F$ into the integer copy numbers $C$ of the extant clones and their proportions $U$ such that $F = CU$ and $C$ generates by a copy-number tree $T$ with the minimum number of interval events.

**Problem 10.2 (Copy-Number Tree Mixture Deconvolution (CNTMD))**

*Given an $m \times k$ fractional copy-number matrix $F$, a number $n$ of clones, and a maximum copy number $c_{\text{max}}$, find an $m \times n$ copy-number matrix $C$ generating $T^*$ and an $n \times k$ usage matrix $U$, such that $F = CU$ and $\Lambda(T^*)$ is minimum.*

The goal of the problem is thus to deconvolve the observed fractional copy-numbers $F$ as mixtures of the copy-number profiles $C$ of the leaves of the most parsimonious tree $T^*$, according to mixing proportions $U$. Figure 10.3 depicts the scheme of the approach and its intuitive idea.
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In this chapter we show that CNT is NP-hard by reduction from the Maximum Parsimony Phylogeny (MPP) problem [58]. In MPP, we seek to find a binary phylogeny $T$, which is a full binary tree whose vertices are labeled by binary vectors of size $n$. The cost of a binary phylogeny $T$ is defined as the sum of the Hamming distances of the two binary vectors associated with each edge. We are only given the leaves of an unknown binary phylogeny in the form of $k$ binary vectors $b_1, \ldots, b_k$ of size $n$, and the task is to find a minimum-cost binary phylogeny $T$ with $k$ leaves such that each leaf $v_i \in L(T)$ is labeled by $b_i$ and the root is labeled by a vector of all 0s. We consider the decision version where we are asked whether there exists a binary phylogeny $T$ with cost at most $h$. This problem is NP-complete [58].

We start by defining the transformation (Fig. 11.1). Let $b_1, \ldots, b_k$ be an instance of MPP such that $|b_i| = n$. The corresponding CNT-instance has parameter $e = 2$ and profiles $c_1, \ldots, c_{k+1}$ of length $n + (n - 1)nk$. Each input profile $c_i$, where $i \in \{1, \ldots, k\}$, is defined as

$$c_i = \phi(b_i) = (\phi(b_{i,1}) \Omega \phi(b_{i,2}) \Omega \cdots \Omega \phi(b_{i,k}))$$

(11.1)

where

$$\phi(b_{i,s}) = \begin{cases} 1, & \text{if } b_{i,s} = 1, \\ 2, & \text{otherwise} \end{cases}$$

(11.2)
and $\Omega$, called a wall, is a vector of size $nk$ such that for each $j \in \{1, \ldots, nk\}$

$$
\Omega_j = \begin{cases} 
2, & \text{if } j \text{ is odd}, \\
1, & \text{otherwise}. 
\end{cases}
$$

Informally, $c_i$ is defined as a vector consisting of true segments (which correspond to the original values) that are separated by walls (which are vectors $\Omega$ of alternating 2, 1 values of length $nk$). The purpose of wall segments $\Omega$ is to prevent an event from spanning more than one true segment. Profile $c_{k+1}$ consists of only 2’s, and plays a role in initializing the wall elements $\Omega$ immediately from the all 2’s root. This transformation can be computed in polynomial time, and it is used in the following proof of hardness.

**Theorem 11.1** The CNT problem is NP-hard.

**Proof** We claim that MPP instance, composed of $b_1, \ldots, b_k$ such that $|b_i| = n$, admits a binary phylogeny $T$ with cost at most $h$ if and only if the corresponding CNT instance, composed of $c_1, \ldots, c_{k+1}$ and $e = 2$ such that $|c_i| = n$, admits a copy-number tree $T'$ with cost at most $h + W$ where $W = (n-1)nk/2$. Note that $(n-1)nk$ is even, and thus $W \in \mathbb{N}$. Intuitively, $W$ represents the cost of ‘initializing’ the wall elements $\Omega$.

$(\Rightarrow)$ Let $T$ be a binary phylogeny with cost $\Delta(T) \leq h$. We denote by $b_i$ the binary vector of vertex $v_i \in V(T)$. For each true segment $s \in [n]$, the corresponding segment in the transformation is denoted by $a(s)$. We show that given $T$ we can construct a copy-number tree $T'$ such that $\Delta(T') = \Delta(T) + W$. Tree $T'$ is composed of a root vertex $r(T')$ whose two children correspond to tree $T$ (rooted at $r(T)$) and an additional leaf

Figure 11.1: **Transformation of an MPP instance to a CNT instance.** Left shows an MPP instance and solution $T$, whereas right shows the corresponding CNT instance and solution $T'$. Edges are labeled by the cost of the associated events and their affected segments are colored in blue.
w labeled by \( c_{k+1} \). The remaining vertices \( v \in V(T') \setminus \{w\} \) are labeled by \( c_i = \phi(b_i) \) (see Eq. (11.1)). The edge \((r(T'), w)\) of \( T'\) relates two vertices with the same profile and thus has cost 0. The other edge \((r(k), r(T))\) has cost \( W \), which corresponds to the number of wall segments that need to be initialized to 1 (these are common to all leaves \( c_1, \ldots, c_k \)). Let’s consider an edge \((v_i, v_j)\) of \( T \) with Hamming distance \( \Delta \).

First, observe that the Hamming distance equals the number of flips required to transform \( \mathbf{b}_i \) into \( \mathbf{b}_j \). We describe how to obtain a sequence of events \( \sigma(i, j) \) on the corresponding edge \((v_i, v_j)\) in \( T' \) such that \( \delta(i, j) = \Delta \). Consider segment \( s \in [n] \). A flip from 0 to 1 at segment \( s \) corresponds to a deletion event \((a(s), a(s), -1)\). Conversely, a flip from 1 to 0 in segment \( s \) corresponds to an amplification event \((a(s), a(s), +1)\).

Recall that \( \delta(i, j) = \sum_{(s, t, b) \in \sigma(v_i, v_j)} |b| \). It thus follows that \( \Delta(T') = \Delta(T) + W \). Since \( \Delta(T) \leq h \), we thus have \( \Delta(T') \leq h + W \).

\( (\Leftarrow) \) Let \( T' \) be a copy-number tree with cost \( \Delta(T') \leq h + W \). We denote by \( c_i \) the profile of vertex \( v_i \in V(T') \). We show that \( T' \) can be transformed into a binary phylogeny \( T \) such that \( \Delta(T) \leq h \). We distinguish two cases \( h \geq nk + 1 \) and \( h \leq nk \).

1. If \( h \geq nk + 1 \), we can construct a naive binary phylogeny \( T \) whose internal vertices are labeled with the same binary vector as the root (all 0s). The cost of \( T \) is at most \( kn \), and thus \( \Delta(T) \leq nk + 1 \leq h \).

2. Now let’s consider the case where \( h \leq nk \). We assume without loss of generality that \( n \geq 4 \). Now, \( h < W \) since \( nk < W \) for \( n \geq 4 \). Hence, \( \Delta(T') < 2W \).

Recall that the root vertex \( r(T') \) has 2’s at every segment including the walls. We claim that \( r(T') \) has two children one of which is a leaf labeled by \( c_{k+1} \). Assume for a contradiction that this is not the case and that the two children split \( L(T') \) into two sets \( L_1 \) and \( L_2 \) such that \(|L_1| > 1\) and \(|L_2| > 1\). Thus there exist distinct leaves \( v_1 \in L_1 \) and \( v_2 \in L_2 \) such that for the respective profiles it holds that \( y_1 \neq c_{k+1} \) and \( y_2 \neq c_{k+1} \). Now the cost to initialize the wall elements of \( y_1 \) and \( y_2 \) is at least \( 2W \), which yields a contradiction. It thus follows that tree \( T' \) must be composed of a root vertex \( r(T') \) whose first child corresponds to tree \( T'' \) (rooted at \( r(T'') \)) and second child is a leaf \( w \) labeled by \( c_{k+1} \). We focus our attention on \( T'' \).

We claim that there is no event in \( T'' \) that covers more than one true segment. Assume for a contradiction that such an event \((s, t, b)\) exists. By construction, segments \( s \) and \( t \) span at least one wall \( \Omega \). In our restricted setting where \( e = 2 \) and where the leaves of \( T'' \) do not contain 0s, the event \((s, t, b)\) can only be applied if all segments from \( s \) to \( t \) have the same value. As such, this event must be preceded by at least \( nk \) other events (which is the length of a wall \( \Omega \)). These events may be on the same edge or any ancestral edge. Therefore, \( \Delta(T'') \geq nk + 1 \), which is a contradiction. Hence, events in \( T'' \) where \( \Delta(T'') \leq nk \) span at most one true segment.
Finally, we show how to construct a binary phylogeny $T$ from $T''$ such that $\Delta(T) \leq h \leq nk$. $T$ has the same topology of $T''$. Moreover, each vertex $v_i \in V(T)$ is labeled by a binary vector $b_i$ such that $c_i = \phi(b_i)$. Let’s consider an edge $(v_i, v_j)$ of $T''$ labeled by events $\sigma(i, j)$ and with cost $\delta(i, j) = \zeta$. Each event $(s, t, b) \in \sigma(i, j)$ spans at most one true segment (but may contain parts of a wall $\Omega$). Let $X \subseteq [n]$ be the set of true segments spanned by events in $\sigma(i, j)$. Observe that $|X| \leq \zeta$. Therefore, the Hamming distance between $b_i$ and $b_j$ is at most $|X|$. Hence, $\Delta(T) \leq \Delta(T'') \leq h$. 

□
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This chapter describes the methods that we design for dealing with the CNT and CNTMD problems introduced in Chapter 10. Firstly, in Section 12.1 we present a ILP formulation for solving CNT. Next, in Section 12.2 we present a coordinate-descent algorithm for solving a distance-based variant of CNTMD. This algorithm includes an extended variant of the previous ILP formulation and comprises several steps whose details are described in the same Section 12.2. The implementations of all the methods presented in this section are currently available upon request.

12.1 ILP Formulation for CNT

In this section we describe an ILP for CNT consisting of \(O(k^2n + kn\log e)\) variables and \(O(k^2n + kn\log e)\) constraints. Let \((c_1, \ldots, c_k, e)\) be an instance of CNT. Recall that we seek to find a full binary tree with \(k\) leaves. We define a directed graph \(G\) that contains any full binary tree with \(k\) leaves as a spanning tree. As such, \(|V(G)| = 2k - 1\). The vertex set \(V(G)\) consists of a subset \(L(G)\) of leaves such that \(|L(G)| = k\). We denote by \(r(T) \in V(G) \setminus L(G)\) the vertex that corresponds to the root vertex. Throughout the following, we consider an order \(v_1, \ldots, v_k, \ldots, v_{2k-1}\) of the
vertices in $V(G)$ such that $v_1 = r(T)$ and $(v_k, \ldots, v_{2k-1}) = L(G)$. The edge set $E(G)$ has edges $(v_i, v_j) | 1 \leq i < k, 1 \leq i < j \leq 2k-1$. We denote by $N^-(j)$ the set of vertices incident to an outgoing edge to $j$. Conversely, $N^+(i)$ denotes the set of vertices incident to an incoming edge from $i$. We make the following two observations.

**Observation 12.1** $G$ is a directed acyclic graph.

**Observation 12.2** Any copy-number tree $T$ is a spanning tree of $G$.

We now proceed to define the set of feasible solutions $(X, Y)$ to a CNT instance $(c_1, \ldots, c_k, e)$ by introducing constraints and variables modeling the tree topology, and vertex labeling and edge costs. More specifically, variables $X = [x_{i,j}]$ encode a spanning tree $T$ of $G$ and variables $Y = [y_{i,s}]$ encode the profiles of each vertex such that $X$ and $Y$ combined induce edge costs. In the following we provide more details.

**Tree Topology.** The goal is to enforce that we select a spanning tree $T$ of $G$ that is a full binary tree. To do so, we introduce a binary variable $x_{i,j} \in \{0, 1\}$ for each edge $(v_i, v_j) \in E(G)$ indicating whether the corresponding edge $(v_i, v_j)$ is in $T$. Note that by construction $i < j$. We require that each vertex $v \in V(G) \setminus \{v_1\}$ has exactly one incoming edge in $T$.

$$\sum_{i \in N^-(j)} x_{i,j} = 1 \quad 1 < j \leq 2k-1 \quad (12.1)$$

We require that each vertex $v \in V(G) \setminus L(G)$ has two outgoing edges in $T$.

$$\sum_{j \in N^+(i)} x_{i,j} = 2 \quad 1 \leq i < k \quad (12.2)$$

**Vertex Labeling and Edge Costs.** We introduce variables $y_{i,s} \in \{0, \ldots, e\}$ that encode the copy-number state of segment $s$ of vertex $v_i$. Since the profiles of each leaf as well as the root vertex are given, we have the following constraints.

$$y_{1,s} = 2 \quad (12.3)$$

$$y_{i,s} = c_{i-k+1,s} \quad (12.4)$$

for each $i \in [k, 2k-1]$ and each $s \in [1,n]$.

Next, we encode a set $\sigma(v_i, v_j)$ of events that transform the profile $y_i$ of $v_i$ into profile $y_j$ of $v_j$. Recall that an event is a triple $(s, t, b)$ and corresponds to an amplification if $b > 0$ and a deletion otherwise. We model the cost of the amplifications and the cost of the deletions covering any segment $s$ with two separate variables.
for each edge following a result from \([139]\), we have that there exists an optimal solution such that 

\[
\sigma
\]

is a cover for segment \(s\). Following four different cases (Table 12.1).

Now, we consider the effect of amplifications and deletions on a segment \(s\). Following a result from \([139]\), we have that there exists an optimal solution such that for each edge \((v_i, v_j)\) there are two sets of events \(\sigma^-(v_i, v_j)\) and \(\sigma^+(v_i, v_j)\) that yield \(y_{i,s}\) from \(y_{i,s}\) by first applying \(\sigma^-(v_i, v_j)\) followed by \(\sigma^+(v_i, v_j)\). If a subset of the events in \(\sigma^-(v_i, v_j)\) results in segment \(s\) reaching value 0, the remaining amplifications and deletions will not change the value of that segment. We distinguish the following four different cases (Table 12.1).

(a) \(y_{i,s} = 0\) and \(y_{j,s} = 0\): Since both segments have value 0, the number of amplifications \(a_{i,j,s}\) and deletions \(d_{i,j,s}\) are between 0 and \(e\).

(b) \(y_{i,s} \neq 0\) and \(y_{j,s} \neq 0\): Since \(y_{j,s} > 0\), the number of deletions \(d_{i,j,s}\) must be strictly smaller than \(y_{i,s}\). Moreover, it must hold that \(y_{j,s} + d_{i,j,s} = y_{i,s} + a_{i,j,s}\).

(c) \(y_{i,s} \neq 0\) and \(y_{j,s} = 0\): Recall that following a result in \([139]\), deletions precede amplifications. As such, the number of deletions \(d_{i,j,s}\) must be at least \(y_{i,s}\).

(d) \(y_{i,s} = 0\) and \(y_{j,s} \neq 0\): Once a segment \(s\) has been lost it cannot be regained. As such, this case is infeasible.

To capture the conditions of the four cases, we introduce binary variables \(\tilde{y}_{i,s} \in \{0, 1\}\) and constraints such that \(\tilde{y}_{i,s} = 1\) iff \(y_{i,s} \neq 0\).

\[
y_{i,s} = \sum_{q=0}^{\lfloor \log_2(e) \rfloor + 1} 2^q \cdot z_{i,s,q} \tag{12.5}
\]

\[
\tilde{y}_{i,s} = \sum_{q=0}^{\lfloor \log_2(e) \rfloor + 1} z_{i,s,q} \tag{12.6}
\]
\[ \hat{y}_{i,s} \geq z_{i,s,q} \tag{12.7} \]
\[ z_{i,s,q} \in \{0,1\} \tag{12.8} \]

for each \( i \in [1, 2k-1] \), each \( s \in [1,n] \), and each \( q \in [0, \lfloor \log_2(e) \rfloor + 1] \). Since \( a_{i,j,s}, d_{i,j,s} \in \{0, \ldots, e\} \), the upper bound constraints involving \( e \) are covered. In particular, case (a) is captured in its entirety. We capture case (b) with the following constraints.

\[ y_{j,s} \leq y_{i,s} - d_{i,j,s} + a_{i,j,s} + 2e(2 - \hat{y}_{i,s} - \hat{y}_{j,s}) \tag{12.9} \]
\[ y_{j,s} + 2e(2 - \hat{y}_{i,s} - \hat{y}_{j,s}) \geq y_{i,s} - d_{i,j,s} + a_{i,j,s} \tag{12.10} \]
\[ d_{i,j,s} \leq y_{i,s} - 1 + (e+1)(2 - \hat{y}_{i,s} - \hat{y}_{j,s}) \tag{12.11} \]

for each segment \( s \in [1,n] \) and each edge \((v_i,v_j) \in E(G)\). In the case of \( \hat{y}_{i,s} = 1 \) and \( \hat{y}_{j,s} = 1 \), constraints (12.9) and (12.10) model the equation \( y_{j,s} + d_{i,j,s} = y_{i,s} + a_{i,j,s} \), whereas constraints (12.11) ensure that \( d_{i,j,s} \leq y_{i,s} \). Next, we model case (c) using the following constraints.

\[ y_{i,s} \leq d_{i,j,s} + e(1 - \hat{y}_{i,s} + \hat{y}_{j,s}) \tag{12.12} \]

for each segment \( s \in [1,n] \) and each edge \((v_i,v_j) \in E(G)\). Finally, the following constraints, which encode that if \( x_{i,j} = 1 \) then \( \hat{y}_{i,s} = 0 \) implies \( \hat{y}_{j,s} = 0 \), prevent case (d) from happening.

\[ (1 - x_{i,j}) + \hat{y}_{i,s} \geq \hat{y}_{j,s} \tag{12.13} \]

for each segment \( s \in [1,n] \) and each edge \((v_i,v_j) \in E(G)\).

The cost of a tree \( T \) is the sum of the costs of the events associated to each edge \((v_i,v_j) \in E(T)\). We model the cost of an edge \((v_i,v_j)\) as the sum of the number of amplifications and deletions that start at each segment \( s \). Variables \( \bar{a}_{i,j,s} \in \{0, \ldots, e\} \) and \( \bar{d}_{i,j,s} \in \{0, \ldots, e\} \) represent the number of new amplifications and deletions, respectively, that start at segment \( s \). We model this using the following constraints.

\[ \bar{a}_{i,j,s} \geq a_{i,j,s} - a_{i,j,s-1} \tag{12.14} \]
\[ \bar{d}_{i,j,s} \geq d_{i,j,s} - d_{i,j,s-1} \tag{12.15} \]
\[ a_{i,j,0} = 0 \tag{12.16} \]
\[ d_{i,j,0} = 0 \tag{12.17} \]

for each segment \( s \in [1,n] \) and each edge \((v_i,v_j) \in E(G)\).

The objective is to minimize the cost of the events of the selected tree \( T \), which corresponds to

\[
\min \sum_{(v_i,v_j) \in E(G)} \sum_{1 \leq s \leq n} x_{i,j} \cdot (\bar{a}_{i,j,s} + \bar{d}_{i,j,s})
\tag{12.18}
\]
We model the product using the following constraint.

\[
    w_{i,j,s} \geq \tilde{a}_{i,j,s} + \tilde{d}_{i,j,s} - (1 - x_{i,j}) \cdot 2e
\]

for each segment \( s \in [1, n] \) and each edge \((v_i, v_j) \in E(G)\).

In the following Section 12.1.1, we report the complete ILP formulation.

### 12.1.1 Copy-Number Tree Problem: Complete ILP

The ILP formulation is reproduced in its entirety below. We define \( M = \lfloor \log_2(e) \rfloor + 1 \).

\[
\begin{align*}
    \min & \quad \sum_{(v_i, v_j) \in E(G)} \sum_{1 \leq s \leq n} w_{i,j,s} \\
    \text{s.t.} & \quad \sum_{i \in N^-(j)} x_{i,j} = 1 \quad 1 < j \leq 2k - 1 \\
    & \quad \sum_{j \in N^+(i)} x_{i,j} = 2 \quad 1 \leq i < k \\
    & \quad y_{1,s} = 2 \quad 1 \leq s \leq n \\
    & \quad y_{i,s} = c_{i-k+1,s} \quad k \leq i \leq 2k - 1, 1 \leq s \leq n \\
    & \quad y_{i,s} = \sum_{q=0}^{M} 2^q \cdot z_{i,s,q} \quad 1 \leq i \leq 2k - 1, 1 \leq s \leq n \\
    & \quad \tilde{y}_{i,s} \leq \sum_{q=0}^{M} z_{i,s,q} \quad 1 \leq i \leq 2k - 1, 1 \leq s \leq n \\
    & \quad y_{j,s} \leq y_{1,s} - d_{i,j,s} + a_{i,j,s} + 2e(2 - \tilde{y}_{i,s} - \tilde{y}_{j,s}) \quad 1 \leq s \leq n, (v_i, v_j) \in E(G) \\
    & \quad y_{j,s} + 2e(2 - \tilde{y}_{i,s} - \tilde{y}_{j,s}) \geq y_{i,s} - d_{i,j,s} + a_{i,j,s} \quad 1 \leq s \leq n, (v_i, v_j) \in E(G) \\
    & \quad d_{i,j,s} \leq y_{i,s} - 1 + (e + 1)(2 - \tilde{y}_{i,s} - \tilde{y}_{j,s}) \quad 1 \leq s \leq n, (v_i, v_j) \in E(G) \\
    & \quad y_{i,s} \leq d_{i,j,s} + e(1 - \tilde{y}_{i,s} + \tilde{y}_{j,s}) \quad 1 \leq s \leq n, (v_i, v_j) \in E(G) \\
    & \quad (1 - x_{i,j}) + \tilde{y}_{i,s} \geq \tilde{y}_{j,s} \quad 1 \leq s \leq n, (v_i, v_j) \in E(G) \\
    & \quad \tilde{a}_{i,j,s} \geq a_{i,j,s} - a_{i,j,s-1} \quad 1 \leq s \leq n, (v_i, v_j) \in E(G) \\
    & \quad \tilde{d}_{i,j,s} \geq d_{i,j,s} - d_{i,j,s-1} \quad 1 \leq s \leq n, (v_i, v_j) \in E(G) \\
    & \quad a_{i,j,0} = 0 \\
    & \quad d_{i,j,0} = 0 \\
    & \quad w_{i,j,s} \geq \tilde{a}_{i,j,s} + \tilde{d}_{i,j,s} - (1 - x_{i,j}) \cdot 2e \quad 1 \leq s \leq n, (v_i, v_j) \in E(G) \\
    & \quad x_{i,j} \in \{0, 1\} \\
    & \quad y_{i,s} \in \{0, \ldots, e\} \quad 1 \leq i \leq 2k - 1, 1 \leq s \leq n \\
    & \quad \tilde{y}_{i,s} \in \{0, 1\} \quad 1 \leq i \leq 2k - 1, 1 \leq s \leq n \\
    & \quad z_{i,s,q} \in \{0, 1\} \quad 1 \leq i \leq 2k - 1, 1 \leq s \leq n, 0 \leq q \leq M
\end{align*}
\]
12.2 Coordinate-descent Algorithm for CNTMD

We suspect that CNTMD is computationally hard, as the related unmixed version, the CNT problem, is NP-hard (Chapter 11). In fact, we need to solve an instance of CNT in CNTMD for computing the cost of the tree. Moreover, other similar deconvolution problems under a tree constraint are NP-hard as well [44, 46]. As such, we design an algorithm inspired by the coordinate-descent paradigm for solving a distance-based version of CNTMD where we aim to infer copy-numbers \(C\) with \(n\) clones (columns) and mixing proportions \(U\) that minimize the distance between the observed and inferred fractional copy numbers:

\[
\|F - CU\| = \sum_{1 \leq s \leq m} \sum_{1 \leq p \leq k} \left| f_{s,p} - \sum_{1 \leq i \leq n} c_{s,i} u_{i,p} \right|.
\]  (12.20)

Under a parsimony constraint, we impose a maximum cost \(\Lambda_{\text{max}}\) on the copy-number tree \(T\) generated by \(C\). That is, we require that \(C\) generates \(T\) such that \(\Lambda(T) \leq \Lambda_{\text{max}}\) and we consider the following problem.

**Problem 12.1 (distance-based CNTMD (d-CNTMD))** Given an \(m \times k\) fractional copy-number matrix \(F\), a number \(n\) of clones, a maximum copy-number \(c_{\text{max}}\), and a maximum cost \(\Lambda_{\text{max}}\), find (1) an \(m \times n\) copy-number matrix \(C\) generating \(T\) and (2) an \(n \times k\) usage matrix \(U\) such that \(\Lambda(T) \leq \Lambda_{\text{max}}\) and \(\|F - CU\|\) is minimum.

First, in Section 12.2.1 we describe a coordinate-descent algorithm for solving the above problem for a fixed maximum cost \(\Lambda_{\text{max}}\). Next, in Section 12.2.2 we present a scheme that searches for the maximum cost \(\Lambda^*\) that achieves a good trade-off between the distance \(\|F - CU\|\) and the cost of the resulting tree \(T\). Lastly, Section 12.2.3 reports several details about the implementation of the algorithm and its input parameters, as well as some consideration about features that could be integrated in the algorithm for exploiting additional information on the composition of the input samples.

12.2.1 Coordinate-descent Algorithm With a Fixed \(\Lambda_{\text{max}}\)

Following the coordinate-descent paradigm, we split the variables of \(d\)-CNTMD and obtain two subproblems with the same objective of minimizing the distance
\[ \|F - CU\| \]. In these subproblems either matrix \( C \) or matrix \( U \) is fixed. An iteration \( t \) consists of two steps. In the \( C \)-step, we are given a usage matrix \( U_{t-1} \) and we search for a copy-number matrix \( C_t \) minimizing \( \|F - C_t U_{t-1}\| \) such that \( C \) generates \( T \) with cost \( \Lambda(T) \leq \Lambda_{\text{max}} \). Conversely, in the \( U \)-step we take the matrix \( C_t \) as input and seek a usage matrix \( U_t \) such that \( \|F - C_t U_t\| \) is minimized.

To account for different local optima, we use \( Q \) different initial usage matrix \( U_{0,0}, \ldots, U_{Q,0} \). We generate these usage matrices in a sparse way using a method based on random-number partitions (Section 12.2.1.4). It is easy to see that this scheme produces a sequence of matrices \((C_{q,t}, U_{q,t}), (C_{q,t+1}, U_{q,t+1}), \ldots\) such that \( \|F - C_{q,t} U_{q,t}\| \geq \|F - C_{q,t+1} U_{q,t+1}\| \) as both \( C_{q,t+1} \) and \( U_{q,t+1} \) can be chosen equal to the previous matrices \( C_{q,t} \) and \( U_{q,t} \) resulting in the same distance \( \|F - C_{q,t} U_{q,t}\| \). We iterate until \( \|F - C_{q,t} U_{q,t}\| \) drops below a convergence threshold or the number of iterations reaches a specified number \( K \).

Our algorithm computes \((C_{q,K}, U_{q,K})\) for each starting point \( U_{q,0} \) and selects the matrices \((C', U^*)\) that minimize the distance \( \|F - C_{q,K} U_{q,K}\| \). However, multiple copy-number trees \( T' \) with \( \Lambda(T') \leq \Lambda_{\text{max}} \) can be generated by \( C' \) as well as by a different copy-number matrix \( C'' \) with \( \|F - C'' U^*\| = \|F - C' U^*\| \). Thus, to find \( T^* \) of minimum cost \( \Lambda(T^*) = \Lambda_{\text{max}} \) generated by a copy-number matrix \( C^* \) with \( \|F - C^* U^*\| = \|F - C' U^*\| \), we introduce a refinement step (Section 12.2.1.5). Figure 12.1 depicts the scheme of the coordinate-descent algorithm.

We present a LP formulation for the \( U \)-step in Section 12.2.1.1. Next, we present the main aspects of the ILP formulation for the \( C \)-step in Section 12.2.1.2 by highlighting the differences with the ILP for CNT previously designed in this chapter. A detailed description of this ILP for the \( C \)-step is subsequently presented in Section 12.2.1.3. Lastly, the procedure for generating the starting points is presented in Section 12.2.1.4, whereas the details of the refinement step are reported in Section 12.2.1.5.

12.2.1.1 \( U \)-step In the \( U \)-step, we are given fractional matrix \( F \) and copy-number matrix \( C \), and seek a usage matrix \( U \) with real-valued entries mini-
mizing the distance $\|F - CU\|$. We linearize the distance function $\|F - CU\|$ and formulate the resulting the optimization problem as a linear program (LP) with $O(km)$ variables and $O(km)$ constraints. We model the absolute difference $|f_{s,p} - \sum_{1 \leq i \leq n} c_{s,i}u_{i,p}|$ by variables $\tilde{f}_{s,p}$ for each sample $p$ and segment $s$. We require that $\tilde{f}_{s,p} \geq f_{s,p} - \sum_{1 \leq i \leq n} c_{s,i}u_{i,p}$ and $\tilde{f}_{s,p} \geq \sum_{1 \leq i \leq n} c_{s,i}u_{i,p} - f_{s,p}$. Thus, the objective is $\sum_{1 \leq s \leq m, 1 \leq p \leq k} \tilde{f}_{s,p}$. Moreover, we introduce variables $0 \leq u_{i,p} \leq 1$ that represent the usage of a clone $i$ in sample $p$. We constraint the usages of each sample to sum to 1, i.e. $\sum_{1 \leq i \leq n} u_{i,p} = 1$ for each sample $p$. The full LP for the $U$-step is reproduced in its entirety below.

$$\min \sum_{1 \leq p \leq m} \sum_{1 \leq s \leq n} \tilde{f}_{p,s}$$

$$\tilde{f}_{s,p} \geq f_{s,p} - \sum_{1 \leq i \leq 2n-1} c_{s,i}x_{i,p} \quad 1 \leq p \leq k, 1 \leq s \leq m$$

$$\tilde{f}_{s,p} \geq \sum_{1 \leq i \leq 2n-1} c_{s,i}x_{i,p} - f_{s,p} \quad 1 \leq p \leq k, 1 \leq s \leq m$$

$$\sum_{1 \leq i \leq n} x_{i,p} = 1 \quad 1 \leq p \leq k$$

12.2.1.2 C-step In the C-step, we are given a fractional matrix $F$ and a usage matrix $U$, and seek a copy-number matrix $C$ with integer entries minimizing the distance $\|F - CU\|$. Similarly, to the $U$-step we linearize the distance function $\|F - CU\|$ by modeling the absolute different with variables $\tilde{f}_{s,p}$ and their corresponding constraints. Since the variables $c_{s,i}$ that model matrix $C$ are integer, we formulate the problem as an integer linear program (ILP) with $O(n^2m + nm \log \Lambda_{\text{max}} + km)$ variables and constraints. Our formulation introduces new constraints that improve upon the model introduced in Section 12.1. In the following we describe the main variables and constraints of the ILP. We provide a detailed description of the ILP formulation in Section 12.2.1.3.

More specifically, we are given $(F, U, c_{\text{max}}, \Lambda_{\text{max}})$ and seek a copy-number matrix $C$ that minimizes $\|F - CU\|$ such that $C$ generates a tree $T$ whose cost $\Lambda(T)$ is at most $\Lambda_{\text{max}}$. We introduce binary variables $X = [x_{i,j}]$ and integer variables $C = [c_{s,i}]$ to model the topology of $T$ and to label its vertices and edges, respectively. From $C$, which encodes the copy-number profiles of all the vertices of $T$, the copy-number matrix $C$ can be obtained, which encodes the copy-number profiles of the leaves of $T$.

Topology of $T$. Recall that $T$ is a full binary tree (Definition 10.1). We build a directed acyclic graph $G = (V, E)$ containing all copy-number trees $T$ with $n$ leaves as spanning trees. A variable $x_{i,j}$ is introduced for each edge $(v_i, v_j) \in E$ indicating whether $(v_i, v_j)$ is an edge of $T$. To encode that $T$ is a full binary spanning tree of $G$,
we require that each non-root vertex has exactly one incoming edge and that each internal vertex has two outgoing edges.

**Vertex and edge labeling.** We introduce integer variables \( c_{s,i} \in \{0, \ldots, c_{\text{max}}\} \) to encode the profiles of each vertex \( v_i \). More precisely, \( c_{s,i} \) encodes the copy-number state of segment \( s \) of vertex \( v_i \). Since the profile of the root vertex is diploid, we set \( c_{s,r(T)} = 2 \) of every segment \( s \) of the root \( r(T) \). From these profiles and the topology of \( T \) as captured by variables \( x_{i,j} \), we obtain the events \( E(i,j) \) that transform the profile \( c_i \) into the profile \( c_j \) and their cost for any edge \((v_i,v_j)\). We model the amplifications and deletions covering any segment \( s \) in \( E(i,j) \) with two separate variables \( a_{s,i,j} \in \{0, \ldots, c_{\text{max}}\} \) and \( d_{s,i,j} \in \{0, \ldots, c_{\text{max}}\} \), respectively. We model the cost of an edge \((v_i,v_j)\) as the sum of the amplifications and deletions starting on each segment \( s \) by introducing variables \( a_{s,i,j} \in \{0, \ldots, c_{\text{max}}\} \) and \( d_{s,i,j} \in \{0, \ldots, c_{\text{max}}\} \), respectively. As such, \( \bar{a}_{s,i,j} \) is equal to \( \max(a_{s,i,j} - a_{s-1,i,j}, 0) \) and, symmetrically, \( \bar{d}_{s,i,j} \) is equal to \( \max(d_{s,i,j} - d_{s-1,i,j}, 0) \). We force \( \bar{a}_{s,i,j} \) and \( \bar{d}_{s,i,j} \) to be equal to 0 when the corresponding edge \((v_i,v_j)\) is not in \( T \), i.e. \( x_{i,j} = 0 \). Hence, the cost \( \Lambda(T) \) is the sum of the costs of all the edges, and we require that this cost is at most \( \Lambda_{\text{max}} \).

We can express the cost of the tree as the sum of the costs of all the edges thanks to the new constraints, compared to the previous model in Section 12.1 that force the edges to be empty and the corresponding variables to be equal to 0 when the related edge is not in \( T \). Recall that, without loss of generality, deletions precede amplifications on each edge and that a segment \( s \) reaching 0 cannot change value anymore. As such, we distinguish four different cases on whether \( c_{s,i} \) and \( c_{s,j} \) are equal or different from 0. We provide additional details in Table 12.2 and in the following Section 12.2.1.3.

**12.2.1.3 Detailed C-step** In this section we report a detailed description of the ILP for the \( C \)-step described in the previous section. This ILP is an extended variant of the one that have been designed for CNT in Section 12.1. The ILP consists of \( O(n^2m + nm \log \Lambda_{\text{max}} + km) \) variables and \( O(n^2m + nm \log \Lambda_{\text{max}} + km) \) constraints.

Let \((F,U,c_{\text{max}},\Lambda_{\text{max}})\) be an instance of CNTMD with a fixed usage matrix \( U \). We seek to find a collection \( C \) of \( n \) profiles generating a copy-number tree \( T^* \) with \( \Lambda(T^*) \leq \Lambda_{\text{max}} \). Recall that \( T^* \) is a full binary tree by definition. We define a directed graph \( G \) that contains any full binary tree with \( n \) leaves as a spanning tree. As such, \( |V(G)| = 2n - 1 \). The vertex set \( V(G) \) consists of a subset \( L(G) \) of leaves such that \( |L(G)| = n \). Recall that \( r(T) \) is the root vertex and we are considering an ordering \( v_1, \ldots, v_k, \ldots, v_{2n-1} \) of the vertices in \( V(G) \) such that \( v_{2n-1} = r(T) \) and \( \{v_1, \ldots, v_n\} = L(G) \). The edge set \( E(G) \) has edges \( \{(v_i,v_j)\} \) \((n+1 \leq i \leq 2n-1, 1 \leq j < i)\). We denote by \( N^-(j) \) the set of vertices \( i \) with an outgoing edge to \( j \). Conversely,
denotes the set of vertices \( j \) with incoming edge from \( i \). We make the following two observations.

**Observation 12.3** \( G \) is a directed acyclic graph.

**Observation 12.4** Any copy-number tree \( T \) is a spanning tree of \( G \).

We now proceed to define the set of feasible solutions \((X, Y)\) to the instance \((F, M, c_{\text{max}}, A_{\text{max}})\) by introducing constraints and variables modeling the tree topology, vertex labeling and edge costs. More specifically, variables \( X = [x_{i,j}] \) encode a spanning tree \( T \) of \( G \) and variables \( Y = [y_{s,i}] \) encode the profiles of each vertex such that \( X \) and \( Y \) combined induce edge costs. Note that here \( Y \) corresponds to the previous \( \tilde{C} \), but we use \( Y \) to have a symmetrical description to one in Section 12.1. In the following we provide more details.

**Tree Topology.** The goal is to select a spanning tree \( T \) of \( G \) that is a full binary tree. To do so, we introduce a binary variable \( x_{i,j} \in \{0, 1\} \) for each edge \((v_i, v_j) \in E(G)\) indicating whether the corresponding edge \((v_i, v_j)\) is in \( T \). Note that by construction \( i < j \). We require that each vertex \( v \in V(G) \setminus \{r(T)\} \) has exactly one incoming edge in \( T \).

\[
\sum_{i \in N^-(j)} x_{i,j} = 1 \quad 1 \leq j < 2n - 1 \tag{12.21}
\]

We require that each vertex \( v \in V(G) \setminus L(G) \) has two outgoing edges in \( T \).

\[
\sum_{j \in N^+(i)} x_{i,j} = 2 \quad n < i \leq 2n - 1 \tag{12.22}
\]

**Vertex Labeling and Edge Costs.** We introduce variables \( y_{s,i} \in \{0, \ldots, c_{\text{max}}\} \) that encode the copy-number state of segment \( s \) of vertex \( v_i \). Since the profile of the root vertex is given, we have the following constraints.

\[
y_{s,1} = 2 \quad 1 \leq s \leq m \tag{12.23}
\]

Next, we encode a set \( \mathcal{E}(i,j) \) of events that transform the profile \( y_i \) of \( v_i \) into profile \( y_j \) of \( v_j \). Recall that an event is a triple \((s, t, b)\) and corresponds to an amplification if \( b > 0 \) and a deletion otherwise. We model the cost of the amplifications and the cost of the deletions covering any segment \( s \) with two separate variables. Variables \( a_{s,i,j} \in \{0, \ldots, c_{\text{max}}\} \) correspond to the cost of the amplifications in \( \mathcal{E}(i,j) \) covering segment \( s \). Variables \( d_{s,i,j} \in \{0, \ldots, c_{\text{max}}\} \) correspond to the cost of the deletions in \( \mathcal{E}(i,j) \) covering segment \( s \). Notice that we ask \( \mathcal{E}(i,j) \) to be empty when the corresponding edge \((v_i, v_j)\) is not in \( T \). As such, we design the constraints of
our model such that both \( a_{s,i,j} \) and \( d_{s,i,j} \) can be equal to zero whenever \((v_i,v_j)\) is not in \(T\). We force all the variables \( a_{s,i,j} \) and \( d_{s,i,j} \) to be 0 when \((v_i,v_j)\) is not in \(T\) introducing the following constraints, that are useful for breaking ties.

\[
a_{s,i,j} \leq c_{\text{max}} x_{i,j} \quad 1 \leq s \leq m, (v_i,v_j) \in E(G) \quad (12.24)
\]
\[
d_{s,i,j} \leq c_{\text{max}} x_{i,j} \quad 1 \leq s \leq m, (v_i,v_j) \in E(G) \quad (12.25)
\]

Now, we consider the effect of amplifications and deletions on a segment \(s\). As reported above, we assume that deletions are applied before amplifications. Moreover, if a subset of deletions results in segment \(s\) reaching value 0, the remaining amplifications and deletions will not change the value of that segment. We distinguish the following four different cases (Table 12.2).

(a) \(y_{s,i} = 0\) and \(y_{s,j} = 0\): Since both segments have value 0, the number of amplifications \(a_{s,i,j}\) and deletions \(d_{s,i,j}\) are between 0 and \(\Lambda_{\text{max}}\).

(b) \(y_{s,i} \neq 0\) and \(y_{s,j} \neq 0\): Since \(y_{s,j} > 0\), the number of deletions \(d_{s,i,j}\) must be strictly smaller than \(y_{s,i}\). Moreover, it must hold that \(y_{s,j} + d_{s,i,j} = y_{s,i} + a_{s,i,j}\).

(c) \(y_{s,i} \neq 0\) and \(y_{s,j} = 0\): Recall that following a result in [139] deletions precede amplifications. As such, the number of deletions \(d_{s,i,j}\) must be at least \(y_{s,i}\).

(d) \(y_{s,i} = 0\) and \(y_{s,j} \neq 0\): Once a segment \(s\) has been lost it cannot be regained. As such, this case is infeasible.

These cases are described in Table 12.2.
To capture the conditions of the four cases, we introduce binary variables $\tilde{y}_{s,i} \in \{0,1\}$ and constraints such that $\tilde{y}_{s,i} = 1$ iff $y_{s,i} \neq 0$.

$$y_{s,i} = \sum_{q=0}^{[\log_2(c_{\max})]+1} 2^q \cdot z_{i,s,q} \quad 1 \leq i \leq 2n - 1, 1 \leq s \leq m \quad (12.26)$$

$$\tilde{y}_{s,i} \leq \sum_{q=0}^{[\log_2(c_{\max})]+1} z_{i,s,q} \quad 1 \leq i \leq 2n - 1, 1 \leq s \leq m \quad (12.27)$$

$$\tilde{y}_{s,i} \geq z_{i,s,q} \quad 1 \leq i \leq 2n - 1, 1 \leq s \leq m, 0 \leq q \leq [\log_2(c_{\max})] + 1 \quad (12.28)$$

$$z_{i,s,q} \in \{0,1\} \quad 1 \leq i \leq 2n - 1, 1 \leq s \leq m, 0 \leq q \leq [\log_2(c_{\max})] + 1 \quad (12.29)$$

Since $a_{s,i,j}, d_{s,i,j} \in \{0,\ldots,c_{\max}\}$, the upper bound constraints involving $c_{\max}$ are covered. In particular, case (a) is captured in its entirety. We capture case (b) with the following constraints.

$$y_{s,j} \leq y_{s,i} - d_{s,i,j} + a_{s,i,j} + 2c_{\max}(3 - \tilde{y}_{s,i} - \tilde{y}_{j,s} - x_{i,j}) \quad 1 \leq s \leq m, (v_i, v_j) \in E(G) \quad (12.30)$$

$$y_{s,j} + 2c_{\max}(3 - \tilde{y}_{s,i} - \tilde{y}_{j,s} - x_{i,j}) \geq y_{s,i} - d_{s,i,j} + a_{s,i,j} \quad 1 \leq s \leq m, (v_i, v_j) \in E(G) \quad (12.31)$$

$$d_{i,j,s} \leq y_{s,i} - 1 + (c_{\max} + 1)(2 - \tilde{y}_{s,i} - \tilde{y}_{j,s}) \quad 1 \leq s \leq m, (v_i, v_j) \in E(G) \quad (12.32)$$

In the case of $x_{i,j} = 1$ (i.e., $(v_i, v_j)$ is in $T$), $\tilde{y}_{s,i} = 1$, and $\tilde{y}_{s,j} = 1$, constraints (12.30) and (12.31) model the equation $y_{s,j} + d_{s,i,j} = y_{s,i} + a_{s,i,j}$, whereas constraint (12.32) ensures that $d_{s,i,j} < y_{s,i}$. Notice that $d_{s,i,j}$ can be always equal to zero by constraint (12.32), hence we do not need to distinguish whether $x_{i,j} = 0$ or $x_{i,j} = 1$. Next, we model case (c), when $x_{i,j} = 1$, using the following constraints.

$$y_{s,i} \leq d_{s,i,j} + c_{\max}(2 - \tilde{y}_{s,i} + \tilde{y}_{j,s} - x_{i,j}) \quad 1 \leq s \leq m, (v_i, v_j) \in E(G) \quad (12.33)$$

Finally, the following constraints, which encode that if $x_{i,j} = 1$ then $\tilde{y}_{s,i} = 0$ implies $\tilde{y}_{s,j} = 0$, prevent case (d) from happening.

$$1 - x_{i,j} + \tilde{y}_{s,i} \geq \tilde{y}_{s,j} \quad 1 \leq s \leq m, (v_i, v_j) \in E(G) \quad (12.34)$$

The cost of a tree $T$ is the sum of the costs of the events associated to each edge $(v_i, v_j) \in E(T)$. We model the cost of an edge $(v_i, v_j)$ as the sum of the number of amplifications and deletions that start at each segment $s$. Variables $\tilde{a}_{s,i,j} \in \{0,\ldots,c_{\max}\}$ and $\tilde{d}_{s,i,j} \in \{0,\ldots,c_{\max}\}$ represent the number of new amplifications and deletions,
respectively, that start at segment \( s \). We model this using the following constraints.

\[
\begin{align*}
\bar{a}_{s,i,j} & \geq a_{s-i,j} - a_{s-1,i,j} & 1 \leq s \leq m, (v_i,v_j) \in E(G) \quad (12.35) \\
\bar{d}_{s,i,j} & \geq d_{s,i,j} - d_{s-1,i,j} & 1 \leq s \leq m, (v_i,v_j) \in E(G) \quad (12.36) \\
a_{0,i,j} = 0 & & (v_i,v_j) \in E(G) \quad (12.37) \\
d_{0,i,j} = 0 & & (v_i,v_j) \in E(G) \quad (12.38)
\end{align*}
\]

As before, we force \( a_{s,i,j} \) and \( d_{s,i,j} \) to be equal to 0 when the corresponding edge \((v_i,v_j)\) is not in \( T \) in order to break the ties:

\[
\begin{align*}
\bar{a}_{s,i,j} & \leq c_{\max} x_{i,j} & 1 \leq s \leq m, (v_i,v_j) \in E(G) \quad (12.39) \\
\bar{d}_{s,i,j} & \leq c_{\max} x_{i,j} & 1 \leq s \leq m, (v_i,v_j) \in E(G) \quad (12.40)
\end{align*}
\]

As such, the cost \( \Lambda(T) \) of \( T \) is modeled as the sum of the costs overall the edges and the upper bound defined by \( \Lambda_{\max} \) is encoded as follows

\[
\sum_{(v_i,v_j) \in E(G)} \sum_{1 \leq s \leq m} \bar{a}_{s,i,j} + \tilde{d}_{s,i,j} \leq \Lambda_{\max} \quad (12.41)
\]

The objective is to minimize the sum of the distance \(|F - CU|\) between observation and estimation. We model distance \(|F - CU|\) introducing variables \( \tilde{f}_{s,p} \) for each sample \( p \) and each segment \( s \), and using the following constraints

\[
\begin{align*}
\tilde{f}_{s,p} & \geq f_{s,p} - \sum_{1 \leq i \leq n} y_{s,i} u_{p,i-k+1} & 1 \leq p \leq k, 1 \leq s \leq m \quad (12.42) \\
\tilde{f}_{s,p} & \geq \sum_{1 \leq i \leq n} y_{s,i} u_{p,i-k+1} - f_{p,s} & 1 \leq p \leq k, 1 \leq s \leq m \quad (12.43)
\end{align*}
\]

As a result, the objective function is encoded as follows

\[
\min \sum_{1 \leq s \leq m} \sum_{1 \leq p \leq k} \tilde{f}_{s,p} \quad (12.44)
\]

**Complete MILP for solving C-step** We define \( M = \lfloor \log_2(c_{\max}) \rfloor + 1 \). The ILP formulation is reproduced in its entirety below.
\[
\min \sum_{1 \leq s \leq m} \sum_{1 \leq p \leq k} f_{s,p}
\]
\[
\sum_{(v_i, v_j) \in E(G)} \sum_{1 \leq i \leq n} \bar{a}_{s,i,j} + \bar{d}_{s,i,j} \leq \Lambda_{\text{max}}
\]
\[
\hat{f}_{s,p} \geq f_{s,p} - \sum_{1 \leq i \leq n} y_{i,s}u_{p,i-k+1}
\]
\[
\hat{f}_{s,p} \geq \sum_{1 \leq i \leq n} y_{i,s}u_{p,i-k+1} - \hat{f}_{p,s}
\]
\[
\sum_{i \in N^{(j)}} \bar{x}_{i,j} = 1
\]
\[
\sum_{j \in N^{(i)}} \bar{x}_{i,j} = 2
\]
\[
y_{s,1} = 2
\]
\[
y_{s,i} = \sum_{q=0}^{\lfloor \log_2(c_{\text{max}}) \rfloor + 1} 2^q \cdot z_{i,s,q}
\]
\[
\hat{y}_{s,j} \leq \sum_{q=0}^{\lfloor \log_2(c_{\text{max}}) \rfloor + 1} z_{i,s,q}
\]
\[
y_{s,j} \leq y_{s,1} - d_{s,i,j} - 2c_{\text{max}}(3 - \hat{y}_{s,i} - \bar{y}_{s,j} - x_{i,j})
\]
\[
y_{s,j} \leq 2c_{\text{max}}(3 - \hat{y}_{s,i} - \bar{y}_{s,j} - x_{i,j}) + y_{s,1} - d_{s,i,j} + a_{s,i,j}
\]
\[
d_{i,j} \leq y_{s,1} - 1 + c_{\text{max}} + 1(2 - \hat{y}_{s,i} - \bar{y}_{s,j})
\]
\[
y_{s,i} \leq d_{s,i,j} + c_{\text{max}}(2 - \hat{y}_{s,i} + \bar{y}_{s,j} - x_{i,j})
\]
\[
- x_{i,j} + \hat{y}_{s,j} \geq \bar{y}_{s,j}
\]
\[
a_{s,i,j} \geq a_{s,i,j} - a_{s-1,i,j}
\]
\[
d_{s,i,j} \geq d_{s,i,j} - d_{s-1,i,j}
\]
\[
a_{s,i,j} \leq c_{\text{max}}x_{i,j}
\]
\[
d_{s,i,j} \leq c_{\text{max}}x_{i,j}
\]
\[
a_{s,i,j} \leq c_{\text{max}}x_{i,j}
\]
\[
d_{s,i,j} \leq c_{\text{max}}x_{i,j}
\]
\[
a_{0,i,j} = 0
\]
\[
d_{0,i,j} = 0
\]
\[
x_{i,j} \in [0,1]
\]
\[
y_{s,i} \in [0, \cdots, c_{\text{max}}]
\]
\[
\bar{y}_{s,i} \in [0,1]
\]
\[
z_{i,s,q} \in [0,1]
\]
\[
a_{s,i,j}, d_{s,i,j} \in [0, \cdots, c_{\text{max}}]
\]
\[
a_{s,i,j}, d_{s,i,j} \in [0, \cdots, c_{\text{max}}]
\]
\[
f_{s,p} \in [0, \cdots, c_{\text{max}}]
\]
\[
1 \leq p \leq k, 1 \leq s \leq m
\]
\[
1 \leq j < 2n - 1
\]
\[
n < i \leq 2n - 1
\]
\[
1 \leq i \leq 2k - 1, 1 \leq s \leq m
\]
\[
1 \leq i \leq 2k - 1, 1 \leq s \leq m
\]
\[
0 \leq q \leq \lfloor \log_2(c_{\text{max}}) \rfloor + 1
\]
\[
1 \leq i \leq 2n - 1, 1 \leq s \leq m
\]
\[
1 \leq s \leq m
\]
\[
(v_i, v_j) \in E(G)
\]
\[
1 \leq s \leq m
\]
\[
1 \leq s \leq m
\]
\[
1 \leq s \leq m
\]
\[
1 \leq s \leq m
\]
\[
1 \leq s \leq m
\]
\[
1 \leq s \leq m
\]
\[
1 \leq s \leq m
\]
\[
1 \leq s \leq m
\]
\[
1 \leq s \leq m
\]
\[
(n, \cdots, c_{\text{max}})
\]
\[
1 \leq p \leq k, 1 \leq s \leq m
\]
12.2.1.4 Generating starting points  Here, we describe an algorithm based on random-number partition for generating the starting points, that are usage matrices \( U_{q,0} \), in a sparse way. A usage matrix \( U_{q,0} = [u_{i,p}] \) is a \( n \times k \) matrix comprising a value \( u_{i,p} \in \mathbb{R} \) for each clone \( i \) and each sample \( p \) such that each column sums up to 1, i.e. \( \sum_{1 \leq i \leq n} u_{i,p} = 1 \). Therefore, we independently generate each column \( u_p \) comprising the mixing proportions for sample \( p \). Moreover, we randomly select the number of clone that are present on each sample. Let \( u \) be a column that we want to generate and \( L \) be the number of clones that are present in this sample. As such, we set to 0 the \( n - L \) proportions in \( u \) and we generate the remaining \( L \) mixing proportions \( u_{i,p} \geq 0 \), such that \( \sum_{1 \leq i \leq n} u_{i,p} = 1 \), by Algorithm 2. Observe that we can generate the usage matrices in a more sparse way using this algorithm since the elements \( b_1, \ldots, b_{L-1} \) defining the partition of \([0,1]\) can be chosen as \( b_1, \ldots, b_{L-1} \) in \([0,\eta]\) such that \( \eta \in \mathbb{N} \) and \( b_j = \frac{b_j}{\eta} \).

**Algorithm 2** Generate mixing proportions \( u_1, \ldots, u_L \) that sum up to 1

1. Randomly choose \( b_1, \ldots, b_{L-1} \) in \([0,1]\)
2. Sort the elements in \( \{b_1, \ldots, b_{L-1}\} \) to get a sequence \( (b_1, b_2, \ldots, b_{L-1}) \) that defines a partition of \([0,1]\).
3. Set \( u_i = b_i - b_{i-1} \) for each \( i \in \{1, \ldots, L-1\} \) and \( u_L = 1 - b_{L-1} \)
4. return \( u_1, \ldots, u_L \)

12.2.1.5 Refinement step  Our algorithm computes \((C_q,K,U_{q,K})\) for each starting point \( U_{q,0} \) and selects the matrices \((C',U^*)\) that minimize the distance \( \|F - C_qKU_{q,K}\| \). However, multiple copy-number trees \( T' \) with \( \Lambda(T') \leq \Lambda_{\text{max}} \) can be generated by \( C' \) as well as by a different copy-number matrix \( C'' \) with \( \|F - C''U^*\| = \|F - C'U^*\| \). Thus, to find \( T^* \) of minimum cost \( \Lambda(T^*) \leq \Lambda_{\text{max}} \) generated by a copy-number matrix \( C^* \) with \( \|F - C^*U^*\| \leq \|F - C'U^*\| \), we introduce a final step called refinement step that solves the following problem:

**Problem 12.2** Given an \( m \times k \) fractional copy-number matrix \( F \), a number \( n \) of clones, a \( n \times k \) usage matrix \( U \), a maximum copy-number \( c_{\text{max}} \), and fixed value \( \gamma \in \mathbb{R} \), find an \( m \times n \) copy-number matrix \( C \) generating \( T \), such that \( \|F - CU\| \leq \gamma \) and \( \Lambda(T) \) is minimum.

As subsequently done in Section 12.2.2, we add a threshold of confidence \( \epsilon \) to the fixed value \( \|F - C'U^*\| \) of the distance such that \( \gamma = \|F - C'U^*\| + \epsilon \). Intuitively, due to this threshold the algorithm admits “sufficiently-small” increases of the distance if they result in generated tree \( T^* \) with a lower cost. The algorithm uses the same value of \( \epsilon \) for this refinement step and for the next searching scheme adopted for choosing \( \Lambda^* \) in Section 12.2.2.
We solve the refinement step by using a ILP formulation. More specifically, the ILP is a variant of the one that we designed for solving the C-step in Section 12.2.1.2. We swap the constraints imposing the number of events \( \Lambda(T) \leq \Lambda_{\text{max}} \) with the objective function. As such, the sum of the events \( \sum_{(v_i, v_j) \in E(G)} \sum_{1 \leq s \leq m} d_{s,i,j} + \bar{d}_{s,i,j} \) represents the new objective function, instead the value \( \sum_{1 \leq s \leq m} \sum_{1 \leq p \leq k} f_{s,p} \) of the distance function is bounded by \( \gamma \).

The refinement step can be useful for finding a copy-number matrix \( C^* \) generating the most parsimonious \( T^* \) with a fixed value of the distance found by the binary search scheme of our algorithm (Section 12.2.2). Let \( C', U^* \) be the copy-number matrix and usage matrix found by the binary search such that \( C' \) generates \( T' \). By initializing the refinement step with \( (C', T') \), we may improve the results of the binary search by finding a solution comprising a more parsimonious copy-number tree \( T^* \) generated by \( C^* \), i.e. \( \Lambda^* < \Lambda' \), with the fixed value of the distance \( \|F - C'U^*\| \). Furthermore, the refinement step can be used in a two-step procedure for better exploring the results for a maximum cost \( \Lambda \). First, we can apply our approach with the binary search scheme for finding a reasonable value \( \Lambda \) for the maximum cost providing a resulting copy-number matrix \( C \) that generates \( T \). Next, we can apply the refinement step on the result \( (C, T) \) to find a copy-number matrix \( C^* \) generating \( T^* \) with \( \Lambda(T^*) < \Lambda \). We can repeat this procedure until we find \( T^* \) with \( \Lambda(T^*) = \Lambda \) and using many starting points. The main advantage of this two-step procedure is to be highly parallelizable and, thus, it can significantly benefit from the execution on a computer cluster.

### 12.2.2 Choosing \( \Lambda_{\text{max}} \) to Balance Cost \( \Lambda(T) \) and Distance \( \|F - CU\| \)

The parameter \( \Lambda_{\text{max}} \) controls the tradeoff between the cost \( \Lambda(T) \) of the tree \( T \) and the distance \( \|F - CU\| \). We now describe a procedure for finding the smallest maximum cost \( \Lambda^* \) that achieves the largest decrease in the distance \( \|F - CU\| \).

We indicate by \((C^\Lambda, U^\Lambda)\) the matrices found by our approach with maximum cost \( \Lambda \) and we define \( d(\Lambda) = \|F - C^\Lambda U^\Lambda\| \). Note that the objective function \( d(\Lambda_t) \) is non-increasing with larger values of \( \Lambda_t \). That is, if \( \Lambda_t \geq \Lambda \) then \( d(\Lambda_t) \leq d(\Lambda) \), as \( C^\Lambda \) generates \( T \) with cost \( \Lambda(T) < \Lambda_t \). We define \( \Lambda^* \) as the maximum cost such that \( d(\Lambda^*) = 0 \) and for any \( \Lambda_t \geq \Lambda^* \) the value \( d(\Lambda_t) \) remains 0. Unfortunately, the value \( d(\Lambda_t) \) depends on the number of starting points and is further confounded by the presence of noise that may result from mapping errors or amplification biases (such as GC-content bias). It thus reasonable to expect that \( d(\Lambda^*) > 0 \) and that small decreases in the value of \( d(\Lambda_t) \) for any \( \Lambda_t > \Lambda^* \) may be not significant due to these confounding factors. We therefore introduce the parameter \( \epsilon \) such that \( \Lambda^* \) provides a better solution than \( \Lambda_1 \) if and only if \( d(\Lambda_1) - d(\Lambda_2) > \epsilon \). The threshold \( \epsilon \)
Figure 12.2: Binary Search of \( \Lambda^* \). The figures show the behaviour of the binary search method for searching the value \( \Lambda^* \) of the maximum cost \( \Lambda_{\text{max}} \) on the same instance assuming different number \( n \) of leaves in \( \{3, 4, 5\} \). The instance consists of a single chromosome with 20 segments, 4 extant clones, i.e. true number of leaves, and 10 samples. The results have been computed as described in Section 13.2.4. The blue line is showing the objective function \( d(\Lambda_t) \) for all the values of \( \Lambda_t \) in \( [0, 30] \). Instead, the red points are the values considered by the searching algorithm and the red line link them following the order on which they are considered. The yellow start show the selected \( \Lambda^* \).

is a user-specified parameter that controls the tradeoff between greater robustness to noise (larger \( \epsilon \)) or more precision (smaller \( \epsilon \)). We redefine \( \Lambda^* \) as the smallest integer whose solution cannot be improved by increasing the maximum cost, that is \( d(\Lambda^*) - d(\Lambda_t) \leq \epsilon n k \) for any \( \Lambda_t \geq \Lambda^* \). Note that \( \epsilon \) also plays a role in the refinement step described in Section 12.2.1.5.

Now, we use that the function \( d(\Lambda_t) \) is non-increasing for designing an algorithm based on binary search for finding the value \( \Lambda^* \). We consider an interval \([\Lambda_{L_0}, \Lambda_{R_0}]\) containing \( \Lambda^* \) with high probability. Since the objective function \( d(\Lambda_t) \) is monotonically non-increasing, we equivalently say that \( \Lambda^* \) is the minimum value whose solution is not better than the one of the rightmost \( \Lambda_{R_0} \), i.e. \( d(\Lambda^*) - d(\Lambda_{R_0}) \leq \epsilon n k \).

As such, we design an algorithm inspired to the binary search for finding \( \Lambda^* \) in \([\Lambda_{L_0}, \Lambda_{R_0}]\). The algorithm recursively considers an interval \([\Lambda_{L_1}, \Lambda_{R_1}]\) containing \( \Lambda^* \). At each step, the objective value \( d(\Lambda_{M_1}) \) is computed by our approach such that \( \Lambda_{M_1} \) is the integer in the middle of the interval \([\Lambda_{L_1}, \Lambda_{R_1}]\). If \( \Lambda_{R_0} \) provides a better solution than \( \Lambda_{M_1} \), i.e. \( d(\Lambda_{1}) - d(\Lambda_{2}) > \epsilon \), then we know \( \Lambda^* \) is contained in \([\Lambda_{M_1}, \Lambda_{R_1}]\). Otherwise, we know that \( \Lambda^* \) is contained in \([\Lambda_{L_1}, \Lambda_{M_1}]\) since the objective function is monotonically non-increasing. We recursively repeat the procedure on the next interval until \( \Lambda^* \) is the only left. The algorithm performs a logarithmic number of iterations. Figure 12.2 shows the results of this algorithm applied on the same instance assuming three different number of leaves.
12.2.3 Implementation and Additional Features

In this section, we present details about the implementation of our method and additional features for dealing with the characteristics of real data and exploiting additional information that may be available.

12.2.3.1 Implementation  We implemented our method in C++. The LP for solving the $U$-step and the ILP for solving the $C$-step, as well as the ILP for the refinement step, have been implemented using CPLEX v12.6 [75]. Our method apply the algorithm described in Section 12.2.1 by using different starting points. We can consider each starting point independently. As such, to exploit the parallel nature of the algorithm, we based the implementation of the method on a parallel structure such that more starting points can be executed on parallel. Each worker executes the algorithm on a single starting point at time, and the total number of workers determine the number of starting points that are executed on parallel. The execution of the method ends when the workers executed all the starting points.

Now, we describe the approach that we applied for initializing the solution computed by either the $U$-step or the $C$-step. The iterative scheme applied by our method on each starting point (Section 12.2.1) produces a sequence of matrices $(C_t, U_t), (C_{t+1}, U_{t+1}), \ldots$ such that $\|F - C_t U_t\| \geq \|F - C_{t+1} U_{t+1}\|$ as both $C_{t+1}$ and $U_{t+1}$ can be chosen equal to the previous $C_t$ and $U_t$ without changing the value of the distance $\|F - C_t U_t\|$. As such, the $U$-step find a usage matrix $U_{t+1}$ that either is equal to $U_t$ or it improves the value $\|F - C_{t+1} U_t\|$ of the distance. Symmetrically, the $C$-step find a copy-number matrix $C_{t+1}$ that either is equal to $C_t$ or it improves the value $\|F - C_t U_{t+1}\|$ of the distance. Hence, we can provide $U_t$ and $C_t$ as initial solutions that may be improved by the $U$-step and $C$-step, respectively. We do this by using the feature called “hotstart solution”, that is provided by CPLEX’s framework.

Next, we describe alternative search schemes that can be used by our method in addition to the standard binary search. Our method uses a search scheme based on the binary search paradigm for searching the maximum cost $\Lambda^*$ on an interval $[\Lambda_{L_0}, \Lambda_{R_0}]$. This approach is very efficient when considering a very larger interval. However, when considering small intervals a linear search could be preferred. As such, we implemented in our method the possibility to choose the search scheme for $\Lambda^*$ in a interval $[\Lambda_{L_0}, \Lambda_{R_0}]$:

1. **Binary search.** The running time of this search scheme is logarithmic in the size of the interval and it is ideal for considering large intervals. This is the standard search scheme used by our method since the searching interval is usually large.
2. **Linear search from** $\Lambda_{L_0}$ **to** $\Lambda_{R_0}$. The running time of this search scheme is linear in the size of the interval and it is ideal when considering small intervals. In fact, given a maximum cost $\Lambda_t \in [\Lambda_{L_0}, \Lambda_{R_0}]$, we can establish an initial solution in the ILP using the one found at the previous step with $\Lambda_{t-1}$, as we did above for $U$-step and $C$-step.

3. **Reverse Linear search from** $\Lambda_{R_0}$ **to** $\Lambda_{L_0}$. The running time of this search scheme is linear in the size of the interval. Recall that we are searching for a maximum cost $\Lambda^*$ that is the rightmost integer in $[\Lambda_{L_0}, \Lambda_{R_0}]$ such that $d(\Lambda^*) - d(\Lambda_t) \leq \epsilon$ for any $\Lambda_t \geq \Lambda^*$ (Section 12.2.2). As such, when $\Lambda^*$ is close to $\Lambda_{R_0}$ this search scheme can be fast.

**12.2.3.2 Additional Features** Bulk-sequencing samples obtained from a single tumor are typically characterized by an admixture of normal cells. As such, our method allows to force the presence of the normal diploid clone in the inferred copy-number matrix $C$ and in the correspondingly generated copy-number tree $T$. Whenever this feature is used, $T$ is inferred such that the root $r(T)$ has an outgoing 0-cost edge to the clone labeled by $c_0$ corresponding to the normal diploid clone. Therefore, the second outgoing edge is labeled with the clonal events since it relates $r(T)$ with the internal vertex that is ancestor of every tumor clone. Observe that our method consequently infers the tumor purity as the mixing proportion $u_{0,s}$ of the normal diploid clone $c_0$ on each sample $s$. Moreover, forcing the presence of the normal diploid clone may have a significant impact on reducing the running time of the method as the profile $c_0$ is fixed as well as the outgoing edges from $r(T)$.

Sometimes multiple signals from different sources can be used to have strong information about the clonal structure of some samples. For example, a sample can have strong evidences to be monoclonal (an example of this can be found in [104]). Therefore, we introduce an additional feature in our method that allows to specify whether a sample should be considered monoclonal. We do this in the $C$-step by encoding each mixing proportion $u_{i,s}$ as a binary variable (instead of a variable between 0 and 1) for each sample $s$ that is specified as monoclonal.
Chapter 13

Results
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In this chapter, we present and analyze the results obtained from applying the methods designed for CNT and CNTMD on simulated and real instances. Firstly, in Section 13.1 we generate instances composed of multiple integer copy-number profiles as they would be inferred from homogeneous samples. On these instances, we apply the ILP formulation designed for CNT in Chapter 12 and we analyze its performance. Next, in Section 13.2 we apply the coordinate-descent algorithm designed for CNTMD in Chapter 12 both on simulated instances and on a prostate-cancer dataset [67]. On simulated data, we compare our algorithm with alternative approaches described in the same Section 13.2. On real dataset, we consider the presence of consistent patterns on the results obtained with different parameters by our algorithm and we compare these results with the ones of previous published analyses [67].

13.1 Integer Copy Numbers

To assess the performance of the ILP for CNT, we simulated instances by randomly generating a full binary tree $T$ with $k$ leaves. We randomly labeled edges by events
according to a specified maximum number $m$ of events per edge with amplifications/deletions ratio $\rho$. Specifically, we label an edge by $d$ events where $d$ is drawn uniformly from the set $\{1, \ldots, m\}$. For each event $(s,t,b)$ we uniformly at random draw an interval $s \leq t$ and decide with probability $\rho$ whether $b = 1$ (amplification) or $b = -1$ (deletion). The resulting instance of CNT is composed of the profiles $c_1, \ldots, c_k$ of the $k$ leaves of $T$ and $e$ is set to the maximum value of the input profiles.

We considered varying numbers of leaves $k \in \{4, 6, 8\}$ and of segments $n \in \{5, 10, 15, 20, 30, 40\}$. In addition, we varied the number of events $m \in \{1, 2, 3\}$ and varied the ratio $\rho \in \{0.2, 0.4\}$. We generated three instances for each combination of $k$, $n$, $m$ and $\rho$, resulting in a total of 324 instances.

We implemented the ILP in C++ using CPLEX v12.6 [75]. The implementation is available upon request. We ran the simulated instances on a compute cluster with 2.6 GHz processors (16 cores) and 32 GB of RAM each. We solved 302 instances (93.2\%) to optimality within the specified time limit of 5 hours. Computations exceeding this limit were aborted and the best identified solution was considered. The instances that were not solved to optimality are a subset of the larger instances with $k = 8$ and $n \in \{20, 30, 40\}$. For these cases, we show in Fig. 13.1 the gap between the best identified solutions and their computed upper bounds. Moreover, Fig. 13.1 shows violin plots of running time, tree distance and optimality gap for all the simulated CNT instances.

For 323 out of 324 instances (99.7\%) the tree inferred by the ILP has a cost that was at most the simulated tree cost. The only exception is an instance with $k = 8$ leaves and $n = 40$ segments that was not solved to optimality, and where the
Figure 13.2: Violin plot showing the running time in seconds (log scale) for varying number $k$ of leaves and number $n$ of segments. Median values are indicated by a white dot in each plot.

Figure 13.3: Violin plot showing the normalized Robinson-Foulds (RF) metric for varying number $k$ of leaves and number $n$ of segments. Median values are indicated by a white dot in each plot.

Figure 13.4: Violin plot showing the optimality gap (c) for varying number $k$ of leaves and number $n$ of segments. Median values are indicated by a white dot in each plot.
inferred cost was 15 vs. a simulated cost of 14. These results empirically validate the correctness of our ILP implementation.

We observe that the running time increases with the number of leaves and to a lesser extent with the number of segments (Fig. 13.1A). In addition, we assessed the distance between topologies of the inferred and simulated trees using the Robinson-Foulds (RF) metric [133]. To allow for a comparison across varying number of leaves, we normalized by the total number of splits to the range [0,1] such that a value of 0 corresponds to the same topology of both trees. For 264 instances (81.4%) the normalized RF was at most 0.35. For \( k = 4 \) leaves the median RF value was 0, which indicates that for at least 50% of these instances the simulated tree topology was recovered. Fig. 13.1B shows the distribution of normalized RF values with varying numbers of leaves and segments. Given a fixed number of leaves, the normalized RF value decreases with increasing number of segments. This indicates that the maximum parsimony assumption becomes more appropriate with larger number of segments, which is not surprising since amplifications and deletions are less likely to overlap. In addition, we observed (data not shown) that running time and RF values are not affected by varying values of \( m \) and \( \rho \). In summary, we have shown that our ILP scales to practical problem instance sizes with \( k = 6 \) and up to \( n = 40 \) segments, which is a reasonable size for applications to real data [135, 143].

13.2 Fractional Copy Numbers

We applied our CNTMD algorithm to simulated data and to data from a patient from a prostate cancer dataset [67]. We present alternative approaches to our method for CNTMD in Section 13.2.1. On simulated data, we compare all the methods in Section 13.2.2. While, in Section 13.2.3 we present and analyze the results of our method applied on the prostate-cancer datasets. The experimental details about the generation of the simulated instances and the execution of our algorithm are reported in Section 13.2.4. Lastly, experiments on additional simulated instances and the related results are described in Section 13.2.5.

13.2.1 Alternative methods

We benchmarked CNTMD on simulated data, comparing its performance to several other approaches, which we now describe and whose features we summarize in Table 13.1. The first alternative approach is a “factorization-only” approach that aims to factorize a fractional copy-number matrix \( F \) into a copy-number matrix \( C \) and a usage matrix \( U \) such that \( F = CU \) without imposing a tree constraint. Published approaches to this problem perform this factorization (sometimes called deconvolution) independently on each sample [54, 104, 113, 116] – one exception is [134],
Table 13.1: **Different features of alternative methods.** Different methods for the inference of the integer copy numbers of distinct clones and their evolution from multiple heterogeneous samples. For each method, the supported features (factorization, tree reconstruction and interval events) are listed.

<table>
<thead>
<tr>
<th>method</th>
<th>tree</th>
<th>interval events</th>
<th>factorization</th>
<th>ref.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integer Matrix Factorization (IMF)</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>[45, 137]</td>
</tr>
<tr>
<td>Copy-Number Tree (CNT)</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>[45]</td>
</tr>
<tr>
<td>soft CNT</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>[45]</td>
</tr>
<tr>
<td>Copy-Number Tree Mixture Deconvolution (CNTMD)</td>
<td>yes</td>
<td>yes</td>
<td>yes</td>
<td>this paper</td>
</tr>
<tr>
<td>single CNTMD</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>this paper</td>
</tr>
</tbody>
</table>

But this infers non-integer copy numbers and it has not been applied to multiple samples from the same tumor. These methods do not take into account any information from the context and may provide unlikely profiles characterized by many interval events without a reasonable structure (Fig. 13.5). To the best of our knowledge, there is no current method that performs this factorization, especially when $F$ comprises multiple vectors and $C$ is composed only of integers. Thus, we implemented **Integer Matrix Factorization (IMF)** which performs the factorization by splitting the variables, $C$ and $U$, and applying a coordinate-descent algorithm. Another class of approaches use the same copy number model as CNTMD, but assume each sample is homogeneous. One strategy is to first round the entries of $F$ before inferring a copy-number tree. We will do this by solving the CNT problem with an ILP model [45], mimicking the strategy that has been used when running MEDICC ([101, 138, 143]). We also consider a second rounding approach, which we call **soft CNT**, where we round the fractions in $F$ in order to obtain a copy-number matrix $C$ generating $T$ of minimum cost, extending the ILP formulation of CNT from [45]. Finally, we also consider a variant of CNTMD, which we call **single CNTMD**. Here, we replace the interval events by single events; this is equivalent to a model where the cost of an interval event depends on the number of segments in the interval. However, the single event model is not a good representation of true copy number aberrations in cancer, as the length distribution of somatic copy number aberrations is not simply a function of length [156]. Such a copy number model was used by [104] and [24] for inferring the evolution comprising the minimum number of single events from the profile of clones inferred independently from each sample. Fig. 13.5 shows an example highlighting the weaknesses of all the alternative methods presented above.

**Implementation of Alternative Methods**  Here, we present the details about the implementation of each alternative method reported in Table 13.1.
**Figure 13.5:** Alternative methods infer trees that differ significantly from the true tree, which is inferred by our approach CNTMD. Copy-number trees inferred by the methods in Table 13.1 where deletions \((s, t, -1)\) are red and amplifications \((s, t, 1)\) are green. (A) Shows the true tree composed of four clones \(c_0\) (normal), \(c_1\), \(c_2\), \(c_3\) with a cost of 8. This tree is correctly retrieved by CNTMD. All the alternative methods fail to infer the clonal mutation \((1, 2, -1)\). (B) The tree inferred by IMF contains too many events and differs significantly from the true tree. (C-D) CNT and soft CNT infer clones that are very different from the true clones that comprise the corresponding mixed samples such as \(c_1\) in (C) and \(c_2\) in (D). (E) single CNTMD splits the effect of the deletion \((1, 8, -1)\) across two distinct clones \(c_2\) and \(c_3\) resulting in a cost of 15.

- **IMF.** We solve IMF by using a coordinate-descent algorithm similar to the one applied by our approach. Moreover, we generalize the ILP we proposed for the C-step by simply removing the variables and the constraints that we used for modeling the tree \(T\) and its labels (Section 12.2.1). As such, we implement this method considering the same structure used for the implementation of our method (Section 12.2.3).

- **CNT.** We implement the CNT method as a two-step procedure. In the first step, we round each fraction \(f_{s,p}\) in the fractional copy-number matrix \(F\) to the closest integer obtaining an integer copy-number profile for each sample. In the second step, we infer the copy-number tree from such retrieved profiles using the ILP model proposed in [45].

- **soft CNT.** We implement the soft CNT method by modifying the ILP-based method proposed in [45]. The proposed ILP encodes each value of a copy-number profile as an integer variable \(c_{s,i}\) for each segment \(s\) of each clone \(i\). Thus, the value of this variable is fixed equal to the corresponding integer in input. Instead, we have in input the fractions \(f_{s,i}\), since each sample \(s\) corresponds to the clone \(i\) in this case. Therefore, we introduce new constraints requiring that \(c_{s,i}\) is bounded between \(\lfloor f_{s,p} \rfloor\) and \(\lceil f_{s,p} \rceil\).

- **single CNTMD.** single CNTMD corresponds to CNTMD where single events are considered instead of interval events. Therefore, we design a method for solving single CNTMD as a variant of our method for CNTMD. In particular,
we differently model the cost of the edges and, consequently, of the tree in the ILP for C-step. Recall that modeling single events is equivalent to model interval events whose cost is equal to the number of covered segments. As such, we model the cost of an edge \((v_i, v_j)\) as the sum of the amplifications and deletions covering each segment \(s\) by introducing variables \(\bar{a}_{s,i,j} \in \{0, \ldots, c_{\text{max}}\}\) and \(\bar{d}_{s,i,j} \in \{0, \ldots, c_{\text{max}}\}\), respectively (recall that in our model \(\bar{a}_{s,i,j}\) and \(\bar{d}_{s,i,j}\) encode the sum of the amplifications and deletions starting at segment \(s\) instead). Hence, \(\bar{a}_{s,i,j}\) and \(\bar{d}_{s,i,j}\) correspond to \(a_{s,i,j}\) and \(d_{s,i,j}\).

### 13.2.2 Benchmark on Simulated Data

We compare CNTMD with the methods described above on simulated instances composed of 22 chromosomes with a total of 350 segments, instances that are of the same scale as real data. The number of segments per chromosome ranges from 5 to 50. We randomly generate three copy-number trees, denoted by \(\hat{T}\), which in turn were generated by copy number matrices \(\hat{C}\) composed of four tumor clones plus the normal diploid clone. We mix the leaves of each tree by a usage matrix \(\hat{U}\) and obtain fractional copy-number matrices with \(k \in \{2, 5, 10\}\) samples. For each tree and value for \(k\), we generate three instances. Thus, we consider 27 simulated instances in total. Additional details on the setup of the experiments are presented in the following Section 13.2.4. Moreover, Section 13.2.5 reports the results on additional simulated instances.

We use three quality measures to compare the inferred tree \(T\), inferred copy-number matrix \(C\), and inferred usage matrix \(U\) to the simulated \(\hat{T}\), \(\hat{C}\) and \(\hat{U}\). We compare \(T\) to \(\hat{T}\) by considering the relative difference of events \(|\Lambda(T) - \Lambda(\hat{T})|/\Lambda(\hat{T})\). To compare \(U\) to \(\hat{U}\), we need to associate each inferred clone \(i\) to a corresponding true clone \(\hat{i}\). Similarly to [44, 99], we search for a maximum-weight matching that minimizes the value of the usage difference \(\|U - \hat{U}\|\) in a bipartite graph where there is a an edge \((v_i, v_{\hat{i}})\) with weight \(|c_i - c_{\hat{i}}|\) for all pairs \((i, \hat{i})\). To compare \(C\) to \(\hat{C}\), we compute a maximum-weight bipartite matching on the same complete bipartite graph where the edges are weighted by a similarity metric, called single leaf consistency (sLC). sLC metric is computed by solving the Copy-Number Triplet (CNT) problem [45] between two inferred copy-number profiles. Given two profiles \(c_i, c_j\), the corresponding value of sLC is the minimum cost of a copy-number tree with two leaves labeled by \(c_i, c_j\) and with an unfixed root. In this case, the root corresponds to the closest ancestor of \(c_i, c_j\) and sLC is equal to zero if and only if \(c_i, c_j\) are equal. The value of total leaf consistency (LC) used for compare the methods (Fig. 13.7) corresponds to the total weight of the corresponding matching normalized by the number of clones and chromosomes.

Fig. 13.9 shows the results on the simulations. First, we observe that CNTMD, which combines both factorization and a proper interval tree-based model, outper-
**Figure 13.6:** $\|U - \hat{U}\|$

**Figure 13.7:** total LC

**Figure 13.8:** $|\Lambda(T) - \Lambda(\hat{T})|/\Lambda(\hat{T})$

**Figure 13.9:** CNTMD outperforms alternative methods on simulated data. Comparison of five methods across 27 simulated datasets with $k \in \{2, 5, 10\}$ samples, consisting of 4 tumor clones and a normal diploid clone, each with a total of 350 segments across 22 chromosomes. (A) Normalized usage difference $\|U - \hat{U}\|$ between true and inferred mixing proportion. Methods CNT and soft CNT are not shown, as these methods do not compute $U$. (B) Leaf consistency (LC) measure. (C) Difference $|\Lambda(T) - \Lambda(\hat{T})|/\Lambda(\hat{T})$ between the cost of the inferred tree $T$ and the cost of the true tree $\hat{T}$. Each simulated instance was solved with the parameter $n$ set to the true number of clones.

forms all other methods across all number of samples. Second, we see that the quality metrics improve with increasing number $k$ of samples for all the meth-
ods. This is especially the case for the factorization-based methods (IMF, single CNTMD, CNTMD), where differences in the clonal composition across samples provide a strong signal for deconvolution (Fig. 13.6-13.7-13.8). In contrast, the rounding methods (CNT and soft CNT), show only a modest improvement with increasing number of samples (Fig. 13.7-13.8), which is not surprising since rounding does not directly exploit differences in clonal composition across samples. Finally, observe that with a small number of samples \( k = 2 \), CNTMD dramatically outperforms IMF (Fig. 13.6-13.8), demonstrating how CNTMD leverages the extra information given by the tree constraint. Moreover, by not accounting for interval events, single CNTMD results in copy-number trees that are inconsistent with the simulated trees and have many more events (Fig. 13.8).
13.2.3 Application to Prostate Cancer Dataset

We apply our approach on prostate cancer patient A22 from the dataset of Gundem et al. [67]. Patient A22 comprises 10 samples. We use the published fractional copy numbers that were obtained by the Battenberg algorithm [113], which relies on the sample purity and tumor ploidy estimated by the ASCAT package [148].

Since the true clonal structure of these samples is unknown, we examine the consistency of different measures on the results obtained by running CNTMD with varying number of clones \( n \in \{2, \ldots, 8\} \). We observe a number of patterns that suggest that there are six clones in the tumor that are distinguishable by copy number aberrations; in comparison [67] estimate 16 clones using single nucleotide variants.

---

**Figure 13.10:** The distance decreases with increasing number of clones \( n \) and flattens with \( n > 6 \) clones. The y-axis shows the normalized value of the distance \( \|F - CU\| \) for each \( n \) in \( \{2, \ldots, 8\} \).

**Figure 13.11:** Proportions are well-supported with a number \( n \) of clones up to 6. Inferred usage matrices \( C \) for \( n \) in \( \{2, \ldots, 8\} \).

First, we observe that the value of \( \|F - CU\| \) decreases significantly with increasing values of \( n \) (Fig 13.10). However, the rate of decrease declines for \( n > 6 \), suggesting that additional clones are not providing substantial gain in fitting the observed copy number fractions. Second, we find that the entries of the usage ma-
Figure 13.12: The clones of trees with \( n \leq 6 \) build the same cascading topology and well-supported edges, whereas trees with \( n > 6 \) clones conserve the same cascading topology and introduce less-supported edges. For each copy-number tree \( T \) with \( n \in \{2, \ldots, 8\} \) clones, we show the cost \( \Lambda(T) \) and label the edges by their corresponding costs. The colors of leaves map corresponding clones in the topologies. The red clone corresponds to the normal diploid clone.

The matrix \( U \) for \( n \leq 6 \) have well-supported proportions with reasonable mixing proportions for each clone in several samples (Fig. 13.11). In contrast, for \( n \geq 7 \), we identify clones with very low mixing proportions across samples (such as \( c_5 \) for \( n = 7 \) and \( c_4 \) for \( n = 8 \)) suggesting that the additionally inferred clones are not supported by the data. Third, we consider the topologies and costs of inferred trees with varying number of clones and find that the tree \( n = 6 \) clones best describes the data. We find that most of the clonal events, which are events that are shared by all tumor clones and occur on the first branch of the tree, are consistent across the majority of the trees with \( n \leq 6 \) clones (Fig. 13.16). Moreover, the clones of the trees with \( n \leq 6 \) build a cascading topology introducing an additional branch for every increase in \( n \) (Fig. 13.12). While, with \( n > 6 \) clones the trees conserve the same cascading topology and each additional clone splits a previous clone (from the tree with \( n - 1 \) clones).
into two new sibling clones, potentially overfitting the data. The total number of events, \( \Lambda(T) \), stabilizes between \( n = 5 \) and \( n = 6 \) before increasing again for \( n \geq 6 \). The trees with more than six clones have several edges with only a few events as opposed to the trees with \( n \leq 6 \) clones. In sum, these findings suggest that the tree with \( n = 6 \) clones provides a good explanation of the data in comparison with the other trees that either overfit the data (\( n > 6 \)) or do not accurately represent the clonal structure of the data (\( n < 6 \)).

Finally, we examine the relationship between the inferred matrix \( C \) and the observed fractional copy number matrix \( F \), checking whether segments with close values of \( F \) across samples are assigned the same copy number values in \( C \), as we vary the number \( n \) of clones. We do this by partitioning the segments into classes with the same evolutionary history in the inferred tree \( T \) (which is derived from the inferred \( C \)). Specifically, we define a class to be a set of segments that have the same copy-number change on all edges of \( T \). Consequently, segments in the same class have the same copy number in all the clones. By increasing \( n \), we observe that the number of classes increases (Fig. 13.14), whereas their size decreases (Fig. 13.13). However, the size and number of classes do not significantly change with \( n \geq 6 \).
Figure 13.15: **Classes of segments with the same evolutionary history highlight consistency of the inferred solutions with the input data.** (A) We use the inferred tree $T$ for partitioning seven segments into classes. All segments that have the same copy-number change on each edge of $T$ are in the same class (indicated by the color). Next, we consider a pair of samples and plot the fractions of the segments (size of the dot indicates the number of segments with the same class and same fractions). The class is consistent if all the segments of the same class are located close to each other. (B) Fractional copy numbers for three A22 prostate cancer samples: D, K, and J. The largest dot contains 14 segments. Each column represents a value of $n \in \{2, ..., 8\}$. The consistency of the classes improves with increasing $n$. The red class in $n = 5$ is composed of two subsets of segments: segments that have one copy in all the considered samples, and segments that have two copies in samples $D, K$ and zero copies in sample $J$. With $n = 6$ these two subsets are separated into different classes (red and purple). With $n = 7$ one more class (white) is introduced for these segments, potentially overfitting the data.

Next, we assess the consistency between these classes and $F$. For each pair of samples $p_1, p_2$, we plot the fractional copy numbers of each segment in these samples, coloring segments by their class (overlapping segments with the same values result in larger dots). Fig. 13.15 gives a schematic of this procedure. We see that for $n < 6$, ...
segments in the same class are apart in at least one pair of samples (red, dark blue, and green clusters in Fig. 13.15), suggesting a poor fit to the data. On the other hand, for \( n > 6 \), segments with slightly different fractional copy numbers are separated (red/white clusters for \( k = 7 \) and light blue/cyan clusters for \( k = 8 \)), suggesting overfitting of the data. Thus, this analysis also indicates that \( n = 6 \) appears to provide a reasonable partition into classes.

![Figure 13.16: Well-supported clonal events correspond to published clonal CNAs.](image)

This plot shows the copy number of the clonal events inferred with \( n = 6 \) clones. We indicate separate chromosomes with dashed blue lines (chromosome 6 has been filtered out due to outliers). Green lines indicate amplifications and red lines indicate deletions. Note that the lengths are proportional to the number of segments and not to the corresponding genome length. Thick lines indicate events that are shared by the majority of the inferred trees \( T \) (with varying \( n \)). Purple stars indicate events that correspond to published clonal CNAs [67].

We also compare our inferred clonal copy number aberrations (CNAs) to the published clonal CNAs in [67] (i.e., CNAs labeling edges in the published trees in [67]): We observe that several clonal events in our inferred \( T \) correspond to the these CNAs (Fig 13.16): three inferred deletions on chr13 match the reported 13q deletion; 1 inferred deletion on chr 12 matches the reported 12p deletion; 1 deletion on chr8 matches the 8p LOH; 1 amplification on the same chr 8 matches the 8q gain; and two chr 16 deletions match the reported 16q LOH. More interestingly, most of these events are clonal in the majority of the inferred trees for every \( n \) (Fig 13.16). Thus, other recurrent and well-supported events in the inferred tree \( T \) are likely to be real, giving additional information about the clonal composition of these samples.

### 13.2.4 Experimental setup

In this section we report details about the experiments and their execution. First, we give details about the generation of simulated instances and about their execution. Next, we describe how we run our algorithm on the prostate-cancer dataset.
**Simulation setup**  Here, we firstly describe the procedure for generating the simulated instances for a number $n$ of clones and a number $k$ of samples, and then we describe the main parameters that we used for executing the considered instances.

Each instance was obtained by randomly generating a copy-number tree $T$ with $n$ leaves and mixing these in order to obtain the $m$ samples. The topology of $T$ has been randomly chosen among all the possibilities and the edges have been randomly labeled by a maximum of 3 events for each edge. Each event $(s, t, b)$ is generated by arbitrarily choosing the extremities $s, t$ and selecting $b$ equal to either +1 or -1 with a probability of 70% and 30%, respectively. We obtained the mixing proportions through a Dirichlet distribution such that each sample is a mixture of a subset of randomly-chosen extant clones. The samples are thus obtained by mixing the copy-number profiles of the $n$ leaves accordingly to the corresponding proportions. Moreover, we randomly introduced noise in the resulting samples such that each fraction $f_{s,p}$ is perturbed by a noise selected from a normal distribution with a mean equal to 0 and a variance equal to the 10% of the value $f_{s,p}$. Note that for each combination of parameters we generate 3 random instances.

Each instance has been executed by randomly selecting 160 starting points $\{U_{1,0}, \ldots, U_{Q,0}\}$, considering at most $K = 5$ iterations, and granting at most 32GB of memory and 45 minutes of running time for each iteration. Moreover, we considered large interval equal to $[0, 1000]$ for finding the maximum cost $\Lambda^*$, and we use a threshold $\epsilon$ equal to 0.01 for managing the presence of noise in the data.

**Real-data setup.** To better deal with these large datasets, we apply our method using a two-step procedure as described in Section 12.2.1.5. Firstly, we execute each instance on large intervals $[0, 2000]$ for searching the maximum cost $\Lambda^*$ imposing few hours as time limit, with 1 hour as time limit of each iteration and $K = 5$, and randomly choosing 240 starting points. This first step provides clues on smaller intervals that may contain $\Lambda^*$. Hence, we execute again our approach on these smaller intervals providing an higher time limit (12 hours for each starting point), a larger number of starting points (few hundreds 600), and exploiting the refinement step described in Section 12.2.1. Moreover, we select a value of the threshold $\epsilon$ varying between $10^{-2}$ and $10^{-5}$. We execute the instances on a cluster of computers.

**13.2.5  Additional Experiments on Simulations**

Here, we present the results on additional simulated instances to assess the quality of the results even in the presence of small variations between the true number $\hat{n}$ of clones and the inferred number $n$ of clones. We generate the simulations using the procedure described in Section 13.2.4 obtaining instances consisting of a single chromosome with 20 segments, a number $\hat{n}$ of true clones in {4, 6, 8}, and a number
Figure 13.17: **Our method scales by increasing the number $k$ of samples.** Running time for all the instances on different number $k$ of samples in \{2, 5, 10\}.

Figure 13.18: **Quality measures improve by increasing the number $k$ of samples.** (A) Leaf consistency (LC) and (B) usage difference ($\|U - \hat{U}\|$) for increasing number $k$ of samples in \{2, 5, 10\}.

$k$ of samples of \{2, 5, 10\}. We vary the number $n$ of inferred clones by increasing or decreasing $\hat{n}$ by 1.

We consider the running time of our method and we assess the quality of the results in terms of leaf consistency (LC) and usage differences $\|U - \hat{U}\|$ (Section 13.2.2). Fig. 13.17 shows the running time of our method for each number $k$ of samples. We observe that by increasing the number $k$ of samples, the running time of our approach decreases as the convergence threshold is easier to reach. As such, our method can scale with an increasing number of samples. Next, we consider the quality measures LC and $\|U - \hat{U}\|$ with increasing the number $k$ of samples in Fig. 13.2.5 and Fig. 13.2.5. As described for the main simulated instances on Section 13.2.2, both the quality measures improves by increasing $k$. Here, we analyze how LC and $\|U - \hat{U}\|$ vary when considering small variations between the true
Figure 13.19: Variations between true number $\hat{n}$ of clones and inferred number $n$ of clones are small. (A) Leaf consistency (LC) and (B) usage difference ($\|U - \hat{U}\|$) for increasing number of true clones $\hat{n}$ and different number of inferred clones such that the difference $\hat{n} - n$ is in $\{-1, 0, 1\}$.

number $\hat{n}$ of clones and the inferred number of clones $n$, i.e. $\hat{n} - n$ (Fig. 13.2.5 and Fig. 13.2.5). We observe that, with the exception of $\hat{n} = 4$ and $n = 3$, small variations $\hat{n} - n$ do not have a significant impact on the quality measures. This observation is especially true by increasing the $\hat{n}$. In fact, the difference results in terms of LC and $\|U - \hat{U}\|$ for small variations $\hat{n} - n$ by increasing the value of $\hat{n}$ and $n$. 
Chapter 14

Discussion

In this part of the thesis we formally introduced two problems for the analysis of tumor evolution in terms of copy-number aberrations. CNT infers the evolution when the integer copy-number profile of each clones is available, whereas we formulated CNTMD for simultaneously inferring the clonal structure and their evolution from multiple mixed samples of the same tumor.

Firstly, we showed that the general CNT problem is NP-hard and gave an ILP solution. Moreover, we assessed the performance of our tree reconstruction on simulated data. While all formulations describe copy-number profiles on a single chromosome, our results readily generalize to multiple chromosomes. In addition, while our formulations presently lack the phasing step performed in [135], both the ILP formulation can be extended to support phasing. We note that experiments on real cancer sample data are required to establish the relevance of our formulations. To this end, several extensions to our models might be required. These include handling fractional copy-number values that are a result of most experiments and handling missing data for some segments. Furthermore, signals from other kind of mutations can be jointly considered to improve the accuracy of the results. In particular, SNVs are often considered in many other works [67, 104, 113]. Moreover, for the considered patient we found that a number 6 of clones is a reasonable explanation when considering only CNAs, in contrast to the 16 clones that have been inferred in [67] by considering only single-nucleotide variants (SNVs). This result may indicate that CNAs have less resolution in the distinction of clones. However, the signal from copy numbers is not confounded by other signals, unlike the case of SNVs. Therefore, this work is the first step toward an high-resolution approach, alternative to others [35, 46, 78], for inferring tumor composition by merging the signals from both CNAs and SNVs.

Next, we formulated the Copy-Number Tree Mixture Deconvolution (CNTMD) Problem, and derived a coordinate-descent algorithm, with alternating ILP and LP steps, to solve this problem. CNTMD builds a phylogenetic tree describing copy
number evolution directly from mixed-samples, thus addressing an important issue in applying phylogenetic analysis to tumor samples. We show that CNTMD outperforms approaches that only perform deconvolution – thus ignoring the phylogenetic relationship between samples – or that build phylogenetic trees assuming that each sample is homogeneous, consisting of a single clone. We also apply CNTMD to a complex dataset from prostate cancer, building a phylogenetic tree containing multiple distinct clones, mixed in different proportions across samples. These results demonstrate the feasibility of our approach to real-sized datasets. Moreover, for the considered patient we found that a number 6 of clones is a reasonable explanation when considering only CNAs, in contrast to the 16 clones that have been inferred in [67] by considering only single-nucleotide variants (SNVs). This result may indicate that CNAs have less resolution in the distinction of clones. However, the signal from copy numbers is not confounded by other signals, unlike the case of SNVs. Therefore, this work is the first step toward a high-resolution approach, alternative to others [35, 46, 78], for inferring tumor composition by merging the signals from both CNAs and SNVs.

There are a number of directions for future work. First, the hardness of CNTMD remains open. Moreover, the method does not scale with the number of clones, that are the leaves of the copy-number tree. As such, when considering more than 9 clones, one should use heuristics to estimate a solution of the $C$-step. Other directions include methods to better address noise in the copy number fractions, using confidence intervals or posterior distributions to model the uncertainty in entries of $F$. In addition, one could use model selection or regularization approaches to estimate the number of clones in a tree and avoid overfitting. Another avenue of investigation is to incorporate uncertainty in the segmentation of the genome into the model. One could also augment the phylogenetic reconstructions with single-cell measurements including FISH [24] or single-cell sequencing [32]. Finally, one could extend the approach using more sophisticated models of genome evolution, including models that include additional genome rearrangements and complex patterns of duplication – some promising work in this direction is found in [95, 98, 103, 115].
Chapter 15

Conclusions

Biology easily has 500 years of exciting problems to work on.

Donald E. Knuth (1938)

This last chapter firstly presents several directions for future work for the contributions investigated in this thesis. In particular, we propose a way to integrate the different signals from SNPs and CNAs that have been considered separately in Part I and in Part II. Next, the chapter ends with some considerations concerning the significance of the combinatorial-optimization scheme that guided all the contributions in this work. We report these considerations directly referring to some of the contributions in both the parts of the thesis.

15.1 Future Directions

In this thesis we investigate questions related to the inference of genomic variants from sequencing reads of normal and cancer genomes. For haplotype assembly, we answer several open questions related to the tractability and approximability of the MEC problem that concerns aspects of practical interest and formally extend the problem to the analysis of polyploid genomes. Based on the structure of the problem emerging from this study, we design the algorithm \texttt{HapCol} aiming to assemble the long reads obtained from future-generation sequencing technologies by exploiting the uniform distribution of sequencing errors that characterize these promising data. For the quantification of intra-tumor heterogeneity, we formally introduce the CNT problem that given the copy-number profiles of certain clones aims to infer the evolution of CNAs as the copy-number tree composed of a minimum number of interval events. We show that CNT is NP-hard and we design a ILP formulation that scales to instances of practical size. However, most cancer sequencing studies
consider heterogeneous samples from bulk sequencing that comprise many cells of different clones. Therefore, we introduce the CNTMD problem that given multiple heterogeneous samples aims to deconvolve these into the copy numbers of extant clones and their proportions such that, under a principle of parsimony, the evolution of CNAs is described by a minimum number of interval events. We design a coordinate-descent algorithm for solving a distance-based variant of CNTMD that incorporates an extended version of the ILP for CNT. This algorithm outperforms alternative approaches of simulated data. While, on data from a prostate cancer patient the method provides a much higher-resolution view of copy number evolution of this cancer than published analysis.

Several extensions of the contributions for both the applications in Part I and in Part II are particularly interesting. We investigated the haplotype assembly when a single individual is considered. However, one can obtain and exploit more information from jointly considering more people in parental relationship. For the sake of simplicity, we can consider a trio comprising father, mother, and child, but the concept is easily generalizable to larger families. In this case, we have in input sequencing reads from each individual. The main goal is still to reconstruct the pair of haplotypes of each individual, but a trio provides both constraints on the solution and a way to infer the mutations called recombinations. The child inherits one haplotype from the father and the other from the mother, therefore the haplotype assembly may highly benefit from jointly considering the individuals of the family. However, the haplotype that a child inherits from one of the parents may be a combination of the two haplotypes of the parent due to the effect of recombinations. As such, the joint haplotype assembly of the individuals in a family can be also applied to infer those recombinations needed to fully characterize the inheritance process.

Another interesting extension concerns the model of CNAs. We modeled the copy numbers of a genome as copy-number profiles that indicate the number of copies for each genomic segment, and we model the effects of CNAs as interval events for capturing their impact on multiple contiguous segments. However, such profiles encode only the information about the number of copies, but not about their position in the genome. In fact, a CNA amplifying or deleting genomic segments may change the genomic structure of the affected copies: an amplification may introduce a copy of a segment in a different position, whereas a deletion make consecutive two previously non-adjacent segments. As such, a model encoding information about the genomic positions of the copies may be useful to better model the effects of subsequent CNAs on the same segments. Promising attempts in this direction are found in [95, 103, 115].

Lastly, interesting directions concern the integration of the signals coming from CNAs and SNPs that we considered separately in this thesis. The human genome comprises two copies of each genomic segment, one on each haplotype, and we infer
the total copy number of each segment from the corresponding number of reads. The two copies of a segment have different values, or alleles, on a covered SNP. The \textit{B-Allele Frequency (BAF)} measures the ratio of the reads covering the two distinct alleles. As such, a shift in the BAF of a SNP can be used to distinguish the number of copies in the maternal and paternal haplotypes. This approach revealed to be promising in previous works [113, 136]. Hence, CNTMD can be extended using a similar approach to distinguish the copy numbers on the two distinct haplotypes. We can model the evolution of the two copies independently and, consequently, we can infer the CNAs that occurred on the same haplotype. SNPs are not the only frequent form of point mutations. \textit{Single-Nucleotide Variants (SNVs)} are somatic point mutations and, consequently, they are not typically inherited and shared among a population. Somatic SNVs are another frequent form of mutations in cancer. The proportion of clones comprising a specific SNV can be inferred from the ratio of reads with that mutation [47, 99], however this ratio is affected by the copy number of the corresponding genomic segment [46]. A CNA amplifying or deleting the region that contains a SNV increases or decreases, respectively, the number of reads covering that mutation and affects the corresponding proportion. Therefore, building upon the work done here for CNTMD, we can integrate the signals from SNVs with the ones from CNAs and, even, SNPs.

\section{15.2 Closing Remarks}

All the contributions in both the parts of this thesis have been guided by a scheme based on combinatorial optimization and described in Chapter 2. The scheme starts from a biological questions and is composed of four steps such that each of these is crucial for the next. The main challenge of the first step is to formulate a problem that models the aspects significant for the application. Hence, this step is important for obtaining an approach able to provide a meaningful answer to the starting biological question. Moreover, a careful investigation of the application may reveal characteristics to exploit for obtaining a problem formulation with a structure helpful in the designing of the algorithm. For example, in Part I we introduce a new problem formulation that exploits the uniform distribution of sequencing errors characterizing the long reads from future-sequencing technologies. Modeling this characteristic allows to design an algorithm requiring less computational resources by limiting the number of feasible solutions. Clearly, when considering more characteristics of the application we need to deal with a trade-off between obtaining a more refined model of the biological process and a more complex problem formulation with too many details.

The second steps aims to study the computational complexity of the problem formulation and its structure. Based on the properties of the problem structure, the
computational complexity reveals the kind of algorithms we can design. For MEC, we characterize the relationship between a feasible solution and a bipartition of the fragments. Whereas, for CNT we identify a sorting of the interval events characterizing optimal solutions. Using these properties, we reduce known NP-hard problems to MEC and CNT showing they are hard as well. Studying the computational complexity is not an easy task, especially for some problems. In fact, the computational complexity of CNTMD remains unknown. However, we can still suspect that CNTMD is NP-hard, because the related “subproblem” CNT is NP-hard. This an example corroborating the benefits of a “progressive” approach that deals with a biological question by starting from a simpler problem formulation and proceeding with more refined variants. For example, we apply this approach in Part II where we firstly consider the CNT problem that assumes to know the copy numbers of each clone and then the CNTMD problem extending the approach to copy numbers mixed in heterogeneous samples.

The goal of the third step is the design of an algorithm for the proposed problem formulation. An efficient algorithm can be designed if the problem is in P, otherwise one of the technique described in Chapter 2 for dealing with hardness can be applied. In this step the problem structure revealed in the previous step is crucial. In fact, for the MEC problem we identify a necessary and sufficient condition for the feasible solutions based on a property of consecutive columns. Therefore, we design a fixed-paramater tractable algorithm based on a dynamic programming that considers iteratively each column of the fragment matrix. Whereas, for CNT and CNTMD we design two ILP formulations based on the sorting of interval events in optimal solutions and on expressing the edge cost only considering the starting and ending positions of the interval events.

The last step concerns the validation of the algorithm and the interpretation of the results obtained on biological data for answering the starting question. Both the parts of this thesis show the benefits of validating the algorithm on simulated instances. In fact, such kind of experiments are useful in Part I for comparing the algorithm to current state-of-the-art methods on instances with a size and characteristics that are not currently available, but reflect the data produced by new technologies. Instead, simulated instances reveal to be useful in Part II for assessing the performance of the methods when the ground-truth is known. In addition, simulated instances are useful because a meaningful comparison require a significant amount of instances that often are not available from biological data. Obviously, real data represent the ultimate goal for answering the starting biological question. When benchmark instances are available as in Part I, the quality of the results can be evaluated with measures that capture the crucial aspects of the application. Conversely, when benchmark instances are not available as in Part II, we establish the quality of the solutions by determining the presence of common pat-
terns with previous analyses or by looking to the consistency of the results when varying the input parameters.
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