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Foreword

The International Conference on Sequence Analysis and Related Methods (LaCOSA II) was held in Lausanne, June 8-10, 2016, four years after the Lausanne Conference on Sequence Analysis (LaCOSA). The conference brought together scholars using innovative methods for analyzing longitudinal data in social, managerial, political, population, psychological, health, and environmental sciences with developers of methods for longitudinal analysis.

Sequence Analysis (SA) has become a popular exploratory tool in social sciences since the pioneering contributions of Andrew Abbott and the recent release of powerful pieces of software. Nevertheless, SA remains essentially exploratory and needs to be complemented with other modeling tools, especially when it comes to testing hypotheses or studying the dynamics that drives the trajectories. In that perspective, this LaCOSA II conference did not limit itself to SA by also covered alternative longitudinal methods, such as survival and event history analysis, Markov-based and other longitudinal stochastic models. The aim was to debate how these different approaches can complement each other.

Alongside three keynote talks by Francesco Billari, Jeroen Vermunt and Aart Liefbroer, 57 papers were presented at the conference. The papers were selected among 79 propositions on the basis of reviews made by members of the scientific committee. In addition LaCOSA II featured also a longitudinal data analysis contest.

The present proceedings collect the papers presented at the conference. Some authors chose to not include their full paper for copyright reasons. In those cases only a—short or long—abstract is included.

We would like to warmly thank here all members of the Scientific Committee for their scientific support and their help in the reviewing process. Many thanks also to the Organizing Committee, as well as to Christelle Burri for her administrative assistance. We also acknowledge the financial support of the University of Geneva and its Geneva School of Social Sciences, the Foundation and the Institute of Social Sciences of
the University of Lausanne, the Swiss National Center of Competence in Research LIVES and the Swiss National Science Foundation. LaCOSA II would not have been possible without all these supports.
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Keynotes

Discovery and explanation in demography and life course research
Francesco C. Billari
Oxford University

Simple and advanced latent Markov modeling: A flexible probabilistic approach to sequence analysis
Jeroen K. Vermunt
Universiteit Van Tilburg

Abstract: Latent Markov modeling – also referred to as hidden Markov, Markov switching, regime switching, or latent transition modeling – has become a quite popular tool for longitudinal data analysis in social, behavioral, and biomedical research. In this talk, I will introduce the latent Markov model as a tool for sequence analysis. The key feature of this probabilistic model is that it takes into account that true and observed sequences may not match perfectly. More advanced versions allow among others dealing with multivariate, parallel, and correlated sequences, with various forms of observed and unobserved heterogeneity, with nested/multilevel sequences, with incompletely observed sequences, and with an unequal spacing of the measurements in time. I will illustrate these simple and more advanced versions of the latent Markov model with an empirical example and discuss their implementation in the Latent GOLD 5.1 software.

Using sequence analysis to understand the family-life course: Developments and future perspectives
Aart C. Liefbroer
Netherlands Interdisciplinary Demographic Institute (NIDI)
Session 3A: Epistemology
Do different approaches in social science lead to divergent or convergent models?

Daniel Courgeau

Institut National d’Etudes Démographiques (INED)

Abstract  Sequence analysis is essentially an exploratory tool and needs to be complemented with other modelling approaches when it comes to testing hypotheses or studying the dynamics that drives the trajectories. This paper will first explore some of these tools: event-duration models which lead to event history analysis; event-sequences models which lead to sequence analysis; multiple level models which lead to multilevel analysis; social network models which lead to multilevel social-network analysis; models based on individual agents which lead to agent-based analysis. It then shows that these models can be classified under some more general concepts: the statistical individual concept covers event history and sequence analysis; the statistical network concept covers multilevel and social-network analysis. Only the agent-based analysis seems to escape from these concepts as it models theoretical ideas rather than data. However as it remains at the individual level it is too reductionist to explain social behavior. It seems then necessary to set up a more robust research program for demography. This research program may follow the induction’s way given by Bacon in searching for the structure of the studied phenomena and the interactions between the networks created by people. Such a program will be able to lead to a convergence of these different models.

1 Introduction

From it’s inception by Graunt in 1662, the scientific study of population called by Petty (1690) political arithmetick, paved the way for around 200 years for demography, epidemiology, political economics, and more generally for population sciences. During this period a cross-sectional approach was followed for which social facts of a period exists independently of the individuals who experience them, and can be explained by various characteristics of their society. After the end of World War II, population scientists took a new view on these facts, which introduced the individual’s lived time. This cohort analysis approach considered that the occurrence of a given event, during the life of a generation or a cohort, can be studied in a population which preserves all its characteristics and the same charac-
teristics for as long as the phenomenon manifests itself (Courgeau, 2007). This approach was however submitted to very restrictive conditions (Courgeau and Lelièvre, 1994), and leads to the more recent approaches which we will present more thoroughly in this paper.

Social scientists today use various methodological approaches that perform often complementary but sometimes divergent tasks. We shall first briefly describe the main methods used in population science, emphasizing their potential convergences as well as their divergences.

From this comparison, we shall try to identify the conditions that would allow a synthesis of the approaches through an analysis of a more epistemological nature regarding an inductive construction in the Baconian sense (1620). This method of induction\(^1\) consists of discovering the principles of natural or social processes by way of experimentation and observation. It rests on the requirement that without these principles the properties observed would be different (Franck, 2002).

2 Research Areas

We shall present and mainly discuss here the five main approaches by event duration, event sequence, multiple levels, network and agent-based decisions, used in population science.

2.1 An approach by event duration

This first approach made its debut in social sciences in the early 1980s, more than thirty years after the introduction of longitudinal analysis. However, it was already in circulation earlier, particularly among statisticians. We can trace its origin to the notion of martingale, used by Ville in 1939 and Doob in 1953. In 1972, Cox proposed the joint use of life tables and a regression model. In 1975, Aalen suggested the use of counting process theory for the joint analysis of several events that an individual could experience simultaneously. In 1980, the analysis by Aalen et al. of the interaction between events in an event history introduced the approach into the field of population sciences.

This approach rests on robust mathematical and statistical foundations, which permit to establish risk factors and to treat censored observations. They are presented in statistical books by Kalbfleisch and Prentice (1980), Cox and Oakes (1984), Andersen et al. (1991), and Aalen et al. (2008). They make it possible to analyze changes of state, however diverse, and to demonstrate the role of many individual characteristics that can change over time during such transitions. The

\(^1\) Induction is not taken in the sense of Mill (1843) and his followers, i.e. generalization from particular facts. In Bacon’s sense, induction designates the complete research process.
application of the method in demography (see for example Courgeau and Lelièvre 1992) brought fresh progress in that field. Many other social sciences adopted it as well, including epidemiology, biostatistics, sociology, econometrics, actuarial sciences, and medicine.

The event-history approach eliminates the need for the overly restrictive hypotheses of longitudinal analysis while maintaining the individual point of view. Individuals can be tracked over a part of their entire lifetime, typically by means of a retrospective or prospective survey. It focuses on the duration between different events occurring in a person’s life, and its application requires special surveys. For example, in 1981 the “triple event history” survey (currently called 3B, see Courgeau, 1999) allowed the simultaneous analysis of family events, occupational events, and migration events occurring over a lifetime up to the survey date for cohorts born between 1911 and 1936. As censored observations can be treated without problem by this approach, the persons who were always in the labor force at the time of the survey (four fifths) can be studied for their occupational history in the same manner than those who were retired (one fifth).

It basically relies on semi-parametric methods, which, while preserving a non-parametric vision of the duration between events, use parameters to describe the effects of personal characteristics (Courgeau and Lelièvre, 1992).

However, the event-history approach did pose a certain number of problems, to which we now turn.

The first problem is that of unobserved heterogeneity. How does unobserved heterogeneity affect the estimation of parameters of observed characteristics? To help us answer the question, we have an important result obtained by Bretagnole and Huber-Carol in 1988 but overlooked by some users of these models. The two authors showed that, in a Cox model, when the omitted characteristics are independent of the observed characteristics, the omission has no impact on the sign of the estimated parameters, reducing only their absolute value. Thus, if the effect of a characteristic is found to be fully significant, the introduction of unobserved characteristics will merely strengthen that effect. Conversely, a characteristic that does not have a significant effect may have one when the omitted characteristics are introduced. We need to be aware of this risk.

When observed and omitted characteristics are connected, the situation is more complex. It may be tempting to introduce this heterogeneity as a particular type of distribution, which Vaupel et al. called frailty in 1979. When we have information on the distribution, its introduction is entirely legitimate. The problem is that we typically do not know this distribution, and that it is often chosen for no other valid reason than convenience. In such circumstances, some estimates may even change the sign of certain parameters, as Trussell and Richards showed in 1987, while a model without frailty avoids this problem.

We therefore totally agree with Aalen et al. (2008), who, in their extensive studies on stochastic processes, have tried to identify individual frailty:

As long as there is no specific information about the underlying process and observations are only made once for each individual, there is little hope of identifying what kind of process is actually driving the development.
Indeed, for the analysis of non-repetitive events, there is only one model without observed heterogeneity, but an infinity of models with unobserved heterogeneity. Their estimates differ, but they display an identical fit with observed data (Trussell, 1992). By contrast, if we are analyzing repetitive events—such as successive births or migrations—we have the option of estimating multilevel models that allow the introduction of unobserved heterogeneity, which reflects the multiple events experienced by every individual. We shall present these multilevel models later.

The second problem concerns the concept of probability used. Apart from Kalbfleisch and Prentice, most of the earlier-mentioned statisticians who developed the method chose an objective probabilistic approach, which places certain constraints on the expected results of an analysis. Could an epistemic approach enable us to lift many of these constraints? We cannot give a full description of the probabilistic approach here, such as in Courgeau (2012), but we can elaborate on the constraints linked to statistical inference.

The purpose of statistical inference is to optimize the use of the incomplete information available in order to take the best decision. Statistical inference will therefore consist in providing an analysis of a past phenomenon and a prediction of a similar phenomenon to come. The first point is important for sciences such as demography or epidemiology, which must analyze human behavior. The second point is crucial for sciences, such as medicine, or those focusing on public health which aim to produce the best possible forecast of the outcome of a treatment course or a decision on the best policy to implement. Statistical inference notably leads to testing various hypotheses about the phenomena studied.

Objectivist methods, also called frequentist methods, seek to verify whether a given factor does or does not affect the phenomenon studied, and this brings us to the notion of statistical test. This means treating the sample under analysis as one possible selection from an infinity of other samples that we extract from a population also assumed to be infinite. When we assign a confidence interval of, say, 95% to a parameter estimated on this sample, we might conclude that the probability of the unknown parameter lying in the interval is 0.95. In fact, however, the objectivists tell us that this conclusion is wrong. All we can state is that if we draw an infinity of new samples, then the new estimated parameters will lay in that interval 95% of the time. As Jeffreys wrote in 1939, when examining various definitions of objective probability:

The most serious drawback of these definitions, however, is the deliberate omission to give any meaning to the probability of a hypothesis. All they can do is to set up a hypothesis and give arbitrary rules for rejecting it in certain circumstances.

That is exactly what happens with statistical tests. Similarly, the use of frequentist methods for prediction will consist in taking the parameters estimated, for example, by means of maximum likelihood and introducing them into the distribution function of the new observation. But this will not allow us to factor in the uncertainty of the parameter estimation, and will lead to an under-estimation of the variance of the predicted distribution.
That is why Jeffreys himself showed that if we accept that a probability is never a frequency—in other words, if we adopt the epistemic framework—then a 95% confidence interval truly means an interval in which the statistician rightly believes that the unknown parameter may lie with a probability of 0.95. Moreover, this approach enables us to solve the prediction problem, for which the objective approach could provide only an approximate solution. All we need to do is calculate the “posterior predictive distribution” of a future observation from the initially observed data, which are known. What we obtain is not a value, as with the objectivist method, but a distribution whose variance will now be calculated correctly.

We have not described in detail all the advantages of using an epistemic method, but they have led a number of authors to propose it for event-history analysis, especially when the sample studied is small: see for example the book published by Ibrahim et al. in 2001. However we will see in 2.3 that another way of making statistical inference is possible with epistemic probability.

The last problem we would like to address is that of the risk of atomistic fallacy involved in this approach. If we can draw on all individual characteristics to explain a behavior, we shall overlook the context in which the behavior occurs. In fact, when using a cross sectional approach the researcher introduced only the characteristics of the society to explain social facts. This aggregate approach was on the contrary under the risk of ecological fallacy, as Robinson (1950) so clearly demonstrated: he showed that the correlations between two characteristics measured in binary mode on individuals, or by proportions applied to different geographic segmentations, generally diverged. We will see later how to solve this difficulty.

2.2 An approach by event sequences

We can trace the origin of sequence analysis in computer science as used by Levenshtein (1966); then in molecular biology for the study of DNA and RNA sequences as used by Levitt (1969). It was introduced later in the social sciences, with the work of the sociologist Abbott (1983, 1984) in order to study social processes which occur by whole sequences generally during a long period of time.

However, this approach in social science rests on less robust mathematical and statistical foundations than event history analysis. Its main object is to describe whole sequences (ordered list of elements) in terms of types that reflect socially meaningful trajectories experienced by subjects (individuals or more general entities like stimuli in psychology or artifacts in archaeology). It follows a two-step approach. First it tries to compute a distance between sequences under some operations (insertions / deletions called “indels” or substitutions) with a given cost for each operation. The main used metric is called Optimal Matching (OM), but we will see later that many other methods to compute these distances may be used. Then in a second step, using cluster analysis, it is possible to detect types of sequences, regrouping the whole set of subjects into exclusive and mutually exclu-
sive categories. Cornwell (2015) gives a more detailed description of these methods. A great number of social sciences adopted it: sociology, demography, psychology, economics, anthropology, political science, linguistics, etc.

The sequence approach permits to turn from the cross-sectional research of causes in Durkheim’s sense (1895), to an emphasis on contexts, connections and events which Abbott (1995) called a quiet revolution in social science. The surveys used to track subjects over their life time are very similar to event history surveys, with an emphasis on the observation of whole processes without censoring. Their goals, however, are very different: while event history analysis seeks the causes of the studied phenomena, sequential analysis explores the paths followed without offering reasons for the underlying processes that generate them (Robette and Bry, 2012). So that individual characteristics need not to be recorded for this analysis, out of their event sequences and their characteristics before the analyzed sequences. For example the 2001 “Event histories and contact circle” survey made by Lelièvre, on a sample of cohorts born between 1930 and 1950, following the example of the “triple event history” survey but more detailed, permitted to apply sequence analysis to the professional trajectories of mothers and their daughters in order to compare them (Robette et al. 2012).

Contrary to event history relying mainly on semi-parametric methods, it basically relies on non-parametric methods which make no assumption about the process underlying the life course. Its aim is to explore and describe the course of events as a whole, without trying to focus on the risk of experiencing events and their determinants. There are also some recent Bayesian extensions of social sequence analysis (Bolano, 2014), through Hidden Markov models similar to biological approaches (Liu and Logvinenko, 2003).

However, this analysis poses some new problems, different from those posed by event-history analysis, to which we now turn.

The first problem lies in the metric used, particularly in the use of OM methods for social sciences. As we have said this approach was imported from information theory and molecular biology. For these disciplines the hypotheses lying in their foundations have been shown to be plausible and of wide applicability: the model proposed by Levitt (1969) for transfer ribonucleic acid confronted with experimental observations was in good agreement with them and theories about chemical processes give a strong support to these methods. However in social sciences the structure of sequences appears to be much more complex. As Wu (2000) said:

Part of my skepticism stems, in part, from my inability to see how the operations defining distances between trajectories (replacements and indels) correspond, even roughly, to something recognizable social.

For example giving the same cost to a transition from unemployment to employment than from employment to unemployment seems highly implausible. This skepticism was more clearly demonstrated by Bison (2009), while the use of OM techniques has multiplied. He clearly shows, by means of simulations, that varying the substitution and indels costs may produce inconsistent results. This may lead to find regularities even when they do not exist (Bison, 2014).
In order to solve this problem a number of generalizations of OM method were proposed: variable substitution costs, different distance measures, spell-adjusted measures, non-alignment techniques, monothetic divisive algorithm (MDA), etc. See Cornwell (2015) for more detail on these improvements.

However, while the number of distances and costs measurements increases the problem of their comparability becomes more and more important. While comparisons exist between few different metrics, using empirical data, the only study comparing a large number of metrics, using a reasoned set of artificial sequences, was made by Robette and Bry (2012). They did not try to find the best metric but “rather to unravel the specific patterns to which each alternative is actually more sensitive”. Even if they found some differences between the results of these metrics, “the main patterns they conceal will be uncovered by most of the metrics”. However the differences exist and the inconsistent results found by Bison let the problem of the used metric largely unsolved.

The second problem lies in the use of cluster analysis for detecting classes of sequences. This method of classification was used long before sequence analysis, as it was already the title and the subject of a book written by a psychologist (Tryon, 1939) for manual calculation. When computers developed, they permitted not only an increase in the use of cluster methods but also a development of an increasing number of techniques to detect these groups. Simultaneously a great number of problems associated with clustering techniques appeared.

A paper by Everitt (1979) developed some of them, which we will present here shortly. One of the most important criteria for a good cluster solution lies in the choice of the number of groups that should exist in a given study. Unfortunately when the classification criterion is plotted against the number of groups, in the majority of cases, no “sharp step” permits to determine the best number of classes which remains entirely subjective. Other attempts to solve this problem let it unsolved. The assessment of the validity and stability of the clusters found by different techniques poses also problems. As there are many reasons leading different analyses to arrive at different sets of clusters, it is important to show the validity of such analyses and more importantly the validity of the hypotheses lying behind them. Unfortunately there are few validity tests of these different approaches, and fewer tests of their social meaning (Cornwell, 2015). We can cite Byrne and Up-richard recent comment (2012) on these problems: “Although written in the late 1970s, actually many of the ‘unresolvable problems’ raised in Everitt’s article are still problems today”.

The emphasis on context, connections and events leads sequence analysis to abandon regression methods and to consider the research of causes as obsolete. This leads to a third problem: “could clusters be an artifact of not controlling, say, for an observed variable?” (Wu, 2000). If the problem of unobserved heterogeneity was important for event history analysis, here even observed heterogeneity leads to difficulties. While sequence analysis attempts to approach trajectories as a whole, it is only possible to introduce characteristics measured before the starting of the analyzed trajectory. Introducing characteristics measured later or time dependent ones will lead to many conceptual issues and these characteristics are very rarely incorporated. However we will see in the part on synthesis that new at-
tempts to combine event-history and sequence analysis may permit to solve this difficulty (Studer et al., 2016; Rossignon et al., 2016).

A fourth problem is linked to the fact that sequence analysis cannot handle censored observations, contrary to event-history analysis: it views its subject of analysis as a single unit at its completion and can only analyze fully observed trajectories, leaving aside the partially observed ones. Such a limitation will let aside incomplete trajectories and will only permit a study of the past. For example, as the age at retirement was 65 years at the time of the 3B survey, if we want to make a sequence analysis of professional life history, we could only be able to make it on people born between 1911 and 1916 only, while the survey covers people born between 1911 and 1936. Like the previous problem similar authors are trying to circumvent this difficulty, accentuating the similarity between the analyses of event duration and event sequences.

Sequence analysis permits to describe the trajectories in terms of types or classes which are considered to reflect socially meaningful patterns experienced by subjects. However, the meaning of these patterns appears to be not so clear. First as one individual is allocated to one and only one type, this leads to a very narrow classification, while we know that an individual may in fact be allocated to a great number of groups such as family, business firms or organizations, contact circles, etc. These groups are real entities while the types given by a sequence analysis may be questioned. Second what are the grounds to believe in the existence of such types? Abbott and Tsay (2000) argue that sequence methods “would find this particular regularity because people in particular friendship networks would turn up in grouping of similar fertility careers”. Their argument however presumes that data on friendship networks are available simultaneously with data on the fertility history of the same people. Unfortunately as far as I know, we have no examples showing the congruence of cluster results with friendship networks.

More recently a number of authors have similarly argued that network analysis may be a valuable tool to solve a number of these problems. For example Bison (2014) proposes to convert individual sequences into network graphs. Even if this method permits “to bring out career patterns that have never previously been observed”, it has important limitations. As he said, the main one that creates methodological and philosophical problems is the annulment of individual sequences. … Everything is (conf)used to form a different structure in which the individual trajectories disappear to make space for a ‘mean’ trajectory that describes the transitions between two temporally contiguous points.

If we want to remain with the fundamental description of sequence analysis given previously, this point is really confusing. However Cornwell (2015) goes further and devotes a whole chapter on Network methods for sequence analysis. Even if some methods used in network analysis may be useful in sequence analysis, it is important to say how the object of each approach is different. For sequence analysis as we have already said its main object is to understand a life history as a whole and to identify regularities and structures. For network analysis, as we will see in 2.4, the main object is to understand the relations between entities (individ-
uals, or more general levels of collective agency) and to see how changes at each level drives the evolution at other levels. We will try to find a solution to this problem in the final synthesis in part 3 of this paper.

We will have to see now how to introduce a more complex approach.

2.3 From a contextual to a multilevel approach

While the two preceding analyses operated at a given aggregation level, contextual and multilevel analyses introduce the effects of different levels on human behavior. It derived from the hierarchical models used in biometrics and population genetics since the late 1950s (Henderson et al., 1959). Their application and generalization to the social sciences came later—in sociology with Mason et al. (1983) and in education science with Goldstein (1986).

The simplest solution for introducing a contextual dimension is to incorporate into the same model the individual and aggregate characteristics of the groups involved, as Loriaux showed in 1989. We can now grasp the difference between this approach, which uses aggregate characteristics to explain an individual behavior, and the aggregate approach, which explained an aggregate behavior by equally aggregate characteristics.

We can thus eliminate the risk of ecological fallacy, for the aggregate characteristic will measure a different construct from its equivalent at the individual level. It no longer acts as a substitute, but as a characteristic of the sub-population that will influence the behavior of a member of that sub-population. Simultaneously, we remove the atomistic fallacy, as we take into consideration the context in which the individual lives. We may ask, however, if the inclusion of the aggregate characteristics provides an entirely sufficient representation of that context: as we shall see, it will be necessary to take further steps in a fully multilevel analysis.

In fact, the use of contextual models imposes highly restrictive conditions on the formulation of the log-odds (logarithm of relative risks) as a function of characteristics. In particular the models assume that the behaviors of individuals within a group are independent of one another. In practice, the risk incurred by a member of a given group more likely depends on the risks encountered by the group’s other members. Overlooking this intra-group dependence generally biases the estimates of the variances of contextual effects, generating excessively narrow confidence intervals. Likewise, these log-odds, for individuals in different groups, cannot vary freely but have restrictive constraints imposed by the model used (Loriaux, 1989; Courgeau, 2004).

In our view, the solution to this double problem lies in multilevel analysis. It aims to introduce into a single model different aggregation levels. In addition to the individual random parameter, multilevel models include random parameters for the groups at different levels identified in the analysis. The basic assumption is that these randoms are normally distributed, so that the analysis will focus only on their variances and covariances, but may introduce individual or group characteristics at different levels.
Multilevel analysis no longer focuses on the group, as in the analysis on aggregate data, or on the individual, as in the event-history approach. Instead, it incorporates the individual into a broader set of levels. It thus resolves the antagonism between holism and methodological individualism. As Franck noted in 1995:

Once we have admitted the metaphysical or metadisciplinary concept of hierarchy, it no longer makes sense to choose between holism and atomism, and—as regards the social sciences—between holism and individualism.

Figure 1 summarizes the connections between two levels, depending on whether we study them separately as in event-history and sequential models, or jointly as in a multilevel model.

![Diagram of connection between different levels](image)

This approach requires new types of surveys to capture and define the various levels to examine (Courgeau, 2007). It has been used in education science, demography, epidemiology, economics, ecology, and other disciplines to identify a multilevel structure of society. In particular, multilevel event history permits a synthesis of the two approaches (Courgeau, 2003). They are semi-parametric as before,
but in some cases they can take non-parametric forms, as in multilevel factor models (Goldstein, 2003).

It privileges also the use of the Bayesian paradigm in order to deal appropriately with nested or clustered data (Draper, 2008). However some other models use the frequentist paradigm. As discussed by Greenland (2000) the multilevel approach permits to unify these two paradigms, leading to empirical Bayes estimation encompassing the two approaches. About such a convergence the interested reader may read the recent book by Schweder and Hjort (2016) on statistical inference for epistemic probability understood as confidence distributions.

In its turn, the new approach encountered certain problems, which we shall now examine.

The first problem lies in the fact that it frequently uses, as group characteristics, mean values of each member’s individual characteristics or even variances or covariances. In fact there is a need to know more detailed characteristics of the aims and rules prevailing in a group and how to define them in order to explain a collective action. What are the mechanisms of social influence which permit the emergence of a collectively owned social capital in different social contexts, which “is more than the sum of the various kinds of relationship that we entertain” (Adler and Kwon, 2002)?

The second problem is that “independence among the individuals derives solely for common group membership” (Wang et al., 2013). In fact, the groups are generally more complex. For example a family, generally taken as a simple group, is in fact a more complex one where parents and children play very different and even conflicting roles. This dissymmetry of roles partly undermines the value of the family for multilevel analysis, in which we are looking for what unites group members rather than what divides them. Here again, we should take into account the interactions between group members and their changes over time in order to fully incorporate their social structure. This task will require new observation tools and new analytical methods. We will see in 2.4 how a multilevel network approach permits to avoid this problem.

The third problem lies on the difficulty to define valid groups and to use existing geographic or administrative groupings, which have little to do with their inhabitants’ behaviors. Only the increase of observed existing networks in future more detailed surveys, such as those included in the Stanford Large Network Data Set Collection, will permit to avoid these unsatisfactory groupings.

Last, while multilevel analysis enables us to incorporate a number of known aggregation levels that constitute a society, it continues to focus only on one of these levels—an event, an individual or a group. So that this “approach assumes that links between groups are non existent” (Wang et al. 2013). Contrary to this idea it is important to take the analysis further by trying to identify the interactions that necessarily exist between the various levels. As Robert Franck wrote in 1995: “the point now is to determine how the different stages or levels connect, from top to bottom and from bottom to top”. We must therefore develop a deeper study of the behaviors specific to each level but, above all, we must to try to connect the levels together in both directions.
We will see now how social networks permit to solve a major part of these problems.

2.4 From a network to a multilevel network approach

While earlier examples exist, research on social networks effectively began with the work of the sociologists Moreno and Jennings in the 1930’s, particularly with a paper they wrote in 1938 in which they used the term ‘network theory’ and proposed statistics of social configurations. However almost up to the 1970’s, if research teams in various social sciences worked on network analysis, no integrated cumulative effort resulted (Freeman, 2004). During the 1970s and 1980s social networks take off as a field, under the development of structural models inspired by White et al. (1976) and Freeman (1989), which examine the interdependent relationships between actors and the similar relationships between the positions of these actors in the different social networks.

This approach rests on robust mathematical foundations, which are however very different from the previous ones, as the assumption of independence of observations on individuals no more holds: network analysis argues that units are no more acting independently, but influence each other. The use of graph theory and matrix analysis is important in this field. These methods are described in detail in the book of the sociologists Wasserman and Faust (1994) as well as in the paper by the physicist Newman (2003). Many sciences, not only social, adopted this approach: information science, computer science, management, communication, engineering, economics, psychology, political science, public health, medicine, physics, sociology, geography, demography, etc.

More recently a multilevel network analysis was developed and permitted to make the link with multilevel analysis (Lazega and Snijders, 2016). While network theory is generally analyzing one given level, this approach is looking not only at the networks existing within different levels but also at the links existing between these levels. It leads to important extensions of existing models representing social structure, with networks as the dependent variable. A first kind of models tries to “reveal the interdependencies among the micro-, macro-, and meso-level networks”, the meso level being here “defined between nodes of two adjacent models” (Wang et al., 2013). They generalize graph models for multiple-networks. A second kind of models “accommodate multiple partially exchangeable networks, as well as treatment effects and other covariate effects on network structure” (Sweet et al., 2013). They are often called hierarchical network models and are a generalization of multilevel models. A third kind of models “is to partition the units at all levels into groups by taking all available information into account and determining the ties among these groups” (Žiberna, 2014). It is a generalization of classical blockmodeling developed for single relations.

As for the multilevel approach, many of these models use Bayesian estimators, which have algorithmic advantages particularly for non-nested data structures, and Markov Chain Monte Carlo (MCMC) algorithms. As for multilevel models they
use simultaneously the frequentist paradigm and this common use may lead to more general empirical Bayes estimators (Greenland, 2000).

This approach requires surveys capable of capturing the different networks simultaneously. For example, the demographic survey on networks of relationships (Courgeau, 1972) captured the family, occupational, friendly, and community relationships of individuals living in a rural area. A network analysis of this survey by Forsé (1979) permitted to construct, from a complete diagram of acquaintance networks, “sociability” groups distinguished by social and demographic characteristics. Many other examples on more restricted networks include a biomedical research network, an isolated monastery, and so on (White et al., 1976), or on large scale networks such as those given in the Stanford Large Network Data Set Collection containing social, citation, collaboration, internet networks, etc. (see their use in Leskovec et al, 2009).

What new problems will this approach encounter?

A first problem lies in the surveys or on the existing data collections used in order to get the ties between individuals or between levels. They will never be exhaustive and, as many possibilities exist for their limitation, this may lead to important implications for their study. Very often in surveys, only a limited number of ties is asked and this number may vary from one survey to the other. There is also ambiguity about the qualification of these ties: the term “best friends” may have a different signification than “more frequently met” or “more trusted” person. If a survey may ask for different kind of networks (family, friends, people at work, etc.), generally an existing data collection, like people on Facebook, will not permit this distinction. Even some persons may report more connections with popular, attractive or powerful persons than there are in reality.

A second problem lies in the fact that network clusters are generally created by the researcher rather than pre-existing to him. The way used to create them need many decisions that are difficult to pose in an entire scientific way. As Žiberna (2014) said:

In conceptual terms, the main disadvantages are that there are no clear guidelines concerning what are the appropriate restrictions for ties between levels and what are appropriate weights for different parts of multi-relational networks, that is for level specific one-mode networks and for the two-mode networks.

Even if this citation is more linked to his blockmodeling approach, it is also true for a more general multilevel network approach. In every case decisions must be made by the researcher how to include or exclude people, merge or divide network clusters, etc. But this also permits the statistical analysis when these networks are clearly defined.

A third problem lies in the difficulty to introduce individual or network characteristics in the study of these networks. Only the use of hierarchical network models permit to introduce them. But, even in this case, there are few data sets which give measures of covariate effects on network structure (Sweet et al., 2013). These covariates may be individual, network, tie-specific, or a combination of the three.
A fourth problem lies in the introduction of time in these studies. Again, very few surveys permit to observe the changes occurring to networks through time. Some multi-wave surveys give at different times the structure of a network. Lazega et al. (2011) used a three wave survey in order to show that the structure of an organization remains the same regardless of the turnover of the members. However there is a need of more detailed longitudinal observations at multiple levels of analysis and of new methods in order to study the organizational mobility and relational turnover implied by the introduction of time in multilevel networks.

We can conclude this examination of the different problems and challenges encountered by network and multilevel network analysis, by the conclusion given by Lazega and Snijders in their 2016 book:

Among the most difficult (challenges), we find combining network dynamics and multilevel analysis by providing statistical approaches to how changes at each level of collective agency drive the evolution of changes at other levels of collective agency. In all these domains, much remains to be done.

So that we can think that these problems are more a challenge for this approach than unsolvable ones.

We will now turn to the last approach presented in this paper.

2.5 An approach by agent-based decisions

Individual- or agent-based models\(^2\) constitute an approach that differs much more from the previous ones. These models are derived from the analyses of simulation by the mathematicians Von Neumann and Ulam and the physicist Metropolis (1949). The economist Schelling (1971) suggested their use to study segregation processes and in 1972 the ecologists Botkin et al. proposed a computer model in order to predict the evolution of forest growth. During the 90’s these models spread to different social sciences, taking often care not to consider each science separately but on the contrary to view them as a whole incorporating all the various social processes—demographic, economic, sociological, political, and so on. They are now largely used in many domains.

Rather than modeling specific data, this approach models theoretical ideas and is based on computer simulation. Its aim is to understand how the behavior of biological, social, or more complex systems arises from the characteristics of the individuals or more general agents making up these systems. As Billari et al. (2003) said:

\(^2\) In general the ecologists prefer to speak of individual-based models, while the social scientists prefer the term agent-based, but the two denominations recover quite the same approach. We will use here the denomination of agent-based models usual for the social sciences.
Different to the approach of experimental economics and other fields of behavioral science that aim to understand why specific rules are applied by humans, agent-based computational models pre-suppose rules of behavior and verify whether these micro based rules can explain macroscopic regularities.

So that this approach is bottom-up, with population-level behavior emerging from rules of behavior of autonomous individuals. These models are described in a number of books, as for example Epstein (2007) in social science or Railsback and Grimm (2012) in ecology. Many other natural and social sciences adopted it, including physics, ecology, archaeology, demography, sociology, computer science, economics, epidemiology, political science, etc.

This agent-based approach eliminates the need of empirical data on personal or social characteristics in order to explain a phenomenon as it is based on simple rules of decision followed by individuals, which can explain some real-world phenomenon. As Burch (2003) said:

A model explains some real-world phenomenon if a) the model is appropriate to the real-world system ..., and b) if the model logically implies the phenomenon, in other words, if the phenomenon follows logically from the model as specified to fit a particular part of the real world.

Such a theoretical model cannot be validated in the same way than an empirical model, as the four previously presented approaches. About this approach Franck (2002) said: “… one has ceased to credit deduction with the power of explaining phenomena. Explaining phenomena means discovering principles which are implied by the phenomena.” As it focuses on the mechanisms which drive the action of individuals or agents, it will simulate the evolution of such a population from simple rules of behavior. So that it may use game theory, complex system theory, emergence, evolutionary programming and, in order to introduce randomness, Monte Carlo methods. It may also use survey data, not in order to explain the studied phenomenon, but only to verify if the parameters used in the simulation lead to a similar observed behavior as in the survey. For example Heiland (2003) used an agent-based model in order to recover the observed distribution of migrants across different West German states and over a period of 9 years (1989-1997) from an Eastern state (Sachsen). With few theoretical assumptions about the decision to migrate the simulations indicate that heterogeneity in mobility can explain the observed decline in migration.

Again these agent-based models raised some new problems.

The first problem is that these models “are intended to represent the import and impact of individual actions on the macro-level patterns observed in a complex system” (Courgeau et al., 2016). This implies that an emergent phenomenon at the aggregate level can be entirely explained by individual behavior. However Holland (2012) said about agent-based models that they include “little provision for agent conglomerates that provide building blocks and behavior at higher level of organization”. In fact a study by a multilevel model on the effects of an individual characteristic (being farmer) and the corresponding aggregate one (the proportion of farmers living in an area) on the probability of internal migration in Norway
(Courgeau, 2007) shows that these effects are opposite ones. It seems then difficult to explain a macro-characteristic acting positively by a micro-characteristic acting negatively. Indeed, micro-level rules find hardly a link with aggregate-level rules, and I think that aggregate-level rules cannot be modeled with a micro-approach, since they transcend the behaviors of the component agents.

A second problem is that this approach is mainly bottom-up. As we have already previously seen for multilevel network models it is important to consider simultaneously a top-down process from higher-level properties to lower-level entities. More precisely we will have to speak about a Micro-Macro link which “is the loop process by which behaviour at the individual level generates higher-level structures (bottom-up process), which feedback the lower level (top-down), sometimes reinforcing the producing either directly or indirectly” (Conte et al., 2012). The bottom-up approach of agent-based models is unable to take into account such a Micro-Macro link.

A third problem lies on the validation of a given agent-based model. Such an approach is an attempt for imitation of human behavior using some well chosen generative mechanisms to produce it. It may be judged as successful when it leads to a correct reproduction of the structural characteristics of this behavior. The way to ascertain this judgment is however very far from usual tests used to verify the validity of the effects of different characteristics in the previous approaches. Such a test which can be made in natural science is less evident in social science. As Küppers and Lenhard (2005) said:

The essential point is that (often) in the natural sciences one has a general theory about the objects and simulation models are used as instruments to generate data and to make predictions about the behaviour of these objects. On the other side, agent-based models are instruments to explore the theoretical structure of the data.

In order to see if such an exploration had been successful, we need to consider different aspects. First, how to test that there are no other models able to explain better the observed phenomenon? Often the researcher tries different kind of models in order to permit to choose the one which give the better accord with empirical data. But this does not solve the problem, as there is an infinity of models which may predict the same empirical result as well or better. The agent-based approach gives no way to avoid this problem. Second, how to test that the chosen model gives a good fit to the observed data? Unfortunately, there are no clearly defined procedures for testing the fit of the simulation models, like goodness of fit procedures or tests of significance for the previous approaches. We can conclude that there are no clear verification and validation procedures for agent-based models in population science.

In consequence we will have to see in the next section how to try to overcome these problems, as well as those encountered with the four previous approaches.
3. Towards a synthesis

As we have already presented and criticized five different main approaches used nowadays in social sciences, we will have now to see if we can give a more synthetic view of them.

Let us first consider the two main concepts without which no population science would be possible.

The first one is the creation of an abstract fictitious individual, whom we can call a *statistical individual* as distinct from an *observed individual*. As Aristotle (330 BC) said: “individual cases are so infinitely various that no systematic knowledge of them is possible”, Graunt (1662) was the first to introduce the possibility of a population science letting aside the observed individual and using statistics on a few number of characteristics, leading to a statistical individual. As Courgeau wrote in 2012:

> Under this scenario, two observed individuals, with identical characteristics, will certainly have different chances of experiencing a given event, for they will have an infinity of other characteristics that can influence the outcome. By contrast, two statistical individuals, seen as units of a repeated random draw, subjected to the same sampling conditions and possessing the same characteristics, will have the same probability of experiencing the event.

The essential assumption permitting to use the theory of probability in this case is that of *exchangeability* (de Finetti, 1937): *n* trials will be said to be exchangeable if the joint probability distribution is invariant for all permutations of the *n* units. We will use it here for the residuals given the explanatory characteristics measured on these individuals.

The second concept is the notion of a *statistical network*, different from the observed ones: it appeared more recently, for example with the work of Coleman in 1958. While *observed networks* may be as diverse as the infinite kind of ties existing between observed individuals, *statistical networks* may be more precisely defined with the use of statistics on ties and the choice of criteria to circumscribe them. Again the essential assumption permitting the use of the theory of probability is that, given the explanatory characteristics introduced at each level, the residuals are assumed to be exchangeable.

It is interesting here to compare these two concepts with the contexts proposed by Billari (2015) to explain population change: the micro- and the macro-level contexts. In fact he clearly recognized at the basis of micro-level context the abstract concept of *statistical individual*, the same that we propose here. However for macro-level context he only proposes to see how “population patterns re-emerge from action and interaction of individuals”, without recognizing the abstract concept at the basis of this interaction: the *statistical network*, which permits to flesh out this macro-analysis. For example we have already seen how multilevel analysis permits to reconcile the macro- and micro-level results.

---

3 In this first paper on this topic de Finetti called it *equivalence*. 
Once these two main concepts defined, we can see that the study of event duration and the study of event sequences are directly connected to the same concept of *statistical individual*. Even if their approach of this individual is different, as we have already seen, they can be considered as two complementary ways to study him. In addition, some more recent papers, as those presented in this conference by Studer et al. (2016) or Rossignon et al. (2016), combines the advantages of the two approaches modeling “the relationships between time varying covariates and trajectories specified as processes outcomes that unfold over time”. The definition given by Courgeau and Lelièvre (1997) of event history analysis appears to be also valid for sequence analysis: “Throughout his or her life an individual follows a complex itinerary, which at a given moment depends on the life course to date and on the information acquired in the past”. The itinerary is followed event after event, in the first analysis, and with more complex sequences of events in the second one.

Similarly, we can see that the contextual, multilevel and network multilevel approaches are simultaneously connected to the same concept of *statistical network*. They appear as complementary in its study. We can say that contextual and multilevel analysis focuses on attributes while network multilevel analysis focuses on relations, combining the different levels.

It may also be interesting to see that contextual and multilevel analysis may be seen as complementary of event history analysis, introducing the effects of network membership on individual behavior. Similarly, network multilevel analysis may also be seen as complementary to sequence analysis. This proximity may explain why Cornwell (2015) tries to introduce network methods in sequence analysis: however sequence methods remain at the statistical individual level, while multilevel networks methods introduce statistical networks.

The different problems encountered when using one of these four approaches may largely disappear when considering simultaneously the statistical individual and the statistical network under a more general *biographical multilevel network analysis*. As we already said such an approach is able to avoid the risks of atomistic or ecological fallacy through the use of a synthesis of holism and individualism. It may also avoid the problems linked to the choice between Bayesian or frequentist probability through the use of a more general compromise on confidence distributions (Schweder and Hjort, 2016), which opens to a better statistical inference. It permits to answer to some problems posed by unobserved heterogeneity, while introducing networks which permit to have a better understanding of human behavior. We can also think that a number of problems encountered by sequence analysis (metric used, cluster analysis and artifacts) may be solved by undertaking more complex surveys on social networks, which may permit to replace theoretical clusters by real networks of individuals linked together by existing social forces. Similarly, the main problems encountered by multilevel analysis may largely be solved by multilevel network analysis, such as: the use of a Multilevel Social Influence (MSI) model (Agnieszka and Koskinen, 2016) to explain the emergence of a social capital; the use of Exponential Random Graph Models (ERGM) to show that within-level network structure are interdependent with network structures of other levels (Wang et al., 2016); etc. Last we think that the problems re-
cently posed by multilevel network analysis are more a challenge for future research in this field, than unsolvable problems. For example such an analysis will reach its full potential when longitudinal observations at multiple levels of analysis will be available, by providing a combination of an event history of networks with a multilevel analysis (Lazega and Snijders, 2016).

The situation is more complex for agent-based approach. While it apparently resembles event-history approach in its focus on individual behavior alone, it seeks however to explain collective behavior with the aid of individual behavior. This gives it some affinity with the multilevel network approach. The main question is: how to generate the macroscopic regularity from the bottom-up, using simple local rules? The difficulties encountered with such an approach are clearly described in Conte et al. (2012):

First, how to find out the simple local rules? How to avoid ad hoc and arbitrary explanations?

As already observed⁴, one criterion has often been used, i.e., choose the conditions that are sufficient to generate a given effect. However, this leads to a great deal of alternative options, all of which are to some extent arbitrary.

As we have already shown, in social science we cannot obtain the macro-level patterns by simply aggregating the micro-level outcomes, so that local rules are not sufficient to explain a complex social behavior. It is then necessary to introduce theories of decision making to get more valuable models: however the number of options for modeling decision making is almost infinite (Klabunde and Willekens, 2016). As the choice of a decision theory is driven by the researcher background, an economist, a demographer, a geographer, a psychologist, etc., may reach quite different results for the same studied phenomenon.

In our view, further work is needed to go over these contradictions and place agent-based analysis in a broader setting and a more explicit theory-founded model.

### 4 Conclusion

By restricting ourselves to defining a scientific method solely by its methods, we condemn ourselves to taking a partial view of the core scientific approach. We need to set up a more robust research program for demography and, more generally, the social sciences—a program that converges with the now well established program of the physical and biological sciences. The source for this program lies in Bacon’s work (1620):

There are and can be only two ways of searching into and discovering truth. The one flies from the senses and particulars to the most general axioms, and from these principles, the truth of which it takes for settled and immovable, proceeds to judgment and to the discovery

---

of middle axioms. And this way is now in fashion. The other derives from the senses and particulars, rising by a gradual and unbroken ascent, so that it arrives at the most general axioms last of all. This is the true way, but as yet untried.

Bacon calls the second approach *induction*, not in the meaning later given to the term by the empiricist tradition of Hume and Popper—i.e., the generalization of observations—but in the sense of the search for the structure of observed phenomena. That is how Galileo, Newton, Graunt, Einstein, Darwin, and others developed their approach to the study of phenomena—whether physical or social.

It is important for the social sciences to start with the observation and measurement of facts, for this measurement, far from being secondary, makes it possible to assess the “potentialities” of a social fact (Courgeau, 2013). Next, instead of relying on often arbitrary hypotheses, like in agent-based models, the modeling of observed phenomena should follow the method recommended by Bacon by analyzing the interactions between the networks created by people and seeking their structure (Franck, 2002; Courgeau et al., 2016).

Even if one can think that each individual has an unlimited and unknowable number of characteristics with his own freedom of choice, social science has to see that he is born in a given society with its rules and laws, which restrain his freedom, that he is submitted to biological laws, which are the same for all humans. So that a social science can exist which takes into account only a limited number of characters and which is based on a number of concepts without which the properties of these characters would be inconceivable or impossible (Franck, 2002).

A final point: We have often viewed the social sciences here as a whole to which certain approaches applied and not others. We must now consider that it is not by erasing the boundaries between disciplines that we can improve our knowledge (Franck, 1999). The boundaries are real, for each discipline endeavors to analyze different properties of human societies. However, we think that it is possible to construct a new formal object that can explain certain properties of human societies—an object that encompasses existing disciplines and allows their synthesis.
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Mapping the field of sequence analysis

Philippe Blanchard, University of Warwick

Updated extended summary, 27.05.2016

To those who make history, writing it may seem to be unnecessary. When it comes to science, some who make it believe they are to advance knowledge, not contemplate the story of how they are able to do so. However, this communication is taking the opposite stance. As other cases of history of science show, scholars at a given time are prone to see their field as an ideal, global college of individual minds, interacting freely and efficiently, and their field’s story as a linear upward curve. This view bears the risk of forgetting about multiple factors, some structural, some contingent, heteronomous to intellectual life, that influence research: the endogenous sociological logic of research communities; personal affinities with topics and tools; journals’ editorial lines; existing paradigm wars along which one has to align oneself; the agenda of funding organisations; the availability of data and software; and the inertia of individual and collective agendas, even if logical reasons would push to innovation. Naturally, researchers constantly update their knowledge and assessment of other works in the field, contributing to a Darwinian-like selection of best ideas. But this selection takes place in settings that are constrained technically, economically, sociologically, institutionally, politically or ideologically. These settings have the capacity to make scholars forget how multicausal, and sometimes arbitrary, the directions they take can be. There is no reason to imagine, as gentle the community of sequence analysts may be, that it would escape these contingencies.

Looking back at the progress made collectively since the introduction of sequence analysis (SA) in the social sciences enables, not only to feel good about the achievements, but also to: 1. Detect trends and turning points; 2. Spot the factors of methodological change, both internal or external to the intellectual sphere; 3. Understand why some paths have been taken, and others sealed off; and 4. Encourage alternative options. This communication aims to observe SA as a research programme (Lakatos and Musgrave 1970), taking the view of an outsider to the community of sequence analysts, yet using an insider’s knowledge to decipher it. To this purpose, it finds inspiration in pioneer theories of how scientific innovation sometimes happens, and sometimes not: K. Popper’s (1934) assertion of the falsificationist internal logic of scientific discovery; T. Kuhn’s (1962) more sociological and historical view on the contingent factors that trigger scientific revolutions; I. Lakatos and A. Musgrave’s (1970) position, centred on “research programmes”, intermediate between all-logical and all-contingent theories; and J.-M. Berthelot’s (1996) demonstration of the irreducible but fruitful pluralism of social scientific demonstrations.

Here SA is defined as a set of concepts and tools designed (or redesigned from other disciplines) for the study of series of social events, or states along social trajectories. This method, or approach, has been specific in several respects: the nodal role of
A. Abbott, the most cited author in the field, although he played the role of an intermediary with other scientific fields as much as the one of a creator (Gauthier, Buhlmann and Blanchard 2014); the importation and adaptation of core tools from computer science and genetics; the dependence on the availability of adequate sequential data, computing power and software developments; the diversity of geographic, institutional and disciplinary loci of development; the laborious, still challenging competition with established longitudinal statistical methods (time series, duration models, Markov models, timed regression models); and, consequence of the latter, the fact that core elements of the method have been and are still disputed, in a constructive manner, although sometimes radically (Abbott and Tsay 2000; Robette, Bry and Lelièvre 2015). These conditions of development came to be met and articulated with each other only in the 2000s. This, besides strictly internal (intellectual) factors, explains the near-exponential rise of publications from this period onward, after a more stagnant time, marked nonetheless by the works of A. Abbott and his colleagues.

Following a short track of previous literature reviews (Aisenbrey and Fasang 2010; Blanchard 2011; Cornwell 2015; Lesnard 2006), this communication will be based on an extensive review of publications making use of SA in the social sciences, including: empirical applications; methodological and software developments; literature reviews; introductions and textbooks; comparisons with other approaches to longitudinal data; as well as critics and alternative propositions. Taking a mapping approach to the history and sociology of science (Blanchard, Rihoux and Alamos-Concha 2016), I will apply multivariate data analysis and network analysis to this corpus in order to reveal trends and events, convergences and divergences, imitations and distinctions, and other aspects of the historical dynamic of innovation in the field. This will enable to: contrast distinct visions of SA; contrast mainstream case studies and more marginal ones; trace the evolution of competing data and methods over time; spot converging and diverging methodological options, schools and authors.
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Abstract

The paper analyses the daily activities of dual-earner couples in Italy. The goal is to discover how Italian dual-earner couples organize their daily activities (sleep, personal care, work, moving, housework, free time), during a typical work day from Monday to Friday. The analysis, carried out on data from the 2008 Italian Census on Time Use (the last one available), involves all the 873 couples that filled in their diaries on the same day.

Using the binary index (Bison, 2006, 2011a, 2011b, 2014; Bison, Rettore, Schizzerotto 2010; Franzosi, Bison 2010), we conduct a ‘multichannel’ analyses on the dual-earner couple’s activities from 7.00 to 22.00.

Quite strong relations with socio-demo-geographic conditions emerge from these analyses. Hence there is a strong relation of time packaging and the time spent on the various activities according to where couples live with respect to both geographical area (North, Centre and South & Islands) and the size of the town (metropolitan, more than 50,000 residents, from 10,000 to 50,000, fewer than 10,000).

Strong relations also emerge with the level of education, the social class and the occupational sector of Him and Her. Relations with the presence of children are observed mainly at the beginning and the end of the day. At the same time, the different time packaging profile of the dual-earner couple that emerges from the k-means cluster analysis seems to have a direct effect on His and Her level of satisfaction.

All the preliminary analyses seem to confirm the idea that dual-earner couples package their life time mainly in accordance with their jobs. Moreover, the analyses show that this time packaging changes in relation to the kind of job (social class) and the occupational sector. Secondly, the time spent on each activity changes according to the level of education of Him and Her, but there is an additional effect due to the social and cultural level of the area where they live.

1. Introduction

Since the 1960s and 1970s, the daily use of time has radically changed in industrialized countries. For instance, the average work time per person has declined while the leisure time has generally increased (Gershuny, 2000); high-skilled workers have progressively worked longer hours compared to unskilled and low-status ones, inverting the traditional work hours/social class gradient (Warren 2003; Lesnard et al., 2009); the overall gender gap in non-paid work has being partially filled – even if to a lesser extent than expected (Gershuny et al., 1988) – as a consequence of the increase of women’s participation in the labor market (Hook 2006; Raley et al., 2012). Factual changes in daily behaviors follow new gender values, like the diffusion of more ‘career-oriented’ attitudes among women (Hakim, 2003) and the parallel rise of more conciliatory and intimate fatherhood (Naldini et al., 2011).

Dual-earner couples experience strong time constraints and need constantly to negotiate their time use by dealing with the family’s time scarcity (Saraceno, 2012). They may try to be more or less aligned during the day, according to their ‘production’ and ‘consumption’ complementarity strategy (Mansour et al., 2013). This happens especially on weekdays, where the combined
exposure of time pressure increases due to the work time of each spouse. Thus, the spouses are required to ‘find time’ to spend with the family as well as for the family and these collective needs are followed by individual and private ones as well. The two individual careers have to coexist with a third one – that of ‘family life’ – which today seems to be equally important for both the spouses (Levner, 2000 in Haddock et al., 2006). It is for this reason that the daily work-family balance becomes a crucial dimension for the quality of life among dual-earner couples.

A dual-earner couple’s daily strategy is obviously constrained to the ‘work’ activity, which represents a totaling and exclusive time. Regarding workdays, we may say that free time and household care – as well as travel/moving, sleep and personal care – must be primarily managed according to work times by filling the gaps in working schedules. This is why «not only the total amount of work time but also its scheduling are very significant» in understanding dual-earners’ entire workdays (Lesnard et al., 2009:3). The non-work activities, in fact, are expected to be affected by work in terms of both quantity and timing.

According to their work-family strategies and time constraints, couples may prefer higher or lower levels of synchronization in their daily working schedules. Nock and Kingston (1984) found that when both the spouses work, the time for family may be more desynchronized than that of single-earner couples. This happens because their working schedules may not overlap, thus reducing the time that those spouses could spend together on other joint activities (Nock et al., 1984). Moreover, it has been argued that a certain degree of ‘off-scheduling’ would be preferred by some particular couples, especially those with children, and that – although fathers seem to be less used to altering their hours of labor force participation in favor of childcare (Raley et al., 2012) – both the spouses might want to reduce the overlap of their working schedules in order to maximize the potential time for childcare (van Klaveren et al., 2011).

In general, the literature shows that dual-earner couples that are more desynchronized in working schedules share household and family duties more equally, and that this could be a desirable solution for them (Presser, 1994; Chenu et al., 2002; Lesnard, 2008; Naldini et al., 2011). At the same time, scholars have pointed out that dual-earner couples always seem to prefer a certain level of synchronization in their working schedules – with an increase in the overlap between them – in order to maximize a shared conjugal leisure time (Hamermesh, 2002; Lesnard, 2008).

Here, the point is that, independently of their most desired work-family solution, dual-earner couples must deal with the rigidity of the time constraints imposed by working schedules. On the basis of their ‘time sovereignty’ over their working schedules, spouses could better align their preferences with factual time-use behaviors. However, the literature shows that this capability is strongly related to the overall job commitments of the spouses, and these are associated with their individual occupational class and the more general social ladder (Warren, 2003). Thus, basically, workday schedules and the constraints for the couples’ daily activities is not random (Warren, 2003).

Several papers have pointed out the externalities of such a class-related ‘wealth’ of time among couples (Warren, 2003), analyzing the impact of different socio-economic conditions on daily working time. Indeed, the higher the spouses’ social position, the greater their bargaining power with employers for the purpose of daily time and schedules management (Lesnard, 2008; Warren 2003). However, high-skilled and high-status jobs are likely to require long work hours (Gershuny, 2000; Warren, 2003; Lesnard et al., 2009). Thus, more freedom in the organization of the working schedule may be associated with greater work hour’s commitments.

Another point concerns education. For instance, we know that higher-educated people have more autonomy in determining their work schedules (Voorpostel et al, 2010). At the same time, they are expected to have higher earnings on average than lower-educated individuals, and for wealthy couples we know that they consume more synchronous leisure time (Hallberg, 2002). On the other hand, lower-wage workers are more likely to work evening shifts (Hamermesh, 2002) and some studies have pointed out a negative association between evening working hours and some
family togetherness moments regularly scheduled at the end of the day, such as shared meals, television watching, or leisure activities (Nock & Kingston, 1988; Lesnard, 2008). Finally, being more educated helps couples to increase the availability of shared conjugal time.

As said, that of family solidarity and togetherness is a non-reducible valuable dimension for couples’ everyday life (Hamermesh, 2002; Lesnard, 2008). Scholars have underlined the importance of the total amount of time spent jointly in the same place by the spouses. However, even during time spent together, significant gender differences have been identified, especially in the configuration of free/leisure time and household task boundaries.

For instance, it has been noticed that even if spouses spend free time together in the same place, the woman is more likely to do unpaid work simultaneously, as a ‘secondary activity’. This difference in multi-tasking allows men to spend their leisure time in blocks, while that of women is more likely to be interrupted and reduced by household care tasks (Bittman et al., 2000; Mattingly et al., 2003; Kilkey et al., 2010; Naldini et al., 2011). Women’s multi-tasking may undermine their daily quality of life (Offer et al., 2011) by negatively affecting the free time quantity and continuity.

Moreover, the risk of a free time deprivation for women increases by the kind of household care activities. For instance, the contribution of men to house care occurs mainly for less routine tasks – i.e. pet care, maintenance of the garden, repairs, care of adults – while the more routine, essential and demanding activities – i.e. cooking, cleaning and laundry – still seem to be a women’s responsibility (Kan et al., 2011; Moreno-Colom, 2015).

Something similar has been observed for gender segregation in childcare time. In fact, fathers do less child care than mothers, even if this gap is lower than in the past (Raley et al., 2012; Craig et al., 2014). Moreover, fathers tend to leave mothers alone in the most stressful, ordinary, and onerous tasks: they are more likely to provide childcare simultaneously with the mother, rather than alone; and they are generally more likely to be engaged in less routine and more desirable tasks (Budig et al., 2004; Craig, 2006; Raley et al., 2012).

Finally, women are ‘care managers’ (Naldini et al., 2011) engaged in the most onerous tasks in terms of time and energy, while fathers seem to fill the timetable gaps with the more pleasant and ‘desirable’ ones. The main outcome is that women’s unpaid work throughout the day is more constant and repetitive (Wajcman, 2008; Kilkey et al., 2010) while that of men is typically sporadic and delimited in both time spent and variety of tasks (Kilkey et al., 2010:245). All these findings depict a well-recognized and documented scenario: within the spouses’ daily life there is a ‘leisure gap’ in favor of men even if their partner works: «in most industrial countries [...] employed women work longer hours (paid and unpaid) than employed men» (Mattingly et al., 2003; Beblo et al., 2008:281) and the gradual gender convergence in the housework time allocation of recent decades (Raley et al., 2012; Craig, 2006; Kilkey et al., 2010) seems to be not enough for the protection of women’s free time.

Whether the spouses are spending time together or they are performing more or less similar activities at a certain point in time, the issue of ‘being (de)synchronized’ matters. In this sense, that of off-scheduling becomes a crucial concept. However, the main problem is how to measure it.

When off-scheduling has been measured by means of time use diaries, the main approach has been to count the slots in which both the spouses have worked or not, obtaining work synchronicity ratios or percentages. In this way, the (de)synchronization is seen as the quantity of time in which both the spouses work. However, nothing is known about ‘when’ the work schedules are overlapped and when they are not. This is a crucial limitation for two main reasons. First, time is socially structured as well as social rhythms and social constraints. Hence, being at work simultaneously at 10 a.m. or 10 p.m. has radically different impacts on a couple’s daily life (Lesnard, 2008). Second,
take the case of a full-time shift perfectly synchronized with a part-time afternoon shift: by considering only the duration of the overlap, we will mistakenly classify it as a highly desynchronized working schedule. However, such kinds of 'structural desynchronizations' – due simply to differences in duration – should not be compared with hypothetical others with the same off-scheduling amount but different organization during the day (Nock et al., 1984).

Moreover, most of the above scholars have shown an important limitation regarding the mainstream time approach. As suggested by Lesnard (2005), if «we know little about how family time is daily balanced with work time for both spouses», this is mainly due to the limits of the dominant time-budget perspective, «an individualistic approach and a simplification of time» (Lesnard 2005:2). In fact, scholars have underestimated the importance of daily scheduling, while paying more attention to total amounts of time (Lesnard, 2008). They have traditionally acquired time budget information related to different daily activities, but these should be seen in a holistic perspective that makes it possible to study the couple’s days as a whole, avoiding the manipulation of time as if it were clay.

According to Hallberg (2002), «while the traditional time allocation model typically studies the total time spent in, e.g., market work, over a day or a week, it provides little or no insight into the temporal pattern of time-use and therefore, potentially, misses a vital part of the mechanisms underlying empirical observations» (Hallberg, 2002:2). On the other hand, if schedules are studied as sequences (Lesnard, 2004), new insights could emerge on the interdependence and the synchronization within different daily activities scheduled by both the spouses. A sequence analysis of time-use would point out the routine aspect of the daily life, as well as the couples' projects performed to perceive their strategies across several daily constraints and unexpected events (Hägerstrand, 1982; Hellgren, 2014). Finally, the analysis of the time-use temporal patterns seems more relevant – instead of time budgets – in the study of the daily strategies and behaviors of a couple (Hallberg, 2002).

Lesnard’s works pave the way to the solution of these distortions by considering working schedules as sequences (Lesnard, 2004), overcoming the time budget framework’s limits and measuring (de)synchronizations in an integrated quantity-timing perspective (Lesnard 2004, 2005, 2008; Lesnard et al. 2009). Unfortunately, and despite this fundamental contribution, the entire complexity of daily schedules have been basically reduced to working schedules. Thus, the crucial dimension of the spouses’ daily (de)synchronization-in-time – i.e., their combination of activities at each point-in-time – has been studied only for the work activity. For instance, we do not know how leisure and household activities interact with the working schedules during the whole day by filling the out-of-work time of the spouses. For these activities, we have only information on different time budgets.

The point is that we are not able to locate these different out-of-work activities in the different parts of the day and we don’t know how the different activities of the day are combined by the spouses at each point-in-time. Somehow, by considering multiple activities simultaneously, the problem of being able to recognize structural desynchronizations and those that are not is crucial (Nock et al., 1984). In a sense, we might say that the same gendered time budget gap in house care could be more or less impactful between two different couples, according to His and Her structure of the day in terms of both duration and sequence of activities.

Finally, in current research on couples’ daily work-family balance strategies, there are several shortcomings in the implementation of a holistic approach of time integrity. Garcia et al. (2016) underline that: a) not many studies have adopted a real couple-level-approach\(^3\) (Lesnard, 2008; 2009; Lesnard et al. 2009). Unfortunately, and despite this fundamental contribution, the entire complexity of daily schedules have been basically reduced to working schedules. Thus, the crucial dimension of the spouses’ daily (de)synchronization-in-time – i.e., their combination of activities at each point-in-time – has been studied only for the work activity. For instance, we do not know how leisure and household activities interact with the working schedules during the whole day by filling the out-of-work time of the spouses. For these activities, we have only information on different time budgets.
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Finally, in current research on couples’ daily work-family balance strategies, there are several shortcomings in the implementation of a holistic approach of time integrity. Garcia et al. (2016) underline that: a) not many studies have adopted a real couple-level-approach\(^3\) (Lesnard, 2008; 2009; Lesnard et al. 2009). Unfortunately, and despite this fundamental contribution, the entire complexity of daily schedules have been basically reduced to working schedules. Thus, the crucial dimension of the spouses’ daily (de)synchronization-in-time – i.e., their combination of activities at each point-in-time – has been studied only for the work activity. For instance, we do not know how leisure and household activities interact with the working schedules during the whole day by filling the out-of-work time of the spouses. For these activities, we have only information on different time budgets.
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Craig et al., 2011 in Garcia et al., 2016); b) few others have focused on how working schedules are related to multiple daily activities (Wight et al., 2008; Lesnard, 2008; Garcia et al., 2016). We add that c) only Lesnard has studied working schedules from a sequence analysis perspective (Lesnard 2004). Moreover, to our knowledge, d) no one has considered the entire complex of daily activities of Him and Her as a unique sequence, neither at an individual nor at a couples’ level.

Thus, in order to understand the complexity of work-family balance strategies, it is necessary to study the couple’s daily time-use pattern as a whole and in a more holistic way. In what follows, we aim to contribute to overcoming these limitations with a new viewpoint based on a ‘multichannel’ sequence analysis. We believe that new useful evidence may emerge from old questions if we start to consider couples’ work-family strategies as an overall temporal pattern of combinations of multiple activities. And the first is to wondering: how to measure it?

2. Order as distance

“All things whatever stand to each other in some relation of time. Every phenomenon, when considered in connection with any other, must be cognized either as occurring before it, as being simultaneous with it, or as occurring after it. But all objects of thought, and, among others, relations of time, admit of being compared, and their likeness or unlikeness recognized. The time-relation of events that occur simultaneously, is manifest different from the time-relation that occur one after the other. Two sequences are alike in so far as they are sequences, and each of them is unlike a coexistence. Hence, if there are time-relations so completely alike as to be indistinguishable, they may properly be called equal.” (Spencer 1855, p.119).

One of the main problems of current techniques used to compute the distances among sequences derives from the way in which similarity between two sequences is defined. Abbott& Forrest (1986), Elzenga (2003) and Dijskra (1997) agree that two sequences are equal when they comprise the same elements in the same order. They also agree, although they take different approaches to the problem, that two sequences are maximally different when they have no elements in common (as regards order and type of elements). In other words, imagine that four women are being observed for a period of length 2, and that whether or not they give birth to a child in each time interval is recorded, thus obtaining the following four different sequences: A {0,0}; B {0,1}; C {1,0} and D {1,1}. With the methods proposed, the distances between sequences BC and AD are greater than the distances between the sequences AB, AC, DB and DC. In fact, A and D do not have elements in common; nor do – in the same order – B and C.

But what is meant by ‘maximally dissimilar’? Whilst it is evident that if two sequences share the same number of elements in the same order they are maximally similar, it is less clear what ‘maximally dissimilar’ signifies. In other words, is the number of shared elements the only possible way in which we can establish the distance between two sequences?

In the above example, woman A had no fertility events during the observation period; woman B had a fertility event immediately before the conclusion of the observation period; woman C had a fertility event at the beginning of the observation period; and woman D had two fertility events, one at the beginning and one at the end of the observation period. It is clear that in this case is difficult to say that the women B and C are maximally distant: both had just one child, the only difference being that they did so at different moments of the observation period, while it is reasonable to believe that the distance between A and D is maximum. The problem therefore resides in the importance given to the temporal order of the events, their numerosness, and the presence of shared elements when the distance is calculated.

Tempo’ (ISTAT, 2011) gathers such information, which is essential for understanding both how spouses coordinate their family time and whether men and women differ in their time-use patterns.
The principal focus of the above-cited studies is the search by means of pairwise comparison for common elements, but this may not be only the way to establish distances (similarities or differences) between sequences. If the sequences are ordered according to the number of observed events and, of all observed events being equal, an order is established along the temporal axis in which the events have occurred, then woman B, who had her fertility event immediately before conclusion of the observation, follows (is logically closer to) woman A, who had no fertility event during the observation period;\textsuperscript{4} woman C follows A and B in that she also had only one child, but did so before B, and obviously before A. Finally, comes, woman D, who had two fertility events and is therefore more distant from the woman who did not have any, but also from those who had only one. Hence, on considering numerosness and the order of occurrence of the events, one obtains a unilinear structure with the order A,B,C,D of the four sequences. The similarity between sequences and their proximity thus results from the order in which the events occur, not from the common elements. The order itself exhibits that there are more elements there are in common, the closer the two sequences, without requiring complicated and not always clear measures to compute the weights and contributions for comparison. The problem is therefore how to find a simple and rapid way to compute this order.

\textbf{3.0 A first definition of lexicographic index}

We can define a generic sequence as a list of episode-states observed in a particular time interval. Ideally, but also graphically, this list develops along a single dimension, that of time. For instance, suppose that one is observing labor market participation by subject A for six months. Assume that at any particular time subject A can exhibit only one of the followings three states: 1 = employed; 2 = unemployed; 3 = inactive. At the end of the six months of observation, sequence A is [123321]. Graphically, this sequence is a list of the episodes experienced by the subject in a one-dimensional space. At the beginning of the observation, A spends the first month in employment and in the second month is unemployed. At the end of the second month, s/he exits the labor market and only returns in the fifth month to seek a job. Finally, in the sixth month s/he is once again employed. Now, the question is: can we reduce a multinomial sequence to a one-dimensional list of different episodes linked in time? The answer is no. Indeed, a multinomial sequence cannot be represented by any list at all. A multinomial sequence does not exist as such; rather, it results from the co-action of the states of which it is composed. A multinomial sequence is a point in the space-time defined by the states space. The problem now is how to represent a multinomial sequence.

It said above that every state has its own generating mechanism, which operates independently of the others. In geometric terms this signifies that each individual state defines an axis of a \( q \)-dimensional space, where \( q \) is the size of the state space, i.e. the set of values defined in the state space that the generic sequence can assume. Each axis in its turn represents the state space of the set of all the possible orders in which a state can occur in a sequence of length \( t \). Put otherwise: a space will have as many dimensions, each orthogonal to the others, as there are states defined in \( q \). Taken individually, each dimension of this space will represent the set of all the possible realizations with which every state may occur in a binary sequence of length \( t \).

Now suppose that it is possible to attribute a value to all the elementary sequences observed so that they can be arranged along their axis. Suppose also that it is possible to draw as many orthogonal straight lines as there are axes starting from each point defined by each elementary sequence making up the multinomial sequence. The point in space defined by the intersection of all these straight lines will be the multinomial sequence. A multinomial sequence is therefore a point in the \( q \)-dimensional space of the states, and its coordinates are the values of the individual elementary sequences of which it is composed.

\textsuperscript{4} Although this is not to say that in the following, not immediately observed, period also A will have a fertility event.
In this way, three things are obtained. The first is that a multinomial sequence consisting of manifold states is reduced to a single point in space. The second is that the multinomial sequence is no longer a series of realizations along a one-dimensional line in which the different mechanisms that have produced it are con-fused in a whole. Rather, each individual state, each individual event, is free to define the form and the length of the individual lines, which in turn are free to interweave with each other to form the complicated plot of a story which has a logical narrative. Finally, and perhaps most interestingly, the distance between two multinomial sequences is the distance between two points in a Euclidean space. It will be only necessary to decide what method one wants to adopt for calculating the distance.

Moving from a multinomial sequence to its elementary sequences is straightforward. Just as a qualitative variable of \( k \) modality can be represented by \( k \)-dummy variables, so a multinomial sequence of \( q \)-states can be represented by \( q \) binary sequences. For example, the sequence \( A = 123321 \) can be represented into the following three sequences \( A_1 = 100001 \); \( A_2 = 010010 \); \( A_3 = 001100 \).

Still to be defined is a method to calculate the coordinates, and therefore a method to attribute univocal values to the elementary sequences. The next section provides a possible solution.

3.1 The lexicographic index

The index now introduced derives from the example in the previous section. The goal is instead to attribute a univocal value to each different binary sequence of length \( t \). The intention is also for the index in question to have the properties of triangularity, symmetry and positivity proper to a distance; and even more importantly for it to take account of time; that is, of the different ways in which a state can come about in time within a binary sequence. For these various purposes, we must impose an order of all the possible binary sequences of length \( t \). However, the problem is deciding what order to impose.

Take, for instance, the following binary sequence relative to labor market participation by A = [0101] in a period of four months. This sequence gives us two items of information. The first is that A was employed for two months. The second is that A was employed at the time \( t_2 \) and at the time \( t_4 \). A binary sequence, therefore, responds to two distinct ways of observing time. The first concerns the quantity of time and answers the question ‘how long’. The second concerns the moments in which the states are realized and answers the question ‘when’, ‘at what time’. This twofold nature of the binary sequence forms the basis of the sorting order introduced here.

The index is based on the sorting order of these two different modes of observing time. The first order is given by the quantity of time and is therefore based on the number of times that state \( q \) is observed in the sequence. The second order is given – the quantity of observed time being equal – by the ‘moment’ or ‘moments’ in the sequence when state \( q \) occurs. This second sorting order is also based on a twofold order. The first is the reverse order in which the events occur in time. It thus puts first the events that occurred last and then the events that occurred first. This solution is adopted in light of the discussion in Section 3. It will be recalled that woman B with sequence [0,1] followed woman A with sequence [0,0]. The two sequences were considered to be closer to each other because B’s fertility event occurred immediately before the end of the observation period, with it being hypothesised that A would have had her own fertility event immediately after conclusion of the observation. The second order is a direct consequence of the first. The events that occur last will vary more slowly in the order than those that occurred first.

Because the nature of the sorting order is double, also the proposed index consists of two distinct parts. The first part, ranging from 0 and 1, takes account of the different amount of time/realization recorded in each sequence and it is:
\[ d'(x_i) = \frac{u}{T} \quad \text{for } u > 0 \text{ and } 0 \text{ for } u = 0. \]

(1)

The second part, ranging from 0 and 1, which takes account of the different numbers of combinations displayed by the sequences with variation in the amount of time. Calculation of this part is slightly more elaborate.

Suppose that there is a binary sequence \( x_i \) containing the observations of \( T \) time periods. Observation \( x_i \) can assume only two modalities represented by the numbers 0-1. These modalities we shall call absence/presence. Consider the case in which exactly \( u \) realizations equal to 1 occur. There are obviously several sequences that have this characteristic. For example (Table 1.) sequences from 6 to 11 have \( u = 2 \).

The problem now is to allocate to each sequence \( x_i \) a number \( p(x_i, u) \) representing its position, normalized between 0 and 1, in the sorting order of the sequences. An example will aid understanding of the computational procedure. The set of the possible binary sequences \( x_i \) of length \( T=4 \) are exactly \( 2^4=16 \), and they are represented in Table 1.

Consider, for simplicity, only the \( \binom{T}{u} = 6 \) sequences for \( u = 2 \), which are denoted in Table 1 by the numbers from 6 to 11. Following the chronological order, the first and second realization (the 1s) of the sequence are called \( s_1 \) and \( s_2 \). We calculate for every realization \( u \) of the sequence \( x_i \) three values \( A_k, B_k, C_k \), where:

\( A_k \) is the exact position of \( s_k \) in the sequence. For instance, in the sequence 6, for \( s_1: A_1 = 3 \), and for \( s_2: A_2 = 4 \); in the sequence 13, \( s_1: A_1 = 1, s_2: A_2 = 3 \); \( A_1 = 4 \);

\( B_k \) is the maximum position that \( s_k \) can occupy within the sequence. For example, for the sequences 6, 7, 8, \( s_1 \) can occupy at most position \( t_3 \) because position \( t_4 \) is occupied by \( s_2 \), so that \( B_1 = 3 \), while for sequences 9 and 10, \( B_1 = 2 \), because \( s_2 \) now occupies position \( t_3 \). Finally, for sequence 11, \( B_1 = 1 \). For \( s_2 \) in all six sequences considered, \( B_2 = 4 \);

\( C_k \) is the minimum position \( s_k \) that can occupy. In this case, for all six sequences considered \( C_1 = 1 \) and \( C_2 = 2 \).

At this point, the calculation of the second part of any binary sequence of length \( t \), for any number of realizations \( u \), will be:
The part of the lexicographical index is one plus the difference between the set of all the possible realizations of a given value of $u$ minus the difference between the set of the possible realizations for the maximum position of $s_k$ reach of $u$ minus the summation of the difference between the set of all the possible realizations of $s_k$ taking account of the upper and lower limits within which $s_k$ can occur and the position in which $s_k$ is observed divided by the binomial coefficient of all the sequences that can be realized for a given value of $u$, normalize from 0 to 1.

The decision to normalize ($d''(u)$) is taken because the number of sequences varies with the value of $u$. Thus, independently of the value of $u$, the distance between the first and the last sequence defined with the same $u$ will be at most 1.

The solution thus is a measure of distance to an index formed by a couple of distances/coordinates on a Cartesian space (Graph 1.0), where $d'(x_i)$ concerns the quantity of time and $d''(x_i)$ concerns the moments (the timing) in which the states are realized.

The similarity/distance between two sequences $(x_i, x_j)$ is the Euclidean distance between a couple of lexicographic indices $d''(x_i, x_j)$.

$$d''(x_i) = \frac{(T_u)}{(T_u)} + 1 + \left[ \frac{(B_u - \sum_{k=1}^{s_k} (B_k) - (A_k)}}{(T_u)} \right]$$

$$r'(x_i, x_j) = \sqrt{\sum_{q=1}^{2} (d'(i) - d'(j))^2 + (d''(i) - d''(j))^2}$$

Fig. 3.1. Plot of a binary sequence of length 4 according to the lexicographic index coordinates.

3.2 From binary to multinomial sequences

The next step is to pass from a binary sequence to a multinomial sequence: that is, the case in which there are more than two states (for example, ‘employed’, ‘unemployed’, ‘never worked’, etc.). In the above paragraph we have underlined that just as a qualitative variable of $k$ modality can be represented by $k$-dummy variables, so a multinomial sequence of $q$-states can be represented by $q$ binary sequences with values 0-1. So which element $x_{q_i}(t) = 1$ if the $i^{th}$ unit assumes the $q_i^{th}$ modality in the $t^{th}$ instant, $x_{q_i}(t) = 0$ otherwise. It is possible to apply both the lexicographical
indices to each of these sequences and compute the distance measure \( r_q(x_i) \) or the coordinate/distance numbers \( \{d_q^a(x_i); d_q^b(x_i)\} \). The multinomial sequence \( x_i \) is therefore described by a vector to real numbers. The distance function between two multinomial sequences \( x_i \) and \( x_j \) is the Euclidean distance between their transformations \( r_i \) and \( r_j \). Formally the coordinate/distance lexicographic index (\( >_{\text{lex}} \)) the distance is:

\[
D'(x_i, x_j) = \sqrt{\sum_{q=1}^{Q} \left( d_q^a(i) - d_q^a(j) \right)^2 + \left( d_q^b(i) - d_q^b(j) \right)^2}
\] (4)

3.3 Some considerations on the index

We shall conclude this second part of the article by briefly discussing the index just presented. Firstly, the index is a measure defined \textit{a priori}, independently of the sequences observed. Hence, it is not comparison between the sequences that defines their distance; instead, their distance is given by definition in an independent system of measurement. The index has a known beginning and end; each point of the measure is univocal and identifies one and only one combination of states in sequence. Two sequences which differ in the position of only one element will have different positions. Two sequences with the same number of realizations in the same order will share exactly the same point in the index. None of the information contained in the sequences is lost. From every point one can retrace the exact sequence that has produced it.

A second characteristic of the index concerns its output. With current methods, the output is a symmetrical matrix of distances. This matrix can be used only in statistical procedures based on matrices of distance, like hierarchical clusters and multidimensional scaling. The output of the lexicographical index is a cases by variables format, where the cases are the sequences, and the variables are the lexicographical indexes of the states that make up a sequence. Each value of the index, in fact, can be conceived as a coordinate in the space of the multinomial sequence. This characteristic enables the researcher to adopt different methods to calculate the distance, but also to define forms of space other than Euclidean. Moreover, the index can also be used with other statistical analysis programs, like the k-mean cluster or the fuzzy k-means cluster. In this case, the matter is not only technical but also substantive. When applying a hierarchical cluster, one implicitly assumes that the phenomenon studied is organized into successive specializations. But this is only one of the possible ways in which a phenomenon may structure itself; the hierarchical model is only one of the possible ways in which a relationship model can be structured.

4. The data, their organization and the coding of the activities

Analyses were conducted on 873 dual-earner couples\(^5\) carry-out on data of the Italian Census on Time Use 2008/09 (the last disposable). The goal is to discover how the Italian dual-earner couples organize their daily activities (sleep, personal care, work, moving, housework, free time), during a typical work day from Monday to Friday.

From Him and Her time-use diaries were considered the dual-earner activities from 7.00 to 22.00. Each daily activity is observed every 10 minute, and the data files for the sequence analysis consisted of two pair sequences, one for Him and one for Her, with a total of 90 points in time.

\(^5\) Given the metric nature of the two lexicographical indices, the Euclidean distance is only one of the possible ways of define the distance between two sequences. It is possible to adopt both different measures of Euclidean distance that to define other geometric spaces different from that Euclidean.

\(^5\) Excluded from the sample were: (a) couples who living with other couples (parents or others); (b) couples that fill the questionnaire in different days, or fill the questionnaire in the week-end; (c) couples with incomplete information by one or both the spouses; and, (d) age of him or she greater than 65 year old.
Each couple of rows of this file corresponded to a cohabitation, while each variable corresponded to 10 minutes of observation and each cell of the row/column intersection states the activities of the man and the woman at time $t$.

In order to simplify the analysis, the paper considered 6 different groups of activity: (a) sleep; (b) personal care, i.e., have a shower etc., eat (breakfast, lunch, dinner); (c) work; (d) moving (any kind); (e) house care, i.e. housework, children care, repair, etc.; (f) free time and other activities with or without others.

Once having defined the six daily macro-activities, the next step was establishing how to codify the day activities of the man and the woman in the couple. In this case, His activities and Her activities interact in time to give rise to the couple’s daily activities. Taken individually, each of these two sequences takes the form of a series of mutually exclusive episodes. The problem is therefore how to codify two interacting sequences composed of a plurality of mutually exclusive events. All the solutions proposed to date (Abbott 1990b, Dijkscra 1995, Elzinga 2003, Gauthier et al. 2010) have been based on the generation of events combinations: that is, on the construction of a single sequence that combines the states of Him and Her.

This operation has a number of consequences. Firstly, as Abbott pointed out, using combinations of events requires one to pay «... the price of losing all information about the temporal ‘shape’ of events – their duration and their intensity in terms of producing occurrence – in short their time horizon. (Abbott 1990b: 146)». Secondly, there is the risk that distinct time-use patterns will be tied together, although the order of causality may be bi-directional.

There are various reasons to believe that the day activities of Him and Her cannot be reduced to a simple combination of states. Internally, moreover, each sequence consists of states which themselves are regulated by their own mechanisms which operate differently in defining the timing and duration of each individual episode/state. By way of example: consider the mechanisms that underlie the regulation of the states of housework and free time. In the former case, it is the...
educational level, for instance, that regulates the time spent in these two activities; in the latter, and there is an interaction between gender and educational level.

It is therefore possible to hypothesize that the sequences of Him and Her – and the states of which they are composed – have their own underlying generative mechanisms which establish the timing and duration of episodes. These generative mechanisms work independently of each other and interact in time: they stand in a coexistence relationship. The couple’s daily activities are therefore the result of a complex process of co-action between two sequences, that of Him and that of Her, regulated by different generative mechanisms resulting from the co-action between different generative mechanisms underlying each state. Consequently, reducing everything to a combination of events is to lose large part of the variability inherent in each single time use sequence.

Couple’s daily activities, or more correctly the couple sequences analyzed here, are therefore configured by co-action by two multinomial sequences composed of mutually exclusive episodes. On extending the applications proposed (Bison, 2011a, 2011b) of the lexicographical index “b2”, 12 binary sequences can be defined, six for His states and six for Her states, of equal length \( t = 90 \), that is, to the overall number of point of observation. The couple sequence is defined as a point in a 24-dimension space whose coordinates are the 12 binary sequences defining the respective sequences of Him and of Her. The distance between two couple sequences will be given by the Euclidean distance between the two points of the two sequences in the 24-dimension space.\(^7\)

These 24 variable/coordinates defined for all the 873 couples were analyzed using a simple k-means cluster algorithm to find clusters of similar couple sequences. From the analyses it was decided to adopt a seven-cluster solution for the first analysis (Fig.4.1).

These clusters has been analyzed both as dependent variables in order to verify which features were most expressive of the individual patterns and subsequently as independent variables to estimate the effect on His/Her satisfaction of time and daily activities. For all these analyses we have used information relative to the educational qualification\(^8\), job (sector, class position, full-time/part-time), area of residence\(^9\), dimension of town\(^10\), age, the presence of children.

5. From 7.00 to 22.00: a typical working day of a dual-earner couple in Italy

It is not news that the everyday life of a dual-earner couple is complex. It involves a long and difficult schedule of: waking up, having a shower, breakfast, taking the car-bus-train, going to work, beginning work, lunch, resuming work, coming back home, then housework and family/child care for Her, relaxation for Him, dinner, and at the end of the day, before they go to sleep, some leisure activity.

Data from the Italian Time Use survey demonstrate that this is the typical daily routine of a dual-earner couple. The time plot of activities of figure 5.1 does not show a clear difference in the behaviors of Him and Her or differences among couples. In the morning, at 7.00, 75.0% of couples are involved in personal care, are at work, or going to work. From 8:00 to 12:00 all the couples are at work. After that, they have a break for the lunchtime. From 1.30pm to 5.00pm they are again at work. Finally at home, they engage in housework and free-time activities, and then the day is ended.

Until noon the couple’s everyday lives are perfectly synchronized. He and She show some differences in the afternoon, where fewer women than men are at work. The women seem to use

---

\(^7\) It can be easily shown that information is not lost or altered with this coding scheme. Moreover, the procedure does not require the researcher to perform complicated combinational operations and make arbitrary coding choices.

\(^8\) Educational qualifications were classified as: (a) compulsory (elementary school certificate (including no educational qualifications), lower-secondary school certificate (including 2-to-3 year vocational certificates), (b) upper-secondary school diploma (including post-secondary diplomas), and (c) degree (including postgraduate qualifications).

\(^9\) The areas were (a) North; (b) Centre (c) South and Islands.

\(^10\) The town dimension were classified as: (a) Metropolitan; (b) more than 50,000 people; (c) from 10,000 to 50,000 people; and, (d) less than 10,000 people.
this time not spent on the job mainly for house care (housework, child care, etc.). This is not a new finding, and it is due to the unequal distribution of house care activities between genders in the couple.

Regarding to the total average, time spent on the single activities by men and woman during the day (Tab. 5.1). He and She devote more or less the same amount of time to personal care (i.e. showering, eating, etc.) and travel (any kind). Differences are observed in the time spent on work, house care, and free time. The men spend an average of 8 hours and 6 minutes on work, 1:06 on house care, and 2:02 on free time. The women spend 6:32 on work, 3:37 on house care (more than three times that spent by men), and only 1:22 on free time.

Then, on the one hand, the couple’s daytime activities are synchronized with a common social rhythm; on the other, there are differences between men and women in the time spent on some specific activities. The questions that arise are the following. How do He and She organize their lives and how do they synchronize their daily activities? Do all dual-earner couples follow exactly the same pattern or are there different patterns, or no patterns? And if different patterns exist, are they due to internal and individual bargaining between him and her, are they the result of some external constraints, or are they a combination of both?

Given the evidence that job activities and work time play a central role in daily time organization, one wonders whether the dual-earner daytime is similar both within the couple,
between Him and Her, and among couples, or whether there are different patterns of daytime activities within and among dual-earner couples. The hypotheses that derive from this are the following:

(a) Among couples, job activities and working time have an effect not only at the beginning of the day but also on the organization of large part of the daytime. We expect to find an effect on lunchtime, on free time, and on evening activities;

(b) Within dual-earner couples we expect to observe a different timing and packaging of daytime activities according to the different job characteristics of Him and Her. Moreover, we expect to observe that the different distribution of house care not only depends on the educational/cultural level of Him and Her (mainly to configure a different timing at the beginning and end of the day) but is also strictly connected with the different worktime and work schedules (working hours, hour of starting and finishing work) of Him and Her;

(c) Social rhythms and social constraints have an effect both among and within dual-earner couples. We expect to find that the timing of a couple’s activities varies according to the social and the cultural context in which it lives.

To falsify these hypotheses, we start by observing the entire daytime of dual-earner couples from 7.00 to 22.00.

The results of the k-means cluster analysis carried out on the lexicographic index >b2 show that a seven cluster solution (Fig.4.1) is acceptable (but not optimal).

Considering each cluster in detail, however, we can observe some systematic differences among clusters. Moreover, these differences seem to describe clear and reckonable patterns in the day organization of both individuals and couples. Finally, the strong relations with social-cultural-demographic features support the idea that these behaviors and patterns are the results of two factors: one is the internal organization of each couple conditioned by the social-cultural-economical characteristics of the two partners; and the other is the external social rhythms constraint.

There follow brief biographical sketches for each cluster.

Fig.5.2. Daily activities of men and women: stacked percent.

The dual-earner couples in cluster 1 wake up very early in the morning (Fig.5.3, Tab. 5.2). At 7:00am both are awake (Tab.5.1). Both work for a long time: He for 8 hours and 32 minutes, and She for 7 hours and 28 minutes. Both spend more than one hour and a half on travel/moving. Their
lunch breaks begin at different times (Tab. 5.3): for Him at 13:20, for Her at 13:30. Both have very little free time. However, between the two, She has less free time, only 49 minutes in the entire day, compared to His 1:42 hours.

The sequence index plot shows that these couples have an unequal behavior in the division of housework. He spends no more than one hour a day on house care; moreover, He does not do anything in the evening. She not only spends more than three hours a day on house care, but this activity is mainly carried out in the evening when He is relaxing.

These dual-earner couples live mainly in metropolitan areas or in medium-sized towns (10-50,000 residents) in the Centre of Italy (Tab. 5.5). They have one or more children aged between 0 and 14 years old. Both are in the middle class (IIIa), the only difference being that He works in private services and She in industry (Tab. 5.6 & 5.8).

Both are very dissatisfied with the time available for the partner, children, and relaxation (Tab. 5.7). He is much stressed, highly dissatisfied with daily life and with the time that he has for himself. Finally, both have many difficulties in reconciling daily tasks with the opening hours of office, shops, and leisure center.

The dual-earner couples in cluster 2, like those in the previous cluster 1, wake up very early in the morning. At 7:00 am both are awake; 37.1% of men are at work or are about to reach the workplace. She starts work slightly later than He; only 24.7% of women are at work or going to work at 7:00 am.

Compared with the other couples, the couples in this cluster spend less time on personal care (1 hour and 50 minutes on average) and on work: He 7 hours and 26 minutes, and She 6 hours and 30 minutes. Work activities are undertaken mainly in the morning. Both devote a great deal of time to house care.

Among the men, He is the one that devotes most time to house care (1 hour and 51 minutes), while among women, She is the one that devotes most time to house care (3 hours and 51 minutes). Lunchtime for Him is between 12:30 and 13:30, while for Her it is at either 13:10 or at 14:10.
Dinner is for both at 20:10. After dinner both spend their time on relaxing and leisure activities. Moreover, among men, He is the one that has most leisure activities (2:27).

<table>
<thead>
<tr>
<th>Clu.num</th>
<th>Sleep M</th>
<th>Sleep W</th>
<th>Personal Care M</th>
<th>Personal Care W</th>
<th>Work M</th>
<th>Work W</th>
<th>House Care M</th>
<th>House Care W</th>
<th>Moving M</th>
<th>Moving W</th>
<th>Free Time M</th>
<th>Free Time W</th>
<th>N.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.8</td>
<td>0.8</td>
<td>9.0</td>
<td>9.0</td>
<td>1.5</td>
<td>3.0</td>
<td>13.5</td>
<td>13.5</td>
<td>1.7</td>
<td>0.8</td>
<td>71.4</td>
<td>75.3</td>
<td>133</td>
</tr>
<tr>
<td>2</td>
<td>4.4</td>
<td>8.2</td>
<td>8.2</td>
<td>10.8</td>
<td>3.8</td>
<td>3.8</td>
<td>0.0</td>
<td>1.9</td>
<td>2.5</td>
<td>0.0</td>
<td>81.0</td>
<td>75.3</td>
<td>158</td>
</tr>
<tr>
<td>3</td>
<td>5.1</td>
<td>0.0</td>
<td>12.1</td>
<td>14.1</td>
<td>3.0</td>
<td>5.1</td>
<td>3.0</td>
<td>23.2</td>
<td>3.0</td>
<td>4.0</td>
<td>73.7</td>
<td>53.5</td>
<td>99</td>
</tr>
<tr>
<td>4</td>
<td>0.0</td>
<td>0.0</td>
<td>9.3</td>
<td>5.6</td>
<td>13.9</td>
<td>10.2</td>
<td>7.4</td>
<td>30.6</td>
<td>2.8</td>
<td>2.8</td>
<td>66.7</td>
<td>50.9</td>
<td>108</td>
</tr>
<tr>
<td>5</td>
<td>0.0</td>
<td>5.4</td>
<td>9.3</td>
<td>9.3</td>
<td>14.0</td>
<td>5.4</td>
<td>4.7</td>
<td>23.3</td>
<td>0.8</td>
<td>0.8</td>
<td>71.3</td>
<td>55.8</td>
<td>129</td>
</tr>
<tr>
<td>6</td>
<td>8.4</td>
<td>11.7</td>
<td>8.9</td>
<td>8.9</td>
<td>0.0</td>
<td>1.7</td>
<td>6.7</td>
<td>0.0</td>
<td>0.6</td>
<td>0.6</td>
<td>75.4</td>
<td>77.1</td>
<td>179</td>
</tr>
<tr>
<td>7</td>
<td>9.0</td>
<td>9.0</td>
<td>53.7</td>
<td>38.8</td>
<td>11.9</td>
<td>11.9</td>
<td>16.4</td>
<td>25.4</td>
<td>7.5</td>
<td>4.5</td>
<td>1.5</td>
<td>10.5</td>
<td>67</td>
</tr>
<tr>
<td>Total</td>
<td>4.4</td>
<td>5.5</td>
<td>12.7</td>
<td>11.8</td>
<td>6.0</td>
<td>5.0</td>
<td>6.6</td>
<td>21.5</td>
<td>2.1</td>
<td>1.4</td>
<td>68.3</td>
<td>54.8</td>
<td>873</td>
</tr>
</tbody>
</table>

These couples live mainly in large towns (over 50,000 residents) in center and northern Italy. They have children. He and She belong to the middle class (IIIa) or the working class (VI+VIIab), and they both work in the public sector.

He is quite satisfied with the time for himself and with daily life. He is slightly more satisfied than Her with the time available for the partner, children, and relaxation. It is mainly She that has difficulties in reconciling daily tasks with office opening hours; while neither of them has particular difficulties in reconciling daily tasks with the opening hours of leisure centers and shops.

In cluster 3, He wakes up before She. At 7:00 in the morning 62.6% of men are having a shower and/or breakfast, and another 32.4% are at work or about to reach the workplace. She wakes up on average 38 minutes after Him. Both spend more time, compared to the overall mean, on personal care during the day. Lunchtime for Him is at 13:27; for Her it is at 13:33. Dinner for Him is at 20:00 while for Her it is at 19:53.

In this dual-earner couple a first main difference concerns work time. He spends 8 hours and 38 minutes on average at work. By contrast, She spends only 6 hours and 7 minutes. Moreover, compared with the other women, she is the one that spends less time at work. The second main difference concerns the time that He and She devote to house care. He is occupied for only 50 minutes a day in this activity; She 3 hours and 35 minutes at day. The third main difference concerns free time in terms of duration and moment (when) they relax. On average, He has 2 hours and 2 minutes of free time, while She has only 1 hour and 23 minutes. For Him, free time starts at 21:00 while for Her it starts later. In these couples, at 22:00 only 53.5% of women are in leisure activities against the 73.7% of men.

These couples reside in medium-sized towns in northern and central Italy. They have no children or have children aged over 14. Both are entrepreneurs, professionals or managers (I+II). He works in industry or the private services sector; She works in the public service sector.
Tab.5.5. Cluster distribution by geographic area, municipality size, children, couple’s educational level, and couple’s social class. (row percentage)

<table>
<thead>
<tr>
<th>Clusters</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Geographical area ($\chi^2=22.8; Pr = 0.03$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>North</td>
<td>13.6</td>
<td>19.1</td>
<td>11.7</td>
<td>12.1</td>
<td>14.9</td>
<td>22.9</td>
<td>5.6</td>
</tr>
<tr>
<td>Center</td>
<td>19.0</td>
<td>18.4</td>
<td>12.9</td>
<td>15.1</td>
<td>11.2</td>
<td>17.3</td>
<td>6.2</td>
</tr>
<tr>
<td>South and Islands</td>
<td>15.5</td>
<td>16.0</td>
<td>9.5</td>
<td>10.8</td>
<td>17.2</td>
<td>18.1</td>
<td>12.9</td>
</tr>
<tr>
<td>Municipalities ($\chi^2=33.6 Pr = 0.01$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Metropolitan</td>
<td>17.7</td>
<td>16.6</td>
<td>11.6</td>
<td>12.7</td>
<td>20.4</td>
<td>13.8</td>
<td>7.2</td>
</tr>
<tr>
<td>over 50,000 residents</td>
<td>14.1</td>
<td>24.7</td>
<td>11.2</td>
<td>15.9</td>
<td>11.2</td>
<td>14.7</td>
<td>8.2</td>
</tr>
<tr>
<td>10,000-50,000 residents</td>
<td>18.5</td>
<td>13.7</td>
<td>12.8</td>
<td>10.9</td>
<td>15.6</td>
<td>21.3</td>
<td>7.1</td>
</tr>
<tr>
<td>lower than 10,000 residents</td>
<td>12.2</td>
<td>18.3</td>
<td>10.3</td>
<td>11.3</td>
<td>12.9</td>
<td>27.0</td>
<td>8.0</td>
</tr>
<tr>
<td>Children ($\chi^2=23.5 Pr = 0.02$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No child</td>
<td>11.4</td>
<td>14.4</td>
<td>13.8</td>
<td>19.2</td>
<td>13.8</td>
<td>16.8</td>
<td>10.8</td>
</tr>
<tr>
<td>Children 0-14</td>
<td>17.2</td>
<td>19.0</td>
<td>9.6</td>
<td>11.0</td>
<td>16.3</td>
<td>19.2</td>
<td>7.8</td>
</tr>
<tr>
<td>Children 14+</td>
<td>14.5</td>
<td>19.0</td>
<td>12.6</td>
<td>10.4</td>
<td>13.0</td>
<td>24.9</td>
<td>5.6</td>
</tr>
<tr>
<td>Couple school degree ($\chi^2=17.5 Pr = 0.13$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>University</td>
<td>14.8</td>
<td>14.3</td>
<td>9.8</td>
<td>17.6</td>
<td>14.8</td>
<td>19.7</td>
<td>9.0</td>
</tr>
<tr>
<td>Secondary</td>
<td>15.9</td>
<td>21.0</td>
<td>11.8</td>
<td>10.2</td>
<td>14.5</td>
<td>18.3</td>
<td>8.3</td>
</tr>
<tr>
<td>Compulsory</td>
<td>14.8</td>
<td>17.5</td>
<td>12.1</td>
<td>10.5</td>
<td>15.2</td>
<td>24.5</td>
<td>5.5</td>
</tr>
<tr>
<td>Couple Social Class ($\chi^2=35.3 Pr = 0.01$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I+II</td>
<td>15.7</td>
<td>11.4</td>
<td>14.6</td>
<td>15.0</td>
<td>13.9</td>
<td>22.1</td>
<td>7.1</td>
</tr>
<tr>
<td>IIIa</td>
<td>16.9</td>
<td>23.2</td>
<td>9.4</td>
<td>10.2</td>
<td>16.3</td>
<td>16.9</td>
<td>7.2</td>
</tr>
<tr>
<td>IVabc</td>
<td>10.4</td>
<td>14.8</td>
<td>10.4</td>
<td>16.5</td>
<td>13.0</td>
<td>22.6</td>
<td>12.2</td>
</tr>
<tr>
<td>VI+VIIab</td>
<td>13.8</td>
<td>21.6</td>
<td>10.3</td>
<td>8.6</td>
<td>13.8</td>
<td>25.9</td>
<td>6.0</td>
</tr>
<tr>
<td>Total</td>
<td>15.2</td>
<td>18.1</td>
<td>11.3</td>
<td>12.4</td>
<td>14.8</td>
<td>20.5</td>
<td>7.7</td>
</tr>
</tbody>
</table>

Tab.5.6. Cluster distribution by education level, social class and sector of man and woman. (row percentages)

<table>
<thead>
<tr>
<th>Cluster</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Man school degree ($\chi^2=18.6 Pr = 0.10$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>University</td>
<td>14.3</td>
<td>16.8</td>
<td>9.9</td>
<td>19.3</td>
<td>16.8</td>
<td>16.2</td>
<td>6.8</td>
</tr>
<tr>
<td>Secondary</td>
<td>15.1</td>
<td>21.5</td>
<td>12.0</td>
<td>11.0</td>
<td>13.9</td>
<td>17.7</td>
<td>8.8</td>
</tr>
<tr>
<td>Compulsory</td>
<td>15.7</td>
<td>16.0</td>
<td>11.4</td>
<td>10.6</td>
<td>14.7</td>
<td>24.6</td>
<td>7.1</td>
</tr>
<tr>
<td>Woman school degree ($\chi^2=12.8 Pr = 0.38$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>University</td>
<td>15.8</td>
<td>16.3</td>
<td>7.6</td>
<td>16.3</td>
<td>14.7</td>
<td>20.7</td>
<td>8.7</td>
</tr>
<tr>
<td>Secondary</td>
<td>16.1</td>
<td>19.2</td>
<td>13.0</td>
<td>12.2</td>
<td>13.6</td>
<td>17.5</td>
<td>8.5</td>
</tr>
<tr>
<td>Compulsory</td>
<td>14.0</td>
<td>17.9</td>
<td>11.6</td>
<td>10.5</td>
<td>16.1</td>
<td>23.6</td>
<td>6.3</td>
</tr>
<tr>
<td>Man social class ($\chi^2=44.2 Pr = 0.00$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I+II</td>
<td>15.0</td>
<td>11.3</td>
<td>13.8</td>
<td>14.6</td>
<td>15.0</td>
<td>22.5</td>
<td>7.9</td>
</tr>
<tr>
<td>IIIa</td>
<td>19.8</td>
<td>24.1</td>
<td>8.2</td>
<td>11.6</td>
<td>15.1</td>
<td>14.7</td>
<td>6.5</td>
</tr>
<tr>
<td>IVabc</td>
<td>13.2</td>
<td>11.2</td>
<td>11.2</td>
<td>17.1</td>
<td>15.8</td>
<td>20.4</td>
<td>11.2</td>
</tr>
<tr>
<td>VI+VIIab</td>
<td>12.5</td>
<td>23.3</td>
<td>12.1</td>
<td>8.0</td>
<td>13.7</td>
<td>24.1</td>
<td>6.4</td>
</tr>
<tr>
<td>Woman social class ($\chi^2=33.5 Pr = 0.02$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I+II</td>
<td>17.0</td>
<td>9.4</td>
<td>16.0</td>
<td>18.9</td>
<td>9.4</td>
<td>17.9</td>
<td>11.3</td>
</tr>
<tr>
<td>IIIa</td>
<td>18.0</td>
<td>19.7</td>
<td>11.1</td>
<td>11.3</td>
<td>14.9</td>
<td>18.9</td>
<td>6.2</td>
</tr>
<tr>
<td>IVabc</td>
<td>9.3</td>
<td>16.1</td>
<td>8.5</td>
<td>17.0</td>
<td>14.4</td>
<td>25.4</td>
<td>9.3</td>
</tr>
<tr>
<td>VI+VIIab</td>
<td>11.6</td>
<td>20.2</td>
<td>11.1</td>
<td>8.6</td>
<td>17.7</td>
<td>22.7</td>
<td>8.1</td>
</tr>
<tr>
<td>Man sector ($\chi^2=53.7 Pr = 0.00$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Industry</td>
<td>14.0</td>
<td>19.6</td>
<td>12.2</td>
<td>8.0</td>
<td>11.6</td>
<td>27.4</td>
<td>7.1</td>
</tr>
<tr>
<td>Private services</td>
<td>16.7</td>
<td>11.8</td>
<td>12.8</td>
<td>16.7</td>
<td>18.3</td>
<td>15.9</td>
<td>7.9</td>
</tr>
<tr>
<td>Public services</td>
<td>14.6</td>
<td>28.7</td>
<td>6.4</td>
<td>11.7</td>
<td>13.5</td>
<td>17.0</td>
<td>8.2</td>
</tr>
<tr>
<td>Woman sector ($\chi^2=44.6 Pr = 0.00$)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Industry</td>
<td>17.7</td>
<td>18.8</td>
<td>9.7</td>
<td>3.8</td>
<td>18.3</td>
<td>25.8</td>
<td>5.9</td>
</tr>
<tr>
<td>Private services</td>
<td>16.1</td>
<td>14.4</td>
<td>13.1</td>
<td>18.1</td>
<td>13.6</td>
<td>16.1</td>
<td>8.6</td>
</tr>
<tr>
<td>Public services</td>
<td>12.4</td>
<td>22.8</td>
<td>10.0</td>
<td>10.0</td>
<td>14.1</td>
<td>23.1</td>
<td>7.6</td>
</tr>
<tr>
<td>Total</td>
<td>15.2</td>
<td>18.1</td>
<td>11.3</td>
<td>12.4</td>
<td>14.8</td>
<td>20.5</td>
<td>7.7</td>
</tr>
</tbody>
</table>
Both are only slightly more satisfied than couples in cluster 1 with the time that they have for the partner and children. She is very satisfied with the amount of time for relaxation: She records the highest value among women. Moreover, She does not signal particular difficulties in reconciling daily tasks with the opening hours of shops and leisure centers. By contrast, He seems to suffer more than She does. He is rather stressed and not very satisfied with daily life. He states that he has more problems in reconciling daily tasks with the opening hours of offices, shops and leisure centers.

The dual-earner couples in cluster 4 are characterized by a quite synchronized and relaxed day. Both wake up one hour after the majority of members of other couples. 87.0% of men and 91.7% of women in this cluster are asleep at 7:00. Like the couples in cluster 2, those in cluster 4 spend a relatively short amount of time at work: He 7 hours and 27 minutes, She 6 hours and 9 minutes.

Both are only slightly more satisfied than couples in cluster 1 with the time that they have for the partner and children. She is very satisfied with the amount of time for relaxation: She records the highest value among women. Moreover, She does not signal particular difficulties in reconciling daily tasks with the opening hours of shops and leisure centers. By contrast, He seems to suffer more than She does. He is rather stressed and not very satisfied with daily life. He states that he has more problems in reconciling daily tasks with the opening hours of offices, shops and leisure centers.

The dual-earner couples in cluster 4 are characterized by a quite synchronized and relaxed day. Both wake up one hour after the majority of members of other couples. 87.0% of men and 91.7% of women in this cluster are asleep at 7:00. Like the couples in cluster 2, those in cluster 4 spend a relatively short amount of time at work: He 7 hours and 27 minutes, She 6 hours and 9 minutes.
minutes. Both have lunch at the same time (He at 13:26; She at 13:24). In the evening, She has dinner slightly earlier (20:10) than He (20:20).

Fig. 5.3. Sequence index plot and stacked area plot of the seven clusters.

Cluster 1

Cluster 2

Cluster 3

Regarding the time for house care, neither is this equally distributed. He devotes slightly more time than the overall mean of men to this activity (1 hour and 10 minutes). She devotes slightly less
time than the overall mean of women to this activity (3 hours and 27 minutes). In the evening, after
21:00, 66.7% of men and 50.9% of women are in leisure activities.

Fig.5.3. Sequence index plot and stacked area plot of the seven clusters.
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Cluster 5

Cluster 6

These couples live mainly in large towns of central Italy. They do not have children. Both partners have a university degree, are entrepreneurs, professionals, managers (I+II) or are members of the petty bourgeoisie (VIab) and work in the private service sector.
He is very satisfied with daily life and with the amount of time that he has for relaxation. Both have some difficulties in reconciling daily tasks with the opening hours of offices, shops, and leisure centers.

Fig. 5.3. Sequence index plot and stacked area plot of the seven clusters.

Cluster 7

In **cluster 5**, She wakes up earlier than Him: on average, 50 minutes before He does. She starts work earlier (8:00) than Him (9:00). Among women, the women in this cluster are those who work longer (6 hours and 58 minutes). Conversely, the men in this cluster work less than the overall mean of men (7 hours and 46 minutes).

He spends more time than She does on personal care: 2 hours and 10 minutes compared with 1 hour and 50 minutes. He has lunch at 13:22 and She at 13:39. Moreover, in the evening He has dinner at 20:14 and She at 19:57.

These couples record one of the most unequal time distributions of house care between men and women: He devotes 1 hour and 5 minutes to house care, while She devotes 3 hours and 25 minutes. Moreover, these couples are those that exhibit the lowest amounts of time for leisure. In total, He has only 1 hour and 55 minutes of free time, while She has only 1 hour and 18 minutes. They seem to have free time only in the evening. After dinner, 71.3% of men and 55.8% of women relax.

These couples reside in the metropolitan areas of Italy’s North and South and Islands. They have one or more children aged between 0 and 14. He is a member of the petty bourgeoisie (IVab) while She is a member of the working class (VI+VIIab) or middle class (IIIa). He works in the private service sector and She in industry.

Both are very dissatisfied with the time available for the partner, children, and relaxation. Both have difficulties in reconciling daily tasks with the opening hours of offices, shops, and leisure centers. Finally, He is very unsatisfied with the amount of time that he has for himself and in general with daily life.

Both members of the dual-earner couples in **cluster 6** wakes up earlier in the morning. Half of the men are at work or are about to reach the workplace, while one third of women are involved in house care.

Like the men in cluster 3 also the men in cluster 6 spend a long time at work: 8 hours and 45 minutes. Also the women in this cluster are similar to those in cluster 3: in fact, these women spend an average of 6 hours and 7 minutes at work. Lunchtime for Him is 13:03, while for She it is around 13:30, but there is no clear time: probably she eats when she can. For both, dinner is at 19:50.
As regards house care, the unequal distribution of time between genders is maximum in this cluster. He spends only 30 minutes a day on house care, while She spends 3 hours and 59 minutes. These couples reside in small towns (fewer than 10,000 residents) in North Italy. They have children aged over 14. Both have a low level of education (compulsory), and both are members of the working class (Vla+VIIab) or petty bourgeoisie (IVab). Men work in industry, while women work in both industry and the public service sector.

They are very dissatisfied with the time available for the partner, children, and relaxation. Both have many difficulties in reconciling daily tasks with the opening hours of offices, shops, and leisure centers. Moreover, He is very unhappy about the amount of time that he has for himself and with daily life in general.

The last cluster, the seventh, comprises dual-earner couples who are awake at 7:00 and having breakfast. 41.8% of the men are having breakfast, and another 37.3% are at work or are about to reach the workplace. For the women in this cluster, 50.8% are having breakfast, 14.9% are cleaning the house, and another 22.4% are still asleep.

He works an average of 7 hours and 58 minutes; She works an average of 6 hours and 16 minutes. For both, their jobs are concentrated mainly in the morning. Only forty percent of women and fifty percent of man work in the afternoon.

The distinctive characteristics of these dual-earner couples are the following: (a) free time for both in the afternoon; (b) a constant proportion of men and women engaged in house care throughout the day; (c) a fragmented packaging of activities; (d) She shows one of the largest amounts of free time among women (1:36), while he has one of the smallest amounts among men (1:47).

Another characteristic of these couples is the timing of lunch and dinner, which both eat very late. He has lunch at 13:24 and She at 13:36; while He has dinner at 20:43 and She at 20:21.

These couples reside in large towns of Italy’s South and Islands. They do not have children. They have a medium/high level of education (tertiary or secondary). He is a member of the petty bourgeoisie (IVab), and She is a member of the bourgeoisie (entrepreneurs, professionals, and managers). She is employed in the private service sector.

These couples show the highest level of satisfaction with the time available for the partner, children, and relaxation. They record the lowest level of difficulties in reconciling daily tasks with the opening hours of offices, shops, and leisure centers. He is very happy with the amount of time for himself, and he is not stressed.

At the end of this part of the paper, it is evident that the sequences analysis of time use diaries provides a quite clear and meaningful representation of the main patterns of daytime organization of Italian dual-earner couples. In the next paragraph, we deeply enter on generative mechanism that acts on give shape and relevance at each pattern and in defining different forms of (de)synchronization.

6. (De)synchronization. The dual-earner strategies to combine work and couple’s life

We have now outlined the seven patterns of dual-earner couples’ daily time organization. The foregoing discussion has singled out the different forms of daily activities’ organization and their specific combinations among the spouses. It has been noticed that the distribution of activities across the day, the timing with which they are carried out, and the amount of time devoted to each activity systematically varies both between different patterns and within spouses of the same pattern. Finally, it seems clear that dual-earner couples perform same common daily strategy.

Hence, the spouses’ daily life seems to develop with socially shared, recognized, and identifiable patterns of combined time use. This insight raises two further questions. The first is how these patterns result from a complex process of adaptation to both work-social-family
constraints and individual needs. The second question concerns how the daily times are combined by the spouses, and how their performed combinations are random instead of being regulated by common generative mechanisms.

In this regard, our hypothesis is that these time-use patterns result from the complex co-action of individual, family and social factors whose combination defines the relevance and the shape of patterns. The time balance within His and Her activities, as well as its configuration across the day, is not random; rather, it changes according to multiple latent factors. The first of these factors is work and its schedules, and therefore mainly the type of job and the economic sector (Hamermesh, 2002; Warren, 2003; Lesnard, 2008). The second is the spouses’ and family’s socio-demographic features – like the age of the spouses, the presence of children, and the geographic area of residence. The third is the cultural level of the cohabitation in terms of both the educational level of the

<table>
<thead>
<tr>
<th>Tab.6.1. Multinomial logistic regression on the seven clusters by age of woman, geographic area, presence of children, sector, level of education and social class of the man and woman. (Weight parameter)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster 2</td>
</tr>
<tr>
<td><strong>Age</strong></td>
</tr>
<tr>
<td>Woman</td>
</tr>
<tr>
<td>Area</td>
</tr>
<tr>
<td>North</td>
</tr>
<tr>
<td>Center</td>
</tr>
<tr>
<td>South &amp; Island</td>
</tr>
<tr>
<td>Children</td>
</tr>
<tr>
<td>Children 14+</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Industry</td>
</tr>
<tr>
<td>Public services</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Industry</td>
</tr>
<tr>
<td>Public services</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>University</td>
</tr>
<tr>
<td>Compulsory</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>University</td>
</tr>
<tr>
<td>Compulsory</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>I+II</td>
</tr>
<tr>
<td>IVabc</td>
</tr>
<tr>
<td>VI+VIIab</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>I+II</td>
</tr>
<tr>
<td>IVabc</td>
</tr>
<tr>
<td>VI+VIIab</td>
</tr>
<tr>
<td>Constant</td>
</tr>
</tbody>
</table>

Legend: (+) reference category; (*) p<0.1; (**) p<0.05; (***) p<0.01
Reference cluster (1)
Pseudo R² = 0.09
spouses and the level of predisposition toward egalitarian gender attitudes (Hakim, 2003; Oláh et. al, 2014). We maintain that all these dimensions contribute to defining the patterns of couples’ daily activities.

Tab.6.2. Predicted probability of the multinomial logistic regression on the seven clusters. Probability change over the value of age of woman, geographic area, presence of children, sector, level of education and social class of the man and woman at mean of the others parameters. (Weight parameter)

<table>
<thead>
<tr>
<th></th>
<th>Cluster 1</th>
<th>Cluster 2</th>
<th>Cluster 3</th>
<th>Cluster 4</th>
<th>Cluster 5</th>
<th>Cluster 6</th>
<th>Cluster 7</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age Woman</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td>24.5</td>
<td>9.4</td>
<td>11.4</td>
<td>11.5</td>
<td>16.4</td>
<td>21.1</td>
<td>5.7</td>
</tr>
<tr>
<td>40</td>
<td>17.2</td>
<td>14.9</td>
<td>11.4</td>
<td>12.2</td>
<td>15.0</td>
<td>22.4</td>
<td>6.9</td>
</tr>
<tr>
<td>50</td>
<td>11.5</td>
<td>22.2</td>
<td>10.7</td>
<td>12.2</td>
<td>12.9</td>
<td>22.5</td>
<td>8.0</td>
</tr>
<tr>
<td>60</td>
<td>7.2</td>
<td>31.4</td>
<td>9.5</td>
<td>11.5</td>
<td>10.5</td>
<td>21.2</td>
<td>8.6</td>
</tr>
<tr>
<td>Area</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>North*</td>
<td>14.9</td>
<td>15.6</td>
<td>12.6</td>
<td>10.9</td>
<td>17.9</td>
<td>22.5</td>
<td>5.5</td>
</tr>
<tr>
<td>Center</td>
<td>20.5</td>
<td>17.6</td>
<td>9.5</td>
<td>13.8</td>
<td>8.3</td>
<td>24.6</td>
<td>5.6</td>
</tr>
<tr>
<td>South &amp; Island</td>
<td>16.3</td>
<td>11.7</td>
<td>9.9</td>
<td>12.8</td>
<td>18.4</td>
<td>24.5</td>
<td>14.6</td>
</tr>
<tr>
<td>Children</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No child*</td>
<td>8.3</td>
<td>12.1</td>
<td>16.9</td>
<td>17.4</td>
<td>11.7</td>
<td>25.1</td>
<td>8.5</td>
</tr>
<tr>
<td>Children 0-14</td>
<td>18.3</td>
<td>17.3</td>
<td>9.1</td>
<td>10.6</td>
<td>17.0</td>
<td>19.4</td>
<td>8.4</td>
</tr>
<tr>
<td>Children 14+</td>
<td>24.6</td>
<td>13.9</td>
<td>10.7</td>
<td>10.3</td>
<td>12.8</td>
<td>24.0</td>
<td>3.7</td>
</tr>
<tr>
<td>He sector</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Industry*</td>
<td>16.2</td>
<td>17.4</td>
<td>12.3</td>
<td>10.5</td>
<td>13.2</td>
<td>22.5</td>
<td>7.8</td>
</tr>
<tr>
<td>Priv. services</td>
<td>17.2</td>
<td>10.6</td>
<td>14.2</td>
<td>13.0</td>
<td>17.8</td>
<td>21.4</td>
<td>5.9</td>
</tr>
<tr>
<td>Public services</td>
<td>15.3</td>
<td>25.2</td>
<td>5.4</td>
<td>12.8</td>
<td>11.2</td>
<td>22.8</td>
<td>7.4</td>
</tr>
<tr>
<td>She sector</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Industry*</td>
<td>24.0</td>
<td>15.0</td>
<td>9.7</td>
<td>5.9</td>
<td>18.1</td>
<td>21.3</td>
<td>5.9</td>
</tr>
<tr>
<td>Priv. services</td>
<td>17.4</td>
<td>14.6</td>
<td>10.6</td>
<td>19.2</td>
<td>13.2</td>
<td>18.2</td>
<td>6.8</td>
</tr>
<tr>
<td>Public services</td>
<td>11.4</td>
<td>15.4</td>
<td>12.9</td>
<td>8.9</td>
<td>14.4</td>
<td>29.6</td>
<td>7.5</td>
</tr>
<tr>
<td>He school degree</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>University*</td>
<td>13.6</td>
<td>23.1</td>
<td>11.8</td>
<td>15.0</td>
<td>18.1</td>
<td>14.0</td>
<td>4.4</td>
</tr>
<tr>
<td>Secondary</td>
<td>15.9</td>
<td>19.9</td>
<td>9.9</td>
<td>8.8</td>
<td>12.9</td>
<td>24.8</td>
<td>7.8</td>
</tr>
<tr>
<td>Compulsory</td>
<td>18.2</td>
<td>9.7</td>
<td>12.0</td>
<td>14.1</td>
<td>14.6</td>
<td>23.9</td>
<td>7.4</td>
</tr>
<tr>
<td>She school degree</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>University*</td>
<td>16.0</td>
<td>13.8</td>
<td>4.5</td>
<td>12.0</td>
<td>13.5</td>
<td>32.0</td>
<td>8.2</td>
</tr>
<tr>
<td>Secondary</td>
<td>15.8</td>
<td>14.6</td>
<td>12.2</td>
<td>11.8</td>
<td>13.7</td>
<td>25.7</td>
<td>6.3</td>
</tr>
<tr>
<td>Compulsory</td>
<td>17.3</td>
<td>16.3</td>
<td>16.8</td>
<td>12.0</td>
<td>16.2</td>
<td>14.6</td>
<td>6.8</td>
</tr>
<tr>
<td>He social class</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I+II</td>
<td>15.9</td>
<td>8.2</td>
<td>15.4</td>
<td>15.8</td>
<td>14.2</td>
<td>23.8</td>
<td>6.7</td>
</tr>
<tr>
<td>IIIa</td>
<td>23.3</td>
<td>17.2</td>
<td>9.7</td>
<td>12.0</td>
<td>18.3</td>
<td>13.8</td>
<td>5.7</td>
</tr>
<tr>
<td>IVabc</td>
<td>13.0</td>
<td>11.6</td>
<td>11.1</td>
<td>17.2</td>
<td>16.2</td>
<td>19.9</td>
<td>11.1</td>
</tr>
<tr>
<td>V+VIllab</td>
<td>13.3</td>
<td>23.5</td>
<td>9.0</td>
<td>7.7</td>
<td>11.2</td>
<td>29.1</td>
<td>6.2</td>
</tr>
<tr>
<td>She social class</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I+II</td>
<td>18.1</td>
<td>6.2</td>
<td>23.1</td>
<td>16.8</td>
<td>12.0</td>
<td>14.2</td>
<td>9.6</td>
</tr>
<tr>
<td>IIIa</td>
<td>22.7</td>
<td>16.0</td>
<td>11.9</td>
<td>12.0</td>
<td>15.2</td>
<td>16.9</td>
<td>5.3</td>
</tr>
<tr>
<td>IVabc</td>
<td>11.0</td>
<td>17.1</td>
<td>7.6</td>
<td>10.2</td>
<td>11.7</td>
<td>35.2</td>
<td>7.3</td>
</tr>
<tr>
<td>V+VIllab</td>
<td>8.8</td>
<td>16.9</td>
<td>7.7</td>
<td>9.9</td>
<td>14.4</td>
<td>33.4</td>
<td>8.9</td>
</tr>
<tr>
<td>At Mean</td>
<td>16.7</td>
<td>15.4</td>
<td>11.4</td>
<td>12.2</td>
<td>14.9</td>
<td>22.5</td>
<td>7.0</td>
</tr>
</tbody>
</table>

We have already pointed out the limitations of a time-budget approach to the study of couples’ daily time-use strategies. At the same time, we noted that the sequence analysis approach has been underestimated in the literature (Lesnard, 2004): to our knowledge, no efforts have been made to study the daily scheduling of multiple activities from a holistic and integrated perspective. In other words, we do not know how different daily activities are integrated into a single schedule and how spouses combine their activities each other. If we want to study daily work-family strategies, we need to preserve the integrity of the whole process and the interaction of different activities among the spouses. Indeed, from a time-integrity perspective, the study of the differences among couples’
time-use organization requires the ability to observe the activities’ combination of Him and Her for each point-in-time and simultaneously.

In order to investigate the complex process of adaptation to both work-social-family constraints and individual needs of dual-earner couples’ daily time organization we performed two separate analyses on the seven time-use patterns. The first analysis used a multinomial logistic regression model to verify if these patterns resulted from working-social-familial and individual constraints (Tab.6.1 & 6.2). The second consisted of a graphic representation of the change in the combination of His and Her modal state/activity during the entire day, at each point-in-time (10-minute intervals).

For this graphic analysis, we considered all the 36 possible combinations of activities (six for each spouse). For each cluster and for each point-in-time, the most frequent activities combination was identified. On this criterion, only 16 of all the possible combinations was found to be frequently performed by the couples, suggesting a certain routine by couples in everyday life (Hägerstrand, 1982; Hellgren, 2014). The graphs (Fig.6.1 – Fig.6.7) depicted the sequence of activities’ combination for each cluster of dual-earner couples across the entire day (07.00-22.00).

A jointly reading of the modal multichannel sequence graphs and the multinomial logistic regression parameters quite clearly shows what are the (de)synchronization strategies adopted by couples and what may be the hidden generative mechanisms (Hallberg, 2002).

In particular, three different forms of time-use organization are highlighted by the graphs. The first is characterized by a general synchronization of the different spouses’ activities during the days. We recall that some scholars suggest (Hamermesh, 2002; Lesnard, 2008) that this solution is expected to be the one preferred by dual-earner couples. However, the synchronization of the spouses’ activities may be considered as one of the most complex forms of time organization, since it requires the alignment of social-work-individual times and constraints at a couple-level. Thus, even if it is the most desirable solution, not all the spouses are able to synchronize themselves during the day.

Couples in clusters 2 and 4 are associated with the highest synchronization levels. These dual-earner households share some specific features (Tab.6.1 & 6.2): the high level of education for Him – tertiary education and the medium-lower level of education for Her. Moreover, men in clusters 2 and 5 are employed in the services sector. Furthermore, couples from these two clusters mostly live in Central Italy.
What seems to distinguish the two clusters is that the probability of being a member of cluster 2 increases with the woman’s age and with the presence of young children (0-14), while for the couples in cluster 4 the woman’s age does not matter and they are more likely not to have a child. There are also differences of occupational sector and class between the couples in clusters 2 and 4. While both the spouses of cluster 4 are more likely to be employed in the private service sector, those of cluster 2 mostly work in the public sector or, secondly, in industry. As regards differences in occupational class, we can say that men in cluster 2 are white collar (IIIa) or workers (VI + VIIab), those in cluster 4 are self-employed (I+II and IVabc). At the same time, women in cluster 2 are mainly clerical workers (IIIa), while in cluster 4 they are more likely to be self-employed (I + II).

This particular combination of characteristics – and constraints – creates synchronized couples’ sequences, as mentioned before (Fig.6.1). However, there are some substantive differences. In the case of cluster 2, he and she seem to have breakfast together before going to work, and they start working synchronically. They both stop working quite early in the afternoon, probably favored by their kind of job and the economic sector in which they are employed (mainly in the public services). At 17:00 as later she is back at home, while he follows her shortly thereafter, at 17:40. From that moment, both the spouses spend the rest of the day at home and engage in child care, before having dinner together and, finally, enjoying their free time to relax at the end of the day. In the second part of the day, the only moment in which spouses are not synchronized is immediately after dinner, when she postpones her free time for 20 minutes in order to do some rapid house care.

In cluster 4 the absence of children and the type of work induces the couples to start their day in a different way compared with the others (Fig.6.2). Both the spouses wake up together, and they do so later than the other couples. They also have breakfast at the same time. Then, He leaves the house while She quickly tidies up before going to work. Job commitments equally fill most of their daily time. Moreover, they are synchronized in both their lunch and dinner times. Finally, and because of the pressure and extent of job commitments, spouses in cluster 4 jumps directly to free time and leisure, frequently avoid any kind of house care task. In general, house care activities seem to be almost absent within this daily time-use pattern. However, to be noticed is that this it doesn’t mean that spouses haven’t done housework, but rather that they are more likely to do it non-
regularly, during brief and scattered moments of spare times; although they may not necessarily do
the housework every day, maybe postponing these tasks to the weekend.

Also cluster 7 falls – although not completely – into the synchronized time-use pattern
(Fig.6.3). On the one hand, the strategy of dual-earners in this cluster has some elements in
common with those of cluster 2 and 4 (Tab.6.1 & 6.2). In particular, as for cluster 2, couples are
more likely to be part of cluster 7 with the increasing age of Her, and Her employment in the public
sector. Moreover, like those in cluster 4 these couples share the feature that both spouses are mostly
self-employed (He IVab; She I + II). Like both the previous clusters, they also do not have children
or, at least, have children younger than 14. On the other hand, a distinctive feature of this group –
compared to the other two with a synchronized time-use pattern – is the strong presence of couples
from the South of Italy.

Cluster 7 has some characteristics in common with the 2nd and the 4th also in terms of daily
time organization. Both the spouses have breakfast together, then He goes to work while She
quickly rearranges the house: the same dynamic is exhibited by cluster 4, only that it is shifted
earlier in the morning because of their different wake-up times. Also in the evening, clusters 7 and 4
are similar in that both these couples synchronically return home later. However, the 7th time-use
pattern ends with a longer tail of synchronized personal care: spouses may still be having dinner
together at the end of the observation (22:00). In any case, what really makes cluster 7 unique is the
time organization around lunch. While for cluster 2, there is no specific time for lunch, and for
cluster 4 the time interval for lunch is well defined between two work ‘segments’, for cluster 7 the
break from work is longer for Her; and around a certain synchronized lunch-time, there is a certain
desynchronization due to His work commitments and Her house care tasks. Finally, before going
back to work, She is even able to spend a short time relaxing. Here, the sequence of activity
combinations over time is much more chaotic, fragmented and socially desynchronized compared
with the other patterns. However, this desynchronized part of the day seems functional to the
production of a certain form of a general, mostly synchronized, daily couple strategy.

Among all the seven clusters, finally, dual-earner couples in the 2nd, 4th and 7th are the only
ones to report little difficulties in balancing daily activities. They also have relatively low levels of
stress, being more satisfied with their daily life and the division of house and child care demands
with the partner.
Alongside the synchronized patterns there emerge other desynchronized daily time-use patterns. These strategies of desynchronization seem to be specialized into two forms, on the basis of the kind of tasks sequentially performed and combined by the two spouses during the day. As expected by previous scholars, women are more engaged in household care activities (Gershuny et al., 1988; Raley et al., 2012; Craig et al. 2014); and there are important differences in how they organize and distribute their care tasks during the day, according to their time and that of the partner. Here, an important role is played by the kind of job and the work hours of the woman.

The first strategy is a functionally desynchronized pattern of the spouses’ different activities during the days. This is apparently more desirable than others. Here, gender differences in activities-in-time seem to be an adaptation to the structural desynchronization (Nock et al., 1984) of couples’ working schedules. The difference in work duration between men and women appears to produce a counterbalancing force by which – at the end of the work day – the woman compensates the different spread of work commitments of man’s with house care in a quite calibrated way that preserves the free time of both the spouses.

The problem is that not enough attention has been paid to their partners and what He does while She performs care activities. In fact, being at work instead of watching television while She is dealing with housework or child care is substantially different in terms of gender inequalities.

The literature shows that, frequently, women are employed in shorter or facilitated work hours so that they can devote themselves more – in spite of their wishes – to household care (Bernardi, 1999a). Previous scholars have shown that women’s permanence in the labor market in Italy, even after the birth of children, is often higher in the public sector. This may be seen as the best solution for them to combine work hours with their social role as mothers and care givers (Bernardi, 1999a).
In cluster 3, He starts work much earlier than Her. On the other hand, She prepares herself calmly before going out to work. That is possible also because of the absence of children care. At the end of the workday, the spouses come back home later and synchronically. Once at home, they desynchronize themselves again; while He takes a break to relax, She does some housework. It seems as if there is some sort of compensation of daily time activities. He started work much earlier than Her in the morning, and once returned home He perhaps believes that he has the right to get back the free time that She gained in the morning. Finally, they both eat and relax together.

Fig.6.5. Modal (de)synchronized couples activities: cluster 5

In the cluster 5 couples’ time-use pattern, She wakes up a little before Him, probably because of the presence of child care demands. They then have breakfast together before going to work, and they start working synchronically. In the afternoon, She leaves the workplace much earlier than Him, perhaps in orders to devote herself to house and child care. Soon after His return from work, they eat together, before spending synchronous free time. Compared to cluster 3, the clear non-cooperation of Him in the household tasks – among the spouses of cluster 5 – may be due to the different spread of work commitments during the whole day.

For these two last clusters, the household activities' overload for Her and the less time spent 'doing the same things' have an effect on the satisfaction expressed by the spouses. Compared to the well-synchronized couples, for those in cluster 3 and 5 we notice a reduction in the levels of satisfaction, as well as an increased difficulty of balancing the work-family activities. However, the reported levels of stress for women in cluster 3 and 5 are lower than the overall mean and slightly higher than those expressed by the wives of synchronized clusters.

The second desynchronizations strategy is a dysfunctional pattern of the different spouses’ activities during the day. Here, the couple’s distribution of activities during the day does not seem to follow any compensatory mechanism. The overall day desynchronization is less structural and due to working schedule commitments. It seems to be more weakly linked to the spouses’ different time constraints: conversely, it appears to be an outcome of more traditional and less equal gender attitudes. Here, the result is a marked overload in paid + unpaid work for the women (Mattingly et al., 2003), with stronger evidence of the leisure gap (Beblo et al., 2008).

Couples in clusters 1 and 6 are associated with the highest dysfunctional desynchronizations pattern of the different spouses’ activities during the day. Also these patterns share some specific features. The men in clusters 1 and 6 have low levels of education, mainly compulsory level, and spouses are parents of at least one child and that they live mostly in Central Italy.
These two clusters partially differ for the occupational class of the spouses. Those in cluster 1 are both from the middle class (IIIa), She is employed in the industry sector, while He works in the private service sector. Spouses in cluster 6 are mostly workers (VI + VIIab) or self-employed (He: I + II; She: IVabc). Women in the two clusters also differ in their educational level: those in cluster 1 have a lower-secondary education, while those in cluster 6 have mostly an upper-secondary or tertiary education.

In some way, the time-use pattern of cluster 6 is apparently similar to that of cluster 5. In fact, She comes back home before Him, dealing with house care activities. However, compared with cluster 5 we notice a greater extension of Her household commitments, from the early afternoon until the evening, when He has already returned home from work. Thus, if on the one hand the desynchronization is functional for the long time spent by Him at work, on the other, this couple’s
time-use pattern does not show any cooperative or compensatory forms of time-use organization among the spouses.

Last but not least, cluster 1 is certainly the maximum expression of what we call ‘dysfunctional desynchronization’. The relative time-use pattern describes a couple in which everything is on the shoulders of the woman. The delay of the exit from home is followed by a double move, probably due to the fact that – before going to work – She takes the children to school. Then, she continues to work until the late afternoon. Finally, when both the spouses return home, He takes a break and rests, while She continues to do housework and child care. The only synchronized moment in the final part of this couple’s pattern is when they have dinner. Among all the time-use patterns, this is certainly the one with the highest level of gender inequality in regard to the daily work-family balance challenge.

There are clearly some differences between these two last clusters. However, they are both characterized by the total absence of His cooperation in the house and child care demands. Thus, strong implications regarding the levels of satisfaction and the ability to combine different daily activities are expected. Not surprisingly, both cluster 1 and 6 present the highest levels of difficulty in reconciling daily activities. They also have the lowest level of satisfaction with regard to the division of care tasks and the lowest levels of satisfaction with daily life as a whole. Finally, women in cluster 1 present the lowest levels of satisfaction and the greatest daily difficulties in all the areas investigated.

7. Conclusions

In this paper we study the workdays of dual-earner couples. As already argued, such a two-fold choice has important substantive implications for the exploration of combined time-use patterns: considerable parts of these days are obligated by both the amount of work time and its scheduling – an unavoidable constraint for the other activities in terms of quantity and timing as well (Lesnard et al., 2009). We may say that couples’ daily strategies in regard to work-family balance are more likely to be settled around the working schedule’s obligations by organizing the other activities within out-of-work times.

What happens around the working schedules is not expected to be random, and the activities of the spouses should not be randomly combined during the non-work parts of the day. We have argued that daily strategies and ‘projects’ follow certain routine pathways (Hägerstrand, 1982; Hellgren, 2014) and that temporal patterns in time use may spotlight the hidden generative mechanisms behind couples’ strategies (Hallberg, 2002). Thus, in the study of workdays and dual-earner couples’ dynamics, a crucial point is to find regularities.

Scholars have pointed out an important discriminating factor for dual-earners’ work-family balance: that of being (de)synchronized. However, by adopting a time-budget perspective, we are unable to capture the timing dimension of (de)synchronizations. Within this framework, we may know the total duration of (de)synchronized times, but we cannot assess ‘when’ spouses have done the same activity. We may know the amount of time couples spent together in the same place doing different or similar activities, but, again, we do not know ‘when’ they did it. Thus, although this approach may allow very detailed descriptions of several sub-activities and time quality, this focus on quantities is not informative about the overall strategies of daily time organization performed by couples.

According to Lesnard (2004), a consistent alternative is to preserve the time dimension by considering daily schedules as sequences (Lesnard, 2004). The problem is that from a sequence analysis perspective, the entire complexity of daily schedules has been basically reduced to working schedules. Consequently, spouses’ (de)synchronization-in-time has been treated as a matter of being both working or not working for each point-in-time. Here, the possible combinations of states are reduced to a tripartite scheme: 1) spouses are both working, 2) only one is working, 3) neither is
working. On this view, we can only assess the synchronization for one activity, that of work, by treating the possible (de)synchronizations on other activities-in-time as vague residuals. Moreover, we are not able to distinguish the different combinations of activities when the spouses are being desynchronized. This, in our view, is a strong weakness: it is – at least – reasonable to suppose that different combinations of activities are more or less desirable at different times, according to the overall context of previous and next performed activities. It is possible that some desynchronized daily schedules may be more or less complementary and functional, according to both the spouses’ roles and commitments during the whole day.

Finally, we should move to a more complex framework. We must be able to capture both the timing of multiple synchronizations within different activities and the experienced variety of activity combinations for desynchronized time intervals.

The main contribution of this paper is its use of a ‘multichannel’ sequence analysis approach for the simultaneous exploration of multiple-activity schedules at a couple level. We analyze typical daily schedules of dual-earner Italian couples during a weekday, from 07.00 to 22.00, by jointly considering the combinations-in-time of activities within six different domains: ‘work’, ‘sleep’, ‘personal care’, ‘moving’, ‘house care’ and ‘free time’. Thus, a whole view of the couple’s daily organization is proposed. In fact, previous findings may help us with deeper interpretation of certain daily phenomena among couples. At the same time, we believe that a multichannel sequence analysis can yield new insights by itself.

In our analysis seven different clusters of couple’s time-use patterns have been identified. What clearly emerges from the analysis is a time use organization among dual-earner couples that describe a more complex reality than that we have been used to point out. Where three main types of time use pattern have been found: synchronization; functional desynchronization; dysfunctional desynchronization. These patterns describes a variegate set of work-family balance strategies performed by dual-earner couples, with reasonable different expected levels of desirability. Moreover, these patterns are associated with socio-demographic, educational, cultural, and work characteristics of both the spouses – thus, with different latent mechanisms of time constraints. Finally, these particular couple’s solutions in daily scheduling affect spouses’ level of satisfaction as an outcome of the daily life quality.
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Depressive symptom trajectories across working life and workload in paid and unpaid work among Swedish men and women
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Abstract Long working hours and high work load are possible risk factors for depressive symptoms, but relatively few prospective studies have been conducted thus far. Little is also known about the influence of the work environment on the course of depressive symptoms. This study aimed to use trajectories of depressive symptoms across working age to examine whether work load from paid and unpaid work predict these trajectories. The study was based on data from 4 waves of the Swedish Longitudinal Occupational Survey of Health (SLOSH, 2008-2014). We applied latent-class growth modelling in order to identify groups with similar development of depressive symptoms (depression trajectories) between ages 20 to 65. We further studied workload from paid and unpaid work as risk factors for certain pattern of symptoms and time-varying modifiers of trajectory level within each group. Six groups were identified with symptoms: ‘stable very low’, ‘stable low’, ‘mild decreasing’, ‘recurrent mild-moderate’, ‘stable moderate-high through midlife’, ‘stable high’. More hours in unpaid work in 2008 increased the risk of belonging to the groups with ‘stable moderate-high through midlife’ and ‘recurrent mild-moderate’ depressive symptoms. When treating workload from unpaid and paid work as time-varying covariates we found that workload from unpaid work was associated with higher depressive symptoms although the effect was not statistically significant for all groups. On the other hand higher workload from paid work in terms of long working hours resulted in higher depressive symptoms for all groups except for individuals belonging to the group ‘stable moderate-high through midlife’. Females predicted depressive symptoms in all groups when compared to the ‘stable very low’ group. This study supported that are heterogeneous individual patterns of depressive symptoms over the working life. The results also indicate that workload both from paid and unpaid work influences the evolution of depressive symptoms across age.
1 Introduction

Mental health problems and especially depression are of major public health concern, owing to the high prevalence and substantial negative consequences on personal functioning but also work productivity. It is well known that onset of depression may vary between individuals and that symptoms occasionally recur over the life course. However, relatively few studies have investigated the course of depressive symptoms in the general population (Steinert et al. 2014). Little is also known about individual trends in the development of depressive symptoms since most longitudinal studies focus on the analysis of the mean trend of depressive symptoms over time by using growth curve modeling techniques or hierarchical linear modeling (Castelao and Kröner-Herwig 2013). Advanced statistical approaches in growth modeling, such as latent class growth analysis, however, provide a flexible and easily applied method for identifying distinctive clusters of individual trajectories within the population and for profiling the characteristics of individuals within the clusters (Nagin 2005). These models can thus be used to identify distinctive trajectory groups of people with different long-term patterns of depressive symptoms, some of which may be associated with more functional limitations.

It has also been suggested that different risk factors may be associated with different long-term patterns of depressive symptoms (Colman, 2010; Papachristou 2013), but very few studies thus far have investigated how environmental factors influence the development of depressive symptoms over the long-term. It has been suggested that factors such as sex, socioeconomic status, history of depression or psychopathology, and stressful life events relate to different courses of development (Musliner et al. 2016). One study by Hardeveld et al. (2010) also suggested that stress-related factors, including certain work stressors, predicted recurrent major depressive episodes. However, little is still known about the influence of potentially modifiable factors such as work-related characteristics on different long-term patterns of depressive symptoms. Work stressors such as high work demands or high demands in combination with low control (job strain) have generally been implied as risk factors for depressive symptoms (Bonde, Netterstrom 2008, Theorell et al. 2015). Bannai and Tamakoshi (2014) concluded that also long working hours is associated with depressive states. However, non-work stressors may also be associated with poorer mental health (Clark et al. 2012). Especially a “double burden” of work and non-work related responsibilities could have a negative health effect. This kind of double burden or high total workload has been suggested to contribute to common physical and mental symptoms (Krantz and Ostergren 2001), but more knowledge is needed on both changes in stress from workload in paid and unpaid work, and the interplay between these stressors, over the life course, and how they influence health among men and women (Payne and Doyal 2010).
The aim of this study was to identify different developmental courses/trajectories of depressive symptoms over the working life of Swedish men and women, and examine how work load in terms of long working hours and hours spent in unpaid work are associated with different trajectories.

2 Methods

2.1 Data

Study Population The study population consisted of participants from SLOSH (Swedish Longitudinal Occupational Survey of Health) study, a longitudinal cohort study which focuses on work life participation, social situation, and health/wellbeing with repeat self-reported measures every second year (starting in 2006) on an originally representative sample of the Swedish working population.

Study Sample The present study is based on those who responded to the SLOSH questionnaire and were in paid work more than 30% of full time in all four waves with start year 2008 (6291 participants).

Time Axis We applied an accelerated longitudinal design (Raudenbush and Chan 1992), using age rather than calendar years as the time variable. This allowed assessment of depression trajectories over an age range between 20 and 70 years based on a 6 year period (2008-2014). However, we limited our analyses to the individuals aged 20-65 years of age, the typical working age.

2.2 Measures

Outcome: Depressive symptoms were measured with a brief subscale from the Hopkins Symptom Checklist (SCL-90), the SCI-CD6 (Magnusson Hanson et al 2014) which assesses perception of being troubled by: Feeling blue; Feeling no interest in things; Feeling lethargy or low in energy; Worrying too much about things; Blaming yourself for things; and Feeling everything is an effort, quantified on a five-category scale from 0=Not at all to 4=Extremely. The six items represent core symptoms, selected based on principals of clinical validity. The scale has validated and was found to have good psychometric properties and results have showed that the items are suitable to add into a composite score indicative of depression severity (Magnusson Hanson et al 2014).
**Workload:** Workload was measured repeatedly 2008-2014 by a modified version of a measure developed and psychometrically evaluated by Mardberg et al (1991). In addition to hours/week in paid employment and overtime at work, constituting a measure of workload from paid work, the instrument covers unpaid work activities, such as household duties (mending, sewing, laundry, gardening), childcare (homework/teaching, care-taking, playing) and other unpaid duties (voluntary work in unions and organizations, care of sick or elderly relatives). Hours/week spent on household duties (shopping, cleaning, cooking, mending, sewing, laundry and gardening) and on childcare (homework/teaching, care-taking, playing) were added to a measure of unpaid work. In this study workload from paid work was divided into 4 categories: <40, 40-49, 50-59, 60+ working hours/week. An exception was in SLOSH 2010, then the corresponding categories were <41, 41-50, 51-60, 61+. Workload from unpaid work was also divided into 4 categories: <8, 8-11, 12-20, 21+ hours on average/week). The total number of hours spent on paid and unpaid work constituted the total workload measure also divided into the following 4 categories: <58, 58–67, 68–80, and >80 h/week.

### 2.3 Statistical Analysis

Group-based trajectory modelling (GBTM) was used in order to identify distinctive groups of individuals who can be classified into groups with similar developmental trajectories over time, and examine whether work load predicts the development of depressive symptoms.

Group-based trajectory modelling (GBTM) is a semi-parametric model-based clustering technique that is mostly applied for the identification of latent groups of individuals following a similar progression of an outcome over time (Nagin 2005). Model estimation produces posterior probabilities of membership in each trajectory group for each participant. These probabilities are then used to assign individuals to the trajectory group to which they have the highest probability of belonging.

An accelerated longitudinal design was adopted in our analysis in order to use age rather than calendar years as the time variable. The first step before the GBTM analyses was to rearrange data from the 4 SLOSH waves (years 2008 to 2014) so as to follow a longitudinal design covering an age span ranging from 20 to 65 years of age.

In order to select the best model we followed Nagins’ recommended two-step procedure for model selection. Firstly the number of latent trajectories is selected based on fit indices. Subsequently the order of the polynomials describing the level and shape of the latent trajectories is determined. We first considered with a single trajectory model for depression described by a cubic polynomial. In the
next step we revised the model by increasing the number of groups using fit criteria. Trajectory models with two to eight groups and varied shapes were compared. Estimation of depression trajectories was accomplished using the censored normal model (CNORM), which is appropriate for continuous data.

We relied on several criteria to choose the best model. The Bayesian Information Criterion (BIC) is one of the most commonly used fit statistics to determine the number of subgroups with the model with value closer to zero providing the best fit (Nagin 1999, 2005). In general BIC measures improvement in model fit gained by adding more parameters (e.g. more groups and more complex trajectory shapes) but also emphasizes model simplicity by applying a penalty for complex models (Kass and Raftery, 1995) We further considered the Akaike’s Information Criterion (AIC), the significance of polynomial terms (at the confidence level alpha 0.05), the values of group membership probabilities and of average posterior probability (entropy) (Nagin and Odgers, 2010; Andruff et al., 2009). Entropy is an index used in classification accuracy based on posterior probabilities with higher values denoting better classification. A value greater than 0.7 for all groups is generally recommended since it indicates that the trajectory encompasses individuals with similar patterns of change and discriminates between those with dissimilar patterns of change (Nagin, 2005). Although there is a big discussion in the literature on which measures to use for the selection of the best model, there is no commonly accepted single standard model fit statistic but there are several suggestions from existing simulation studies (Henson et al. 2007, Nylund et al. 2007). The magnitude of difference in BIC, the Bayes factor as well as the BIC-based probability approximation were used to choose between more complex and simpler models (Nagin, 1999; Nagin and Odgers, 2010; Jones, Nagin and Roeder, 2001). A Bayes factor is the ratio of the probability of model 1 being the correct model to the probability of model 2 being the correct model (Nagin, 2005). If two models have equal probability of being correct the Bayes factor would be one. Values than 1 favor model 2 whereas values greater than one imply that model one has a higher probability of being the correct model.

After selecting the optimal model in terms of fit we selected the shape for each of these groups. The trajectory model was fitted using maximum likelihood methods that allow for incomplete data and assumes that missing data were missing at random.

After finding the optimal trajectory model we included risk factors i.e. factors influencing the probability of membership of a particular trajectory group in 2008, and covariates. Workload from paid work and from unpaid work were considered simultaneously relative to the defined trajectory groups as time-invariant covariates (risk factors) and time varying covariates (TVCs) measured in 2008-2014. Coefficients for risk factors indicate the increase in relative odds of being in a trajectory (relative to the lowest group) per unit change in the risk factor (Nagin, 2005). Coefficients for TVCs can be interpreted as: given membership in a trajectory group, how much higher (if coefficient is positive) or lower (if coefficient is negative) is the depression trajectory for a unit increase in the covariate. Unadjust-
ed models as well as models adjusted for sex (0 men, 1 women), civil status (0 not married, 1 married or cohabiting) and socioeconomic status (Statistics Sweden, 1982) were presented. We further conducted the same analyses for men and women separately. In addition, we have considered the potential influence of life stage at baseline by adjusting for three age groups: young adulthood (20-34), midlife (35-49) and mature adulthood (50-65).

The GBTM analyses were conducted using the PROC TRAJ procedure developed by Jones and Nagin, which can be downloaded from http://www.andrew.cmu.edu/user/bjones (Jones et al., 2007; 2001) in the SAS software (version 9.4; SAS Institute).

3 Results

Our fit evaluation of the different models resulted in the selection of a model with six trajectories with a linear order for four groups suggesting a linearly decreasing or increasing trajectory, and a cubic order for two of the groups suggesting a trajectory where there are two turning points (inflections), a maximum and a minimum in depressive symptoms. Figure 1 depicts the shapes of the six trajectories obtained from the GBTM analysis as well as their class sizes. The pattern of symptoms over the working life could be described as either "stable very low", "stable low", "mild decreasing", "recurrent mild-moderate", "stable moderate-high through midlife" and "stable high". The trajectories named 'stable very low', "stable low" and 'stable high' followed a slight downward linear trend as people got older, but remained either at a low to mild level (<12 on the depression scale) or at a high level (>16 on the depression scale). The majority of individuals were classified in either the 'stable low' (43.8%) or 'mild decreasing' (25.3%) group. The 'stable high' group represented the smallest group (2.1%). The 'stable moderate-high through midlife' group (8.8 %) followed a quadratic trend with two turning points. In this group a moderate decrease in symptoms was evident during young adulthood (until about 35 years of age), after which symptoms remained on a moderate level throughout midlife, followed by a steeper decrease during mature adulthood (from ages 50 and onwards). For the 'recurrent mild-moderate' group (8.2 %) the pattern was also described by a quadratic trend with a decrease in symptoms from mild to low during young adulthood, but with an increase in symptoms to moderate in midlife. The former group thus appeared to have recurrent symptoms over the working life, while two groups the 'stable very low' and the stable low group, appeared to be free of limiting symptoms over the working life. Altogether there were 3 favorable (mild decreasing, stable low and stable very low) and 3 unfavorable (recurrent mild-moderate, stable moderate-high through midlife, and stable high) trajectories.
A description of the demographic characteristics and the distribution of paid-unpaid workload in the year 2008 for the six trajectory groups are given in Table 1. The mean age was lowest in the ‘stable moderate-high through midlife’ trajectory (46.4 years), followed by ‘very low stable’ trajectory and ‘mild decreasing’ (Table 1). The proportion of women varied from 46.6% in the ‘very low stable’ to 69.4% in the ‘stable moderate-high through midlife’ and 65% in the ‘stable high’ trajectory whereas proportion of married individuals varied from 83% in the ‘stable very low’ trajectory to 50.7% in the ‘stable high’ trajectory. Overall there was a higher proportion of women in the unfavorable trajectories. The highest proportion of unskilled manual workers was in the ‘stable high’ group, while the highest proportion of skilled manual workers was in the ‘stable very low’ trajectory. Assistant non-manual employees represented the highest proportion in the ‘stable moderate-high through midlife’ group while the ‘mild decreasing’ group was represented by a high proportion of other non-manual employees. The higher proportion for self-employed appears to be in the ‘stable very low’ trajectory. Generally it also seemed as a higher proportion of individuals spent high number of hours on unpaid work in the unfavorable trajectory than in the favorable trajectory groups.
Table 1. Characteristics of the trajectory groups in terms of demographic characteristics and workload from paid and unpaid work in Wave 2008

<table>
<thead>
<tr>
<th></th>
<th>Stable very low</th>
<th>Stable Low</th>
<th>Mild decreasing</th>
<th>Stable moderate-high through midlife</th>
<th>Recurrent mild-moderate</th>
<th>Stable High</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean Age</td>
<td>49.82</td>
<td>52.29</td>
<td>50.17</td>
<td>46.37</td>
<td>56.14</td>
<td>50.67</td>
</tr>
<tr>
<td>Sex (% females)</td>
<td>46.64</td>
<td>55.83</td>
<td>62.35</td>
<td>69.46</td>
<td>63.82</td>
<td>68.32</td>
</tr>
<tr>
<td>Civil status (% married)</td>
<td>83.13</td>
<td>80.91</td>
<td>78.46</td>
<td>73.50</td>
<td>79.02</td>
<td>65</td>
</tr>
<tr>
<td>SEI</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Skilled Manual Workers</td>
<td>18.21</td>
<td>14.40</td>
<td>12.93</td>
<td>14.05</td>
<td>15.02</td>
<td>13.54</td>
</tr>
<tr>
<td>Assistant</td>
<td>11.07</td>
<td>12.40</td>
<td>13.06</td>
<td>12.12</td>
<td>15.02</td>
<td>13.54</td>
</tr>
<tr>
<td>Non-manual employees Higher non-manual employees Self-employed</td>
<td>17.68</td>
<td>20.95</td>
<td>21.35</td>
<td>20.11</td>
<td>19.22</td>
<td>18.75</td>
</tr>
<tr>
<td>Work Load paid work (hrs per week) (% &lt;40 or 41)</td>
<td>28.93</td>
<td>30.60</td>
<td>29.29</td>
<td>33.33</td>
<td>36.14</td>
<td>30.77</td>
</tr>
<tr>
<td>(% 40/41-49/50)</td>
<td>50.49</td>
<td>50.76</td>
<td>50.80</td>
<td>51.07</td>
<td>44.91</td>
<td>51.28</td>
</tr>
<tr>
<td>(% 50/51-59/60)</td>
<td>13.20</td>
<td>12.04</td>
<td>12.28</td>
<td>9.48</td>
<td>12.28</td>
<td>12.82</td>
</tr>
<tr>
<td>(% 60/61+)</td>
<td>7.38</td>
<td>6.60</td>
<td>7.63</td>
<td>6.12</td>
<td>6.67</td>
<td>5.13</td>
</tr>
<tr>
<td>Workload unpaid Work (hours per week) &lt;8</td>
<td>24.15</td>
<td>20.16</td>
<td>17.74</td>
<td>10.37</td>
<td>18.58</td>
<td>14.49</td>
</tr>
<tr>
<td>8-11</td>
<td>21.79</td>
<td>22.43</td>
<td>21.45</td>
<td>17.39</td>
<td>16.21</td>
<td>21.74</td>
</tr>
</tbody>
</table>
When examining the role of workload as risk factor for trajectory group, higher workload from paid work at the baseline measurement (2008) were not clearly associated with a higher or lower likelihood of a certain trajectory in the model adjusting for sex, civil status and socioeconomic status. Individuals with higher workload from unpaid work, however, had increased likelihood of being in the three unfavorable trajectory groups and the mild decreasing trajectory compared to the very low stable trajectory group, but the results were statistically significant only for ‘mild decreasing’, ‘stable moderate-high through midlife’, and ‘recurrent mild-moderate ’ groups in the adjusted model.

Sex, civil status and socioeconomic status were included in the adjusted models as potential predictors (risk factors) of the trajectory group membership. Females were a statistically significant predictor (results not shown) of membership in all the groups compared to the ‘stable very low’ group. Being married or cohabiting predicted the membership in the ‘stable moderate-high through midlife’ and ‘high stable’ groups (statistically significant at 5%) compared to the ‘very low stable group’. Similar results were found for the unadjusted models although there were some differences in terms of the statistical significance of the estimates. We further adjusted for three age groups. In that case we found that people in the age group (35-49) had a lower likelihood for being in most of the groups compared to the ‘stable very low’ group but the results were only statistically significant for those with ‘stable low’ symptoms. Regarding the age group (50-65) we found that people in this group showed higher likelihood of being in the stable moderate-high through midlife group and lower likelihood in all other trajectory groups with statistically significant effects only for group ‘stable low’. We also tested for interaction effects between the different age groups and workload from paid/unpaid work but there was no indication of statistically significant interaction effects.

Table 2. Increase in relative odds of being in a certain trajectory group as compared to being in the very low stable group, according to workload at baseline

<table>
<thead>
<tr>
<th></th>
<th>Coefficients (SE) Unadjusted model</th>
<th>Coefficients (SE) Model adjusted for sex, civil status and SEI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Workload Paid Work</td>
<td>Workload Unpaid Work</td>
</tr>
<tr>
<td>Stable very low</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Stable low</td>
<td>-0.02 (0.01)</td>
<td>0.20 (0.09)*</td>
</tr>
<tr>
<td>Mild decreasing</td>
<td>-0.01 (0.01)</td>
<td>0.14 (0.08)</td>
</tr>
</tbody>
</table>
These analyses were also stratified by sex. However, there were no major differences between men and women. If anything, workload due to unpaid work seemed a stronger predictor of group membership in the ‘recurrent mild-moderate’ group for women, but the power was insufficient for further comparisons (data not shown).

Both paid work and unpaid work over the study period were associated with depressive symptoms across the working age but the results varied in terms of direction and statistically significance for the various groups (Table 3). An increasing level of workload due to paid work was associated with higher depressive symptoms (when adjusted for sex, civil status and socioeconomic status) in all groups except for the ‘stable very low’ group. Higher work load due to unpaid work (adjusted model) was statistically significantly related to an increase in depressive symptoms in the ‘stable low’, ‘recurrent mild-moderate’ groups but associated with a downward trend in depressive symptoms in the ‘stable moderate-high through midlife’ group (statistically significant at 5%).

Table 3. Influence of workload on the trajectory level within each group (standard errors are given in parentheses; * statistically significant at 5%)

<table>
<thead>
<tr>
<th>Group</th>
<th>Coefficients Unadjusted model</th>
<th>Coefficients Model adjusted for sex, civil status, SEI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Workload Paid Work</td>
<td>Workload Unpaid Work</td>
</tr>
<tr>
<td>Stable very low</td>
<td>-0.04 (0.03)</td>
<td>0.26 (0.18)</td>
</tr>
<tr>
<td>Stable low</td>
<td>0.03 (0.01)*</td>
<td>0.12 (0.06)*</td>
</tr>
<tr>
<td>Mild decreasing</td>
<td>0.05 (0.01)*</td>
<td>0.34 (0.08)*</td>
</tr>
<tr>
<td>Stable moderate-high through midlife</td>
<td>-0.04 (0.03)</td>
<td>0.14 (0.13)</td>
</tr>
</tbody>
</table>
Analyses of the total work load (measured as <58 hrs/week, 58-67 hrs/week, 68-80 hrs/week, >80 hrs/week) finally showed that a higher total workload increased the likelihood of being in the ‘mild decreasing’ trajectory and tended to increase the likelihood of being in the ‘high stable’ group, although the latter risk estimate was not statistically significant in the adjusted model. Furthermore, no significant interaction was observed between the workload paid work and workload unpaid work for any of the six trajectories.

### 4 Discussion

The current study examined patterns of depressive symptoms throughout ages 20-65 years for an initially representative sample of working men and women as part of the Swedish Longitudinal Occupational Survey of Health (SLOSH) study (waves 2008-2014), and the influence of workload due to paid and unpaid work.

The first objective was to determine whether there are distinct trajectories of depressive symptoms in the working population. This work identified six distinct depression trajectories between ages 20 and 65.

In accordance with data on major depressive disorder in different ages (Ferrari et al. 2013), we observed higher levels of symptoms around the ages 45-54 in one of the groups, although the peak occurred little later in one of the groups. However, a relatively high proportion, around 5% of the population, already experience depression around 20-24 years of age (Ferrari et al. 2013). It has also been found that a relatively high proportion of people in the general population have a recurrent episode of depression and that a considerable proportion of the general population experience a stable recovery after a depressive episode (Steinert 2014). It is therefore not surprising that we also found several groups with a decreasing symptoms levels. A smaller proportion could also be expected to have a more chronic course as observed in the present study.

Studies on individual trajectories of depressive symptoms in the general adult populations are still relatively rare. Musliner at al, however, reviewed mainly population based studies in different age periods and concluded that stable patterns were common such as stable low symptoms. A small group with stable high symptoms as in our study have also commonly been found in other studies. Patterns with varying degree of symptoms over time were more seldom observed. Howev-
er, in line with some previous work on depressive and anxiety symptoms (Colman et al. 2007) we also identified trajectory profiles with decreasing symptoms in adulthood, repeated mild-moderate symptoms, moderate symptoms starting in midlife. In contrast to Colman et al. (2007) studying depressive and anxiety symptoms up to age 53, we did, however, not observe any group with onset of severe symptoms during the study period.

Our next goal was to determine whether work load influenced the above trajectories. Consistent with other reports (Musliner et al. 2016) sex predicted depressive symptoms in all trajectory groups but neither civil nor socioeconomic status was associated with depression for the majority of the six groups. Some other studies did, on the other hand, find that educational level or income predicted trajectories with high symptom burden (Musliner et al. 2016) as well as occupational grade (Melchior et al. 2013). Moreover, it has previously been indicated that factors such as problems with peers and parents, alcohol/tobacco/drug use, parental history of depression and negative cognitive styles could lead to worse depression trajectories over time among children/adolescents (Musliner et al. 2016). Among older people, poor self-rated health, past history of somatic illness, functional and cognitive impairment and low social support have been associated with negative development of symptoms. Stressful life events have also been found to be a predictor of poor depressive symptom trajectories (Musliner et al. 2016). This work suggests that also workload is associated with unfavorable long-term trajectories of depressive symptoms. Both workload from paid work and unpaid were associated with depression over age progression. Analyses of work load as a time-varying covariate showed that workload from both paid and unpaid work was generally associated with an increase in depressive symptoms supporting some previous findings (Virtanen et al. 2011, 2012, Shields 1999, Krantz Ostergren 2001, Krantz et al. 2005). It is possible that this increase may lead to a rise in symptoms from moderate level to severe in some cases.

Individuals with higher work load from unpaid work at baseline were also at increased risk of belonging to the ‘mild decreasing’, ‘recurrent mild-moderate’, and ‘stable moderate-high through midlife’ groups compared to the ‘stable very low’ group. Higher workload from paid work was, however, not clearly associated with a certain trajectory. The study further indicated that a higher total (double) burden increased the likelihood of one of the most unfavorable trajectories.

Some strengths of the study are that it was conducted in a sample from the general working population, and with measures of depressive symptom every second year over a period of 8 years. In contrast to studies of depression trajectories in clinical population, studies in the entire population may more accurately represent the true underlying continuum of the disorder (Musliner et al. 2016). The accelerated design also allowed us to characterize depressive symptoms trajectories over the entire working age. Dropout from the study, however, may have restricted the possibility to detect heterogeneity. Given that the subjects were originally working and repeatedly in paid work for more than 30% over the study period, the sample
is probably characterized by relatively healthy individuals with high educational level etc.

We based the trajectories on four time points, which is above the minimum required for estimating quadratic trajectories, but the more time points to estimate cubic trends the better (Andruff et al., 2009). We further used an accelerated design to make the most of these data. This allowed us to model symptom trajectories over a much longer time period. There are, however, potential problems associated with this approach. One is inferential ambiguity due to an age-cohort interaction (Raudenbush and Chan 1993). We tested and found no evidence of an age interaction in the main models but this may be associated with uncertainty due to a relatively small number of overlapping time points in adjacent cohorts. A longer time series of measurement may also have contributed to more power for identifying heterogeneity in symptoms over time and potential determinants of different trajectories.

Another limitation of the present study is that we were not able to measure symptoms in childhood. Some individuals may therefore already have had high symptoms in childhood making it difficult to disentangle onset of moderate or severe symptoms. Data were also missing on family history of mental health problems and childhood/adolescent characteristics, which may be predictors of depressive symptoms trajectories and workload and may confound the relationships of interest. Finally, when relating time-varying covariates to the trajectory it is possible that the depressive symptoms over time may influence later workload measures, thus we are not able to draw any causal conclusions based on these analyses. It is less likely though that the depression trajectory influences the initial measurement of workload suggesting that there may be a causal association between unpaid workload and depression trajectories over the working life.
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Labor market integration of adolescents with mental disorders

Isabel Baumann, Sibylle Juvalta, Szilvia Altwicker-Hámori, Niklas Baer, Ulrich Frick, and Peter Rüesch

Abstract Earlier research has shown that mental health problems at early stages of life negatively affect the individuals’ long-term employment prospects and occupational attainments. Accordingly, the chances of individuals with mental disabilities of becoming economically independent are often constrained and their social integration is hampered. This situation impairs their well-being which in turn is likely to exacerbate their mental health. One of the reasons for the limited occupational achievements of individuals with mental disorders is their lack of educational degrees. They may have dropped out of school, have achieved only low levels of education or have graduated from schools for children with special needs. Their educational attainments thus often do not allow them to take up standard jobs. Our paper addresses the question how mental health interventions in children with mental disabilities are linked to their labor market outcomes. We analyze whether there are educational and vocational programs or psychiatric interventions that mitigate the negative impact of mental disorders on educational and occupational outcomes. Moreover, we examine which consecution of educational and psychotherapeutic measures enhances young adults’ chances to be in employment at age 21. We analyze a dataset on 500 young adults in Switzerland who have either received a disability pension or rehabilitation measures be-
tween 2010 and 2013. We find that the earlier in life interventions—such as rehabilitation measures—are implemented, the higher is the chance that individuals are in an economic activity in early adulthood. Our analysis shows that individuals who entered disability insurance system relatively late and exhibit frequent interruptions in their educational trajectory are likely to be without training or employment at age 21. This finding is in line with the life course paradigm that suggests that individuals who differ with respect to a particular characteristic at a young age—for instance mental health—manifest much stronger differences in this characteristic later in life. Moreover, focusing on rehabilitation measures, we find that a large share of individuals has experienced continuous psychiatric treatment. The implications of our findings are that there is a need for early intervention, particularly in school settings for children with mental disorders. The earlier the intervention takes place, the better there seems to be the outcome for the affected individuals.
Opportunities of Work and Family in Young Disabled People’s Lives

A Comparative Study of Disabled and Non-disabled Young Adults in Nineteenth-century Northern Sweden Using Sequence Analysis

Helena Haage, Erling Häggström Lundevaller and Lotta Vikström

Abstract This study focuses on young adults with disabilities and their pathways towards work and family in past society. The aim is to explore their life trajectories and compare them to a non-disabled group of people who experienced the same time-space context, represented by the 19th-century Sundsvall region, Sweden. We employ sequence analyses on a series of demographic events that were to occur in the life of young adults: first occupation, marriage and parenthood. We also check for the events of death and out-migration. Disability studies show that disabled people were often subject to stigmatization caused by their impairment and prevailing perceptions about normalcy in society. This would have limited their opportunities of work and family compared to non-disabled persons. Individual-level data consisting of parish registers digitized by the Demographic Data Base (DDB), Umeå University, Sweden, allow sequence analysis that helps to answer the questions of whether and how disability influenced people’s life trajectories. We obtain a holistic picture of how their life developed that suggests that disability substantially limited people’s opportunities to find job, marry and form a family. This indicates that a stigma was associated with disability beyond the impairment itself and worked to add to disabled individuals’ difficulties in both the labor market and marriage market.
1 Introduction: Background, Aims and Rationales

Historical research shows that getting an occupation, marrying and giving birth to children were common events in the transition to adult life for nineteenth-century young people. These events and the ordering and timing of them were governed by contemporary norms in society and encouraged by institutions such as the church and state. For instance, job and employment were to occur in young people’s life before they married and established a family on their own, and children were to be expected upon marriage, not before. Across north-western Europe, this pathway was also the result of an economy based on agricultural production. It promoted a life cycle servant system according to which young people were to be hired as maidservants and farmhands in other households than their parents’ (Dribe 2000; Lundh 1999; Lundh 2003; Whittle 2005; Harnesk 1990). This made young women and men move between different employers to secure work and income to gather the skills and material resources required to unite a spouse and set up a household. In this way, the servant system worked to structure the opportunities of work and family among young nineteenth-century individuals. Even though most of them followed this expected pathway, little is known about whether individuals with disabilities did. From disability studies we know that they were often subject to a stigma caused by the impairment and prevailing perceptions about normalcy in society (Kudlick 2003; Susman 1994; Oliver 1996; Barnes et al. 2010; Goffman 1972; De Veirman 2015; Haage et al. 2016). If disability limited young people’s opportunities for work and family, it would become evident from their life trajectories when compared with those of non-disabled individuals.

This study aims to do that and thus it fills in the gap of knowledge we have on past people with disabilities. We provide novel results based on sequence analysis on a series of demographic events that occur in the life of young adults, such as first occupation, marriage and parenthood. All events are consistently compared between disabled men and women and in relation to their non-disabled counterparts, all of whom resided in the Sundsvall region, Sweden. During the 19th century, this region witnessed a fast population growth from about 13,000 inhabitants in the early 1800s to 18,793 in 1840 and to 46,418 inhabitants in 1880 (Alm Stenflo 1994). This growth was due to the expansion of the sawmill industry and a large influx of migrants in combination with the mortality decline.

Accounting for several events and not just one, our sequence analysis and longitudinal data (see Sect. 2) make us obtain a more holistic picture of disabled people’s life (Aisenbrey et al. 2010; Abbot et al. 2000). Only being able to conduct such analysis of individuals with disabilities living 150–200 years ago makes this study special in its approach, as quantitative methods are rare in disability studies and social history. The demographic experiences of disabled people are important to uncover not only because they constitute a minority long hidden in history, but because their life trajectories reflect their living conditions and were also shaped by attitudes that prevailed among the majority population.
2 Longitudinal Data and Methods: Definitions of Disabilities, Events and Sequences

The data consist of parish registers, digitized and stored by the DDB at Umeå University, Sweden. These registers are based on original records for parishioners’ birth, baptism, marriage, out- or in-migration, death, burial and the catechetical examination records, and they also report occupations. The DDB registers are made up by chosen parishes in Sweden during the 18th and 19th centuries and are linked on an individual level, which gives a demographic description about each parishioner over lifetime (Vikström et al. 2006). The catechetical examination records were collected on yearly basis due to the obligation for the ministers to keep records of the parishioners’ knowledge of the catechism and their reading skills, first stated in the Church law of 1686 (Nilsdotter Jeub 2009). In these registers the ministers also made marks of impairments – lytesmarkeringar – that indicate disabilities among the parishioners. Those who the ministers labeled disabled are categorized as such in our dataset and analyses (Tab. 1). Those who did not have any of these impairments in the parish registers we regard as non-disabled (Haage 2012). Representing the average life trajectories of the young population in the Sundsvall region, they help us answer whether finding a job or a spouse to marry were less present events in the life of disabled persons.

The dataset consists of observations from 8,874 unique 15-year-old individuals born between 1820 and 1860 out of whom 117 had marks of impairments (Tab. 1). Their impairments were reported before the age of 15 or at the 15th birthday at latest. The reason for chosen young individuals is that they are in the beginning of their transition to adulthood associated with the events under study. We begin to follow them at their 15th birthday to identify the timing and ordering of three events of primary interest to us: first occupation, first marriage and birth of the first child. Events of secondary interest are death and out-migration from the parish. At the longest, all individuals are under study for maximum 18 years (between age 15 and 33), which covers the phase in life when the events of primary concern to us occur.

In this study a sequence is defined as a list of events. As an event gives rise to a new state in the sequence, a sequence can consist of different states. If an event occurs several times in the life trajectory, the sequence is recurrent, but we only consider when an event first happens and treat it as non-recurrent (Abbot 1995; Abbot et al. 1986). Sequence analysis further enables us to detect the states each individual experienced at each time point, which in this study is age (Gabadinho et al 2011). This means that a state describes a person according to certain events at one particular year of his/her life. The length of each state is consequently one year and the whole sequence is maximum 18 years. The first state starts at the 15th birthday and the second state at the 16th birthday etcetera.

1 www.cedar.umu.se/english/ddb/databases/
Table 1. Disabled and non-disabled individuals by gender in the dataset (Digitized parish registers, the Sundsvall region, DDB, Umeå University)

<table>
<thead>
<tr>
<th>Disability category</th>
<th>Men N</th>
<th>Women N</th>
<th>Total N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Blind</td>
<td>9</td>
<td>5</td>
<td>14</td>
</tr>
<tr>
<td>Deaf mute</td>
<td>23</td>
<td>13</td>
<td>36</td>
</tr>
<tr>
<td>Crippled</td>
<td>19</td>
<td>5</td>
<td>24</td>
</tr>
<tr>
<td>Mental disabilities</td>
<td>20</td>
<td>15</td>
<td>35</td>
</tr>
<tr>
<td>Multiple disabilities</td>
<td>4</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>Summary disabled</td>
<td>75</td>
<td>42</td>
<td>117</td>
</tr>
<tr>
<td>Non-disabled</td>
<td>4,385</td>
<td>4,372</td>
<td>8,757</td>
</tr>
<tr>
<td>Total summary</td>
<td>4,460</td>
<td>4,414</td>
<td>8,874</td>
</tr>
</tbody>
</table>

Notes: The individuals were born 1820-1860 and 15 years old at start of observation. We use the terms and concepts the ministers used even if some of these words today are derogatory.

3 First Findings on how Disability Influenced the Life Trajectories of Young Adults

To find whether and how disabled people’s life trajectories differed from non-disabled individuals, we performed the analyses in two steps. First, we explored in which order the events of primary interest to us occurred in the individual life trajectory. Second, the entire sequences were investigated according to disability and gender distributed by age, and also with regard to the two events of death and out-migration from the parish.

Analyzing the order of the events of the life trajectories of people observed over the whole period (18 years) helps to picture the events they experienced (Fig. 1), disregarded the timing between these events. Among both genders the differences between the disabled and non-disabled were statistically significant below the 5 %-level. Figure 1 shows that more than 30 % of the disabled men and women did not experience any of the events under study during the entire observation (state 0). Hence, they did not have any occupation, did not marry or got a child. Among the non-disabled people not even 10 % ended up in that state (0). Far more men than women (both disabled and non-disabled) took up an occupation, but stayed unmarried and childless (state 1). Getting a job, marrying and starting a family with at least one child (state 111) was the most common male trajectory, especially for non-disabled men, 58 % compared to 40 % of the disabled men. Even though a considerable share of the women ended up in the state of 110, which means that they married and gave birth to a child but never hold any occupation during observation, this was particularly the case for non-disabled women, 40 %, and not their disabled sisters, 20 %. Among the latter, about four women in ten represented a life trajectory showing no events at all (state 0). While almost 20 % of the disabled women are found to have experienced the event of giving birth to illegitimate offspring (states 10 and 11) only about 7 % of the non-disabled did.

2 Pearson’s Chi-squared test: P-value < 0.001 for both men and women
Fig. 1: Percentage distribution of entire sequences (end states) for individuals followed across 18 years: a comparison between disabled and non-disabled men and women (Digitized parish registers, the Sundsvall region, DDB, Umeå University)

Note: Pearson’s Chi-squared test: p-value <0.001. The figure shows the eight most frequent orders of states in the dataset, defined as at least one group in the type has a proportion above 10%. These types are as follow:

0 = No occupation/No marriage/No child 100 = No occupation/Marriage/No child
1 = Occupation/No marriage/No child 101 = Occupation/Marriage/No child
10 = No occupation/No marriage/Child 110 = No occupation/Marriage/Child
11 = Occupation/No marriage/Child 111 = Occupation/Marriage/Child

Sequence analysis further enables a graphical view of the state distributions by time points that displays a general pattern for all individuals’ life trajectories by group (Gabadinho et al 2011). Figure 2 shows these distributions by time points (here age) per gender and disability. The proportion of disabled men who did not get any occupation and remained unmarried and did not get any child (green state) is greater than for the non-disabled men. The proportion decreases in a slightly slower pace, and delayed in time, for disabled men, which means that those who left the “green” state and got an occupation did so later in life than did non-disabled men. At the age of 28, the slope for disabled men levels off at about 20% while it for non-disabled men continues to decline. The share of men who got an occupation without experiencing marriage and parenthood (yellow state) is similar despite disability. The only state where the disabled men were proportionally greater than for the non-disabled is that of death (orange state). The development over time for the state equal to having an occupation, being married and forming a family (purple state) shows no large difference between non-disabled and disabled men.
The differences between disabled and non-disabled women is clearer than among the men. The proportion of women who experienced no occupation, remained unmarried and childless (green state) is greater among the disabled women than their non-disabled sisters. However, women who attained an occupation, marriage and a child (purple state) have a similar trajectory over time despite disability. The two states where the trajectories differed substantially between disabled and non-disabled women are the state equal to getting a child without marriage and occupation (blue state), and the one equal to death (orange state). Among those who migrated from the parish, we find a larger proportion of non-disabled individuals of both genders. In all, the above sequence patterns show more similarities between non-disabled men and women and between disabled men and women respectively. Consequently, disability influenced the life trajectories of both genders.
4 Concluding Discussion

The findings of our sequence analyses provide a comparatively complete picture of young disabled individuals as they were beginning to seek their livelihood as adults in 19th-century Sweden. With regard to opportunities for work and family, we find substantial differences between how their trajectories developed when compared to non-disabled individuals. Whereas the latter moved through many events while under observation (from 15 years of age to maximum 33) and experienced these events in the expected ordering (first job, then marriage and parenthood), disabled people did not to the same extent. Even if it was not impossible for them to take up work, which was key to marry and form a family, considerably fewer of them found a job or married a spouse compared to non-disabled people. In all, the sequence analyses provide results that clearly demonstrate that disability limited people’s opportunities in both the labor market and marriage market. This is one major conclusion to be drawn; yet another one is that these results would hardly been obtained without employing sequence analysis. We view this tool as beneficial for identifying the impact disability had on people’s opportunities in past society, here to work and family, and for two reasons. First, sequence analysis covers a longer portion of people’s pathways than for instance Cox regression models do, in estimating the propensity to experience one single event, such as getting a job or marrying. Second, and although the explanatory power of sequence analysis is limited, it holds a pedagogical advantage in describing individual life trajectories as it does. The outcome is relatively comprehensible, even for scholars less familiar with statistical measures, many of whom are found in the fields of social history or disability studies, for example.

However, why do we come across the above results? Although impairment certainly brought difficulties in life, it must not per se have ruined people’s opportunities to find some work and access to income or a spouse to marry. It takes more to explain why these typical events were less present in the life of disabled people. Beside the impairment itself, we argue that a stigma associated with being labeled disabled adds to explain the results. If individuals’ appearance, behavior or inability were perceived as deviant according to prevailing perceptions about normalcy in society, this would render them exclusion from social and working life. We think that these labeling circumstances and negative attitudes contribute explanation to the limited opportunities to work and family among the disabled people we study. Less work or no job, cut their income and subsequently the marital prospects, as we have seen from the above sequence analyses. This suggests that disabled individuals accumulated disadvantages over lifetime that is also evident from their higher mortality level during observation compared to non-disabled people.
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Employment security in non-traditional careers: Exploring the dynamic of long-term work trajectories in thirteen European countries

Maxim Kovalenko and Dimitri Mortelmans

Abstract In this article, we approach the debate on the so-called flexibility-security nexus from the long-term perspective of career studies, exploring empirical evidence on whether the increased labor market flexibility in the past decades has also led to more employment insecurity. We look at lifelong career sequence patterns in 13 European countries, with three objectives in mind. First, we examine to what degree empirical career patterns correspond to the career types postulated in theoretical career literature, namely the traditional and the ‘new’ career. Second, we look at whether these career patterns have changed in their relative prevalence over time. This analysis provides evidence for the discussion on whether career patterns in Europe have changed in the past decades. Third, we consider how employment security has evolved over time, depending on the career type. Our analyses indicate that there are slight changes in career structure in several European countries, and that some of the highly mobile career patterns are characterized by a higher degree of precariousness, a dynamic often overlooked in mainstream career studies. In terms of policy, our results suggest the need to combine labor market flexibilization with individual supportive measures for some workers.

1 Introduction

The debate on whether the increasing flexibility of employment relationships in the past few decades implied a lower degree of labor security, is prominent in the contemporary labor literature (Muffels and Luijkx, 2008; Standing, 1999; Heery and Salmon, 2000; DiPrete et al., 2006; Kalleberg, 2009; Cappelli, 1999; Barbieri, 2009; Howell, 2004). The same debate is much less well developed in the
field of career studies, which approaches the flexibility problematic from an explicitly long-term perspective and considers how individual working histories evolve over time (see e.g. Arthur and Rousseau, 1996; Baruch and Bozionelos, 2010; Sullivan, 1999). Despite several calls to pay more attention to the risks associated with the flexible career (e.g. Van Buren, 2003), the subject remains essentially understudied. Yet given the mainstream view of public policy makers in the Western countries that labor market flexibility is an essential tool for driving up economic competitiveness in the globalizing economy and for reducing unemployment, a proper understanding of these risks is crucial for all actors involved. Neglecting to account for the ‘dark side’ of flexibility may all too easily help install or strengthen the mechanisms of stratification on the labor market, and expose many workers to the risk of precarious work and poverty.

In this article, we empirically examine several assumptions that underpin mainstream theories on careers in flexibilizing labor markets, and look at the evolution of labor security over time for different career patterns in 13 European countries. These two interrelated issues form the backbone of our analysis.

In regard to the first issue, the central thesis of career theories dealing with the consequences of labor market flexibilization pertains to what can be termed ‘the career transformation’: the demise of the traditional career pattern with life-long employment in one or two organizations (Sullivan, 1999), and its replacement by the ‘new’ career, which is often characterized by higher external mobility (Sullivan and Arthur, 2006). Much research has been inspired by the assumption that such transformation took place, yet the empirical evidence on the extent of the change is far from being conclusive (e.g. see Gunz et al., 2011; Clarke, 2013). The first possible reason for this is that insufficient attention has been paid so far to the national variation of how career patterns have evolved over time. A lot of research on the ‘new’ career originates in the Anglo-Saxon countries, where labor markets are much less regulated than in Continental Europe. At the same time, it has been convincingly demonstrated that national institutions can significantly impact labor market outcomes (Muffels and Luijksx, 2008; DiPrete et al., 2006), which raises the question if the same claim about the career transformation can be applied to much more strictly regulated European labor markets, and to what degree. Second, the existing findings on the career transformation are predominantly based on short- or medium-term data, whereas research based on life-long data, so crucial for the understanding of careers in their totality, is very scarce.

Concerning the second issue that pertains to changes in labor security, it remains an open question as to what impact career flexibilization in Europe, whatever its extent, has had on the course of the individual career. Much of empirical research in the contemporary career literature has focused on factors that help workers navigate flexibilizing and uncertain employment environments, resting on the assumption that the risks associated with the increasing labor market flexibility can be tackled on the individual or organizational level, e.g. through investments in employability and self-directedness in career management. This approach implicitly leaves the insecurity-generating
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factors on the macro level outside its field of vision, therefore potentially misrepresenting the total outcome of the flexibility-insecurity dynamic; and possibly suggesting a more positive view on career flexibilization than the reality would warrant (Guest et al., 2006).

In this article, we aim to contribute to a better understanding of career flexibilization and its consequences in Continental Europe. We start by describing the concerns related to the increasing labor insecurity that are voiced by some strands in economic and sociological literature on the subject of labor market transformations in the context of economic globalization and neoliberal marketization. Subsequently, we explore how these concerns connect with the prevailing theoretical insights within the contemporary career studies and provide empirical evidence that helps transpose the debate on the flexibility-insecurity controversy to the long-term career perspective. Our analyses shed empirical light on the dominant assumptions of the theories dealing with the allegedly ‘new’ career types, and provide insights into long-term changes that have occurred in careers of European workers in the past decades, pertaining both to shifts in career structure and to the dynamic of employment security. In addition, our analyses address a lacuna in research pertaining to the evolution of careers in Europe, given its characteristic regimes of labor market regulation.

2 Theoretical background

2.1 The debate on flexibility-security nexus

The last three decades of the twentieth century were marked by major transformations in the Western economies, spurred, among other factors, by an unprecedented rate of economic globalization, technological advances in transport and communication, the nascent of the Internet, increasing global competition and labor redistribution (Beck, 2000; Reich, 2008; Standing, 1999, 2009). These transformations went hand in hand with a Copernican shift in the dominant socio-economic paradigm, where the Keynesian model gave place to the neoliberal modes of economic thought and policy action (Harvey, 2011). Labor market deregulation took place in most Western countries, eroding to a large degree the traditional securities built during the Golden Era of full employment (Harvey, 2011; Standing, 1999). The ‘new’ economy, featuring higher levels of competition, market variety and technological complexity, required more flexibility from both organizations and the workers (Kalleberg, 2009). A result was the proliferation of various forms of flexibility, including increased job mobility, fixed-term contracts, subcontracting, freelance work, as well as other forms of ‘atypical’ working arrangements. There is an on-going debate in the sociological, economic and public policy literature about how the increasing flexibility in the labor markets has impacted workers (Muffels and Luijkx, 2008). Generally speaking, two perspectives can be discerned (see Tregaskis et al., 1998).
The first perspective, sometimes labeled as ‘neo-Fordist’ or even ‘neo-Marxist’, assumes a negative view on flexibilization. It emphasizes an increasing labor insecurity due to a plethora of macro-level factors inherent to the ‘new’ economy and its mainstream neo-liberal policies. Labor markets have become much less regulated, driven to a larger extent by the pure market logic of supply and demand, whilst disembedding themselves from the social institutions designed to protect weaker labor market groups. Welfare provisions have been trimmed down substantially, and the responsibility for one’s employment has been transferred onto the workers, the trend finding a reflection in the re-orientation of labor market policies towards activation and stricter controls (Harvey, 2011). The use of non-standard employment relationships, such as temporary work, fixed-term work and self-employment (of the real or the bogus kind) has increased in many countries (Standing, 2009; Tregaskis et al., 1998). Flexible working arrangements of these and other types allow companies to make quick adjustments to the business cycle and to changes and shocks on the volatile and competitive markets. At the same time, it is feared that such arrangements do not offer the same degree of social and economic security as the standard full-time employment (Van Buren, 2003). In addition, trade union power has been in decline as well in the past decades, and along with it the traditional means of reducing inequalities between employers and employees (Standing, 2009). Finally, the ability of capital to move quickly and the global nature of economy allows firms, especially multinationals, to traverse international borders to find the economic regime most favorable to business, which usually comes at the cost of lower labor protection.

All in all, this perspective posits that as a consequence of these changes, many workers in weaker positions on the labor market, such as lower educated workers or migrants, are now at higher risk of precarious employment, unemployment and poverty (Standing, 2011; DiPrete et al., 2006; Rodrigues and Guest, 2010). Some authors go even further, proposing that insecurity is inherent to advanced capitalist societies in general, without restriction to specific population strata (Beck, 2000).

The second perspective, sometimes labeled as ‘post-Fordist’, assumes a positive stance towards flexibility, focusing on the mechanisms that allow labor flexibility whilst maintaining labor security. In this view, the relationship between flexibility and security is not a trade-off, but rather that of mutual reinforcement (Muffels and Luijkx, 2008). According to this perspective, not an erosion of labor security takes place, but rather a shift towards new forms of security. Thus, management literature focuses on how individuals can adapt to uncertain employment conditions of the flexible economy, emphasizing the importance of continuous investment in skills as well as adaptability to the shifting demands of the labor market (e.g. Clarke and Patrickson, 2008; Van Buren, 2003). Proactive and ‘self-directed’ behavior on the labor market, self-knowledge and employability are key concepts in this ‘new employment relationship’ approach. On the macro-level, the ‘flexicurity’ paradigm, popular in the European policy circles (European Commission, 2007; Wilthagen and Tros, 2004), supports the positive view on the flexibility-security nexus. It focuses on the role of institutions in facilitating employability and activating workers towards labor market participation.
While the debate on the consequences of flexibility in the global economy is well-developed in relation to labor in general, this is hardly the case on the level of career studies. The dominant paradigms pertaining to the dynamic of careers in the ‘new’ economy are by and large aligned with the ‘new employment relationship’ approach, focusing on the individual capacities to cope with uncertain employment environments. They often ignore the discussion of the mechanisms on the global scale that systematically generate insecurity which may impact career trajectories in the long run (Inkson et al., 2012; Tregaskis et al., 1998). As consequence, these theories can be dangerously open to ideological interpretation (Roper et al., 2010).

2.2 Flexibilization and the new career

The process of globalization has also had important consequences for the structure of career opportunities and career enactment (Arnold and Cohen, 2008). Changes in the domain of work have spurred a new branch in career research and theory that came to focus on what is often described as ‘the new career’ (Arthur et al., 1999). Different aspects of the ‘new career’ have been captured in various theoretical frameworks, most popular being the ‘boundaryless career’ (Arthur and Rousseau, 1996) and the ‘protean career’ (Hall, 1996, 2004). Both frameworks postulate a transformation of how careers unfold in the context of flexibilizing labor markets. This transformation allegedly entailed a move away from the traditional organizational career within one or two organizations (Sullivan, 1999), and to a modern career type that is characterized by a higher degree of psychological and physical mobility (Sullivan and Arthur, 2006), as well as by a weaker dependence on a particular organization in terms of its development.

Several authors have noted that the discourse of the ‘new’ career is inherently positive, and dangerously aligned with the currently mainstream neo-liberal view on labor, which valorizes individualism, self-reliance and the ability to accept responsibility for own actions (Guest et al., 2006; Roper et al., 2010; Inkson et al., 2012; Zeitz et al., 2009). It paints modern workers as ‘career capitalists’ (Inkson and Arthur, 2001), that must assume control over their working lives and market themselves in an entrepreneurial fashion (Zeitz et al., 2009), leveraging their human and social capital to traverse organizational, cultural and occupational boundaries (Pringle and Mallon, 2003).

These commentators have raised concerns that the ‘new’ career discourse ignores the increasing insecurity and uncertainty that typifies the flexibilizing labor market (Tams and Arthur, 2010; Inkson et al., 2012; Zeitz et al., 2009). According to this view, the freedom of individual action can be severely constrained by contextual factors, which can result in a ‘bifurcation in the labor market between those in a position to reap the benefits of the new, flexible career environment and those less able to gain a foothold’ (Arnold and Cohen, 2008, p. 4).
Despite these calls to explore the ‘dark side’ of the modern career, empirical evidence is still scarce, especially for European countries, concerning how employment security has evolved in typical career patterns, given the vast changes in the economic order in the past several decades. This scarcity leaves the debate on the impact of labor market flexibilization on labor security, considered from the long-term career perspective, rather one-sided and predominantly geared towards its positive interpretation.

2.3 Hypotheses

In our analyses we focus on two separate, but closely interrelated sets of research questions. The first set pertains to the empirical validation of the assumptions that the ‘new’ career theory makes in postulating the shift from the ‘traditional’ to the ‘new’ career type, as described hereinabove.

These assumptions are largely accepted in the contemporary career literature, yet the empirical evidence that supports them is limited at best (Rodrigues and Guest, 2010; Clarke, 2013), especially in the European context (Kattenbach et al., 2014). More specifically, there exist substantial doubts as to whether external job mobility, a cornerstone element of the ‘new’ career, has effectively increased (Chudzikowski, 2012; Soens et al., 2005; Rodrigues and Guest, 2010; Kattenbach et al., 2014). Similar claims have been made in regard to career behavior and perceptions in general (Jacoby, 1999; Elchardus and Smits, 2014), implying that the traditional career is alive and well, certainly in the context of regulated European labor markets. In respect to the changes in career type prevalence, postulated by the ‘new’ career theories, we formulate the following hypotheses:

Hypothesis 1a: the theoretically postulated ‘traditional’ and ‘new’ career types can be identified empirically;

Hypothesis 1b: a shift has occurred in the prevalence of the two career types, with a relative decrease for the ‘traditional’ type in favor of the ‘new’ career type.

Detecting the empirical career patterns that correspond to the theoretical ideal types of the ‘traditional’ and the ‘new’ career, enables us to trace changes in career security over time in each career type. Different strands of theoretical literature offer opposing views in regard to changes in employment security in careers over time. It remains an open question, from the empirical perspective, whether there was a change, and in which direction. Moreover, it remains unclear to which degree the direction and the extent of changes in employment security depend on the career type. For example, it is possible that the core employees, who are more likely to have stable traditional careers, could have experiences different from those of the periphery workers, who are more likely to have more mobile careers (see Rodrigues and Guest, 2010). The following hypotheses can be formulated:

Hypothesis 2a: employment security in careers has decreased over time;
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Hypothesis 2b: changes in employment security in careers are contingent on the specific career types.

2.4 Defining and operationalizing employment security on career level

Employment security is one of the seven forms of labor security, along with (income security, labor market security, work security, job security, skills reproduction security and representation security (e.g., Standing, 2011). Following Muffels and Luijkx (2008) and Wilthagen and Tros (2004), we define employment security as staying in employment, but not necessarily in the same job with the same employer. On the level of career, we consequently operationalize employment security as the percentage of career time that was spent in unemployment.

2.5 Control variables

In our analyses we control for gender and educational level, as both have been shown to be related to employment security (Azmat et al., 2006; Núñez and Livanos, 2010). In addition, we control for career duration to account for the heterogeneity in this respect.

In our analyses we will also consider how between-country differences in labor market mobility affect employment security. Mobility on the labor market is considered as one of the macro-level flexibility indicators (Muffels and Luijkx, 2008; Klau and Mittelstadt, 1986), and is often touted in European policy circles as an instrument for tackling labor market rigidity. It is therefore important to establish what effect does macro-level labor market mobility have on employment security, and how does it relate to individual-level career mobility.

3 Data and Methods

3.1 Data and Sample

To answer our research questions, we use data from SHARELIFE release 1.0, as of November 24, 2010, or SHARE release 2.5.0, as of May 24, 2011 (see Börsch-Supan, Hank, & Jürges (2005)). SHARELIFE data were collected in 2009 in 13 European countries, and contain a full retrospective record of working career mobility and its timing. Countries in the analysis are: Austria, Germany, Sweden, the Netherlands, Spain, Italy, France, Denmark, Greece, Switzerland, Belgium, the Czech
Republic, and Poland. The main selection criterion for the respondents was to be of age 50 or older at the first wave of the survey in 2004; partners or spouses of the initially chosen respondents were selected, when available, without considering age. Complete career records for the majority of the respondents are therefore available. The complete sample consisted of 18,841 respondents in all countries. Having excluded cases with missing values on one or several model variables, 16,673 respondents were retained in the analytical sample.

3.2 Methods

3.2.1 Optimal Matching Analysis

In respect to Hypothesis 1a, we establish typical career patterns in each country. When careers are conceptualized as sequences of work-related statuses, it becomes possible to derive a distance matrix between such sequences using Optimal Matching Analysis (Anyadike-Danes and McVicar, 2010). In our case, the principal statuses were inactivity, unemployment, employment, and retirement, with an additional splitting of employment into statuses pertaining to the sequential number of jobs in a career (e.g., 1st job, 2nd job etc). Fifty years counting from career start, were considered in the sequence analysis. The Levenstein I distance algorithm was used, with indel cost set to 1 and substitution cost set inversely proportional to frequencies at which respective transitions between statuses occurred (Lesnard, 2010).

The distance matrix was supplied as input to the Ward clustering algorithm, which yielded most typical career patterns based on the statuses mentioned above. Classifications were carried out for men and women in each country separately, to preserve gender-specific career types.

3.2.2 Kolmogorov–Smirnov test

In respect to Hypothesis 1b, we use the two-sample Kolmogorov-Smirnov test, which allows to detect differences in two distributions. Using this method, we can observe whether the occurrence of the 'new' careers has increased over time, relative to its traditional counterpart. A separate test was carried out for each country.

3.2.3 Hierarchical modeling using MCMC

In respect to Hypotheses 2a and 2b, we use two-level hierarchical modeling of unemployment proportion in a career sequence, level one pertaining to individuals and level two to countries. Career
types obtained in the OMA analysis are entered into the model as predictors, along with a set of control variables, with the goal of comparing the evolution of employment security between the typical career types.

There is a technical caveat in this part of the analysis, related to the fact that the number of countries is relatively low (N = 13). This implies using maximum likelihood-based estimation is not feasible, due to likely distortions of the standard errors. At the same time, hierarchical modeling offers crucial analytical advantages, such as the estimation of individual variance, having controlled for variance between countries. This renders the method preferable to alternative approaches such as generalized estimating equations (GEE). The issue was resolved by using Bayesian estimation methods; namely, Markov Chain Monte Carlo (MCMC) estimation. Bayesian methods have gained substantial ground in the social sciences in recent decades, especially in hierarchical modeling due to the mathematical properties of the method (Lynch, 2007). Their efficiency is supported by simulation studies showing that the MCMC approach leads to more adequate model estimation in comparison with the traditional maximum likelihood-based algorithms in analytical situations with a low number of level-two units (Stegmueller, 2013).

In order to trace evolutions in employment security in career structure over time, we employ the following analytic strategy. Given our operationalization of employment security, career trajectories are treated as primary units of analysis. Therefore we do not trace changes within a career trajectory (as the sum of these changes already constitutes that trajectory), but we explore whether careers occurring later in time are characterized by higher or lower employment security. This achieved by taking the year in which a career has started (i.e. the respondent entered the labor market for the first time), as one of the predictors for employment security. Careers that have commenced at a later time, especially after 1960s, have been to a higher degree exposed to the pressures of economic globalization and labor market flexibilization, that have precipitated the career transformation postulated by the 'new' career literature. Any effect on the start year variable would therefore signify a potential change in career dynamics.

3.3 Measures

3.3.1 Dependent variable

Employment security in a career is measured as the number of years spent in unemployment divided by the total number of years in a career. This is expressed as a percentage and varies per definition from 0 to 100.
3.3.2 Predictors and control variables

Career type is a dichotomous variable comparing two career types: traditional and transitional. The variable will be defined based on the results of the Optimal Matching Analysis (OMA) of careers sequences; see the corresponding section below for details. Briefly, the traditional career type is characterized by a prolonged employment period with a single organization towards the end of a career, whether or not it is accompanied by one or several job-to-job transitions in the beginning of the career. The transitional career type is characterized by multiple job-to-job transitions throughout the entire career span.

Career start year is expressed as two last digits of the year in which a career has commenced. The variable was centered 60 (thus pertaining to the year 1960), the value approximating its mean. The distribution of the variable is presented in Figure 1.

Education is the number of years spent in full-time education in the initial educational trajectory. The variable was centered around its mean. Labor market mobility is a country-level predictor, expressed as an average number of jobs in a career for a given country. It reflects the general degree of mobility on the labor market. Career length is the number of years spent on the labor market. We introduce it as a control variable to correct for careers of unequal lengths. Gender is coded as 0 for men, 1 for women.

4 Results

4.1 Career typology

As the result of OMA, we have obtained seven main career types. Figure 2 presents the overall distribution of career statuses in time for each career type.

Two career types are present in all countries in the analysis except Greece, for men as well as for women: traditional career and transitional career. The traditional career (TD) is distinguished by having a prolonged period of employment within the same organization at the end of the career trajectory, regardless of whether it was preceded by one or several transitions in the beginning.

The transitional career (TS) is characterized by a high number of career transitions, generally remaining in employment. In contrast with the traditional career, career transitions continue after mid-career, whereas in the former type the worker came to be attached to a single organization. In terms of physical career mobility, this type is in line with the career trajectory postulated by the ‘new’ career theories.

Late mover (LM) and inactive (IN) career types are also present for both genders, but not in all countries. The late mover type resembles the traditional career in having low mobility and
prolonged attachment to the employing organization. The difference between the two is in the temporal placement of that attachment. For the late mover career, the period of attachment occurs in the beginning of the career, whereas for the traditional it is at the end. The inactive career type is marked by a relatively short period of employment, followed by labor market inactivity until retirement. This pattern is particularly characteristic for women, being present in all countries. For men, this career type is found only in Spain and Greece.

The remaining three career types are gender-specific. The unemployed career (UN) is characterized by prolonged periods of unemployment. It is typical for women only. In Belgium and the Netherlands the intermittent career (IT) type could be distinguished for men. Similar to the transitional career,
Fig. 2 Distribution of career statuses (y-axis) on career timeline (x-axis, years from career start). Source: Sharelife, own calculations.
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It is characterized by multiple career transitions throughout its entire course, yet the career is often interrupted by unemployment, especially in its second half.

The *mixed career* (MX) is typical for women in most countries. In this career type, periods of inactivity (roughly corresponding to the child rearing period in most cases) are combined with periods of employment. This type can be clearly distinguished from both the inactive and traditional types, being a combination of the two.

Table 1 presents the distribution of these careers types in the countries in the analysis.

<table>
<thead>
<tr>
<th>Career type</th>
<th>TD</th>
<th>TS</th>
<th>LM</th>
<th>IN</th>
<th>MX</th>
<th>UN</th>
<th>IT</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Men</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Austria</td>
<td>0.88</td>
<td>0.05</td>
<td>0.07</td>
<td>332</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Germany</td>
<td>0.75</td>
<td>0.19</td>
<td>0.06</td>
<td>854</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sweden</td>
<td>0.82</td>
<td>0.11</td>
<td>0.06</td>
<td>837</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Netherlands</td>
<td>0.72</td>
<td>0.09</td>
<td>0.12</td>
<td>987</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spain</td>
<td>0.91</td>
<td>0.07</td>
<td>0.02</td>
<td>883</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Italy</td>
<td>0.85</td>
<td>0.05</td>
<td>0.09</td>
<td>1113</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>France</td>
<td>0.80</td>
<td>0.10</td>
<td>0.10</td>
<td>1019</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Denmark</td>
<td>0.74</td>
<td>0.26</td>
<td>940</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Greece</td>
<td>0.86</td>
<td>0.03</td>
<td>0.10</td>
<td>1215</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Switzerland</td>
<td>0.69</td>
<td>0.19</td>
<td>0.12</td>
<td>551</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Belgium</td>
<td>0.90</td>
<td>0.05</td>
<td>0.05</td>
<td>1242</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Czechia</td>
<td>0.72</td>
<td>0.14</td>
<td>0.14</td>
<td>784</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poland</td>
<td>0.72</td>
<td>0.12</td>
<td>0.16</td>
<td>817</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Women</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Austria</td>
<td>0.47</td>
<td>0.15</td>
<td>0.35</td>
<td>0.03</td>
<td>438</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Germany</td>
<td>0.53</td>
<td>0.13</td>
<td>0.11</td>
<td>0.23</td>
<td>941</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sweden</td>
<td>0.70</td>
<td>0.20</td>
<td>0.10</td>
<td>1013</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Netherlands</td>
<td>0.39</td>
<td>0.08</td>
<td>0.41</td>
<td>0.11</td>
<td>1114</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spain</td>
<td>0.36</td>
<td>0.14</td>
<td>0.41</td>
<td>0.10</td>
<td>752</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Italy</td>
<td>0.42</td>
<td>0.05</td>
<td>0.35</td>
<td>0.12</td>
<td>947</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>France</td>
<td>0.56</td>
<td>0.08</td>
<td>0.28</td>
<td>0.08</td>
<td>1233</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Denmark</td>
<td>0.53</td>
<td>0.33</td>
<td>0.14</td>
<td>1137</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Greece</td>
<td>0.73</td>
<td>0.13</td>
<td>0.14</td>
<td>928</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Switzerland</td>
<td>0.48</td>
<td>0.23</td>
<td>0.29</td>
<td>697</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Belgium</td>
<td>0.44</td>
<td>0.09</td>
<td>0.29</td>
<td>0.13</td>
<td>1334</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Czechia</td>
<td>0.79</td>
<td>0.08</td>
<td>0.12</td>
<td>0.01</td>
<td>1061</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Poland</td>
<td>0.56</td>
<td>0.09</td>
<td>0.07</td>
<td>0.23</td>
<td>951</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
These results support Hypothesis 1a. For tracing the evolution of employment security, we will retain only two types: traditional and transitional careers. These types correspond, in terms of mobility, to respectively the theoretical concepts of traditional and ‘new’ careers. Given how these two types are usually juxtaposed in theoretical literature, it is pertinent to contrast them in regard to employment security.

4.2 Shift in career type prevalence

Two-sample Kolmogorov-Smirnov test shows that the distribution of the traditional and the transitional patterns over time is different for the following six countries: Spain ($p < 0.001$), France ($p = 0.023$), Denmark ($p = 0.04$), Greece ($p = 0.012$), Czech Republic ($p < 0.001$), and Poland ($p < 0.001$). In all these countries except Greece the relative prevalence of the transitional pattern has increased (see Fig. 3), but not to the extent that would signify a replacement of the traditional type. For Greece, the shift has occurred in the opposite direction, the relative prevalence of the transitional pattern has increased over time. In other countries the test was insignificant, implying that no substantial shifts with respect to these types have occurred over time.

4.3 Evolution of employment security

The results for the hierarchical model of employment security evolution are presented in Table 2.

When interpreting the model, one needs to keep in mind that negative coefficients imply an improvement in employment security (decreasing the proportion of a career spent in unemployment), and vice versa. Most importantly, on the average, we observe an increase over time in employment security for the traditional career type, coupled with a decrease over time in employment security for the transitional career type. These findings support the Hypothesis 2b, and support Hypothesis 2a for the transitional career type, while rejecting it for the traditional type. The transitional type in itself is related to decreased employment security. Education, as expected, has a positive effect on employment security, whereas the female gender has a negative effect.

It is interesting to note that the contextual impact of the country-level mobility indicator, namely the average number of jobs in a career in a specific country, is positive in its main effect on employment security, but negative in its interaction with the transitional type. This implies that there is a differential contextual labor market effect for traditional and transitional careers. For both career types, being in a labor market with higher career mobility increases employment security, but more so for the traditional career type than for the transitional.
An interesting observation can be made in regard to the differences between countries and individuals in how employment security has evolved in the two career types. Figure 4 shows predicted regression lines of how employment security changed for the traditional and the transitional career types. For the traditional career type, the estimations show a decrease of the career proportion spent in unemployment (i.e. increase in employment security) in all countries. For the transitional career the evolution has been more heterogeneous, some of the countries showing a positive trend, while the others—a negative one.

The contrast in the dynamic of employment security between the traditional and the transitional career remains even after the differences between the countries have been accounted for. Figure 5 shows the individual variance of employment security, plotted against career start time. The lower curve pertains to observations with the traditional career pattern, while the upper curve refers to observations with the transitional pattern. Both curves show an increase of variance, meaning that the internal differences within each career type have grown. Yet for the transitional career that
Table 2 Multilevel model of employment security

<table>
<thead>
<tr>
<th>Fixed effects</th>
<th>Coef (SD)</th>
<th>95% CI</th>
<th>ESS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Constant</td>
<td>3.602*** (0.523)</td>
<td>2.557</td>
<td>4.638</td>
</tr>
<tr>
<td>Education</td>
<td>-0.146*** (0.015)</td>
<td>-0.177</td>
<td>-0.116</td>
</tr>
<tr>
<td>Transitional</td>
<td>1.482*** (0.219)</td>
<td>1.053</td>
<td>1.912</td>
</tr>
<tr>
<td>Gender</td>
<td>1.016*** (0.122)</td>
<td>0.779</td>
<td>1.254</td>
</tr>
<tr>
<td>Career start</td>
<td>-0.109*** (0.024)</td>
<td>-0.157</td>
<td>-0.062</td>
</tr>
<tr>
<td>Career start * Transitional</td>
<td>0.135** (0.044)</td>
<td>0.051</td>
<td>0.224</td>
</tr>
<tr>
<td>Average jobs</td>
<td>-1.605** (0.610)</td>
<td>-2.817</td>
<td>-0.392</td>
</tr>
<tr>
<td>Average jobs * Transitional</td>
<td>0.775** (0.240)</td>
<td>0.300</td>
<td>1.251</td>
</tr>
<tr>
<td>Career length</td>
<td>-0.144*** (0.021)</td>
<td>-0.184</td>
<td>-0.103</td>
</tr>
</tbody>
</table>

Observations: 16,673
DIC: 115589.102

Note: *p<0.05; **p<0.01; ***p<0.001

Fig. 4 Country-level evolution of employment security over time
increase in variance is much more pronounced, hinting at a polarization in regard to employment security within that type.

Fig. 5 Individual-level variance of employment security over time

5 Discussion and conclusion

In this article, we have primarily focused on the evolution of security in careers over time. The issue of labor security has been widely discussed in literature on labor, where two main and opposing views can be discerned (Tregaskis et al., 1998). Both views trace global changes in economy, technology and society, changes that may be summarily labeled as economic globalization or the 'new' economy, with its intensification of international trade, competition between individuals, firms and even countries, free flow of capital, labor market flexibilization and many technological advancements. The two views diverge, however, on the account of the implications that these changes have had on the labor security of individual workers (Reich, 2008). Our analysis contributes to the understanding of the
career dynamic that has accompanied the shift towards the ‘new’ economy in Europe, and to the evolution of employment security on the career level, from an explicitly long-term perspective.

We have started by looking at the basic assumptions of the mainstream career theories that pertain to the career transformations in the context of the ‘new’ economy. Our results go against the thesis of a major career transformation, which has been brought forward by these theories. Instead, we can observe minor relative changes in the prevalence of the traditional and the ‘new’ careers in some European countries, while the traditional type still remains dominant. An apparent question is, can we extrapolate this conclusion to the careers that are unfolding today? Is it perhaps the nature of our sample, largely comprised of completed careers, that masks the potential intensification of the shift towards the ‘new’ career in the third millennium? In the light of these questions, our results are best considered along with other recent research on the subject, based on shorter-term data. Kattenbach et al. (2014) arrives at conclusions that are similar to ours, finding that the ‘new’ career concepts, developed primarily in the Anglo-Saxon context, likely do not describe what is happening on German labor markets. Our results nuance this statement, in that there effectively exist career patterns that correspond to the ‘new’ career in terms of mobility, and, according to earlier research (Kovalenko and Mortelmans, 2014), are not necessarily characterized by poor career outcomes typical for precarious careers. This would imply that changes described by the ‘new’ career theories may be found in certain niches of the labor market. Our results are in line with the second statement of Kattenbach et al. (2014), namely that the career transformation can be perceived only to a certain extent. Elchardus and Smits (2014) echoes these findings, the focus being on young adults (18-36). The authors find that stable upwards trajectory is still the most popular career form, whereas the attraction for the flexible career wanes rapidly with age, a process that goes hand in hand with choosing to combine work and family. While 38% of respondents aged between 18 and 20 opted for the ambitious flexible career, only 20% had the same preference in the age group between 31 and 36. These results indicate, that the flexible career type is relatively unpopular not only in terms of objective prevalence, but also in terms of subjective preferences of young workers. Soens et al. (2005) also find that while there are minor shifts towards the transitional career pattern, the traditional career still holds its place firmly in Belgium. Heery and Salmon (2000) describe a similar dynamic for the UK, stating that aggregate job tenure declined only modestly in the UK, although for some groups more pronouncedly (cf. supra). Rodrigues and Guest (2010) report similar findings for several countries.

Our results demonstrate that there is a lot of variation between countries in terms of career type composition. For example, Denmark showed only a minor shift in relative prevalence of the transitional career, yet the country was already characterized by a higher share of the transitional career type (see Table 1). At the same time, other countries, such as Belgium, had a lower share of careers of the transitional type, without statistically significant changes over time. An important conclusion that becomes apparent from these results is that the processes of career flexibilization are
very diversified, can occur in different directions, as the example of Greece attests, and are highly
dependent on the national context. The study of contemporary careers should take this into account,
and explore the national variations, not abandoning the main thesis of the career transformation, but
nuancing it. In other words, the career transformation may be seen as a spectrum that is embedded
in a complex mosaic of the local socio-economic processes, rather than as a single form.

The main thrust of our analysis, pertaining to the decrease of employment security in careers in
the aftermath of the economic globalization, has yielded several results. First, we’ve established that
also in this regard the exact dynamic is contingent on the national context. Second, we’ve found
no insecurity increase in the traditional careers, coupled with some increase thereof in some, but
not all countries, for the transitional career type. This may suggest that while there has been some
decrease in employment security, the process has been limited to some labor market strata, without
becoming universal. Our results suggest that this process may have occurred in some transitional
careers, as they indicated a possible polarization process within this type. This would imply that
while some transitional careers remained stable or even improved in terms of employment security,
in line with the positive interpretation of flexibilization, and possibly conform to the ideal type of
the ‘new’ career, other have become more precarious, in line with the neo-Fordist view.

Several authors have, in fact, formulated the idea of labor market polarization as a consequence
of flexibilization, (Clarke, 2008; Kim, 2013; Standing, 2011; Van Buren, 2003; Zeitz et al., 2009).
It has been hypothesized that highly skilled and employable workers may benefit from operating
in flexible labor markets, as it allows avoiding organizational bureaucracy, and enables them to
utilize external job mobility to boost their careers. At the same time, those in weaker labor market
strata, such as lower educated workers, or those without easily marketable skills, are the losers of the
flexibilization, as it pushes them into poorly paid jobs without long-term security, easily discardable.
Empirical evidence is acutely lacking in this respect, and while our results make a contribution, the
polarization hypothesis remains a fruitful area for further research.

6 Limitations and directions for future research

As any empirical research, our is not without its limitations. First, the analysis of the reasons behind
the between-country variations in both career type prevalence and changes in employment security
over time was left outside the scope of this article. While we stressed observing the heterogeneity
in the evolution of career dynamic over time, it would be interesting to examine the specifics of
its interaction with the national context, related, for example, to the differences in labor market
regulation, historical tendencies and so forth. Second, in constructing our career typology we focused
on physical career mobility alone. At the same time, it can be argued, that changes in careers have
occurred not only in terms of physical, but also in terms of psychological mobility (Sullivan and
Arthur, 2006). Bringing the subjective dimension into account may bring additional details into the
spotlight, e.g. pertaining to the perception of insecurity, along with the stress and health effects
associated with it.
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Abstract  The aim of this contribution is to understand to what extent activation policies are able to reduce the risk of transition into the labour market of young people unemployed or in social assistance. The relevance of the institutional structure in which activation policies are implemented and the importance of the nature of activation policies on young people’s transitions are assessed by using optimal matching and event history analysis. The theoretical background underpinning the analysis is an original combination of the Capability Approach (CA)(Sen and Nussbaum 1993) and Transitional Labour Markets Approach (TLM)(Schmid and Gazier 2002; Schmid 2008). These theoretical frameworks, together, are believed to provide new perspectives on the assessment of activation policies. Their combination allows the researcher to assess whether the nature of activation policies shows different capacity of compensating for the lack of ‘transitional skills’ of the most disadvantaged young people (Bijwaard and Veenman 2008). The analysis is performed on a customized longitudinal administrative dataset and it focuses on the case study of the Brussels Capital Region (RBC).

1 Individuals and Institutions: the contribution of the TLM and CA

The individualisation of (new) social risks, the idea that the labour markets can no longer secure employment (Gazier 1999), the subsequent spread of activation, the increasing responsibilisation of individuals on welfare benefits, and the modified relationship between the state and its citizens were crystallised in a concise - though broad - concept: the concept of employability. Gaining employability, being able to integrate the labour market and avoiding being excluded from the the labour market implies managing several risks which are embedded in changing status over the life-course (e.g. from student to worker, from employed to unemployed etc.).

Hence, employability can be understood as an empowering process where institutional and individual responsibilities are intermingled. On the one hand, I defined active empowerment as the active role played by the person through the control and management of the resources needed to reach valuable outputs. On the other hand, I define passive empowerment as the empowering action provided by institutions through the services and support to any person at risk of experiencing
a loss of employability. An example is the quality of training provided: (young) individuals who need to enhance their skills and enrol in training courses organised in the framework of active labour market policies. The quality of education and training provided is not something that is actively achieved or modified by the recipients, but is provided independently by the institution.

A fair balance of active and passive empowerment is essential in order not to blame the unemployed for their situation and avoid adopting a paternalistic attitude, which can easily happen namely with young people.

Investigating the capacity of activation policies – intended as the main tool for delivering employability to the inactive and unemployed - of providing passive empowerment - i.e. their capacity of reducing the risk of transitions for young people and the institution’s role in shaping young people’s trajectories – means using a theoretical background that investigates both the institutional opportunity structure and its interactions with individual characteristics.

Indeed, the risks of transitions cannot be only attributed to the lack of ‘transitional skills’ of (young) individuals but also to the demand side which is indeed responsible for the lack (abundance) of labour market opportunities. While not denying the importance of the demand-side in the outcome of labour market transitions of young people, this contribution only focuses on the efficacy of opportunity structure created to answer to the lack of transitional skills of among the young labour market entrants.

This is achieved by combining two theoretical frameworks deriving from different areas of study - labour economics and development economics – that are believed to offer a more comprehensive view of the kind of responses that take simultaneous account of the insecurity inherent in transitions to the labour market: the Transitional Labour Markets (TLM) and the Capability Approach (CA). Two sets of different statistical techniques are also deployed: sequence analysis and event history analysis.

1.1 The Transitional Labour Markets Approach

Going beyond the focus on the individual capacity of coping with these risks linked with life-course transitions (supply-side perspective), the Transitional Labour Markets approach encourages policy-makers to address labour market transitions through institutional forms of regulation. These forms of regulation – called ‘transitional labour markets’ – are provided by institutions designed to encourage risk-taking, while simultaneously providing workers with the prospect of relative economic security and employment satisfaction without confining them in dead-end jobs (Lassnigg et al 2007).

More in details, it is believed that TLM is particularly interesting for this analysis because it clearly indicates how institutional arrangements should work
in order to function as a bridge for individuals transitions towards labour market and social integration, thus answering to the need of rethinking institutions and their role in mitigating social risks. It does not overlook the relevance of empowering of individuals and supporting individual capacity for choice and also a capacity to reverse choices (Anxo and Erhel 2006), thus accounting for the individualisation of life trajectories. In addition, it adopts a dynamic perspective both of individuals’ participation in the labour market and coordination of institutions by focusing on transitions rather than static labour market positions.

1.2 The Capability Approach

The Capability Approach, developed mainly by Amartya Sen and Martha Nussbaum (Nussbaum and Sen 1993; Sen 1999) has provided an umbrella theoretical framework for empirical qualitative and quantitative operationalization of well-being and agency concepts on development economics, social and psychological research (Bussi and Dahmen 2012).

In contrast with the TLM, the CA better accounts for the heterogeneity of individual needs and their relationship with the institutional, social and environmental context in which individuals act. This aspect of the CA has been applied to policy evaluation in diverse social policy fields, such as social work and employment policy, where policies are assessed in terms of their capacity of making people able to increase their opportunities and reach valuable outcomes.

The CA complements the institutional perspective of reducing risks of TLM by looking at individuals’ potential to act and be, thus accounting for the individualisation focus of welfare policies. The CA provides analytical tools that allow the researcher to investigate the interactions between individuals and institutional arrangements. Thus it helps the researcher grasp the nature of the institutional answer and the nature of the contract between the citizen (in this case the young unemployed or social assistance beneficiary) and the State.

In light of the idea of passive empowerment, the research question can be expressed as follows to what extent is the institutional set up at the local level able to compensate for lack of individual active empowerment of young disadvantaged people?

1.3 The institutional mechanisms of smoothing transitions

From the combination of the two theoretical backgrounds, it derives that favourable transitional arrangements should include two important aspects through which institutions deliver passive empowerment and help prevent social exclusionary transitions: 1) the degree of empowerment of individuals and 2) a flexible coordination between levels of decision-making as to facilitate the adjustment of the institutional answer to individual needs and local circumstances.

Activation policies are meant to contribute to create favourable transitional arrangements insofar as they play an important role in empowering unemployed
or inactive young people. They do this by promoting training of basic and job-specific skills and contributing to reduce the risk of erosion and deterioration of human capital (Schmid and Gazier 2002). They support the acquisition and strengthening of employability through job-search support and work experience in order to reduce the negative signals to employers while helping (young) persons to define their own conception of a valued job (Bonvin and Farvarque 2006).

On the other hand, at an aggregate level, welfare and labour market systems that are equipped with institutions dealing with the variety of risks rising during transitions are more successful in reducing the risks over the (several) transitions in the life-course. Similarly, those systems providing a basic level of income insurance independent of actual work histories will perform well in reducing risks associated with transitions (Schmid 2008).

These two criteria will be investigated in the selected case study and target group: the young people in unemployed and in social assistance in Brussels Capital Region.
2 Young people’s transitions and the case study

In this contribution, young people in their early careers are the group of interest. Young people are considered more at risk in the labour market compared to adults and are more likely to have unstable trajectories; thus at higher risks of exclusionary transitions. For this reason, the role of passive empowerment is most important.

Several quantitative studies on longitudinal data of school-to-work transitions have adopted an international comparative dimension (Brzinsky-Fay 2006; Wolbers 2007; Quintini and Manfredi 2009). Adopting a cross-national perspective allows the researcher to investigate at the macro level to what extent an institutional framework might be more empowering than others at the moment of crucial transitions in the labour market (Brzinsky-Fay 2006; Erhel et al 2014).

However, the heterogeneity of the institutional set up across countries overlooks the impact of single labour market institutions on different social groups as well as the diversity of the environment in which policies are implemented.

Focusing on a single case study and looking at the local level allows one to better grasp the complementarity of institutions and their impact on a variety of social groups known for their diverse active empowerment.

2.1 The choice of the Brussels Capital Region

The case study is the Brussels Capital Region (RBC). Various reasons encouraged this choice.

From a national perspective, the Belgian welfare system is not often included in international comparisons, because it is often associated with the continental Europe and close to its ‘elder brother’ (France).

Moreover, despite recent reforms, the incomplete transformation of the welfare system into an active welfare state makes Belgium and the Brussels Capital Region difficult to categorise it into the well-known “Work-First” of “Human Capital Development” (Clegg 2007). Its hybrid position makes it more interesting to define and investigate in terms what kind of passive empowerment institutions are able to provide.

Further, the complex governance structure makes the complementarity of welfare and labour institutions more challenging. The system also faces a high the heterogeneity of the youth population, which is particularly marked in the Brussels Capital Region, where a considerable share of young people is unemployed, inactive or living in poverty.

In addition, the focus on the Brussels Capital Region has been chosen because the decentralisation and local delivery of services for unemployment -
at the regional level and for social assistance - at the municipal level - is likely to increase challenge the implementation of services across local entities. These issues show the importance of social assistance (CPAS) and social insurance institutions (PES) and their activation policies in shaping and potentially reducing the risk of young people’s first transitions into the labour market.

3 The hypotheses

The investigation of mechanisms (processes) and the effects (outcomes) of empowering individuals and of coordinated labour market and welfare institutions should be understood as complementary. The table below brings together the analyses while specifying the unit of analysis, the dependent and the independent variables used to answer the hypotheses as well as the methods.

The first hypothesis deals with the overall institutional structure and tries to understand how labour market and welfare systems intervene on individual trajectories.

The second hypothesis is connected and complements the first one insofar as it explores level the impact of single employability measures on individual transitions at a more disaggregated level. The scope of analysis is reduced to a single event occurrence and the interaction of individual and institutional variables is also accounted for.
The choice of methods

If the life-course perspective of the TLM is taken seriously (Anxo and Erhel 2007), then research adopting this framework should consider the whole sequence of all transitions from one state to another during the life of an individual. This overall approach to individual trajectories is needed insofar as one should expect the system of institutions to work as an opportunity structure in a coherent and sequential manner for each type of different risk that may arise.

To this end, sequence analysis allows one to test whether the existence of “varied and complementary” welfare and labour market institutions enables trajectories with a low degree of risk. Sequence analysis is also relevant to

### Table 1

<table>
<thead>
<tr>
<th>Hypothesis</th>
<th>Dependent variable</th>
<th>Institutional-related variables</th>
<th>Individual-related variables</th>
<th>Methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Looking at how the institutional coordination shapes individual trajectories</td>
<td>Degree of risk of trajectories (cluster membership)</td>
<td>Time spent in certain labour market positions</td>
<td>Age, gender, neighbourhood, education position in the household, origin, previous work experience</td>
<td>Optimal matching analysis, cluster analysis, transition matrices</td>
</tr>
</tbody>
</table>

| Looking at the impact of single employability measures on individual trajectories | Probability of individual transition out of unemployment and social assistance | Employability programmes | Age, gender, neighbourhood, education, position in the household, origin, previous work experience | Competing risks discrete-time event history analysis |

**H1**: Varied and complementary labour and welfare market institutions favour individual integrative trajectories into the labour market.

**H2**: ALMPs adopting an “enabling employability” approach will function more as a bridge leading to upwards transition into employment and compensate for lack of personal disadvantage.
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understand to what extent one trajectory differs from another (Abbott 1995; Studer and Ritschard 2015); therefore, this statistical technique can reveal whether the institutional complementarity works for different degree of individual risks.

In a second step, cluster analysis is used to reduce the complexity of the results of sequence analysis by clustering together the most similar trajectories. I also investigated trajectories by looking at the interactions between labour market institution systems (through transitions matrices) while also identified who is more likely to have risky trajectories (using regression analysis).

These steps identified the most vulnerable population (i.e. young people with a migrant background) that is investigated in the second hypothesis and from a micro dimension.

Beyond trajectories, there is a need to understand what determines the time spent in a specific state prior to the transition to another state (Abbott 1995). Hence, from an understanding of sequences as a whole unit, one needs to go down to the analysis of one single transition. The risk is then investigated in a step-by-step method and event history analysis is suitable for this aim, i.e. when there is a need of a fairly deep understanding of the relationship between the time spent in a (labour market) position and the subsequent state toward which the person goes (Haplin 2010).

What is interesting about this analysis is its implicit interest in risk: using event history models allows the researcher to answer the questions: “is the event under investigation going to take place? If so, when?” (Singer and Willett 2003). And “under these circumstances and rules, who is going to survive?” (Box-Steffensmeier and Jones 2004).

The ‘rules and the conditions’ I am interested in are the dichotomous, yet interactive, concepts of passive and active empowerment that help understand to what extent individuals’ characteristics, institutional and environmental factors interact and what results they produce on transitions.

I also argue that analysing both trajectories and transitions allows me to test whether an empowering approach to transitions favours this complementarity by making individuals able – and not only responsible – to make a safe transition. The cumulative and subsequent reduction of risk in (single) transitions should provide the reduction of risk on a longer temporal level – i.e. in trajectories.

5 The sample

A representative random sample of 3000 individuals drawn from a larger sample was used over an observation period of 6 years, from March 2005 to

---

1Based on the definitions coming from life-course analysis, I use “transition” to identify one single movement from one labour market position to another. The word “trajectory” is used to grasp several movements across labour market and embrace a longer time perspective. Mortimer, J.T. and M.J. Shanahan. 2006. *Handbook of the Life Course*: Springer.
December 2010 (quarterly observations). In March 2005 young people were aged between 15 and 30 years old and were all resident in the Brussels Capital Region. Seven positions in the labour market were identified as relevant: employed (including self-employed), in education, unemployed (both with and without work history but with unemployment benefits), social assistance, “stage d’attente” (i.e. unemployed without work history and waiting for unemployment allowances), employed with top-ups and other. Being in social assistance, unemployed, in “stage d’attente” or employed with top-ups are considered as bridging labour market positions in light of the theoretical background insofar as they are expected to function as stepping stones which empower young recipients and make them able to move upwards.

6 A summary of the results

6.1. The quality of trajectories and the institutional complementarity

After performing Optimal Matching Analysis (performed with the user-written ado SQ for STATA with “symmetric substitution costs matrix based on the mean of the transitions’ probabilities (p) between every two neighbouring elements in the sequences”, Brzinsky-Fay et al 2006), cluster analysis was performed (Ward’s linkage). Four clusters (Smooth – with a prevalence of employment; Trap – with a prevalence of social assistance; Failure – with a prevalence of unemployment; Other) were identified.

The quality of each cluster is measured in terms of the ‘degree of risk’. The degree if risk is the combination of high/low volatility and integrative capacity index (with some changes compared to Brzinsky-Fay 2007). Volatility is calculated as the standardised average of different positions of the trajectories of a cluster. Similarly, the integrative capacity is calculated out of transitions matrices and defined as the standardized ratio of between the probability going from a negative to a positive position and the probability of staying in a negative position (i.e. relative risk ratio). The degree of risks varies across clusters, with the Smooth cluster having a high but positive mobility (higher chances of spending time in positive labour market position) and the Failure and Trap clusters having, respectively, a negative mobility and negative immobility.

---

2 The cluster Other is not reported in the analysis due to the lack of information on the dominant labour market position.
Table 2: Degree of risk by cluster.

<table>
<thead>
<tr>
<th>Type of risk</th>
<th>Integrative capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>High</td>
</tr>
<tr>
<td>Volatility</td>
<td></td>
</tr>
<tr>
<td>high</td>
<td>positive</td>
</tr>
<tr>
<td>mobility</td>
<td>mobility</td>
</tr>
<tr>
<td>Smooth</td>
<td>Failure</td>
</tr>
<tr>
<td>low</td>
<td>positive</td>
</tr>
<tr>
<td>stability</td>
<td>Trap</td>
</tr>
</tbody>
</table>

Source: own elaboration

Transition probabilities matrices - often used in research adopting a TLM approach (Leschke 2006; Schmid 2008) - were used, at the cluster level, to investigate to what extent labour and welfare institutions work as bridges. Results show that being unemployed, in social assistance or “en stage d’attente” do not seem to keep their promises of working as bridges for those who are likely to be more vulnerable, i.e. young people in the cluster with a higher degree of risk.

Once established the four type of clusters, it is important to define which individual characteristics are more likely to predict trajectories with higher or lower degree of risk. This is crucial for the second part of the analysis where the capacity of compensating – through passive empowerment - for individual lack of individual active empowerment is assessed.

The results of the multinomial logistic regression of the cluster membership show that young people with lower “transitional skills” - defined as educational attainments, weak position in the household, short work experience, poor neighbourhood and a foreign nationality- are less able to have their positions into the labour market secured and less likely to enjoy favourable trajectories.

6.2. The results for event history analysis

Looking at single transitions means investigating each single activation measure and establish to what extent it is able to compensate for the lack of transitional skills, i.e. accelerating the process out of unemployment or social assistance.

Informed by the previous results, young people with a migrant background were chosen as vulnerable group on who the effect of compensating effect of activation policies could be tested. Having a migrant background was found closely associated with a wide range of disadvantages, particularly in the RBC, which cannot be grasped by single socio-demographic variables.

According to the hypotheses and the theoretical account, I expect that the activation policies that are known to be richer in passive empowerment will be
more likely to compensate for the lack of transitional skills. This means that they will predict a higher likelihood of transition out of inactivity or unemployment towards the labour market.

The variables available describing the type of employability measures were classified in ordinal variables according to their degree of intensity in passive empowerment. The example of the CPP (individual action plan) is provided below.

<table>
<thead>
<tr>
<th>None</th>
<th>Low share of passive empowerment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Independent job-search</td>
<td></td>
</tr>
<tr>
<td>Action Plan + job guidance</td>
<td></td>
</tr>
<tr>
<td>Training</td>
<td></td>
</tr>
<tr>
<td>Action Plan + training</td>
<td>High share of passive empowerment</td>
</tr>
</tbody>
</table>

Fig. 1: Intensity of passive empowerment of CPP (individual action plan) measures.

These covariates are interacted with the variable for nationality in order to explore to what extent the compensation takes place when comparing young with a foreign background with young natives who received the same measure.

Discrete-time event history analysis (competing risks) was conducted separately for young people in social assistance (CPAS) and young people unemployed (PES).

For young social assistance recipients, I tested the compensating effect of attending full-time education while receiving social assistance allowances and being employed in supported employment (aka “article 60”). For young unemployed people, I tested the compensation capacity of two sets of activation measures available namely linked with the individual action plan (CPP) and job-search activities (RAE).

Results for young people in social assistance show that interaction between the nationality and being in supported employment does not reveal any “compensation effect” for the young disadvantaged under the same type of contract as their native peers. In fact, difference between the probabilities of exiting towards employment or staying in social assistance are not different for natives and non-EU/EU employed in supported employment.

Similarly, the expected compensating effect of attending full-time education for young disadvantaged compared to natives does not seem to work. In fact, young people with a migrant background seem penalized from attending some education/training as they are twice as likely to exit towards unemployment compared to young Belgians.
As for young people in unemployment benefits, findings from the two sets of activation measures show the compensatory effect of activation measures is limited.

For the job-search measures, the interaction between the variable of origin and the activation programme did not improve the model. Only conclusions related to the main effects of different types of programmes could be drawn. Findings show that young people who benefited from the empowering and bridging effect of an intense coaching (intense and individual) are much more likely to exit towards education than employment.

At the same time, when comparing exits towards employment and social assistance, young people who received an intense coaching are also more likely to end up in social assistance.

These results suggest that – although being conceived as leading to employment – more intense measures might bring to the surface other specific individual needs, such as lack of education and training or lack of adequate income which geared young people towards other services than the labour market.

As for the second set of measures linked with the action plan, results of the interactions between each of the measures and the variable for the origin show that, young people with a migrant background have higher likelihood of remaining in unemployment, and this independently from the type of measure undertaken.

7 Conclusions

From this contribution, two aspects are esteemed important.

First, the combined theoretical background is a first step towards a more holistic perspective on activation measures that include both an individual and institutional perspective. Although this work was limited to the identification of the passive empowerment, the definitions of passive and active empowerment open to a more interactive perspective of the impact of activation policies on young people’s trajectories. The definition of passive empowerment has also allowed to classify the measures in terms of their capacity of providing empowerment in relation to individual needs and not in terms of their costs or length.

Moreover, the combination of sequence analysis and event history analysis has brought together two levels of analysis of the institutional action - yet the aggregate with the coordination of institutions and at individual level with the empowerment of individual - which are not often used together but that broaden the research agenda for life-course research (Aisenbrey and Fasang 2010).
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Discovering and Explaining Patterns of Work-Family Reconciliation in Luxembourg.
Analysis of Administrative Records.

Nevena Zhelyazkova · Gilbert Ritschard

1 Introduction

This abstract presents an analysis of administrative records from Luxembourg whereby the work-family trajectories of parents are re-constructed and analyzed using tools from state sequence analysis (see Abbott 1990; Abbott and Tsay 2000; Aisenbrey and Fasang 2010; Gauthier et al. 2014) and a clustering algorithm is applied to search for typical patterns. In the final step available co-variates are linked to cluster membership via a multinomial logit model.

From a theoretical point of view, this analysis draws on the life-course perspective (Elder and Giele 2009). In short, the life-course perspective recognizes that life courses are: longitudinal; emerging as a result of continuous interaction between individuals and the social structure; influenced by the historical and geographical context; affected by the timing of events; interconnected with the life courses of others. As outlined in McDaniel and Bernard (2011) and Bernard (2007) the life course perspective can guide academic research and the dialogue between policy makers and academics and provide new insights for policy making. Recognizing that human lives are more than the consecutive events that take place in each life trajectory, the life course perspective can guide the design of comprehensive provisions to build and preserve social, health and human capital through all life stages.

Administrative records for the analysis have been provided by the *Inspection générale de la sécurité sociale* (IGSS) in an anonymous form. The data set covers over 10 000 persons and the substantial time span of eight years. The administrative records describe actual behaviour of individuals, which is of particular
relevance for the analysis of leave policies as survey respondents have been shown to not always accurately report their parental leave status (Chan et al. 2012).

Luxembourg is a small country located in the heart of Western Europe, characterized by a very high GDP per capita, high employment rate and a high share of international labour migrants. Although findings from Luxembourg could not directly generalize to larger European countries, the size and the composition of the workforce make it comparable to many European regions, especially around large cities (Brosius and Ray 2012). The high proportion of foreign in-commuters particularly resembles that of regions with a dynamic economy located close to international borders, such as, for example, Geneva, Ticino and Basel in Switzerland (OECD 2011, see).

At the descriptive level, the collective analysis of the career trajectories of working parents shows that women tend to reduce their labour market participation after having a child. Taking parental leave full-time could result in both a transition back to employment or into withdrawing from the labour market, while part-time parental leave seems to be part of an overall strategy to reduce working hours after having a child. Interestingly the trajectories of mothers who took leave and who did not take it, did not seem to differ systematically before the event of the birth of the child. However, the trajectories of fathers who take parental leave and who did not were different even before the child is born. This suggests that use of parental leave of mothers can be seen more as reaction to the event of birth, while for fathers it may be related to a longer-term lifestyle preference.

To move the analysis to the analytical level, first a distance matrix has been computed. Next, a clustering algorithm has been applied to search for typical patterns. Finally, co-variates have been linked to cluster membership using a multinomial logit model.

The distance matrix has been computed using the Longest Common Subsequence (LCS). Elzinga (2007) (in Gabadinho et al. 2011, p.28) shows that using LCS is equivalent to using OM with constant indel costs (1) and substitution costs (2). LCS was chosen because it is more sensitive to duration than to sequencing. From a social security point of view it is most important to identify long-term trends, such as long-term transition to part-time hours of work or long spells outside the labour market. It is important to note that using the LCS method is based on a constant substitution and indel cost. In other words, the cost of substitutions between any two states is the same. Similarly, inserting a state has the same cost regardless of what states it is inserted next to. This implies an assumption that all states are equally different from each other.

For this study it was considered appropriate to use a hierarchical clustering procedure and not a partitional one because there was not enough prior knowledge or guidelines, which could have been used to pre-suppose the number of clusters. Another reason to choose a hierarchical procedure was that it has become somewhat of a standard in the sequence analysis literature. More specifically, agglomerative hierarchical clustering with Ward’s method has been very frequently applied in previous literature, although it is acknowledged that this choice is mostly a result of convention Martin et al. (2008, p.186).

In order to choose the appropriate number of clusters, the cluster diagnostic tools proposed by Studer (2013) have been applied. He suggests using a number of measures of cluster quality available in the literature, which together can provide
some indications as to where to stop the clustering. These measures could also be used to compare the results obtained through different clustering algorithms.\footnote{The diagnostic tools are available in the \textit{WeightedCluster} (Studer 2013) package, which runs under the free statistical and programming environment R (R Core Team 2015).}

The cluster analysis was initially performed under the assumption that the trajectories of mothers and fathers are entirely different from each other. Accordingly, the clustering was performed separately for both samples. A qualitative comparison of the obtained clusters, however, revealed that there are actually more similarities than differences in the trajectory types. The distribution of number of parents in each type is different (women, for example, were overrepresented in clusters dominated by part-time work). The types of clusters however, were not as different as expected. Therefore the analysis was performed again on the pooled sample of both types of trajectories. This has made it possible to compare directly the numbers of men and women in the same cluster.

The results of clustering algorithm applied in this analysis identified nine distinct groups of parents, summarized in Table 1. The gender difference became apparent in the varying male to female ratios in each cluster. The majority of the male trajectories were classified in the career types described by continuous full-time or overtime employment both before and after the birth. In comparison only about one third of the women’s trajectories were classified in such clusters. A large fraction (about one third) of the mothers were classified in the trajectory types where the event of the birth marks a clear turn in the trajectory compared to the pre-birth period marked either by a reduction in the working hours or a withdrawal from the labour market. In addition, a large proportion (over 20 per cent) of the female trajectories were classified in clusters characterized by continuous part time employment.

The results from the analysis of the sample of mothers lend partial evidence to an economic justification of women’s career decisions. Lower opportunity cost (in terms of foregone salary earnings) does seem to be associated with higher probability to leave the workforce. More children and the presence of a spouse in the household also make it more likely that a woman will leave her pre-birth employment than maintain a continuous full-time career track. However, these factors do not seem to be associated with a higher probability for women to reduce employment hours from full time to part time after having a child.

The results of the same analysis on the male sample provide further insight into the gendered nature of the relationship between employment and family. For both men and women higher levels of earnings and positive salary growth in the previous months are associated with higher odds of being in the cluster characterized by continuous full-time employment. Similarly to married women, married men are more likely to be in employment types characterized by less-than-full-time employment relative to having continuous full-time trajectories. However, in contrast to the results for women, the results for men suggest that presence of other children in the household does not seem to be associated with higher odds of being classified into one of the career types with reduced labour market participation.
<table>
<thead>
<tr>
<th>Count</th>
<th>Per Cent</th>
<th>Count</th>
<th>Per Cent</th>
</tr>
</thead>
<tbody>
<tr>
<td>838</td>
<td>19 %</td>
<td>185</td>
<td>3 %</td>
</tr>
<tr>
<td>(1) Continuous part-time careers (20 - 39 hrs/week)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>142</td>
<td>3 %</td>
<td>302</td>
<td>5 %</td>
</tr>
<tr>
<td>(2) Continuous self-employment</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>675</td>
<td>15 %</td>
<td>1924</td>
<td>33 %</td>
</tr>
<tr>
<td>(3) Continuous full-time careers</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>477</td>
<td>11 %</td>
<td>2408</td>
<td>41 %</td>
</tr>
<tr>
<td>(4) Continuous overtime hours intermittent with part-time hours</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>523</td>
<td>12 %</td>
<td>22</td>
<td>&lt; 1 %</td>
</tr>
<tr>
<td>(5) Transition to labour market inactivity after birth in 2003</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>682</td>
<td>15 %</td>
<td>39</td>
<td>1 %</td>
</tr>
<tr>
<td>(6) Reduction of working hours after birth in 2003</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>307</td>
<td>7 %</td>
<td>63</td>
<td>1 %</td>
</tr>
<tr>
<td>(7) Continuous part-time careers (&lt;20 hrs/week)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>439</td>
<td>10 %</td>
<td>662</td>
<td>11 %</td>
</tr>
<tr>
<td>(8) Continuous full-time careers with some irregular hours</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>398</td>
<td>9 %</td>
<td>222</td>
<td>4 %</td>
</tr>
<tr>
<td>(9) (Possibly) leaving Luxembourg after birth in 2003</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>4481</td>
<td>5827</td>
<td>100 %</td>
</tr>
</tbody>
</table>

Table 1: Cluster sizes for men and women.
Notes: Counts and percentage correspond to the results obtained through clustering of the pooled data set.
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1 Introduction

Within the social and economic sciences and of particular interest to demographers are life course events. Looking at life sequences we can better understand which states, or life events, precede or are precursors to vulnerability (Marshall, 2011). A tool that has been used for policy evaluation and recently has been gaining ground in life course sequence simulation is dynamic microsimulation. Within this context dynamic microsimulation consists in generating entire life courses from the observation of portions of the trajectories of individuals of different ages.

A more general, and perhaps technical, definition would be that microsimulation uses micro-data collected on micro-units and, based on a set of rules (models) which are estimated, simulates the outcomes of these micro-units within a given system (Orcutt, 1957). To better illustrate this concept, let's take an example. An example of micro-data could be longitudinal data collected on individuals (the "micro-units") within Switzerland (the "system"). Assume there are longitudinal labour market data on these individuals and that the goal is, within the Swiss context, to project the labour market outcome for these individuals over time. The first step is to determine if an individual employed at the current time period would be more likely to remain employed in the following time period. In other words, what is the probability that this individual remains employed? What is the probability that this...
individual from being employed transitions to unemployment? Conversely, what is the probability that an unemployed individual remains unemployed? Or that from unemployment she or he transitions into employment? These questions concern transition probabilities, and such transition probabilities would need to be estimated from the data using probability models. So the "rules" in this case would be transition probabilities, which would be estimated using probability models. The estimated transition probabilities could then be applied to simulate the future labour market outcomes of these individuals.

In this work, we aim to use dynamic microsimulation in order to analyse individual professional trajectories with a focus on vulnerability. The primary goal of this analysis is to deepen upon current literature by providing insight from a longitudinal perspective on the signs of work instability and the process of precarity.

An interesting feature of microsimulation is that it extends the range of possible uses of existing data. This is particularly important because within data collection funding is often an issue. As a consequence sample size as well as the time frame of data-collection are often limited. Additionally, the issue with data-collection is that oftentimes the data are used for a specific purpose by a research team and then are of limited use to other researchers. These reasons motivate the secondary goal of this work which is to show how, by using microsimulation, data collected for one purpose can be analysed under a different scope and used in a meaningful way.

The data to be used in this analysis are longitudinal and were collected by NCCR-LIVES IP207 under the supervision of Prof. Christian Maggiori and Dr. Grégoire Bollmann. Individuals aged 25 to 55 residing in the German-speaking and French-speaking regions of Switzerland were followed annually for four years. At the initial time period there were 2469 participants and the sample was roughly representative of the active Swiss population with women and the unemployed slightly over represented (Maggiori et al., 2014). These individuals were questioned regarding, inter alia, their personal, professional and overall well-being. At the end of the fourth and final wave, there were 1131 individuals who had participated in all four waves. The sample remained representative of the Swiss population with women and the unemployed slightly over represented.

Using the information collected from these surveys, we use simulation to construct various longitudinal data modules where each data module represents a specific life domain. The demographic module for instance would consist of: age, marriage, children, etc., whereas the education module would consist of: primary education, secondary education, tertiary education. We postulate the relationship between these modules and layout a framework of estimation. Within certain data modules a set of equations are created to model the process therein. For every dynamic (time-variant) data module, such as the labour-market module,
the transition probabilities between states (ex. labour market status) are estimated using a
Markov model and then the possible outcomes are simulated.

The benefit of using dynamic microsimulation is that longitudinal sample observations
instead of stylised profiles are used to model population dynamics. This is one of the main
reasons large-scale dynamic microsimulation models are employed by many developed nations
(such as the USA, Canada, Australia, the UK, France, the Netherlands, Sweden, Japan, etc.);
thorough reviews of such models can be found in O’Donoghue (2001), Zaidi and Rake (2001),
Cassells et al. (2006), Li and O’Donoghue (2013). There has been limited use, however,
of such approaches with Swiss data. This work contributes to the analysis of professional
trajectories of the active Swiss population by utilising dynamic microsimulation methods.
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Mechanisms of the transition to adulthood: an application of Hidden Markov Models
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Abstract

An increasing number of studies focuses on understanding the processes underlying the transition to adulthood. However, the transition to adulthood is a complex process of a series of events that are often interlinked. Even though life courses are greatly varying sequences of roughly the same life course events, the complexity is caused by the fact that these sequences consist of correlated events and spells and these correlations depend on gender, social class, cohort and cohort-related macro events. Our previous work demonstrated that the application of stochastic models like the Latent-Class model helps to describe the variation in life courses and its correlation with gender and social class. But the Latent-Class model cannot account for correlated events within life courses nor can it account for switches between latent types during the life course. We argue that (Hidden) Markov models, as a simple generalization of the Latent-Class model, has the ability to account for correlations between events and spells and also allows for switches between latent types or model life courses. Therefore, this study will use (Hidden) Markov models to produce a typology of trajectories of the transition to adulthood. Furthermore, we will test hypotheses on social class- and gender differences in observed life courses and latent types or model-life courses, using data from the Gender and Generation Programme (GGP), which provides full monthly life course sequence data between age 15 to 40.
1 Introduction

The ultimate goal of life course research is to understand how life courses come about and what variables affect their shape. Essentially, this is a holistic question: to answer it requires the postulation of a mechanism of the generation of the complete life course. Holistic life course models must satisfy a few simple properties. First, these models must have a memory, a sense of the past, as it is generally assumed that events in the early stages of the life course may affect stages or outcomes later on [Mayer, 2009]. A second requirement is that the process that generates the life course, is affected by variables that are supposed to influence the life course: gender, religion, parental education, etc. Finally, the model should be formulated in terms of a process that is not directly observable: since the life course is generated through mental, not directly observable, processes that are conscious or unconscious, and decisions that are voluntary or involuntary. Of course, such models should be testable and amenable to causal analysis.

Over the past decades, life course research has been dominated by two different paradigms: Event History analysis (EH) [Blossfeld et al., 2007] and Sequence Analysis (SA) [Cornwell, 2015]. EH-models are not holistic: they try to explain the waiting times for certain life course events to occur and the SA-approach leads to finding most frequent patterns in the wide variety of observed life courses, but it does not account for this variety. Recently, we have seen other methods and models being applied as well, for example Latent Class analysis [Barban and Billari, 2012] and Structural Equation Models [Pakpahan et al., 2015] but neither of these methods satisfies all of the three requirements as formulated above.

However, there is a broad class of models that does satisfy the above requirements: the class of so called Hidden Markov Models. These models have a memory in the sense as intended, they allow for time-constant and time-varying covariates and are formulated on the basis of a latent, hidden, random process over a finite set of states, a Markov chain. The models are testable in the sense that their parameters can be estimated [Bartolucci et al., 2012, Rabiner, 1989] and easily allow for causal analysis once formulated as a log-linear regression model [Paas et al., 2007]. Hidden Markov Models belong to a larger family of latent structure models that has been amply described by [Langeheine and Van de Pol, 1990, Vermunt, 1997].

This paper aims to model the life course, confined to the relatively turbulent transition to adulthood, through using Hidden Markov Models. The transition to adulthood is usually described by a collection of events [Elder Jr, 1985] from which two correlated processes can be distilled [Buchmann and Kriesi, 2011]: the school-to-work transition and the process of family formation. Here, we provide an example that solely focuses on the transition into adulthood in the family domain, as there is a large body of literature on the processes involved. More specifically, we example the family-life trajectories of French men and women born between 1956 and 1965, using data from the French Generations and Gender Survey (GGS).

The paper is structured as follows: in this lengthy introduction we discuss the main concepts of Hidden Markov Models and make some general remarks on their application to life course research, Section 2 discusses our data and methods used,
Section 3 discusses our results and Section 4 summarizes, concludes and suggests further research.

1.1 Hidden Markov Models

Hidden Markov Models generalize the much simpler idea of a Markov chain. A Markov-model or Markov-chain is a random process over a set of states such that the probability of being in a particular state at the next observation only depends on the state-history of the process. If the relevant state history just consists of the present state, such a chain is called “first-order”. Figure 1 shows a graphical representation of a first-order 2-state Markov-chain and its matrix of transition probabilities.

Fig. 1 A graph showing a first-order, 2-state Markov chain and its transition probability matrix A. The states are labeled as “0” and “1” and the arrows represent the transition probabilities.

Let us denote the $k$ distinct states of a Markov chain as $Q = \{q_1, \ldots, q_k\}$ and let $S_t$ denote the state that the system is in at time $t$, i.e. $S_t$ could have any of the “values” or labels from the set $Q$. Then we say that a random process over $Q$ is a first-order Markov-chain, precisely when

$$\text{Prob}(S_t = q_j | S_0, \ldots, S_{t-1}) = \text{Prob}(S_t = q_j | S_{t-1} = q_i) = a_{ij},$$

and we denote this probability by $a_{ij}$. If we now define the initial state-probabilities as $\text{Prob}(S_0 = q_i) = \pi_i$, the Markov-chain $\lambda$ is fully defined by the $k$-vector $\pi = (\pi_1, \ldots, \pi_k)$ of initial state probabilities and the $k \times k$-matrix of transition probabilities $A = \{a_{ij}\}$: $\lambda = (\pi, A)$.

In an ordinary Markov chain, transition probabilities depend on the present state only (see Equation (1)). However, it is easy to extend this model to account for the effect of covariates. Let $v$ and $w_t$ denote vectors of time-constant and time-varying covariates. Then a direct extension of the Markov-chain model is formulated as

$$\text{Prob}(S_0 = q_i | v, w_t) = \pi_i(v, w_t),$$

$$\text{Prob}(S_t = q_j | S_0, \ldots, S_{t-1}, v, w_t) = \text{Prob}(S_t = q_j | S_{t-1}, v, w_t) = a_{ij}(v, w_t).$$

Clearly, this formulation implies a separate Markov-chain for each point in the $(v, w_t)$-space.

A Markov chain could be used to model a set of observed life course sequences by simply identifying each of the observed states as a model state and estimating the transition probabilities from the relative transition frequencies of the observed sequences. The result of that would be a more or less accurate summary of the
observed transition frequencies. However, it would not lead to a credible model for the way these sequences were generated. Therefore we now turn our attention to an extension of the Markov chain: the Hidden Markov Model.

In a Hidden Markov Model (HMM), the Markov chain is defined over a set of latent, unobservable states. So, the stochastic process as such is not observable. Furthermore, it is supposed that, at each state, the process ‘emits’ an observable (an observable can be univariate or multivariate) according to a state-specific probability distribution over the full set of observables, in the present context the observable states of a life course. Thus, in a \( k \)-state HMM with a set of observables \( Y = \{y_1, \ldots, y_n\} \), there must be a set \( B \) of \( k \) state-specific probability distributions \( b_j = (b_{j1}, \ldots, b_{jn}) \), each satisfying \( \sum_i b_{ji} = 1 \): \[ b_{ji} = \text{Prob}(o_t = y_i | s_t = q_j). \] This allows us to represent the set \( B \) as a \( (k \times n) \)-matrix

\[
B = \begin{pmatrix}
b_{11} & \ldots & b_{n1} \\
\vdots & \ddots & \vdots \\
b_{1k} & \ldots & b_{nk}
\end{pmatrix} = \begin{pmatrix}
b_1 \\
\vdots \\
b_k
\end{pmatrix}
\]

whereof each row is a distinct probability distribution over the observables and the complete HMM \( \lambda = (\pi, A, B) \) is specified by the initial state distribution \( \pi \), the \( (k \times k) \)-matrix \( A \) of transition probabilities and the \( (n \times k) \)-matrix \( B \) of emission probabilities.

In Fig. 2, we show a graph of the HMM-generated events in a time-window \( (t - 1, t + 1) \): at \( t - 1 \), the system arrives in state \( S_{t-1} \) and emits observable \( o_{t-1} \) (governed by \( B \)) and then switches to state \( S_t \) (governed by \( A \)) and again emits an observable, etc.. The reader should be aware that the system may, depending on the probability \( a_{jj} \), actually stay in the same state \( j \) for quite a while and during that time emit various different observables. Similarly, the observables may remain the same for quite a while, at the same time but “below the surface”, the system actually switches state several times. In practice, if we observe that people stay in the same
observable state for many years, it is to be expected that the diagonal elements of $A$ are relatively big, i.e. close to 1.

### 1.2 Modelling with HMM’s: Some practical considerations

Let $O_i = o_{i1} \ldots o_{iT}$ denote an observed sequence from a set $O = \{O_1, \ldots, O_N\}$ of such sequences and let $Prob(O_i|\lambda)$ denote the likelihood of that sequence, given the model. Furthermore, let $Q_i = q_{i1} \ldots q_{iT}$ denote the path along the latent states that maximizes $Prob(Q_i|O_i, \lambda)$, i.e. the latent sequence that “best accounts” for the observations, given the model.

Being able to calculate the likelihood of the observations given the model is a precondition for EM-estimation of the parameters of the model and calculating $Q_i$, the most probable latent sequence, is a precondition for a substantive interpretation of the model. Both problems, evaluating $Prob(O|\lambda)$ [Baum et al., 1970], and calculating $Q_i$ [Viterbi, 1967] were already solved in the sixties of the previous century and have been amply described in many sources [Rabiner, 1989, Zucchini and MacDonald, 2009, Bartolucci et al., 2012]. Here, we will not deal with the intricacies of these methods. Instead, we will discuss some practical issues that are related to these methods and their output.

First, one should be aware that evaluating a HMM involves the estimation of quite some parameters: with $k$ postulated latent states, we have to estimate $k-1$ parameters $\hat{\pi}i$; $k-1$ since we must have that $\sum^k \hat{\pi}_i = 1$. Likewise, we have to estimate $k(k-1)$ parameters to obtain $\hat{A}$ and $k(n-1)$ parameters to get $\hat{B}$. So, the surface of the likelihood function $Prob(O|\lambda)$ is quite irregular and therefore, attempts to find its maximum, be it through EM [Dempster et al., 1977] or through any other method like simulated annealing [Andrieu and Doucet, 2000], will most often converge to a local instead of the global maximum. Extending the HMM to incorporate covariates will only aggravate this problem. Therefore, the estimation of a HMM should be repeated quite some times to find a configuration ($\hat{\pi}, \hat{A}, \hat{B}$) that (probably) comes close to the maximum sought for. For example, peeking around the corner of our modelling life courses with HMM’s, we display the density of the BIC-values as obtained over 1000 repetitions of estimating a 4-state model. Clearly, these BIC-values are quite different, as are the underlying configurations ($\hat{\pi}, \hat{A}, \hat{B}$). Obtaining this curve took almost three hours of computation time and quite some memory. Increasing the number of states and the number of trials soon requires unfeasible computation times and memory for this exercise.

However, we do not consider this to be a serious problem for applying HMM’s to model life courses. Normally, the size of the observation alphabet will be small and the number of postulated states $k$ will be rather small too. The latter number should reflect the number of stages or states in which the subjects will take demographic decisions and these decisions are small in number; they pertain to leaving the parental home, partnering, reproducing and, eventually, returning to the parental home or breaking up a partnership. Therefore, in practice, $k$ should be small. Con-
sidering the big data sets that social demographers use today, it is to be expected that the optimal value of the information criteria that we use to evaluate the fit of a HMM - variants of minimum-\(\chi^2\), AIC or BIC - cannot be good indicators of the optimal number of latent states as these indicators will drive us to accept large numbers of latent states while substantive interpretation is problematic. Rather, the size of \(k\) is to be fixed on a theoretical basis: can we assign a credible interpretation to these states in view of the latent trajectories and the way these trajectories and the emission distributions, i.e. the probability of picking particular behavioral, demographic alternatives, change as a result of covariates that pertain to societal pressure or rather than social capital of the subjects studied.

Then how do we start interpreting the latent states? A first clue to this interpretation is provided by studying the latent state sequences over time and evaluating the probabilities \(\text{Prob}(S_t = q_j|t, \lambda)\), \(t = 1, \ldots, T, j = 1, \ldots, k\), i.e. the relative frequencies of state occupancy, aggregated over the sample studied. Again peeking around the corner of our analysis yet to be presented, we show a plot of these relative frequencies for a 4-state HMM in Figure 4. This plot shows something that is not evident from the estimated transition probabilities: most subjects start in the latent state labeled as LS1 so it should be associated with a decision about leaving the parental home and this should be reflected in the emission probability distribution over the observables: it should be characterised by a relatively high probability of emitting the event “leaving the parental home”. So, the marginal state occupancies

---

**Fig. 3** BIC-density plot as obtained from repeating the estimation of a 4-state HMM 1000 times with random initial values.
over time and the emission distributions will help us to interpret the latent states. However, these considerations do not suffice for a credible interpretation.

A credible interpretation can only arise in the light of the way covariates affect the parameters of the model: do the estimated effects of covariates corroborate, or at least are not at variance with, the knowledge that we already have about the effects of these covariates on the occurrence and timing of life course events. For example, we may expect that low-educated will enter parenthood earlier than high-educated and this should be reflected in the differences between transition probabilities and/or the emission probabilities of lower- and higher-educated. Therefore, it is not enough to only evaluate a HMM as such: we need to enrich the model with relevant covariates in order to decide on the credibility of the interpreted model.

How to incorporate covariates into a HMM? Thereto, we consider the likelihood $\text{Prob}(O_i|l, v)$ of a particular sequence $O_i$ from a set $O = \{O_1, \ldots, O_N\}$ of such sequences, wherein $v$ denotes a vector of covariates. Since, according to the model, the observed sequences result from the latent sequences $Q_i$, we can decompose this likelihood as follows:

\[
\text{Prob}(O_i|\lambda, v) = \text{Prob}(O_i|Q_i, \lambda, v) = \text{Prob}(O_i|Q_i, \lambda, v)\text{Prob}(Q_i|\lambda, v),
\]

and thus, the likelihood of our data given the model can be decomposed as

\[
\text{Prob}(O|\lambda, v) = \prod \text{Prob}(O_i|Q_i, \lambda, v)\prod \text{Prob}(Q_i|\lambda, v),
\]

with the “operational” and “structural” parts.
the multiplications arising from the assumption that the sequences have arisen independently from each other. From the latter Equation 8, we observe that the total likelihood of our data given the model can be decomposed into two separate parts. The second part is called the “structural” part of the model since it pertains to the unobservable structure (the transition probability matrix) of the stochastic process over the latent states, the components of the postulated model. The first part of the multiplicative structure (additive if we consider log-likelihood) we called “operational” for two reasons. The first reason is that we may consider the emission probabilities as choice-options given the latent state the person is in. For example, if the subject is in a state where partnering is the key issue, it may choose between different options to operationalize the positive choice for partnering: marriage, cohabitation or a relational agreement without living together. The second reason for calling this part “operational” is the fact that, given our belief in the validity of the number and structure of the latent states, this part of the model is affected by our way of operationalizing the life course in observational labels: choosing a different alphabet will affect the model fit without altering the structural validity. Unfortunately, we cannot separate these parts of the model when assessing the model’s fit as the observations are our only entry to the latent, structural part of the model. Therefore, it is not wise to have the same covariates play a role both in the structural and in the operational part of the model as it would severely hinder the substantive interpretation of the model. Here, we prefer to assume that covariates do not have a role in the operational part of the model, i.e. we assume that

\[ Prob(O_i | \lambda, \nu) = Prob(O_i | Q_i, \lambda)Prob(Q_i | \lambda, \nu), \]

or, equivalently, that only the initial and state transition probabilities are affected by covariates. The reason for this preference is that we know that most life courses in developed countries only differ in the timing and duration of the various stages on the route to adulthood. This implies that, in most countries, the behavioral alternatives and the order in which they are expressed are roughly the same for most people.

### 1.3 Applications of HMM

HMM’s have been successfully applied in several fields [Bartolucci et al., 2012], including but not limited to psychological and educational measurement [Vermunt et al., 1999], medicine and health [Cook et al., 2000], criminology [Bijleveld and Mooijaart, 2003], marketing and related fields [Paas et al., 2007], interactions during survey-interviews [Elzinga et al., 2007] and labor market research [Richardson et al., 2011]. However, we have not yet seen the application of HMM’s to life course research. One reason

---

1 [Bartolucci et al., 2012] call this second part of the model the ‘measurement model’. This is adequate when the observables contain a measurement error as is often the case in responses to psychological test or survey items; in life course encoding such errors are rare (but see [Manzoni et al., 2010]).
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for that could be that only recently, big demographical data sets, cheap software and
fast PC’s have become widely available.

2 Data and Method

2.1 Data

The Gender and Generation Programme (GGP) is a Longitudinal Survey of 18-79
year olds in 19 countries that that examines the relationships between generations
and genders, by collecting nationally representative data in all participating coun-
tries. [Fokkema et al., 2016] provide extensive information on design and represen-
tativeness of the GGS. In this study, we select respondents (males and females, in
total 1900) in the France GGP data of a cohort between birth year 1956 and 1965.
In the selected dataset, full annual fertility, partnership and leaving parental home
information between age 15 and 40 are available and background information such
as gender, education level, parental education, parental divorce.

To demonstrate the application of HMM, we construct a multi-channel sequence
dataset of respondents’ fertility history (4 categories: no child, 1 child, 2 children,
3 and more children), partnership history (3 categories: single, cohabitation, mar-
riage), and leaving parental home (2 categories: yes or no). To investigate the link
between background variables, we include gender (2 categories: female and male)
and education level (2 categories: high and low). To visualize the multi-channel se-
quence dataset, four sequence index plots separated by gender and education level
are shown in Figure 5 (a) and (b). Take Figure 5 (a) left panel for example, it contains
the fertility (4 categories), partnership (3 categories) and leaving home annual in-
formation throughout young adulthood (age 15 - 40) of high educated male respon-
dents. The complexity of the dataset is obvious: it contains 24 categories ($4 \times 3 \times 2$)
of 25 repeated annual measures.

2.2 Method

During the analysis, the selected multi-channel sequence dataset was fitted to hidden
Markov model (HMM) with hidden states equals 3-6, each of a time-homogeneous
model with 1000 random starting values. This paper selectively shows the result of
HMM 4 state solution as proof of concept of the application of HMM in the tran-
sition to adulthood research. Two types of covariates, i.e., gender (female vs. male)
and education (low vs. high) were introduced in the latent model of HMM 4 state
solution (also a time-homogeneous model with 1000 random starting values). The
reason of using 1000 random starting values for HMMs is to reduce the influence of local maximum. The estimation procedure of HMM relies on Baum-Welch or EM (Expectation-modification) algorithm [Rabiner, 1989]. With the increment of hidden states, the number of parameters to be fitted also increase drastically. During the analysis, it is found out that for the given dataset, HMM 6 state solution is unstable. It took more than 1 GB in the RAM, and 1000 random starting value repentances were not enough to generate stable solution. It might be possible to perform HMM with high number of hidden states on HPC (high performance computing) environment. HMMs with hidden states from 3 to 5 generate stable solution. Choosing the HMM with 4 hidden states is due to the fact that it largely reduce the data complexity at the same time providing substantively interesting interpretation.

All analyses were performed in R environment for statistical computing and graphics in a 64 bit PC with 32 GB RAM. R packages LMest [Bartolucci et al., 2015] and markovchain [Spedicato et al., 2015] were utilized for Hidden Markov models. Sequence visualization and related techniques were performed by R package TraMineR [Gabadinho et al., 2011].

3 Result

In this section, results of fitting HMM 4 state solution (without and with covariates in the latent model) to the multi-channel France GGP sequence data are presented. In each model, the time cost, the model fit parameter (BIC), the output parameters (initial probability distribution $\pi$, transition probability distribution $a_{ij}$ and emission probability distribution $b_j$), the visualization and interpretation of these output parameters and the mechanisms revealed by HMM are presented.

3.1 Hidden Markov model 4 hidden state solution

The HMM with 4 hidden states were performed with 1000 random stating values to reduce the influence of local maximum. It took 2.6 hours and achieved a minimum BIC of 115961. The fitted HMM with the lowest BIC was chosen as the HMM 4 solution. The interpretation of the HMM is based on its output parameters, i.e., initial probability distribution, transition probability distribution and emission probability distribution. As described in Introduction Section, initial probability distribution reveals the proportion of hidden states that respondents occupy in the beginning of their life courses; transition probability distribution reveals the transition rate (per year in this study) to other hidden states once respondents arrive at a certain hidden state; emission probability distribution links the hidden states to the observed life course.

The output parameters are shown in Table 1 (the hidden states are ordered as 'A', 'B', 'C' and 'D'). It is difficult to interpret these number without graphic illustra-
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Creating a transition system enables us to understand the dynamics of the four hidden states among the respondents' 25-year young adult life. The initial latent probability distribution graph (shown in Figure 6) is a first step to interpret Table 1. This graph is based on the initial probability distribution and transition probability distribution shown in Table 1. There are four curves representing the dynamics of the four hidden states during respondents’ 25-year young adult life course. Curve A is the state where almost every respondent begins with, and the proportion of respondents in this state has been dropping ever since. Curve B shows that, between age 20 and 30, overall majority of respondents take this hidden state. The proportion of respondents in state B starts increasing since the age 15 until the age 22. Curve C also shows a ‘first increase then decrease’ pattern as state B, however, the proportion of respondents in this state is always lower than state B and the timing of decreasing (age 30) is later than that of state B. Curve D indicates that the proportion of respondents in state D keeps increasing throughout the whole young adulthood and becomes the majority after age 30.

To understand the mechanisms behind the dynamic transition between these latent states, one can plot the state transition graph. As shown in Figure 6, from starting state A, one is 14 times more probable to transit to state B than to state C, given the transition probabilities of 0.14 (A to B) and 0.01 (A to C) in Table 1. Combined with emission probability distribution, state A is featured as being single (probability = 0.97), no child (probability = 0.99) and living with parents. State B is featured as being single (probability = 0.53), cohabiting (probability = 0.27) or married (probability = 0.20), no child and left parental home, whereas state C is featured as being single (probability = 0.17), cohabiting (probability = 0.25) or married (probability = 0.59), 1 child and left parental home. State C can be reached also from state B, which is 9 times more probable from State A. From state C, one can transit to state D. State D is an absorbing state, which means once one arrives at this state, transition to other states is not possible any more. State D is featured as low probability of being married (probability = 0.76), having 2 (probability = 0.68) or more (probability = 0.33) children. Summarizing the information given by Table 1, Figure 6 and Figure 7, one can interpret these four hidden states as inclinations of transition, reflecting the respondents’ tendency to act during the stay of a certain state. Respondents in state A as the beginning of young adulthood: they are single, living with their parents, and having no child. They are also probably in school or training for future employment, which are not observable in the current dataset. Their life course activities are preparing them to leave parental home and start an independent life. Therefore, state A can be interpreted as inclining ‘Leaving home’. Respondents are mainly in state B between age 20 and 30: they have different partnership status (mainly being single probability = 0.53), left parental home, and having no child. In this state, respondents’ behaviors in are preparing themselves in ‘Family formation’. In state C, the probability of partnership status shows high proportion of being married (0.59) and respondents already have one child. This state can be interpreted as ‘Family extension’. State D, the absorbing state, is the ‘Family completion’ state. The young adulthood life course end at age 40, where the observed life course stops.
in this study. Note that, the above-mentioned transition pattern applies to the whole sample, but respondents from different background (gender or education) may have different transition rate between states. The hidden Markov model with covariates are useful in studying the differences between social classes.

After interpreting the hidden states as inclinations leading to young adult demographic transitions, it is necessary to visualize the hidden states paths throughout the whole young adulthood of respondents. The necessity comes on the one hand from need to check whether the hidden states paths fit substantive expectation and on the other hand from the three basic problems in any HMM application (describe in Introduction Section). The hidden states paths throughout the whole young adulthood of respondents (sort from end) are shown as sequence index plot in Figure 8 (a). Sequence index plots of longitudinal data use stacked bars or line segments to show how individuals move between a set of conditions or states over time. Compared with the multi-channel sequence life course shown in Figure 5, the complicated partnership, fertility and leaving home trajectories are reduced into four category of inclinations. To better understand the heterogeneity in the transition into adulthood among these inclinations, sequence analysis with OM was performed on the hidden state paths. Four typologies of the hidden states (chosen by cluster quality statistics) were presented in Figure 8 (b) and Figure 8 (c). Figure 8 (b) are the sequence index plots of each typology and Figure 8 (c) is the sequence medoid plot, which is the most representing existing sequence in each typology. With the help of Figure 8 (b) and (c), four types of transition into adulthood have been identified, namely, 1: Late fertility or no fertility, 2: Traditional pathway (Leaving home at age 21, Family formation at age 26, Family extension at age 29, and followed by Family completion), 3: Small family (remaining in Family extension state until end of observation age 40), 4: Early transition (Leaving home at age 18, Family formation at age 21, Family extension at age 24, and followed by Family completion).

3.2 HMM 4 with covariates in its latent model

As discussed in Introduction Section, HMM can allow covariates in its latent model to explain the heterogeneity in the population. One of the most intuitive way to include covariates in latent model is to allow for different transition probability distribution for different groups of respondents. It take 7.2 hours to perform HMM with 4 hidden states, 1000 random starting values, and including 2 variables, namely, education (high vs. low) and gender (female vs. males). The lowest BIC among these 1000 repentances is 113005, which is lower than the BIC of HMM 4 without covariates. The output model parameters are initial probability distribution, emission probability distribution (shown in Table 2) and 4 different transition probability
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(shown in Table 3) distributions. Compared with the initial probability distribution, transition probability distribution and emission probability distribution of HMM without covariate (shown in Table 1), there are some unnoticeable change in some probabilities, and the interpretation of these 4 hidden states remains the same.

Insert Table 2
Insert Table 3

The information of Table 3 reveals the difference in the transition to adulthood in gender and education level. From state A: 'Leaving home', high educated females are 0.01 faster (transition probability 0.16 vs. 0.15) to state B: 'Family formation' than the low educated males and similar pattern can be found in high educated males against low educated males. Compared with males, females are faster in transition from 'Leaving home' to 'Family formation'. From state B: 'Family formation', high educated females are 0.05 slower (transition probability 0.08 vs. 0.13) to state C: 'Family extension' than low educated females, and similar pattern can be found in high educated males against low educated males. Besides, males moves slower from 'Family formation' to 'Family extension' than females. Transition from state 'Family extension' to state D: 'Family completion' shows different pattern than from state 'Family formation' to state 'Family extension'. From State 'Family extension' to state 'Family extension', high educated females are 0.05 (0.19 vs. 0.14) than low educated females, and similar pattern can be found in high educated males against low educated males. For this transition, males are faster than females. To summarize, (1) high educated move out of parental home faster than low educated, females faster than males; (2) high educated start having child and change their partnership status slower than low educated, females faster than males; (3) high educated are faster having more child once they have one child, males faster than females.

4 Conclusion and Discussion

Most peoples life courses are made up of a multitude of changes in multiple life domains. A key challenge of life course research is to make sense of this complexity by searching for fundamental processes that drive these observable transitions and by examining which factors influence them. In this paper, we claim that Hidden Markov modeling (HMM) holds great promise in unraveling these processes, and we provide a relatively simple example of its potential by applying it to the family transition into adulthood among French men and women born between 1956 and 1965.

From a substantive point of view, what the HMM results reveal is that two fundamental viewpoints on the transition to adulthood can be distinguished. The HMM solution with four hidden states views the family transition to adulthood as a process that leads to the intergenerational reproduction of family life. The first challenge that young adults face is about leaving the parental home and finding a suitable partner relationship. The next steps in this intergenerational reproductive process are about
the initiation of a family (entry into parenthood), followed by successive phases of family expansion and family completion. Thus, the 4-HMM solution suggests a model of the full family cycle starting as a child in a family of origin and ending up as an adult in a next generation family. Our analysis also reveals clear differences in the speed and likelihood of making this transition between men and women and between the higher and lower educated. For instance, higher educated women make the first fundamental transition (out of the parental home) at earlier ages than lower educated women, but postpone the establishment of a family of their own. However, once they decide to establish a family, higher educated women are faster in making the family expansion step. Thus, our analysis shows that the pace and rhythm of this fundamental family succession model differs strongly between low and high educated women.

The 5-HMM solution (not presented) provides another interesting view on the family transition into adulthood. Rather than viewing this transition as a unilinear trajectory where young adults only differ in the likelihood and speed of moving to successive stages as is central to the 4-HMM solution, the 5-HMM solution distinguishes between two alternative family pathways into adulthood. As in the 4-HMM solution, the first challenge every young adult faces is when to leave the parental home. One pathway strongly resembles the traditional pathway where young adults first establish a traditional family, characterized by marriage and possibly a child, followed by a subsequent stage of family expansion. However, a second pathway is distinguished as well, where young adults opt for a more autonomous lifestyle, characterized by single living and/or unmarried cohabitation. After this stage, these young adults are confronted by another fundamental choice, either to continue this alternative lifestyle track and opt for children outside marriage, or to align themselves into the traditional pattern by moving back into the traditional family pathway. As with the 4-HMM solution, linking covariates to the 5-HMM structural model offers interesting insights. For instance, highly educated women are more likely to start off on the alternative track than low educated women, but once they enter this track, they are also more likely to revert to the traditional pattern than low educated women who start off on the alternative track.

Whether one interprets the data on the basis of the 4-HMM or 5-HMM solution at least partly depends on one's theoretical interests. The 4-HMM solution offers a succinct interpretation of the traditional family life pattern, pointing at three major decisions to be taken in the course of the family-life cycle [Glick, 1955]. The 5-HMM solution incorporates more heterogeneity into this family life cycle [Glick, 1989], and offers interesting opportunities to study the process of family change that is often captured under the heading of the Second Demographic Transition [Lesthaeghe, 1995].

A major advantage of both of these models is that they greatly limit the complexity of the process of transition into adulthood, by reducing the large number of transitions between observable states to a small number of transitions between unobservable, latent states. This property could be even more useful if the number of potential states and transitions becomes even larger, for instance if one wants to study both family transitions and career-related transitions in one model.
The models introduced in this paper have clear merit for life course research. Several extensions of the Hidden Markov model could be envisaged, for example, constrained HMM. Constrained HMM is useful when one has a clear idea about the structure of the transition pattern, and want to test the hypothesized transition probability distribution. This paper did not elaborate on this type of topic yet, but it can be of great interest for future research. Generally, in applying these models to life course data, researchers have to be aware of both theoretical and practical restrictions on the analyses. Models should not become too complex in order for them to be mathematically feasible to estimate and to be theoretically interpretable. Our paper suggests a number of guidelines in this respect that may prove useful to future users.
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Table 1: HMM model with 4 hidden states output parameter: Transition probability distribution, initial probability distribution and emission probability distribution (ordered).

<table>
<thead>
<tr>
<th>Transition probability distribution</th>
<th>State</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>.85</td>
<td>.14</td>
<td>.01</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>B</td>
<td>0</td>
<td>.91</td>
<td>.09</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>C</td>
<td>0</td>
<td>0</td>
<td>.85</td>
<td>.15</td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Initial probability distribution</th>
<th>State</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>.94</td>
<td>.06</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Emission probability distribution</th>
<th>Fertility category</th>
<th>State</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fertility category</td>
<td>0</td>
<td>.99</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>.01</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>.68</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3+</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>.33</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Partnership category</th>
<th>State</th>
<th>S</th>
<th>U</th>
<th>M</th>
</tr>
</thead>
<tbody>
<tr>
<td>S</td>
<td>.97</td>
<td>.53</td>
<td>.17</td>
<td>.11</td>
</tr>
<tr>
<td>U</td>
<td>.02</td>
<td>.27</td>
<td>.25</td>
<td>.14</td>
</tr>
<tr>
<td>M</td>
<td>.01</td>
<td>.20</td>
<td>.59</td>
<td>.76</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Leaving home category</th>
<th>State</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>No</td>
<td>1</td>
<td>0</td>
<td>.02</td>
<td>.01</td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>0</td>
<td>1</td>
<td>.98</td>
<td>.99</td>
<td></td>
</tr>
</tbody>
</table>
Table 2: HMM model 4 with covariates output parameter: initial probability distribution and emission probability distribution (ordered).

<table>
<thead>
<tr>
<th>Initial probability distribution</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>State A</td>
<td>.94</td>
<td>.06</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Fertility state</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>category 0</td>
<td>.99</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>category 1</td>
<td>.01</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>category 2</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>.67</td>
</tr>
<tr>
<td>category 3+</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>.33</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Emission probability distribution</th>
<th>State</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fertility category</td>
<td>A</td>
</tr>
<tr>
<td>category 0</td>
<td>.99</td>
</tr>
<tr>
<td>category 1</td>
<td>.01</td>
</tr>
<tr>
<td>category 2</td>
<td>0</td>
</tr>
<tr>
<td>category 3+</td>
<td>0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Partnership category</th>
<th>State</th>
</tr>
</thead>
<tbody>
<tr>
<td>category S</td>
<td>.97</td>
</tr>
<tr>
<td>category U</td>
<td>.02</td>
</tr>
<tr>
<td>category M</td>
<td>.01</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Leaving home category</th>
<th>State</th>
</tr>
</thead>
<tbody>
<tr>
<td>category No</td>
<td>1</td>
</tr>
<tr>
<td>category Yes</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 3: HMM model 4 with covariates output parameter: Transition probability distributions of low educated males, high educated males, low educated females and high educated females (ordered).

Transition probability distribution of low educated males

<table>
<thead>
<tr>
<th>State</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>.86</td>
<td>.13</td>
<td>.01</td>
<td>.00</td>
</tr>
<tr>
<td>B</td>
<td>0</td>
<td>.91</td>
<td>.09</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>0</td>
<td>0</td>
<td>.86</td>
<td>.14</td>
</tr>
<tr>
<td>D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Transition probability distribution of high educated males

<table>
<thead>
<tr>
<th>State</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>.85</td>
<td>.14</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>B</td>
<td>0</td>
<td>.94</td>
<td>.06</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>0</td>
<td>0</td>
<td>.81</td>
<td>.19</td>
</tr>
<tr>
<td>D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Transition probability distribution of low educated females

<table>
<thead>
<tr>
<th>State</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>.84</td>
<td>.15</td>
<td>.01</td>
<td>.00</td>
</tr>
<tr>
<td>B</td>
<td>0</td>
<td>.87</td>
<td>.13</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>0</td>
<td>0</td>
<td>.86</td>
<td>.14</td>
</tr>
<tr>
<td>D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Transition probability distribution of high educated females

<table>
<thead>
<tr>
<th>State</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>.83</td>
<td>.16</td>
<td>.01</td>
<td>.00</td>
</tr>
<tr>
<td>B</td>
<td>0</td>
<td>.91</td>
<td>.08</td>
<td>0</td>
</tr>
<tr>
<td>C</td>
<td>0</td>
<td>0</td>
<td>.82</td>
<td>.19</td>
</tr>
<tr>
<td>D</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>
Figure 5: Multi-channel sequence presentation of the fertility, partnership and leaving home annual data of respondents between age 15 and 40 in France GGP birth cohort 1956-1965 (a) are sequences for high educated and low educated males. (b) are sequences for high educated and low educated females.
Figure 6: Latent probability distribution of change in the 25 years of HMM 4 based on the initial probability and transition probability distribution of HMM 4. State ordering corresponding to Table 1.
Figure 7: State transition graph based on the transition probability distribution of HMM 4. Thickness of the arrows reflects the transition probabilities (the transition probability not to itself are shown next to the arrow). State ordering corresponding to Table 1.
Figure 8: a: Sequence index plot of Viterbi path of all unique multi-channel sequence in the selected French GGP dataset. b: Sequence index plot of classified (Sequence Analysis) viterbi path. c: Sequence medoid plot of classified (Sequence analysis) viterbi path.
Markovian-Based Clustering of Internet Addiction Trajectories

Zhivko Taushanov and André Berchtold

Abstract A hidden Markov clustering procedure is applied to a sample of $n=185$ longitudinal Internet Addiction Test trajectories collected in Switzerland. The best solution has 4 groups. This solution is related to the level of emotional wellbeing of the subjects, but no relation is observed with age, gender and BMI.

1 Introduction

Excessive Internet use is an emerging health issue in the medical literature. The most current tool to quantify the degree of addiction to Internet is the Internet Addiction Test (IAT) developed by Young [7]. However, this scale based on 20 items is quite long and it was not validated for agreement between successive measurements performed on the same subjects, so it is difficult to distinguish between real changes of the subjects and changes due to the IAT itself.

We consider data taken from the ado@internet.ch study [6], a longitudinal study about the use of Internet among youth in the Swiss canton of Vaud. Data were collected at 5 occasions every 6 months from Spring 2012 (T0) to Spring 2014 (T4). A convenience sample of $n=185$ adolescents having answered to all 5 waves is used in the present study (67% females, mean age at T0: 14.1 years). Our goals are 1) to classify the trajectories of Internet addiction into meaningful categories, 2) to test whether this classification is related to other characteristics such as age, gender, wellbeing (measured by the WHO-5 index) and Body Mass Index (BMI). We hypothesize that if significant relationships exist with other characteristics, then the IAT could be considered as a reliable measure of the evolution of Internet addiction.
2 Model

The clustering of longitudinal continuous data is still an open question. In this paper, we use a specific class of Markovian Models called Hidden Mixture Transition Distribution model (HMTD) for that purpose. These models consist in a latent and an observed levels [4]. The visible level is a Mixture Transition Model (MTD) model introduced by Raftery in 1985 as a modelling of high order Markov chains [5] and developed later by Berchtold [1],[2] and Berchtold and Raftery [3]. Here we use a Gaussian version of the MTD model where the mean of the Gaussian distribution is a function of past observations. The latent level of the model is a homogeneous Markov chain. Each state of the chain is associated to a different component (or model) at the visible level, and the transition matrix is used to determine which component best represents the current observation.

To use the HMTD model as a clustering tool, we fix the hidden transition matrix to the identity matrix. Each sequence of successive observations is then associated to only one component of the model. The dependence order for the Gaussian distributions is fixed to one, and the number of components varies from 2 to 5. We use the Bayesian Information Criterion (BIC) to select the best model.

3 Results

The best model identified by the BIC is the 4 components model. Figure 1 shows the IAT trajectories associated to each group. We clearly differentiate between one group with average volatility and IAT level (group 1); one group with relatively low scores and low variance (2); one group with very low variability and low and constantly diminishing IAT score (3); one erratic group with high variability (4). When comparing the classification with covariates, no significant relationship does appear with age, gender and BMI. However a significant relationship appears with the WHO-5 measured on each wave.

4 Discussion

The HMTD model is able to classify sequences of continuous longitudinal data into as many groups as required. In our example, the four resulting groups differ in terms of average value and of variability. The relationship observed between the IAT and emotional wellbeing suggests that both concepts are linked and that a higher risk of Internet addiction is related to a poorer wellbeing.
Markovian-Based Clustering of Internet Addiction Trajectories

Fig. 1 IAT sequences associated with each cluster in the 4-groups solution.

References

Session 5A: Health
Application of ‘pseudo panels’ to investigate causal link between HIV and fertility in sub-Saharan Africa

M.A. Magadi, School of Social Sciences, University of Hull.

Abstract

Panel data are valuable for answering questions about change over time, but remain relatively scarce in most developing countries, especially sub-Saharan Africa (SSA). Where there exists a series of repeated cross-sectional data, ‘pseudo-panels’ provide a promising alternative. The use of ‘pseudo panels’ has received considerable attention in econometrics, but application in Demography remains rare. This paper explores the potential for using ‘pseudo panels’ to investigate causal link between HIV and fertility in SSA. The relationship between HIV and fertility is a complex one, partly because causality can run in either direction. We focus primarily on fertility as the outcomes of interest and HIV as a contributing factor. Repeated cross-sectional Demographic and Health survey (DHS) data from 20 countries in SSA are used to construct “pseudo panels” based on birth cohorts by country. The pseudo panels allow an investigation of possible causal link between HIV in an earlier survey and fertility behaviour of similar cohorts in a subsequent survey. Measures of HIV are based on risk perception and HIV status, while fertility is based on births within the last five years and future fertility intention. A total of 140 cohorts (7 age groups * 20 countries) were constructed, with 120 cohorts having data for at least two time periods. The analysis used two alternative approaches: (i) ‘Conditional’ models of HIV in an earlier survey and fertility behaviour in subsequent surveys; and (ii) Repeated measures multilevel analysis, with cohort as Level-2, and measurement occasion as level-1. An evaluation /assessment of the analysis involved a comparison of findings from ‘pseudo cohort’ with individual-level analysis, and a multi-level estimation of intra-cohort correlation coefficients to assess the degree of similarity of individuals in the same cohort. A multivariate analysis based on fixed effects models was used to determine the extent to which observed patterns may be attributable to key demographic/ socio-economic differences or infer possible causal links. Preliminary analysis shows promising results on application of ‘pseudo panels’ in investigation of demographic causal links in settings with limited panel data such as sub-Saharan Africa. However, further analysis is necessary for conclusive results. In particular, advanced modelling using Multiprocess modelling or Structural equation modelling will be used to address possible endogeneity in the relationships observed.
Background context

Panel data are valuable for answering questions about change over time, but remain relatively scarce in most developing countries, especially sub-Saharan Africa (SSA). Where there exists a series of repeated cross-sectional data, ‘pseudo-panels’ provide a promising alternative. In the ‘pseudo panel’ approach “similar” individuals are grouped in cohorts, and aggregate measures within these cohorts are treated as observations in a synthetic panel (Deaton, 1985). The use of ‘pseudo panels’ has received considerable attention in econometrics (Browning, Deaton and Irish, 1985; Verbeek and Nijman 1992; Moffitt, 1993; Collado, 1997; Propper, Rees and Green, 2001; McKenzie, 2004; Verbeek, 2008), but application in Demography remains rare. This paper explores the potential for using ‘pseudo panels’ to investigate causal link between HIV and fertility in SSA. The relationship between HIV and fertility is a complex one, partly because causality can run in either direction. We focus primarily on fertility as the outcomes of interest and HIV as a contributing factor.

Data and Methods

Repeated cross-sectional Demographic and Health survey (DHS) data from 20 countries in SSA are used to construct “pseudo panels” based on birth cohorts by country. The pseudo panels allow an investigation of possible causal link between HIV in an earlier survey and fertility behaviour of similar cohorts in a subsequent survey. The 20 countries included in the analysis represent all countries in sub-Saharan Africa where the DHS has included HIV testing on nationally representative samples of women of reproductive age in at least two consecutive surveys (see Table 1). Measures of HIV are based on risk perception and HIV status, while fertility is based on births within the last five years and future fertility intention.

A total of 140 cohorts (7 age groups * 20 countries) were constructed, with 120 cohorts having data for at least two time periods. The analysis used two alternative approaches: (i) ‘Conditional’ models of HIV in an earlier survey and fertility behaviour in subsequent surveys; and (ii) Repeated measures multilevel analysis, with cohort as Level-2, and measurement occasion as level-1. An evaluation/assessment of the analysis involved a comparison of findings from ‘pseudo cohort’ with individual-level analysis, and a multi-level estimation of intra-cohort correlation coefficients to assess the degree of similarity of individuals in the same cohort. A multivariate analysis based on fixed effects models was used to determine the extent to which observed patterns may be attributable to key demographic/socio-economic differences or infer possible causal links.
Preliminary findings

Preliminary findings suggest that perceived risk has a stronger correlation with fertility behavior and intentions, than HIV status. Observed patterns suggest that in settings where a large proportion of individuals do not know their HIV status, perceived risk of HIV is a stronger determinant of fertility behavior than the actual HIV status. Stronger associations were observed between HIV and fertility intentions than actual fertility, consistent with patterns observed at individual level. It is interesting to note that for HIV status, the difference in fertility intention between HIV-positive and HIV-negative women is notably larger in later than in earlier survey, presumably since a higher proportion of individuals in the later surveys knew their HIV status. For perceived risk, the differences between none/low and moderate/high risk is more or less the same at different time periods.

### Table 1: Summary of DHS (and AIS) data in the study

<table>
<thead>
<tr>
<th>Country / Year of survey</th>
<th>Women tested for HIV</th>
<th>% HIV+</th>
<th>Number of cases HIV+</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 *Burkina Faso (2003, 2010)</td>
<td>8384</td>
<td>1.2</td>
<td>101</td>
</tr>
<tr>
<td>2 *Cameroon (2004, 2011)</td>
<td>7221</td>
<td>5.6</td>
<td>404</td>
</tr>
<tr>
<td>3 *DR Congo (2007, 2013/14)</td>
<td>9264</td>
<td>1.6</td>
<td>148</td>
</tr>
<tr>
<td>4 *Cote d'Ivoire (2005, 2012)</td>
<td>4509</td>
<td>4.6</td>
<td>207</td>
</tr>
<tr>
<td>5 *Ethiopia (2005, 2011)</td>
<td>5942</td>
<td>1.9</td>
<td>113</td>
</tr>
<tr>
<td>6 *Guinea (2005, 2012)</td>
<td>4622</td>
<td>2.1</td>
<td>97</td>
</tr>
<tr>
<td>8 *Liberia (2007, 2013)</td>
<td>4397</td>
<td>2.4</td>
<td>106</td>
</tr>
<tr>
<td>9 *Lesotho (2004, 2009)</td>
<td>3800</td>
<td>27.0</td>
<td>1026</td>
</tr>
<tr>
<td>11 *Mali (2006, 2013)</td>
<td>4806</td>
<td>1.3</td>
<td>62</td>
</tr>
<tr>
<td>12 *Mozambique (2009)</td>
<td>6000</td>
<td>13.1</td>
<td>786</td>
</tr>
<tr>
<td>13 *Niger (2006, 2012)</td>
<td>5000</td>
<td>0.4</td>
<td>20</td>
</tr>
<tr>
<td>14 *Rwanda (2005, 2010)</td>
<td>6917</td>
<td>3.7</td>
<td>256</td>
</tr>
<tr>
<td>15 *Senegal (2005, 2011)</td>
<td>5300</td>
<td>0.8</td>
<td>42</td>
</tr>
<tr>
<td>16 *Sierra Leone (2008, 2013)</td>
<td>7695</td>
<td>1.7</td>
<td>131</td>
</tr>
<tr>
<td>18 *Uganda (2004/05, 2011)</td>
<td>11950</td>
<td>6.3</td>
<td>992</td>
</tr>
<tr>
<td>19 *Zambia (2007, 2013)</td>
<td>14719</td>
<td>15.1</td>
<td>2223</td>
</tr>
<tr>
<td>20 *Zimbabwe (2005/6, 2010/11, 2015)</td>
<td>7313</td>
<td>18.0</td>
<td>1316</td>
</tr>
<tr>
<td>Overall sample</td>
<td>179747</td>
<td>13071</td>
<td></td>
</tr>
</tbody>
</table>
Discussion and further analysis

The preliminary analysis shows promising results on application of ‘pseudo panels’ in investigation of demographic causal links in settings with limited panel data such as sub-Saharan Africa. Indeed, ‘pseudo panels’ do have some merits over true panels since such data are immune to attrition bias or other threats to internal validity such as testing bias or design contamination. However, they are prone to instrumentation bias if the study variables were measured differently in subsequent surveys. Furthermore, an important consideration in this application is whether the number of DHS rounds considered here (typically two) is adequate. Nevertheless, it has been noted that ‘In longitudinal repeated measures design, we usually have a large number of level 2 units with rather few Level-1 units (Rasbash et al, 2015: 195), and an advantage of multilevel modelling of repeated data is the ability to handle unequal measurement intervals (Rasbash et al, 2015).

Although overall preliminary results seem plausible, further analysis is necessary for conclusive results. First, it is important to establish whether it is appropriate to lag or not to lag the dependent variable. More importantly, advanced modelling is necessary to address possible endogeneity in the relationships observed. This will be undertaken using Multiprocess modelling or Structural equation modelling.
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Early Maternal Employment Sequences and Child Body Weight at Age Six
Evidence from the German Socio-Economic Panel

Michael Kühhirt

Abstract Using data from the German Socio-Economic Panel on children born between 2002 and 2006, this study investigates the relationship between mothers’ monthly employment sequences in the first five years after birth and their children’s body weight around age six. Employment history is measured by different variables derived from sequence analysis that each capture specific aspects such as typical employment patterns (based on additional cluster analysis), complexity, and turbulence. The association between these measures and children’s body weight is estimated by inverse probability of treatment weighting of marginal structural models, a method developed in epidemiology to deal with the challenges of estimating the effects of time-varying exposures such as maternal employment. The results indicate that children who experienced very different maternal employment sequences but are similar with regard to background characteristics such as maternal education, household income, and family structure show no substantively or statistically significant disparities on body weight around age six. The study goes beyond the literature by focusing on maternal employment history beyond simple duration measures and by explicitly accounting for time-varying confounders of the relationship between maternal employment and child development.
Care pathways of patients affected with multiple sclerosis in France from 2007 to 2013 using administrative databases and state sequence analysis

Jonathan Roux, Nolwenn Le Meur, Olivier Grimaud and Emmanuelle Leray

Abstract In France there is a lack of accurate and up-to-date data on care pathways and care consumption of patients affected with multiple sclerosis (MS). The aim of this study was to describe care consumption of MS people in France and build a typology of their care pathways over the 2007-2013 period. To answer this issue, sequence analysis and agglomerative hierarchical clustering were used on a random sample of 1,000 patients, issued from French health-care databases, split according to the data available. The typologies were then described according to individual characteristics and care consumption. Two similar partitions, using indel costs fixed to 0.9 and transition-based substitution costs, were obtained: a five-cluster and a six-cluster typology for respectively complete and incomplete care pathways (i.e. less than seven years). Low care consumption was associated with older and less treated patients. Patients having a medium-low care consumption were younger and treated, whereas those having a high consumption seems to be older and have more comorbidities than the others. This pioneer study, using an innovative method in health field, gives a first overview of the care consumption of MS-affected people in France using objective and quantitative information. To go further, same work will be performed on the whole French population affected with MS and will include biological and medical imaging exams, and specialists’ care to complete care pathways.

Keywords: State sequence analysis, Care pathways, Multiple sclerosis, Administrative databases
1 Introduction

The increase of life expectancy and medical progress are leading to a steady growth of the number of people affected with a chronic disease [Organisation Mondiale de la Santé (OMS), 2002]. In France, 15 million people are affected with at least one chronic disease, namely slightly more than 20% of the whole population [Ministère de la Santé, de la Jeunesse, des Sports et de la Vie associative, 2007]. They require large amounts of medical care, which lead to new constraints of long-term care for healthcare systems [Organisation Mondiale de la Santé (OMS), 2002]. In France, the Long Disease Duration (LDD) status permits people to have a 100% coverage of their healthcare. Thirty illnesses are apart of the list of LDD, including multiple sclerosis (MS).

MS is a chronic neurological disease affecting 2.3 million people around the world with a women:men sex-ratio varying from 2:1 to 2.5:1 [Browne et al., 2014, Trojano et al., 2012, MS International Federation, 2015]. In France, the estimated prevalence is 151.2 cases per 100 000 inhabitants on 31st December 2012, namely about 100 000 people [Foulon et al., 2015]. MS mostly starts at young adulthood, between 20 and 40 years old, evolves for several decades and frequently leads to a disability, the median duration before the need for a walking aid being from 20 to 25 years [Confavreux et al., 2000, Confavreux et al., 2003]. Moreover, because of a life expectancy reduced of about 7 years [Leray et al., 2015] and availability of more and more DMTs (Disease Modifying Therapies), MS cost becomes bigger and bigger over time for each patient and thus for the society and was equal to 1 billion euros in France for the year 2013 [Direction de la stratégie, des études et des statistiques (DSES), 2015, Lefeuvre et al., 2016].

Care consumption of MS patients is expected to be high due to disease length, disease activity and disability progression. However, there is a lack of accurate and up-to-date data on this topic in France. Indeed, French studies on care consumption mainly focus on MS costs from the point of view of the French national Health Insurance system [Fromont et al., 2014, Lefeuvre et al., 2016] and not on the type, amount and chronology of care. In addition, there are no clearly definite care’s recommendations for patients affected with MS at the moment in France.

In order to fill this gap and have an overview of the care consumption of people with MS in France, the first step is to measure the consecutive consultations and treatments constituting the care pathway of each patient. Therefore, this study aimed at describing the overall care consumption of people affected with MS, analysing their care pathways and creating a typology over the 2007-2013 period in France.
2 Methods

2.1 Study population

Data was issued from a French permanent sample of health insurance care users, named *Echantillon Généraliste des Bénéficiaires (EGB)*. It is a random sample of 1/97th of the French national Health Insurance system, gathering the out-hospital reimbursed care consumption (consultations and home visits to general practitioners (GP), specialists, drugs deliveries, nurses, physiotherapists, ...). This sample is dynamic, which means that new people can enter the sample anytime. Moreover, we used data from the French Hospital Discharge Database (*Programme de Médicalisation des Systèmes d’Information (PMSI)*), gathering in-hospital care consumption (admissions including day hospital, but except outpatient visits).

Patients affected with MS were identified if at least one of the following criteria was fulfilled in the period stretching from 1st January 2007 to 31st December 2012: either MS LDD status, either at least one DMT specific of MS dispensed (interferon-β, glatiramer acetate, fingolimod or natalizumab), or at least one hospital admission with an ICD-10 (International Classification of Diseases, 10th version) diagnosis code “G35” [World Health Organization, 2015]. Out-hospital care consumption and hospital admissions for these patients were then extracted from 2007 up to end 2013. As a whole, 1,003 patients were identified, of whom 3 were excluded due to a total lack of care consumption (MS-related and not) during the study period.

2.2 Data

Based on data of care consumption, monthly number of consultations or home visits with a GP, a private neurologist and a PM&R (Physical Medicine and Rehabilitation) physician were estimated for each of the 1,000 patients. Only MS-related hospital admissions were considered (main or related diagnosis equal to "G35", except DMT injection) and a parameter was created to count the monthly corresponding number for each individual. Nine DMT used for MS delivered out of the hospital (four interferon-β, glatiramer acetate, fingolimod, mycophenolate mofetil, methotrexate, azathioprine) and one in-hospital treatment (natalizumab) were also explored if applicable. The total duration of each treatment was estimated as the product of the number of boxes and the number of corresponding days. None of the two databases permitted to access consultations with public neurologists. Therefore we assumed that patients receiving a DMT, compulsorily prescribed by a neurologist, without having a visit with a private one, has one visit with a public neurologist (outpatient visit) at the treatment initiation and one every year as long as the treatment was ongoing.
A monthly then annual composite variable characterizing the individual care consumption was created by adding monthly (respectively annual) numbers of consultations with GPs, private and public neurologists, PM&R physicians and MS-related hospital admissions (except monthly DMT injections). Each yearly variable ranged widely and followed a Poisson distribution. Therefore, to have an overview of the care consumption, it was categorized in five groups according to the quartile distribution: no consumption ("0"), less than the first quartile ("[0; Q1]"), between the first quartile and the median included ("[Q1; Q2]"), between the median and the third quartile included ("[Q2; Q3]") and strictly superior to the third one ("> Q3"). The sequence of the seven annual categorized parameters constituted the care pathway of each patient during the 7-year period. As inclusion criteria offered the opportunity to identify prevalent cases of MS, patients were not at the same stage of the disease during the 2007-2013 period and thus the sequences were not left-aligned for people entering the study after 2007.

For patients who died during follow-up, the "death" status was attributed the year following the death’s year, since only annual states were considered. Therefore only deaths over the 2007-2012 period were considered. Death was coded as NA state, creating care pathways of different lengths. This solution permitted to take into account the death of people without the creation of a specific group, which may have happened with a devoted state.

### 2.3 Statistical analysis

Two different typologies of care pathways were created using Optimal Matching (OM) analysis and then agglomerative hierarchical clustering using Ward’s criterion. The first one was obtained using patients with complete care pathways (n=648), i.e. sequences beginning in 2007, whereas the second focused on incomplete sequences (n=352), corresponding to people entering the cohort later than 2007 (due to dynamic cohort). This separation was chosen to avoid the creation of a cluster devoted to patients entering the cohort with delay appearing when analysing the 1,000 sequences together.

No theoretical knowledge about costs was available, therefore substitution costs were estimated empirically using observed transition rates. To ensure Needleman-Wunsch algorithm could be applied to compute OM distance, metric properties were verified for substitution costs, especially triangle inequality [Studer and Ritschard, 2015]. Costs are one major parameter permitting to have an optimal matching and thus influence clustering results [Lesnard, 2010]. For our purpose, the aim was to compare care pathways by keeping the temporality of events and studying series of sub-sequences and thus long-term care consumption rather than succession of one-state events. Moreover, we did not want to focus on outstanding events but rather on the whole sequence. Therefore, we chose to fix indel costs to 0.9 in order to
approach the Levenshtein II distance and thus compare sequences according to the longest common subsequence [Lesnard, 2010].

An agglomerative hierarchical clustering analysis using Ward’s criterion was then performed on the dissimilarity matrix to create homogeneous groups. Several parameters were used to assess the quality of the partition, namely weighted Average Silhouette Width (ASWw) [Kaufman and Rousseeuw, 1990, Studer, 2013], Hubert’s C (HC) [Hubert and Levin, 1976], Hubert’s Gamma (HG) [Hubert and Arabie, 1985] and Point Biserial Correlation (PBC) [Hennig and Liao, 2010, Milligan and Cooper, 1985]. The maximisation of ASWw, HG and PBC and the minimisation of HC permitted to set the optimal number of clusters. Once the clustering obtained, each group was characterized according to individual characteristics and care consumption.

All computational and statistical analyses were performed using R (Version 3.2.3) [R Core Team, 2015]. Sequence analysis and clustering were performed using the TraMineR library (Version 1.8-11), the WeightedCluster library (Version 1.2) and the cluster library (Version 2.0.3) [Gabadinho et al., 2011, Studer, 2013, Maechler et al., 2015].

3 Results

3.1 Population characteristics

According to the selection criteria, 1,000 care users were identified in the databases, whose characteristics are presented in Table 1. They were mostly women (71.1%) and had a median year of birth of 1963 (range 1914-1997), i.e. aged about 44 years at study start. Patients with a complete care pathway were significantly older than patients having a shorter one (p<0.001). As a whole, 577 patients (57.7%) were under the LDD status for MS at the beginning of follow-up, with a median LDD time of 6.8 years (range 0.0-29.2), and 261 (26.1%) acquired the status on the 2007-2013 period. 278 (27.8%) patients had at least another LDD different from MS. The median follow-up duration was 6.8 years (range 0.0-7.0) out of a maximum of 7 years. As a whole, 71 (7.1%) deaths were observed after a median follow-up duration of 5.9 years (range 0.0-6.7). About half the population (53.9%) received at least one DMT and was treated during 63.0% of the follow-up duration in median.
Table 1  Population characteristics according to the length of care pathways (N=1000)

<table>
<thead>
<tr>
<th></th>
<th>Complete pathway n=648</th>
<th>Incomplete pathway n=352</th>
<th>Total N=1000</th>
<th>p-value*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of women (%)</td>
<td>473 (73.0%)</td>
<td>238 (67.6%)</td>
<td>711 (71.1%)</td>
<td>0.086</td>
</tr>
<tr>
<td>Number of LDD for MS* (%)</td>
<td>589 (90.9%)</td>
<td>249 (70.7%)</td>
<td>838 (83.8%)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Duration since MS-LDD’s beginning (year)</td>
<td>12.7 (0.0-34.6)</td>
<td>6.5 (0.2-33.8)</td>
<td>11.6 (0.0-34.6)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>At least another LDD* (%)</td>
<td>186 (28.7%)</td>
<td>92 (26.1%)</td>
<td>278 (27.8%)</td>
<td>0.429</td>
</tr>
<tr>
<td>Follow-up duration* (year)</td>
<td>6.9 (0.0-7.0)</td>
<td>3.5 (0.0-6.0)</td>
<td>6.8 (0.0-7.0)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Number of deaths observed (%)</td>
<td>55 (8.5%)</td>
<td>16 (4.5%)</td>
<td>71 (7.1%)</td>
<td>0.029</td>
</tr>
<tr>
<td>At least one DMT prescription* (%)</td>
<td>368 (56.8%)</td>
<td>171 (48.6%)</td>
<td>539 (53.9%)</td>
<td>0.015</td>
</tr>
<tr>
<td>Part of the follow-up duration under treatment (%) /*</td>
<td>61.6 (3.3-100.0)</td>
<td>66.0 (7.6-100.0)</td>
<td>63.0 (3.3-100.0)</td>
<td>0.218</td>
</tr>
</tbody>
</table>

GPs**  6.1 (0.0-50.0)  4.3 (0.0-48.0)  5.6 (0.0-50.0)  <0.001
Neurologists**  6 (0-48)  2 (0-19)  4 (0-48)  <0.001
At least one MS-related hospital admission* (%)  307 (47.3%)  166 (47.2%)  473 (47.3%)  1.000

* Median (minimum-maximum).  *P-value of the comparison of complete and incomplete pathways’ groups using either Kruskal-Wallis test, Pearson’s chi-squared test or Fisher’s exact test if needed.  LDD : Long Disease Duration.  Calculated at the date of last information (31/12/2013 or date of death).  LDD other than MS.  Disease Modifying Therapy.  For patients having at least one DMT use.  Annualized number of consultations and home visits taken together per patient.  Total number of consultations, home and imputed outpatient visits taken together per patient over the 2007-2013 period.  Total MS-related hospital admissions per patient over the 2007-2013 period (except monthly DMT injections).

3.2 Complete care pathways’ clustering

The partition of the 648 complete care pathways led to a typology of five clusters as presented in Figure 1, which conducted to the best quality partition’s parameters with ASWw, HC, HG and PBC respectively equal to 0.238, 0.102, 0.765 and 0.551.

Among the five clusters, two are dominating, i.e. clusters 1.5 and 1.4, with respectively 188 (29.0%) and 180 (27.8%) patients. These two groups corresponded to people having an overall high care consumption according to the mean duration in each state (Table 2). The group 1.3 characterized by a medium consumption is formed of 128 (19.8%) patients. At the opposite, people categorized in group 1.2 (n=124 (19.1%)) had a low care consumption and the 28 (4.3%) in the cluster 1.1 had no consumption during almost half the follow-up period.
Fig. 1 Index plots of the groups obtained after the clustering procedure with indel costs fixed to 0.9 and transition-based substitution costs for complete care pathways (N=648)

Table 2 Mean duration in years (part of total duration) in each state according for complete care pathways’ clustering (N=648)

<table>
<thead>
<tr>
<th>State</th>
<th>&quot;0&quot;</th>
<th>&quot;0;Q1&quot;</th>
<th>&quot;Q1;Q2&quot;</th>
<th>&quot;Q2;Q3&quot;</th>
<th>&quot;&gt;Q3&quot;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 1.1</td>
<td>3.46 (49.4%)</td>
<td>1.18 (16.9%)</td>
<td>0.14 (2.0%)</td>
<td>0.64 (9.1%)</td>
<td>0.93 (13.3%)</td>
</tr>
<tr>
<td>Group 1.2</td>
<td>0.31 (4.4%)</td>
<td>4.06 (58.0%)</td>
<td>1.86 (26.6%)</td>
<td>0.55 (7.9%)</td>
<td>0.19 (2.7%)</td>
</tr>
<tr>
<td>Group 1.3</td>
<td>0.09 (1.3%)</td>
<td>1.39 (19.9%)</td>
<td>4.07 (58.1%)</td>
<td>1.20 (17.1%)</td>
<td>0.16 (2.3%)</td>
</tr>
<tr>
<td>Group 1.4</td>
<td>0.13 (1.9%)</td>
<td>0.57 (8.1%)</td>
<td>1.76 (25.1%)</td>
<td>2.95 (42.1%)</td>
<td>0.95 (13.6%)</td>
</tr>
<tr>
<td>Group 1.5</td>
<td>0.10 (1.4%)</td>
<td>0.24 (3.4%)</td>
<td>0.45 (6.4%)</td>
<td>1.37 (19.6%)</td>
<td>4.71 (67.3%)</td>
</tr>
</tbody>
</table>

The predominant state for each cluster is indicated in bold.
3.3 Incomplete care pathways’ clustering

According to quality parameters, the 352 incomplete care pathways were partitioned into six clusters presented in Figure 2. Indeed, ASWw, HG and PBC were maximised respectively with 0.238, 0.731 and 0.487, and HC was equal to 0.139.

The different groups had similar consumption to those obtained with complete care pathways, plus a sixth cluster (group 2.6), representing 26.4% of incomplete sequences, concerning patients mostly entering the cohort after 2010 and having a quite low-medium consumption (Table 3). Group 2.5 was formed of 52 patients (14.9%) having an overall high consumption and cluster 2.4 composed of 55 patients (15.6%) having a medium-high consumption. The cluster 2.3 characterized by a medium consumption was formed of 68 patients (19.3%). At the opposite, people categorized in group 2.2 (n=49 (13.9%)) had a low care consumption and the 35 (9.9%) in the cluster 2.1 had no consumption during almost three quarters of the follow-up period.

### Table 3

<table>
<thead>
<tr>
<th>State</th>
<th>&quot;0&quot;</th>
<th>&quot;[0;Q1]&quot;</th>
<th>&quot;[Q1;Q2]&quot;</th>
<th>&quot;[Q2;Q3]&quot;</th>
<th>&quot;&gt;Q3&quot;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Group 2.1</td>
<td>3.34 (73.6%)</td>
<td>1.03 (22.7%)</td>
<td>0.14 (3.1%)</td>
<td>0.00 (0.0%)</td>
<td>0.03 (0.7%)</td>
</tr>
<tr>
<td>Group 2.2</td>
<td>0.41 (8.4%)</td>
<td>3.31 (67.6%)</td>
<td>0.59 (12.0%)</td>
<td>0.43 (8.8%)</td>
<td>0.06 (1.2%)</td>
</tr>
<tr>
<td>Group 2.3</td>
<td>0.29 (6.0%)</td>
<td>1.09 (22.6%)</td>
<td>2.34 (48.5%)</td>
<td>0.94 (19.5%)</td>
<td>0.16 (3.3%)</td>
</tr>
<tr>
<td>Group 2.4</td>
<td>0.20 (4.3%)</td>
<td>0.44 (9.5%)</td>
<td>0.95 (20.5%)</td>
<td>2.36 (50.9%)</td>
<td>0.67 (14.4%)</td>
</tr>
<tr>
<td>Group 2.5</td>
<td>0.35 (7.5%)</td>
<td>0.37 (8.0%)</td>
<td>0.35 (7.5%)</td>
<td>0.77 (16.6%)</td>
<td>2.77 (59.6%)</td>
</tr>
<tr>
<td>Group 2.6</td>
<td>0.22 (8.6%)</td>
<td>0.82 (32.0%)</td>
<td>0.85 (33.2%)</td>
<td>0.28 (10.9%)</td>
<td>0.30 (11.7%)</td>
</tr>
</tbody>
</table>

The predominant state for each cluster is indicated in bold.

3.4 Characteristics of the final clustering

The different patients’ characteristics and care consumption according to the two partitioning are presented in Tables 4 & 5.

As expected, the number of consultations and home visits with GPs and neurologists increased from cluster 1.1 to 1.5 (Table 4). In group 1.1, the follow-up duration was the shortest one, which was probably related to the higher proportion of deaths observed over the study period (p<0.001). Moreover, the number of patients having used at least one DMT was lower in this cluster (p=0.001). Patients belonging to group 1.2 were significantly younger (p<0.001) and were the most treated for a median treatment duration of about three-quarters of follow-up. Furthermore, this cluster was almost composed of half men and half women, compared
Fig. 2 Index plots of the groups obtained after the clustering procedure with indel costs fixed to 0.9 and transition-based substitution costs for incomplete care pathways (N=352)
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to others mostly formed of women. The cluster 2.3 was also composed of patients using a DMT for the most part of follow-up duration. Group 1.4 was the oldest group, which could explain the percentage of deaths in this cluster. In group 1.5, i.e. having the highest consumption, patients seemed to be old with significantly more comorbidities, expressed as other LDD (p<0.001). These patients, who went more to hospital, were mostly treated.
As for the precedent typology, the care consumption with GPs and neurologists rose from cluster 2.1 to 2.5 in the second typology (Table 5). Patients in cluster 2.1 were the oldest and had the longest LDD duration compared to other groups, which could explain that they were significantly less treated ($p < 0.001$). In groups 2.2 and 2.3, men and women were almost equally represented. Patients from cluster 2.2 were the youngest and those being the most treated. Like in the first typology, patients belonging to the highest consumption cluster 2.5 seemed to have more comorbidities than the others. Patients in cluster 2.6 were among the youngest ones with the most recent LDD status.
Table 4  Description of the complete care pathways’ clustering ordered according to care consumption (N=648)

<table>
<thead>
<tr>
<th>Cluster</th>
<th>1.1</th>
<th>1.2</th>
<th>1.3</th>
<th>1.4</th>
<th>1.5</th>
<th>p-value&lt;sup&gt;e&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n=28 (4.3%)</td>
<td>n=124 (19.1%)</td>
<td>n=128 (19.8%)</td>
<td>n=180 (27.8%)</td>
<td>n=188 (29.0%)</td>
<td></td>
</tr>
<tr>
<td>Number of women (%)</td>
<td>23 (82.1%)</td>
<td>72 (58.1%)</td>
<td>92 (71.9%)</td>
<td>142 (78.9%)</td>
<td>144 (76.6%)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Number of LDD for MS&lt;sup&gt;b&lt;/sup&gt; (%)</td>
<td>24 (85.7%)</td>
<td>110 (88.7%)</td>
<td>120 (93.8%)</td>
<td>167 (92.8%)</td>
<td>168 (89.4%)</td>
<td>0.373</td>
</tr>
<tr>
<td>Duration since MS-LDD’s beginning&lt;sup&gt;b,c&lt;/sup&gt; (year)</td>
<td>12.4 (1.0-26.2)</td>
<td>12.6 (1.0-28.6)</td>
<td>13.0 (3.0-34.6)</td>
<td>12.1 (0.6-34.0)</td>
<td>12.8 (0.0-34.3)</td>
<td>0.629</td>
</tr>
<tr>
<td>At least another LDD&lt;sup&gt;b,d&lt;/sup&gt; (%)</td>
<td>9 (32.1%)</td>
<td>19 (15.3%)</td>
<td>32 (25.0%)</td>
<td>48 (26.7%)</td>
<td>78 (41.5%)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Follow-up duration * (year)</td>
<td>6.5 (0.0-7.0)</td>
<td>6.9 (0.0-7.0)</td>
<td>6.9 (0.0-7.0)</td>
<td>7.0 (0.0-7.0)</td>
<td>7.0 (0.0-7.0)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Number of deaths observed (%)</td>
<td>6 (21.4%)</td>
<td>4 (3.2%)</td>
<td>4 (3.1%)</td>
<td>26 (14.4%)</td>
<td>15 (8.0%)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>At least one DMT prescription&lt;sup&gt;e&lt;/sup&gt; (%)</td>
<td>6 (21.4%)</td>
<td>78 (62.9%)</td>
<td>74 (57.8%)</td>
<td>95 (52.8%)</td>
<td>115 (61.2%)</td>
<td>0.001</td>
</tr>
<tr>
<td>Part of the follow-up under treatment (%)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>14.3 (3.6-59.0)</td>
<td>75.5 (3.3-100.0)</td>
<td>76.5 (4.4-100.0)</td>
<td>60.2 (3.3-100.0)</td>
<td>51.8 (4.4-100.0)</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>

Methods: Table 4

Cluster 1.1 1.2 1.3 1.4 1.5 p-value: P-value of the comparison of the five groups using either Kruskal-Wallis test, Pearson’s chi-squared test or Fisher’s exact test if needed.

<sup>a</sup> LDD: Long Disease Duration. <sup>b</sup> Calculated at the date of last information (31/12/2013 or date of death). <sup>c</sup> LDD other than MS. <sup>d</sup> Disease Modifying Therapy. <sup>e</sup> For patients having at least one DMT use. <sup>f</sup> Annualized number of consultations and home visits taken together per patient. <sup>g</sup> Total number of consultations, home and imputed outpatient visits taken together per patient over the 2007-2013 period. <sup>h</sup> Total MS-related hospital admissions per patient over the 2007-2013 period (except monthly DMT injections).
### Table 5: Description of the incomplete care pathways’ clustering ordered according to care consumption (N=352)

<table>
<thead>
<tr>
<th>Cluster</th>
<th>2.1</th>
<th>2.2</th>
<th>2.3</th>
<th>2.4</th>
<th>2.5</th>
<th>2.6</th>
<th>p-value&lt;sup&gt;c&lt;/sup&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>n=35 (10.0%)</td>
<td>n=49 (13.9%)</td>
<td>n=68 (19.3%)</td>
<td>n=55 (15.6%)</td>
<td>n=52 (14.8%)</td>
<td>n=93 (26.4%)</td>
<td></td>
</tr>
<tr>
<td>Number of women (%)</td>
<td>23 (65.7%)</td>
<td>26 (53.1%)</td>
<td>39 (57.4%)</td>
<td>42 (76.4%)</td>
<td>38 (73.1%)</td>
<td>70 (75.3%)</td>
<td>0.022</td>
</tr>
<tr>
<td>Number of LDD for MS&lt;sup&gt;b&lt;/sup&gt; (%)</td>
<td>31 (88.6%)</td>
<td>32 (65.3%)</td>
<td>48 (70.6%)</td>
<td>39 (70.9%)</td>
<td>36 (69.2%)</td>
<td>63 (67.7%)</td>
<td>0.324</td>
</tr>
<tr>
<td>Duration since MS-LDD’s beginning&lt;sup&gt;b&lt;/sup&gt;,&lt;sup&gt;c&lt;/sup&gt; (year)</td>
<td>8.2 (0.2-33.0)</td>
<td>5.3 (0.3-14.7)</td>
<td>4.2 (1.5-33.2)</td>
<td>4.6 (1.6-30.8)</td>
<td>4.3 (2.0-27.0)</td>
<td>2.1 (1.0-33.8)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>At least another LDD &lt;sup&gt;b&lt;/sup&gt;,&lt;sup&gt;d&lt;/sup&gt; (%)</td>
<td>5 (14.3%)</td>
<td>10 (20.4%)</td>
<td>17 (25.0%)</td>
<td>17 (30.9%)</td>
<td>18 (34.6%)</td>
<td>25 (26.9%)</td>
<td>0.303</td>
</tr>
<tr>
<td>Follow-up duration * (year)</td>
<td>3.3 (0.0-5.6)</td>
<td>4.1 (0.0-5.9)</td>
<td>4.2 (0.0-5.9)</td>
<td>4.4 (0.0-5.9)</td>
<td>4.2 (0.0-6.0)</td>
<td>1.9 (0.0-3.0)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Number of deaths observed (%)</td>
<td>0 (0.0%)</td>
<td>4 (8.2%)</td>
<td>2 (2.9%)</td>
<td>1 (1.8%)</td>
<td>3 (5.8%)</td>
<td>6 (6.5%)</td>
<td>0.399</td>
</tr>
<tr>
<td>At least one DMT prescription&lt;sup&gt;e&lt;/sup&gt; (%)</td>
<td>4 (11.4%)</td>
<td>30 (61.2%)</td>
<td>35 (51.5%)</td>
<td>27 (49.1%)</td>
<td>27 (51.9%)</td>
<td>48 (51.6%)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Part of the follow-up under treatment (%)&lt;sup&gt;f&lt;/sup&gt;</td>
<td>28.2 (15.4-44.4)</td>
<td>67.6 (15.8-100.0)</td>
<td>73.2 (18.4-98.3)</td>
<td>58.9 (10.2-97.8)</td>
<td>59.9 (7.6-98.1)</td>
<td>70.7 (11.2-95.6)</td>
<td>0.061</td>
</tr>
<tr>
<td>GPs&lt;sup&gt;g&lt;/sup&gt;&lt;sup&gt;*,&lt;/sup&gt;</td>
<td>0.0 (0.0-4.5)</td>
<td>2.2 (0.0-6.3)</td>
<td>4.2 (1.2-7.5)</td>
<td>7.6 (2.4-12.7)</td>
<td>11.5 (2.8-48.0)</td>
<td>3.5 (0.0-24.0)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Neurologists&lt;sup&gt;h&lt;/sup&gt;&lt;sup&gt;*,&lt;/sup&gt;</td>
<td>0 (0-2)</td>
<td>4 (0-12)</td>
<td>4 (0-19)</td>
<td>4 (0-14)</td>
<td>4 (0-15)</td>
<td>2 (0-10)</td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>At least one MS-related hospital admission&lt;sup&gt;i&lt;/sup&gt; (%)</td>
<td>10 (28.6%)</td>
<td>23 (46.9%)</td>
<td>33 (48.5%)</td>
<td>24 (43.6%)</td>
<td>34 (65.4%)</td>
<td>42 (45.2%)</td>
<td>0.031</td>
</tr>
</tbody>
</table>

* Median (minimum-maximum). <sup>a</sup> P-value of the comparison of the six groups using either Kruskal-Wallis test, Pearson’s chi-squared test or Fisher’s exact test if needed. <sup>b</sup> LDD : Long Disease Duration. <sup>c</sup> Calculated at the date of last information (31/12/2013 or date of death). <sup>d</sup> LDD other than MS. <sup>e</sup> Disease Modifying Therapy. <sup>f</sup> For patients having at least one DMT use. <sup>g</sup> Annualized number of consultations and home visits taken together per patient. <sup>h</sup> Total number of consultations, home and imputed outpatient visits taken together per patient over the 2007-2013 period. <sup>i</sup> Total MS-related hospital admissions per patient over the 2007-2013 period (except monthly DMT injections).
4 Discussion

The main aim of this pioneer study was to estimate the care consumption of the patients affected with MS over the 2007-2013 period in France. State sequence analysis using optimal matching was used to approach the concept of care pathway and build a typology of care consumption. Sequence analysis is usually employed in social sciences (transitions from education to work [Brzinsky-Fay, 2007, McVicar and Anyadike-Danes, 2002], career patterns [Anyadike-Danes and McVicar, 2005, Bie-mann and Datta, 2014], etc.) and genetics. Our research question on chronological events and type of data at our disposal offered the opportunity to apply this method in health field.

The study of care pathways reveals five groups of consumption for complete pathways and six for incomplete ones. In the two cases, clusters are mostly driven by a particular state dominating the sequences and show a gradation in care consumption. So, it seems that patients having a low care consumption are older, with a long LDD duration and less treated. Patients having a medium-low care consumption are younger and use DMTs, whereas those having a high consumption seems to be older and have more comorbidities than the others. It appears that the two partitions’ clusters are similar on individual characteristics and care consumption. This result are observed despite the split realised on sequences’ length and the last cluster of the second typology of people entering the cohort later than 2010, which could need to be studied separately. Therefore, it would be interesting to study more accurately the two partitions gathered together in order to have a five clusters’ typology.

Our study has several advantages. Firstly, it is based on a representative random sample of the French population, reducing selection bias. Characteristics of our study population being close to those of MS patients in France [Foulon et al., 2015], it tends to consider that our population is quite representative of MS-affected people in France. Then, the two databases permit to access all reimbursed care consumption of patients, independently from self declaration and thus minimising memory bias. Moreover, it conducts to a care consumption as closely as possible to the true consumption of the study population (except concerning adherence to DMTs).

Concerning the statistical analysis, state sequence analysis is an innovative method in the field of care pathways to our knowledge. Furthermore, the choice to split and then analyse sequences according to their length avoids the creation of a cluster devoted to patients entering the cohort with delay. Similarly, the creation of a state devoted to the ”death” status would have conducted to a cluster mainly formed of people dying during the follow-up.

However, some limitations can be mentioned. The first comes from the database itself, since people can get out from the EGB without any indication in the data if they leave one of the covered system, but this should concern only a very little number of people and not affect our results. Furthermore the database does not include outpatient visits with public neurologists, despite we know that MS expert
centres are mainly located in French university hospital. Therefore they were imputed, but the true consumption is certainly greater than the one assigned. Indeed, with the chosen scheme of imputation, we can’t take into account adverse events at DMT initiation or follow-up care visits of untreated patients, but only the visits needed for yearly prescriptions. However these two limits can be overcome with the access to the French National Health Insurance Information System (Système National d’Information Inter-Régimes de l’Assurance Maladie (SNIIRAM)) from which our data were randomly selected.

Concerning statistics, only few individual characteristics were available to describe the partitions, since administrative databases do not contain clinical data. Although a discrepancy analysis and a regression model were considered, they were not presented since the pseudo-$R^2$ calculated were too small (lower than 0.05). We are currently developing algorithms to estimate relevant clinical parameters such as motor disability, based on the rentals and purchases of mobility aids and on spasticity’s drugs deliveries, or adherence to treatments, using parameters described by Hess et al. [Hess et al., 2006]. Comorbidities will also be deeper explored, following works on Canadian databases and recommendations from Marrie et al. [Marrie et al., 2014, Marrie et al., 2016].

Another limit of this study comes from the weakness of the quality of the two partitions obtained, which can not permit to assess a strong structure in the data. However, this frailty can come from the fact that patients were not at the same stage of the disease during the 2007-2013 period and that care consumption may depend on several factors, such as MS-relapses or DMTs for example. Moreover, we worked on calendar years and had no information on MS-onset of patients, which do not permit to left-align sequences. To overcome this problem, we are trying to identify incident MS cases with an algorithm based on the work of Marrie et al. [Marrie et al., 2010] and thus study the impact of MS-onset on care consumption.

Finally, this study permits to describe for the first time the care consumption of MS-affected people in France over the 2007-2013 period with objective and quantitative information. The two typologies based on care pathways and obtained through sequence analysis are close to each other and reveal different ways of consumption among patients. This work, only constituting a preliminary draft, is going to be continued on the whole French population affected with MS, thanks to French National Health Insurance Information System. It will aim at examining more accurately care pathways, by analysing outpatient visits, biological exams, medical imaging exams, paramedical and other specialists care amongst others. In parallel, it will be designed to exploit administrative databases in order to have more relevant parameters explaining care consumption, such as level of disability or adherence to treatments.
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Analysing Complex Life Sequence Data with Hidden Markov Modelling

Satu Helske, Jouni Helske, and Mervi Eerola

Abstract When analysing complex sequence data with multiple channels (dimensions) and long observation sequences, describing and visualizing the data can be a challenge. Hidden Markov models (HMMs) and their mixtures (MHMMs) offer a probabilistic model-based framework where the information in such data can be compressed into hidden states (general life stages) and clusters (general patterns in life courses).

We studied two different approaches to analysing clustered life sequence data with sequence analysis (SA) and hidden Markov modelling. In the first approach we used SA clusters as fixed and estimated HMMs separately for each group. In the second approach we treated SA clusters as suggestive and used them as a starting point for the estimation of MHMMs.

Even though the MHMM approach has advantages, we found it to be unfeasible in this type of complex setting. Instead, using separate HMMs for SA clusters was useful for finding and describing patterns in life courses.

1 Introduction

In social science applications, sequence analysis (SA) has gained more and more interest since its introduction in the mid-80s. It is now central to the life course perspective where it has been used to understand various trajectories and crucial transitions (Gauthier et al., 2014).
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Often the goal in SA is to find a typology of life sequences described as categorical time series data. Dissimilarities between each pair of sequences is determined using some criterion. Common choices have been optimal matching (McVicar and Anyadike-Danes, 2002) and Hamming distances (Hamming, 1950; Lesnard, 2010), but many modifications to these and also more fundamentally different methods have been developed (see, e.g., Aisenbrey and Fasang, 2010; Elzinga and Studer, 2014). Usually these dissimilarities are then grouped using cluster analysis such as Ward’s agglomerative algorithm.

Life course data often consists of not only one sequence per subject, but multiple parallel sequences, one for each life domain of interest. We refer to complex sequence data for data which consist of multiple subjects and long multichannel (multidimensional) sequences.

One option for studying such data is to combine the sequences of each subject time point by time point by extending the state space of observations. This approach is simple if the number of possible combinations is moderate, but the combined state space grows rapidly as the number of domains and/or states grows. Multichannel sequence analysis (Gauthier et al., 2010) has been used for computing pairwise dissimilarities and finding clusters in complex sequence data (see, e.g., Eerola and Helske, 2016; Müller et al., 2012; Spallek et al., 2014). However, the dissimilarities are largely affected by the chosen dissimilarity metric and the cluster allocation may not be well suited to borderline cases. Also, describing, visualizing, and comparing such data is difficult. We use hidden Markov modelling for gaining a probabilistic descriptions of complex sequence data.

Hidden Markov models (HMMs) have been widely used in biological sequence analysis (Durbin et al., 1998) and speech recognition (Rabiner, 1989). Typically, the interest is in one long time series or another type of sequence. In social sciences this approach has been called latent Markov modelling. Typically, the data consists of a few measurements for multiple subjects.

Mixture hidden Markov model (MHMM) is a generalization of the HMM. There we assume that the data consists of latent subpopulations with different model structures. In the context of social sciences, the mixture hidden Markov model approach was formulated by van de Pol and Langeheine (1990) as the mixed Markov latent class model and later generalized to include time-constant and time-varying covariates by Vermunt et al. (2008) (who named the resulting model as the mixture latent Markov model, MLMM).

Multidimensional responses are included in the formulation of the MLMM but, to our knowledge, there are no empirical studies with complex life sequence data. Few studies use (M)HMMs for multichannel social science data. Helske and Helske (2016) have illustrated HMMs and MHMMs for multichannel data but do not conduct actual analyses with real data. Bartolucci et al. (2007) have studied criminal trajectories using HMMs with multiple binary sequences per subject. The data were large in the number of subjects (684 000 individuals), but sequences were short (6 age categories) and they had fixed groups (men and women) instead of latent clusters. Crayen et al. (2012) have used a hierarchical MLMM for two-channel categorical sequences to model dynamics of mood regulation of university students.
during one week. The sequences were longer (56 time points) but the number of subjects is moderate (164) and they used only three states in both channels. In their hierarchical model there were two parallel latent structures; one between the days and the other within the days.

We study two approaches to analysing complex sequence data. The first is to use sequence analysis and cluster analysis for finding a few sets of clusters and then, separately for each cluster, to estimate an HMM. In this approach, hidden Markov modelling is used to compress and describe life course information within the clusters and to help choosing the number of clusters.

The second approach is to estimate a mixture model. Now the clustering is not fixed but we get a probability of each individual belonging to each cluster. For large data, estimating the MHMM with the maximum likelihood can be a complex and time-consuming task unless the set of candidate models is restricted. We study the option of using SA clusters and simple HMMs as a starting point for mixture modelling.

2 Interpretation of hidden Markov models for life sequences

One rationale behind using the HMM approach for life sequence analysis was the attempt to identify similar life course patterns based on similar hidden state trajectories. The similarity of hidden state sequences can be attributed to both external factors, which are common to groups of populations, or to internal behavioural similarities between individuals with similar features. Finding hidden dynamics is thus important for analysing and grouping life courses and also for understanding relationships between factors that are measured. The significance of hidden states in life sequence data is dependent on the chosen structure of the model. The goals of our analysis were two-folded:

1. to group individuals with similar life course patterns (clusters) and
2. to compress information in observed states across life domains to capture patterns and dynamics within a group (hidden states)

The aim was to find hidden states that compress the information across several life domains into more general life stages. These life stages could be either stable episodes between two transitions (e.g., employed and married without children) or characterized by transitions in some of the life domains (e.g., moving between unemployment and short-term jobs). We restricted to left-to-right models where transitions back to previous hidden states are not possible. Such representation makes it easier to comprehend the overall dynamics within a group and is also natural from the life course perspective: even though individuals may be in similar states at different times, the second time has a different history compared to the first time. E.g., there could be a group where, at some points of their lives, individuals are married with children, then divorced for a while, and later again married with children (but with the history of having experienced a divorce).
We illustrate the analysis of complex life sequence data using a subsample of the German National Educational Panel Survey (NEPS) (Blossfeld et al., 2011). We restricted to life courses of an age cohort born in 1955–1959. Only individuals who were born in Germany or moved there before age 14 were included. The data consisted of monthly life statuses of 1731 individuals in three life domains (career, partnerships, and parenthood) from age 15 to age 50. For each individual, there were three parallel sequences of length 434, which made altogether 2,253,762 data points. Using the monthly time scale allowed for detecting also smaller fluctuations in life courses, e.g. recurrent transitions between unemployment and employment.

### 3.1 Sequences

The sequences in three life domains were constructed as follows:

**Career** with 4 states:
- Studying (in school, vocational training, or vocational preparation)
- Employed (full-time or part-time)
- Unemployed
- Else (parental leave, military or non-military service, voluntary work, or other gap in employment history)

**Partnerships** with 4 states:
- Single (never lived with a partner)
- Cohabiting
- Married/in a registered partnership
- Divorced/separated/widowed

**Parenthood** with 2 states:
- No children
- Has (had) children (biological, adopted, or foster children)

The coding for parenthood was very simple. A practical reason was that this record was available for most individuals, whereas more detailed information was often missing. On the other hand, we can argue that specifically the experience of becoming a parent is relevant as one step in the developmental process into adulthood.

For the latter two life domains, the status of each month was usually determined from the latest event. An exception was made for the rare partnerships that lasted for less than a month; there separation was coded from the following month onward. In a case of multiple records per month in the career domain, the final status was
given according to assumed importance: school and vocational training came before employment, which in turn dominated over vocational preparation, unemployment, and other non-employment statuses.

Altogether 306 individuals (17.7%) had some missing information in one or two life domains. Thus, at each time point we have at least some information from each individual.

4 Hidden Markov models

In the context of hidden Markov models, observed states are determined via a Markov process of hidden states. These hidden states cannot be observed directly, but only through the sequence(s) of observations, since hidden states generate (“emit”) observations on varying probabilities.

Assume we have multichannel sequence data for $N$ individuals with $C$ parallel sequences of length $T$. Naturally, the following applies for single-channel data (subjects with one sequence only) by setting $C = 1$. Let us denote the observation in channel $c$, $c = 1, \ldots, C$, of individual $i$, $i = 1, \ldots, N$, at time $t$, $t = 1, \ldots, T$, with $y_{itc}$ and the corresponding hidden state with $z_{it}$. A discrete first order hidden Markov model $M$ is characterized by the following parameters:

- Initial probability of hidden state $s$:
  \[ \pi_s = P(z_{i1} = s); \ s \in \{1, \ldots, S\}, \text{for all } i = 1, \ldots, N. \]

- Transition probability from hidden state $s$ to hidden state $r$:
  \[ a_{sr} = P(z_{it} = r | z_{i(t-1)} = s); \ s, r \in \{1, \ldots, S\}, \text{for all } i = 1, \ldots, N. \]

- Emission probability of observed state $m_c$ in channel $c$ given the hidden state $s$:
  \[ b_s(m_c) = P(y_{itc} = m_c | z_{it} = s); \ s \in \{1, \ldots, S\}, \ m_c \in \{1, \ldots, M_c\}, \]
  \[ \text{for all } i = 1, \ldots, N. \quad (1) \]

The (first order) Markov assumption states that the hidden state transition probability at time $t$ only depends on the hidden state at the previous time point $t - 1$:

\[ P(z_{it} | z_{i(t-1)}, \ldots, z_{i1}) = P(z_{it} | z_{i(t-1)}). \quad (2) \]

Also, the observed states at time $t$ are independent of all other observations and hidden states given the hidden state at $t$. For multichannel sequence data, we assume the same latent structure applies for all channels, i.e., the hidden state at time $t$ for individual $i$ generates the observed state $y_{itc}$ in all channels $c$. Observations $y_{i1c}, \ldots, y_{iTc}$ are assumed independent of each other given the hidden state $z_{it}$, i.e.,
\[ P(y_i | z_i) = P(y_{i1} | z_{i1}) \cdots P(y_{iC} | z_{iC}). \]

Fig. 1 illustrates an HMM with a hidden state sequence and two channels.

The log-likelihood for the HMM is written as

\[ \log L = \sum_{i=1}^{N} \log P(Y_i | \mathcal{M}), \quad (3) \]

where \( Y_i \) are the observed sequences in channels 1, \ldots, \( C \) for subject \( i \) and \( \mathcal{M} \) describes the model and its parameters \( \{ \pi, A, B_1, \ldots, B_C \} \), where \( A = \{ a_{sr} \} \) is a matrix of transition probabilities and \( B_c = \{ b_{sc}(m_c) \} \) is a matrix of emission probabilities for channel \( c \). The probability of observation sequences for subject \( i \) given the model is

\[ P(Y_i | \mathcal{M}) = \sum_{z} P(Y_i | z, \mathcal{M}) P(z | \mathcal{M}) \]

\[ = \sum_{z} P(z_1 | \mathcal{M}) P(y_{i1} | z_1, \mathcal{M}) \prod_{t=2}^{T} P(z_t | z_{t-1}, \mathcal{M}) P(y_{it} | z_t, \mathcal{M}) \quad (4) \]

where the hidden state sequences \( z = (z_1, \ldots, z_T) \) take all possible combinations of values in the hidden state space \( \{ 1, \ldots, S \} \) and where \( y_{it} \) are the observations of subject \( i \) at \( t \) in channels 1, \ldots, \( C \); \( \pi_{1} \) is the initial probability of the hidden state at time \( t = 1 \) in sequence \( z \); \( a_{z_{t-1}z_t} \) is the transition probability from the hidden state at time \( t - 1 \) to the hidden state at \( t \); and \( b_{zt}(y_{itc}) \) is the probability that the hidden state of subject \( i \) at time \( t \) emits the observed state at \( t \) in channel \( c \).
4.1 Mixture hidden Markov model

The mixture hidden Markov model is, by definition, a mixture of simple hidden Markov models. We assume that the population consists of subpopulations of individuals (latent classes or clusters) with different life patterns. Respectively, the mixture model consists of varying submodels that characterize the clusters. Transitions from one cluster to another are not allowed.

Assume that we have a set of HMMs \( \mathcal{M} = \{ \mathcal{M}^1, \ldots, \mathcal{M}^K \} \), where \( \mathcal{M}^k = \{ \pi^k, A^k, B^k \} \) for clusters \( k = 1, \ldots, K \). We denote \( P(\mathcal{M}_k) = w_k \) as the prior probability that an arbitrary observation sequence is generated by the submodel \( \mathcal{M}_k \) such that \( \sum_{k=1}^{K} w_k = 1 \).

The log-likelihood of the MHMM is of the form

\[
\log L = \sum_{i=1}^{N} \log P(Y_i|\mathcal{M})
= \sum_{i=1}^{N} \log \left[ \sum_{k=1}^{K} P(\mathcal{M}_k) \sum_{z} P(Y_i|z, \mathcal{M}_k) P(z|\mathcal{M}_k) \right]
= \sum_{i=1}^{N} \log \left[ \sum_{k=1}^{K} w_k \sum_{z} \pi_{z_1}^k b_{z_1}^k(y_{i1}) \cdots b_{z_t}^k(y_{it}) \prod_{t=2}^{T} \left[ a_{z_{t-1}z_t}^k b_{z_t}^k(y_{it}) \right] \right].
\]

(5)

For more detailed description of MHMMs, see Helske and Helske (2016) or Vermunt et al. (2008).

4.2 Model estimation

The log-likelihoods of (4) and (5) are efficiently calculated with the forward–backward algorithm (Baum and Petrie, 1966; Rabiner, 1989). A common maximum likelihood estimation method is the Baum–Welch algorithm, i.e., the expectation–maximization (EM) algorithm in the HMM context.

The Baum–Welch algorithm requires starting values for model parameters. In order to reduce the risk of being trapped in a poor local optimum, a large number of initial values should be tested. Simpler models with few parameters are fast to estimate; therefore, it is possible to fit the model numerous times with varying random starting values for finding the model with the best likelihood. When the model is large, estimation is more time-consuming and good starting values for model parameters are useful or even essential.

The most probable path of hidden states for each subject given their observations and the model can be computed using the Viterbi algorithm (see, e.g., Rabiner, 1989). This path maximizes the probability of \( P(z|Y_i, \mathcal{M}) \).
The forward–backward algorithm can also be used for computing posterior cluster probabilities (the probability that subject \( i \) belongs to a certain cluster) for MHMMs. These can be used for classifying subjects into different groups.

### 4.3 Model comparison

Models with the same number of parameters can be compared with the value of the log-likelihood function. For choosing between models with a different number of hidden states, we need to take account of the number of parameters.

Bayesian information criterion (BIC) is the usual criterion for comparing (M)HMMs. We define it as

\[
BIC = -2 \log(L) + p \log \left( \sum_{i=1}^{N} \sum_{t=1}^{T} \sum_{c=1}^{C} I(y_{itc} \text{ observed}) \right),
\]

where \( L \) is given in equation 3, \( p \) is the number of estimated parameters, \( I \) is the indicator function, and the summation in the logarithm is the size of the data. If data are completely observed, the summation is simplified to \( N \times T \). The smaller the BIC, the better the model.

When computing the log-likelihood for the combined model with fixed SA clusters we simply sum the log-likelihoods of the cluster-wise HMMs. BIC of the combined model is determined as

\[
BIC = -2 \times \sum_{k=1}^{K} \log(L_k) + \sum_{k=1}^{K} p_k \log \left( \sum_{i=1}^{N} \sum_{t=1}^{T} \sum_{c=1}^{C} I(y_{itc} \text{ observed}) \right),
\]

where \( L_k \) is the likelihood of the HMM of cluster \( k \), \( p_k \) is the number of estimated parameters in the HMM for cluster \( k \), and the summation in the logarithm is the size of the full data set.

### 5 Visualizing sequence data and models

Visualization is an important tool throughout the analysis process from the first glimpses into the data to presenting the results. As an example, we consider the data and the HMM for one of the preliminary clusters described “Long education and later family” (from the ten-cluster solution).

Fig. 2 illustrates a five-state HMM with the following life stages:

1. Single and (mostly) studying
2. Cohabiting, separated, or divorced; studying or employed
3. Married, studying or employed
4. Married with children, non-employed
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Fig. 2 Illustrating the hidden Markov model for the cluster of individuals with long education and later family. Pies present five hidden states, with slices showing the emission probabilities of combinations of observed states. States with emission probability less than 0.05 are combined into one slice for easier interpretation. The edges show the transition probabilities – the thicker the edge, the higher the probability. Initial probabilities of the hidden states are given below the pies. The descriptions of the combined states show career/partnership/parenthood statuses: ST=studying, EM=employed, UN=unemployed, EL=else; S=single, C=cohabiting, M=married, D=divorced/separated; NC=no children, CH=has child(ren).

5. Married with children, employed

The hidden states are described by the most probable emitted observations, but there are also less probable states that are omitted from the plot for readability. E.g., the second state also emits marriages with a small probability—from the most probable hidden state paths in Fig. 3 we can see that these are marriages which end in divorce relatively fast. We could interpret that the second hidden state describes a life stage of searching for a partner before forming a long-lasting marriage.

All subjects start from the first state at age 15. At the start of the follow-up they are all single and mostly studying. The most common transition is to the second state, but the third state is quite probable also. Due to the monthly data, the transition probabilities are small—individuals usually spend years in each state.

Most individuals move to the third hidden state which describes childless marriage. It is the hidden state where individuals spend the least time on average. Transitions to the fourth and the fifth hidden state are almost as common. These both describe parenthood; some move out of workforce for a while or until the end of the follow-up, while some continue working.

6 Analysis

Estimating a large MHMM for complex sequence data can be difficult and time-consuming unless the structure of the model is fixed or known, even approxim-
Fig. 3 State distributions of combined observations (top) and sequences of observations in each channel as well as the most probable paths of hidden states (bottom). Sequences are ordered by multidimensional scaling scores. States 1–5 correspond to the hidden states presented in Fig. 1.
ately. In other cases, the set of candidate models must be somehow restricted. In this case we had little prior knowledge on the structure of the model; hence, how many clusters to choose and how many hidden states to include in each cluster? As transitions were frequent in some of the trajectories and infrequent in others, it was clear that some of the clusters should contain more hidden states than others, leading to an unfeasible large number of possible model structures.

We compared two different approaches for the analysis of complex sequence data, of which both were conducted in a stepwise manner. The first two steps applied for both approaches, whereas step 3 was different (denoted as 3a and 3b). More detailed descriptions of the analysis process are given in the following sections.

1. **Sequence analysis.** Computing the dissimilarities between the subjects with the Hamming distance. Using Ward’s hierarchical method for clustering individuals with similar life courses. Choosing a set of reasonable clustering solutions for preliminary analysis.

2. **Hidden Markov models.** Separately for each SA cluster, fitting simple HMMs with a different number of hidden states. Choosing the best model for each preliminary cluster.

3a. **Combined HMMs.** Constructing a combined model from separate HMMs (from step 2), keeping parameters fixed. Computing the likelihood and BIC for combined models with 7–12 clusters for determining the number of clusters. Computing the most probable path of hidden states for each individual.

3b. **Mixture hidden Markov models.** For each clustering solution (7–12 clusters), estimating an MHMM by using parameters of the corresponding HMMs (from step 2) as starting values. Computing the likelihood and BIC of the MHMMs for determining the number of clusters. Computing the most probable path of hidden states for each individual.

### 6.1 Step 1: Sequence analysis and preliminary clustering

We started by applying multichannel sequence analysis and computed the dissimilarities between the sequences. These were then used in cluster analysis.

#### 6.1.1 Sequence dissimilarities

We compared a few dissimilarity metrics that are suitable for multichannel data: optimal matching (OM), generalized Hamming distance (HAM), and dynamic Hamming distance (DHD) (Lesnard, 2010). We chose the generalized Hamming distance with theory-driven substitution costs (see Table 1). The metric compares observed states time point by time point and gives a cost for mismatches. It generally works relatively well in a problem where timing is important and also here resulted in meaningful clusters with high goodness-of-fit (see Sect. 6.1.2).
Table 1  Substitution costs for Hamming distances.

<table>
<thead>
<tr>
<th>Career status → ST → EM → UN → EL → *</th>
</tr>
</thead>
<tbody>
<tr>
<td>Studying (S) → 0 3 2 1 0</td>
</tr>
<tr>
<td>Employed (EM) → 3 0 2 2 0</td>
</tr>
<tr>
<td>Unemployed (UN) → 2 2 0 1 0</td>
</tr>
<tr>
<td>Else (EL) → 1 2 1 0 0</td>
</tr>
<tr>
<td>Missing (*) → 0 0 0 0 0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Partnership status → S → C → M → D → *</th>
</tr>
</thead>
<tbody>
<tr>
<td>Single (S) → 0 2 2 3 0</td>
</tr>
<tr>
<td>Cohabiting (C) → 2 0 1 2 0</td>
</tr>
<tr>
<td>Married (M) → 2 1 0 2 0</td>
</tr>
<tr>
<td>Divorced/sep. (D) → 3 2 2 0 0</td>
</tr>
<tr>
<td>Missing (*) → 0 0 0 0 0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parenthood status → NC → CH → *</th>
</tr>
</thead>
<tbody>
<tr>
<td>No children (NC) → 0 3 0</td>
</tr>
<tr>
<td>Has children (CH) → 3 0 0</td>
</tr>
<tr>
<td>Missing (*) → 0 0 0</td>
</tr>
</tbody>
</table>

6.1.2 Cluster analysis

Ward’s method was chosen for clustering since it typically produces usable and relatively even-sized clusters compared to most of the other clustering methods (Aassve et al., 2007; Helske et al., 2015). We chose six clustering solutions with 7–12 clusters for further examination. The choice was based on the dendrogram and interpretability of the clusters. Ward’s method is agglomerative, so when two smaller clusters are merged, all other clusters remain the same. This means that within the six sets of clustering results there were only \(7 + 2 + 2 + 2 + 2 = 17\) distinct clusters (see Fig. 4 for an illustration).

Table 2 shows the goodness-of-fit statistics for different clustering results and dissimilarity metrics, as measured by the proportion of the variation explained by the clusters (pseudo coefficient of determination \(R^2\); see Studer et al., 2011). Here, generalized Hamming distances resulted in meaningful clusters with a relatively high goodness-of-fit. OM resulted in clusters with as high goodness-of-fit while DHD resulted in somewhat lower values of \(R^2\) (though not by much). OM clusters were similar to HAM clusters in many ways but had more variation in the timings of first transitions into employment, partnerships, and parenthood.
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Fig. 4 Clustering structure for Ward’s agglomerative method shown for six sets of clustering results with 7–12 clusters.

Table 2 Proportion of variation covered by 7–12 clusters. Clustering was based on different dissimilarity metrics; generalized Hamming distance (HAM), optimal matching (OM), and dynamic Hamming distance (DHD).

<table>
<thead>
<tr>
<th>Clusters</th>
<th>HAM</th>
<th>OM</th>
<th>DHD</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>0.38</td>
<td>0.38</td>
<td>0.35</td>
</tr>
<tr>
<td>8</td>
<td>0.40</td>
<td>0.40</td>
<td>0.37</td>
</tr>
<tr>
<td>9</td>
<td>0.42</td>
<td>0.42</td>
<td>0.38</td>
</tr>
<tr>
<td>10</td>
<td>0.43</td>
<td>0.43</td>
<td>0.40</td>
</tr>
<tr>
<td>11</td>
<td>0.44</td>
<td>0.44</td>
<td>0.41</td>
</tr>
<tr>
<td>12</td>
<td>0.44</td>
<td>0.45</td>
<td>0.42</td>
</tr>
</tbody>
</table>

6.2 Step 2: Simple hidden Markov models for clusters

At the next step, we estimated five HMMs with 4–9 hidden states separately for each of the 16 clusters—fewer hidden states for simpler clusters, more for more complex ones. Since the goal was to find life stages between adolescence and middle age, having too few or too many hidden states was not plausible nor interpretational.

6.2.1 Model estimation

We set starting values for parameters by determining candidate hidden states from observed data and re-estimated the model numerous times by altering these values as follows. At first, we estimated the model 10,000 times with a large variation in starting values. For each re-estimation step we added noise from the $N(0, 0.3^2)$ distribution to the original starting values (with proper scaling and correction of
signs). The aim of this estimation was to broadly explore the parameter space and to get closer to the global maximum.

To make sure that we were at or near the global optimum, we re-estimated the model by using the model with the highest likelihood as a starting point, now adding noise from the $N(0,0.15^2)$ distribution. If the model with the highest likelihood was found only a few times, similar estimation was repeated (again using the best model as the new starting point) in order to be fairly certain to have found the global optimum. For clusters with fewer members and models with fewer hidden states, the first estimation step was often enough for finding the (assumed) global maximum.

6.2.2 Model comparison

For each cluster, the HMMs with a different number of hidden states were compared to find the best model to use in the mixture models. BIC and other information criteria are common choices for comparison of HMMs with different numbers of hidden states. Another common option for model selection is cross-validation.

We chose to use BIC as it generally selects parsimonious models. BIC has been proven consistent for ergodic stationary HMMs (Whiting and Pickett, 1988), but not to left-to-right HMMs. Here, also BIC consistently chose models with more hidden states and clusters than is interpretable or plausible.

A likely reason for poor performance of information criteria in this problem was that we were comparing models which all were considerably simple compared to the complexity of real life. The goal was to simplify and describe the overall patterns and dynamics in life trajectories, not to find data-generating models.

However, we did use BIC as one source of information for choosing the number of hidden states by looking for turning points in BIC after which additional hidden states were not as profitable. In addition to BIC, the choice of the number of hidden states was based on interpretability of the model and the prevalence of an additional hidden state in the most probable hidden state paths—if a hidden state was “visited” only rarely it was regarded as unnecessary.

6.3 Step 3 a: Combined HMMs

At this step we used the separate cluster-specific HMMs to construct combined models with 7–12 clusters. For each combined model, we computed the likelihood and BIC to determine the best number of clusters.

The combined model with the smallest BIC was used for determining the best number of clusters. Given the best clustering, we computed the most probable paths of hidden states for each individual.
6.4 Step 3 b: Mixture hidden Markov models

At this step we constructed six MHMMs with 7–12 clusters. We used the estimated parameters of respective cluster-wise HMMs as starting values for mixture models. To avoid non-structural zeros in starting values, we added a small amount of 0.001 to each starting value (with proper scaling). We estimated models in a similar manner to the previous step, by using randomized starting values—first with a larger noise and, after getting closer to the optimum, again with a smaller noise.

6.5 Software

Analyses were conducted with the R software (R Core Team, 2015) by using packages TraMineR (Gabadinho et al., 2011) for sequence analysis, cluster (Maechler et al., 2015) for cluster analysis, and seqHMM (Helske and Helske, 2016) for hidden Markov modelling.

7 Results

The number of hidden states per cluster varied between six and eight. We applied both the combined model and the mixture model approach for describing data and determining the best number of clusters.

7.1 Combined model approach

Table 3 shows the BICs for models with 7–12 clusters. The model with eight clusters resulted in smallest BIC (even the highest likelihood) and was chosen as the best model. The model with seven clusters was almost as good; the only difference was that the two childless clusters (see Figures xx and xxx) were combined into one.

<table>
<thead>
<tr>
<th>Clusters</th>
<th>Parameters</th>
<th>Log-likelihood</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>533</td>
<td>−369075.7</td>
<td>745059.4</td>
</tr>
<tr>
<td>8</td>
<td>595</td>
<td>−364825.9</td>
<td>743368.2</td>
</tr>
<tr>
<td>9</td>
<td>643</td>
<td>−370746.2</td>
<td>755208.7</td>
</tr>
<tr>
<td>10</td>
<td>705</td>
<td>−368985.0</td>
<td>751686.5</td>
</tr>
<tr>
<td>11</td>
<td>767</td>
<td>−368977.5</td>
<td>751671.5</td>
</tr>
<tr>
<td>12</td>
<td>800</td>
<td>−373550.3</td>
<td>760817.0</td>
</tr>
</tbody>
</table>

Table 3 Number of parameters, log-likelihood, and BIC for combined models with 7–12 clusters. The smallest value of BIC is shown in bold.
Fig. 5 and Fig. 6 illustrate the HMM structure for each of the eight clusters. More detailed visualizations with observed sequences and most probable hidden state paths are shown in the Appendix.

The clusters were well separated from each other by the timing and occurrence of career and family states. The two largest clusters were characterized by (mostly) short education and family. They differed in the timing of partnership and parenthood transitions which occurred either earlier in life (cluster A with 461 members of which 59% were females) or later (cluster B, 403 members, 54% males) The third largest cluster (cluster C, 266 members, 68% males) mostly consisted of individuals with long education and later family. Another cluster with early family transitions (cluster D, 159 members, 96% females) was characterized with a long career break for mostly taking care of children.

Two clusters were characterized by no or very late parenthood. They differed in timing of the partnerships; the larger cluster (cluster E, 177 members, 51% males) had earlier first partnerships while in the smaller cluster (cluster F, 116 members, 59% males) partnerships were delayed or omitted altogether.

The two smallest clusters consisted of single parents (cluster G, 47 individuals, 72% females) or parents living divorced or separated (cluster H, 102 individuals, 61% females).

7.2 Mixture model approach

The estimation of ordinary HMMs can be challenging due to multiple local optima in likelihood surfaces, since typical parameter estimation algorithms often only find these suboptimal solutions. Therefore, multiple starting values for the estimation are needed to ensure that the global optimum is found. The same problem is even more prevalent in complex MHMM settings with a large amount of parameters and mixture components. In addition, when the structure of the model (the number of mixture components and/or hidden states) is unknown, the amount of required computing resources naturally multiplies.

Therefore, even after using allegedly reasonable starting values (from simple HMMs), parallel computation, and extensive computing resources, we were not able reach satisfactory results. With different starting values the estimation always resulted in a different solution, so finding the global optimum would have required an unfeasible amount of computing time and/or resources.

Even though we were not able to find optimal MHMMs, we did study some of the suboptimal solutions. To study the differences of SA and MHMM clusters, we estimated a mixture model by keeping the initial, transition, and emission parameters of the submodels fixed (i.e., estimating only prior cluster probabilities, later referred to as the “non-estimated MHMM”). This approach was similar to the combined model approach, but instead of keeping the cluster memberships fixed we allowed individuals to switch clusters. Each individual was assigned to the cluster with the highest posterior cluster probability given their observed sequences.
Fig. 5 HMM graphs for the eight cluster solution (clusters A–D). State abbreviations show career/partnership/parenthood statuses: ST=studying, EM=employed, UN=unemployed, EL=else; S=single, C=cohabiting, M=married, D=divorced/separated; NC=no children, CH=has child(ren).
Fig. 6 HMM graphs for the eight cluster solution (clusters E–H). State abbreviations show career/partnership/parenthood statuses: ST=studying, EM=employed, UN=unemployed, EL=else; S=single, C=cohabiting, M=married, D=divorced/separated; NC=no children, CH=has child(ren).
Many individuals switched clusters compared to the SA solution (see Table 4). Some cluster were more stable; close to 90% of the members of the SA clusters “Single parents” and “Partners and no children” stayed in the same cluster in the MHMM solution. Others had many switchers; less than half of the members of SA clusters “Short education and early family” and “Long education and later family” stayed in their original clusters in the MHMM solution.

Table 4 Comparison of SA cluster memberships (left) to most probable cluster memberships from the non-estimated MHMM (top). Probabilities of staying in the same cluster are shown in bold.

<table>
<thead>
<tr>
<th>MHMM clusters</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
<th>G</th>
<th>H</th>
<th>Members</th>
</tr>
</thead>
<tbody>
<tr>
<td>Short educ. &amp; early fam. (A)</td>
<td>0.32</td>
<td>0.35</td>
<td>0.15</td>
<td>0.11</td>
<td>0.00</td>
<td>0.00</td>
<td>0.06</td>
<td>0.01</td>
<td>461</td>
</tr>
<tr>
<td>Short educ. &amp; later fam. (B)</td>
<td>0.09</td>
<td>0.64</td>
<td>0.16</td>
<td>0.09</td>
<td>0.00</td>
<td>0.03</td>
<td>0.00</td>
<td>0.00</td>
<td>403</td>
</tr>
<tr>
<td>Long educ. &amp; later fam. (C)</td>
<td>0.06</td>
<td>0.32</td>
<td>0.43</td>
<td>0.13</td>
<td>0.00</td>
<td>0.00</td>
<td>0.07</td>
<td>0.00</td>
<td>266</td>
</tr>
<tr>
<td>Career break &amp; early family (D)</td>
<td>0.04</td>
<td>0.39</td>
<td>0.03</td>
<td>0.54</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
<td>159</td>
</tr>
<tr>
<td>Partnership(s) &amp; no child (E)</td>
<td>0.00</td>
<td>0.05</td>
<td>0.03</td>
<td>0.00</td>
<td>0.87</td>
<td>0.05</td>
<td>0.00</td>
<td>0.01</td>
<td>177</td>
</tr>
<tr>
<td>No or late family (F)</td>
<td>0.00</td>
<td>0.03</td>
<td>0.01</td>
<td>0.03</td>
<td>0.32</td>
<td>0.60</td>
<td>0.00</td>
<td>0.01</td>
<td>116</td>
</tr>
<tr>
<td>Divorced parents (G)</td>
<td>0.04</td>
<td>0.00</td>
<td>0.03</td>
<td>0.16</td>
<td>0.00</td>
<td>0.77</td>
<td>0.00</td>
<td>0.00</td>
<td>102</td>
</tr>
<tr>
<td>Single parents (H)</td>
<td>0.00</td>
<td>0.00</td>
<td>0.02</td>
<td>0.00</td>
<td>0.00</td>
<td>0.04</td>
<td>0.94</td>
<td>0.00</td>
<td>47</td>
</tr>
<tr>
<td>Number of cluster members</td>
<td>207</td>
<td>577</td>
<td>260</td>
<td>228</td>
<td>191</td>
<td>79</td>
<td>138</td>
<td>51</td>
<td>1731</td>
</tr>
</tbody>
</table>

If the MHMM parameters were estimated jointly, the differences compared to the SA clusters were even larger (we do not report the findings as we were not able to find the globally optimal model). In both MHMM approaches, the order and occurrence of states were generally more determining for the cluster memberships than the timing and duration of states. Fig. 7 illustrates this difference seen in the cluster “Short education and early family”, showing the observed and hidden state sequences of members of the SA cluster and the cluster from the non-estimated MHMM. One can easily see that the variation in the timing of transitions between states (both observed and hidden) is much larger in the MHMM cluster compared to the SA cluster.

8 Discussion

When analysing complex sequence data with multiple channels, describing and visualizing the data can be a challenge. Hidden Markov models and their mixtures offer a probabilistic model-based framework where the information in data can be compressed into hidden states (different life stages) and clusters (general patterns in life courses). Hidden states can capture general life stages that include not only rather stable episodes (as the fifth hidden state of work, marriage, and children in Fig. 2) but also life stages characterized by change (as the second hidden state of searching for a partner in Fig. 2).
Mixture hidden Markov modelling has several advantages. With posterior cluster probabilities we get information on certainty of the clustering for each individual and a measure for the goodness of the classification. We can also extend the model by adding covariates for explaining cluster memberships or transitions between hidden states. The MHMM approach has been used successfully in simpler settings, e.g., for accounting for measurement error and for finding clusters of “movers” and “stayers” between two hidden states.

The downsides of MHMM analysis are related to computational issues. Maximum likelihood estimation of parameters of a complex MHMM is computationally heavy. Due to multimodality of the likelihood surface we need to estimate the model numerous times with different starting values. Also, often the structure of the model (in terms of the number of hidden states and/or clusters) is not known and in general
selecting the best structure is a nontrivial task. Thus, finding the globally optimal MHMM can become unfeasible without constraining the problem.

Using sequence analysis and cluster analysis as a starting point might be useful by providing preliminary classification and by limiting the set of candidate models for a complex MHMM setting. In our study we were not able to reach satisfactory results. Our data was much more complex than in a typical MHMM analysis where sequences often come from panel data with a moderate number of measurement points. The multichannel structure, long sequences, and the relative large number of individuals in our data was a challenging combination for parameter estimation. Also, typically the number of candidate models is rather limited; when HMMs are used for accounting for measurement error, the number of hidden states is known in advance and usually the state space is very limited (e.g., poor/nonpoor or drug user/nonuser). In our study the model structure was unknown and we expected to find several clusters, each with an unknown number of hidden states.

Instead of using mixture models, we treated the SA clusters as fixed and estimated HMMs separately for each cluster (the combined model approach). With SA we found clusters that were adequately well separated by the timing and duration of life states. Hidden Markov models were used for choosing the number of clusters and for describing the overall dynamics within clusters.

Clusters found using SA and the MHMM were different in several ways. When defining sequence dissimilarities, we considered the timing of the events very important and used Hamming distances. In the MHMM analysis many individuals switched clusters; the order of states was generally more determining than their timing and duration. Further research is needed in order to determine distance metrics that result in SA clusters which capture similar features as HMMs. Metrics that weight the order of states instead of their timing such as the number of matching subsequences or the subsequence vectorial representation metric (Studer and Ritschard, 2016), might produce clustering results that are better suited for the starting point of MHMM estimation. Unfortunately, using these metrics with multichannel data is not a straightforward task.

Another topic for further research is model selection of left-to-right HMMs and MHMMs. In our study, BIC performed poorly. Further theoretical and empirical studies are needed for detecting the reasons for its failure and for discovering selection criteria that are better suited for finding parsimonious HMMs.

The aim of our study was to describe complex life sequence data. For that goal, SA and the combined HMM approach gave satisfactory results in a reasonable time. We were able to find meaningful clusters and to visualize their complex life course information by using stacked sequence plots, combined state distributions, and HMM graphs.
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Appendix

Detailed visualizations of the eight SA clusters and the respective HMMs. Figures show state distributions of combined observations at each time point (top), observed sequences in three life domains and the most probable hidden state paths given the HMM (middle), as well as HMM graphs with initial and transition probabilities (bottom). See Sect. 5 for more information on how to interpret the visualizations.
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A discussion on Hidden Markov Models for Life Course Data

Danilo Bolano, André Berchtold, Gilbert Ritschard

Abstract This is an introduction on discrete-time Hidden Markov models (HMM) for longitudinal data analysis in population and life course studies. In the Markovian perspective, life trajectories are considered as the result of a stochastic process in which the probability of occurrence of a particular state or event depends on the sequence of states observed so far. Markovian models are used to analyze the transition process between successive states. Starting from the traditional formulation of a first-order discrete-time Markov chain where each state is linked to the next one, we present the hidden Markov models where the current response is driven by a latent variable that follows a Markov process. The paper presents also a simple way of handling categorical covariates to capture the effect of external factors on the transition probabilities and existing software are briefly overviewed. Empirical illustrations using data on self reported health demonstrate the relevance of the different extensions for life course analysis.

Key words: Sequence Analysis, Life course approach, Hidden Markov Model.
1 Introduction

Markovian models are stochastic models dedicated to the analysis of the transitions between successive states in sequences. More specifically, a Markovian model aims to describe how the current distribution of the possible values of a characteristic of interest depends on the previously observed values, and possibly how this dependence may be moderated by observable covariates or some unobservable latent factor.

Markov models have been extensively applied in many research areas such as speech recognition, behavior analysis, climatology, or finance. In demographic and population studies, they have been used for multistate analysis (e.g., Rogers, 1975; Land and Rogers, 1982; Willekens, 2014), for modelling population processes and life cycles (e.g., Feichtinger, 1973; Caswell, 2009), for analysing social mobility (since e.g., Hodge, 1966; McFarland, 1970), and so on. However, most of these studies consider only a simple Markov process, a first-order homogeneous Markov chain. Extensions such as higher order Markov chains, latent-based and non-homogeneous Markov models are instead rarely used. The aim of this paper is to underline the potential of latent-based Markov models, the so-called Hidden Markov Models, for life course studies.

In the Markovian perspective, life trajectories are considered as the result of a stochastic process in which the probability of occurrence of a particular state or event depends on the sequence of states observed so far. In other words, considering life trajectories as sequences of mutually exclusive states—e.g., sequences of employment statuses or of health conditions—a Markovian process focuses on successive transitions and attempts to depict the life history of an individual looking at the probabilities to switch to the different states of interest given the state history lived so far.

Markovian models form an extremely flexible class of models. The most immediate application is the study of transition mechanisms between successive states (e.g., studies on working career, social mobility, evolution of health conditions). A basic Markov chain models directly the transitions between visible states, while hidden Markov models prove useful to study how the succession of observed states may be governed by an underlying latent process. The latter approach is particularly interesting in life course studies where many not- or hardly observable aspects such as motivations, beliefs, levels of frailty, may influence the observed behavior of an individual. The salient aspect of hidden Markov models is that, unlike other latent models, it allows for a time-varying latent characteristic. Such models prove useful, for example, to study the transitions between unobserved vulnerability statuses revealed through some observable variable such as the health condition or the general satisfaction level.

The paper focuses on several important aspects of using Markov based models for life course studies addressing the analysis of transition mechanisms (Section 3), the modelling of latent processes (Section 4), probabilistic clustering, and how to evaluate the impact of covariates on the transition process (Section 6). Finally, existing software are briefly commented in Section 7 and the concluding discussion
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in Section 8 recaps the scope and applications of Markov modelling for life course analysis. The concepts presented all over the article are illustrated with longitudinal data on self-rated health represented in Section 2.

2 Longitudinal data on self-rated health condition

For illustration we use data from 14 waves of the Swiss Household Panel (Voorpostel et al., 2013). It is a yearly panel study started in 1999. We focus here on an unbalanced sub-sample of 1,331 individuals aged 50 years and more at the first interview and with at least three measurement occasions.

We intend to study the change over time in self-rated health conditions (SRH). We will analyse the transitions between SRH conditions (Section 3) and, by the means of a hidden Markov model, we will test whether there is some underlying hidden process that drives the observed changes (Section 4). Finally we will investigate the effects of the educational level on the process (Section 6).

The SRH condition is defined from the question “How do you feel right now?”. Five possible answers were proposed: “not well at all”, “not very well”, “so-so”, “well”, “very well” that we shall denote respectively as P (poor), B (bad), M (medium), W (well) and E (excellent) health condition. The distribution on the overall dataset shows a general condition of good health. Near 80% of the respondents feel well (W) or very well (E) and only 2% bad (B) or very bad (P).

3 Markov chains

A discrete-time Markov chain is a stochastic process that describes how individuals transit between a finite number of pre-defined categorical states.

A Markov process models the probabilities of being in a state given the states visited in the past. In its basic formulation, the next value of the variable of interest depends only on the current state that is assumed to summarize the whole history of the individual. This is known as the Markov property and it defines a first-order Markov chain (Figure 1). For instance, with the two state alphabet corresponding to being in good (G) and bad health (B), we would consider, for people in a bad health condition, the probability to stay in the same condition the next period, \( p(B|B) \), versus the probability to improve their health condition, \( p(G|B) \). And, for those who are in a good health, the probability to have a deterioration in health condition, \( p(B|G) \), versus the probability to stay in good health, \( p(G|G) \).

The probability of switching from a given state to another is often assumed to remain unchanged over time. This defines a time-homogeneous Markov process. This assumption is tenable in fields as machine learning, biology but is often violated in applications in the social sciences. For example the probability of recovering from a bad health condition is likely to change over time with the age of the respondent.
For simplicity, this paper focuses on time-homogeneous Markov processes but extensions to relax the homogeneity assumption have been proposed in the literature (see for instance the Double Chain Markov models proposed by Berchtold, 1999).

Table 1: First order Markov chain for SRH trajectories. The transition matrix.

\[
A = \begin{pmatrix}
P & 0.261 & 0.217 & 0.348 & 0.13 & 0.043 \\
B & 0.024 & 0.159 & 0.53 & 0.271 & 0.018 \\
M & 0.006 & 0.049 & 0.473 & 0.435 & 0.038 \\
W & 0.002 & 0.009 & 0.141 & 0.726 & 0.123 \\
E & 0.000 & 0.003 & 0.043 & 0.521 & 0.433
\end{pmatrix}
\]

The transition probabilities are generally represented in matrix form in the so-called transition matrix (see for example Table 1). It is a square matrix of order \(m\), with \(m\) the number of states.

Considering our illustration on self-rated health conditions, Table 1 reports the transition probabilities between health conditions estimated for a first order Markov chain. The probabilities to stay in the current state, reported on the main diagonal, are, with one exception, smaller than 50% meaning that there are frequent changes within the health trajectories. The probability to change the health condition is particularly high for people in bad condition. The probabilities of changing from a poor and a bad condition are respectively 73.9% and 84.1%.

4 Hidden Markov models

4.1 Including a latent process in life course data

Instead of modelling the stochastic process of the variable of interest—the health status in our illustration—it is often more realistic to assume that the successive values of this variable are governed by the underlying process of a latent variable such as motivation, belief, or vulnerability. Assuming that such categorical latent variable can change over time (i.e., is time-varying) following a Markov process,
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we get the so-called hidden Markov model (HMM) (see, e.g., Rabiner, 1989). The modalities assumed by the latent variable are called hidden states.

HMMs are widely used in biosciences and genetics (e.g., Le Strat and Carrat, 1999; Shirley et al., 2010) to study sequences of DNA and protein. An extensive literature exists in speech recognition since Baum and Petrie (1966). HMMs are also used in behavioral and criminal studies (Bijleveld and Mooijaart, 2003; Bartolucci et al., 2007), psychology (e.g., Visser et al., 2002) and in economics and finance where they are known as regime switching models (e.g., Elliott et al., 1998; Hayashi, 2004; Netzer et al., 2008).

There are several alternative ways of interpreting the latent variable in HMM providing multiple potential usages of this approach in life course studies. First, the HMM latent variable can be seen as a related unobserved characteristic of interest. For instance, assuming the reported health condition depends on the unobserved frailty level of the individual, an HMM would allow to study the stochastic process of this unobserved frailty.

Second, the hidden states may serve to capture the process heterogeneity or more specifically the ‘person-position’ heterogeneity, i.e., differences in the individual outcome probability distribution at the successive positions (e.g., McLachlan and Peel, 2000; Zucchini and MacDonald, 2009). In that case, the levels of the latent variable do not receive any specific interpretation but are just supposed to render the diversity of the person-period behaviors.

Third, HMM can be used for probabilistic clustering (see Section 5). This is similar to the capture of the process heterogeneity except that here a higher focus is put on each level of the latent variable being interpreted as a distinct latent class.

### 4.2 The HMM framework

When modelling life course data with an HMM, the sequence of observed events/states are supposed to be stochastically generated from a hidden Markov process. For each hidden state we have a different distribution of the visible state. So, it is the hidden process that selects at each position the distribution of the visible state. Figure 2 shows a path diagram of a first-order hidden Markov process.

While a basic discrete first order Markov model is characterized by a response variable \(X(t)\) with \(m\) modalities and a \(m \times m\) matrix of transition probabilities \(A\), a first-order discrete HMM consists of five elements: i) a response variable \(X(t)\) with \(m\) modalities; ii) a categorical latent variable \(S(t)\) with \(k\) modalities; iii) a \(k \times k\) matrix \(Q\) of transition probabilities between two successive hidden states; iv) the emission—or outcome—probabilities, i.e., the probabilities \(p_i(x)\), of observing

---

1 For the sake of simplicity, in the rest of the paper, we shall omit the adjective “hidden” or “visible” when the nature of the state is unambiguous from the context.

2 Even though the outcome variable \(X(t)\) could also be numeric, we consider here only the case of a categorical response variable for simplicity.
The simplest HMM—a homogeneous hidden Markov model of order one—can be summarized using the following equations:

\[ q_{ij} = p(S_t = i | S_{t-1} = j), \quad i, j = 1, ..., k \] (1a)

\[ \pi_i = p(S_0 = i), \quad i = 1, ..., k \] (1b)

\[ p_i(x_t) = p(X_t = x_t | S_t = i), \quad i = 1, ..., k \] (1c)

The first two equations represent the unobservable part of the model. Equation (1a) states that the latent variable \( S_t \) follows a first-order Markov process. So the current hidden state depends only on the previous one. As for visible Markov chains, a higher order dependence can be introduced. Equation (1b) gives the initial probability of the hidden states, i.e., the probability at the first time point \( t = 1 \).

The third equation (Eq 1c) refers to the measurement part of the model. It states that the visible state is determined by a hidden-state-dependent process—the emission probabilities (vertical arrows in Figure 2). Such emission probabilities are also known in the literature as response probabilities. The probability distribution of \( X_t \) depends only on the current hidden state and does not depend on previous observations nor on previous hidden states. In other words, Equation (1c) assumes that the observations are conditionally independent given the latent process. This is known as the local independence assumption.

### 4.3 Model comparison and selection of the number of hidden states

An important aspect with HMM is the choice of the number of hidden states. In some settings, the relevant number of states can be determined on theoretical grounds. This would be the case, for instance, when the latent variable explicitly stands for an a priori defined unobservable characteristic such as frail versus non-frail. Alternatively, we may want to let the number of states be determined from the data, i.e., choose the number of states on statistical grounds.
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Since the HMM is an extension of mixture models, the issue of finding the number of hidden states is similar to find the number of mixture components (McLachlan and Peel, 2000). Information criteria such as the AIC and the BIC can be used. The model with the lowest BIC (or AIC) is chosen. Although other model selection criteria exists (e.g. cross-validated likelihood, Celeux and Durand, 2008), the BIC is the most commonly used.

For instance, in order to select the optimal number of hidden states in our empirical example, we compare several models in terms of likelihood and BIC increasing the number of hidden states up to 5 (Table 2). The lowest BIC (17971.8) is observed for the model with three hidden states.

<table>
<thead>
<tr>
<th>Model</th>
<th>No. of hidden states</th>
<th>Free parameters</th>
<th>Log-Likelihood</th>
<th>BIC</th>
</tr>
</thead>
<tbody>
<tr>
<td>HMM</td>
<td>2</td>
<td>11</td>
<td>-10532.6</td>
<td>21167.2</td>
</tr>
<tr>
<td>HMM</td>
<td>3</td>
<td>20</td>
<td>-8893.17</td>
<td>17971.82</td>
</tr>
<tr>
<td>HMM</td>
<td>4</td>
<td>31</td>
<td>-8887.315</td>
<td>18062.1</td>
</tr>
<tr>
<td>HMM</td>
<td>5</td>
<td>44</td>
<td>-8782.427</td>
<td>17972.87</td>
</tr>
</tbody>
</table>

Note: the number of parameters and the BIC do not include the null transition probabilities.

Table 2: SRH trajectories. The choice of the number of hidden states.

4.3.1 A 3-state HMM for SRH trajectories

As for other latent-based models, the order of the hidden states is not meaningful. The relationship between the data (i.e., the outcome variable) and the hidden states have to be analyzed using the emission probabilities (Eq. 1c, here reported in Table 3a) in order to give a “name” (labeling) each state. An alternative is to estimate for each individual the most likely sequence of hidden states (by the means of the Viterbi algorithm, Viterbi, 1967) and then to provide a cross tabulation between observations and the predicted hidden states (Table 4).

The first hidden state refers to individuals with perfect health condition with high chances to be in excellent (56.1%) or well (42.1%) condition. We will refer to this hidden state as a situation of “very good” condition (VG). Hidden State 2 is instead mainly associated with state M (65%) or with a worse health conditions (10% of probability of feeling B “not very well” or P “not well at all”). We will then label this state as “frail” health condition (F). This is the only state with individuals potentially at risk of frailty since in hidden state 1 and 3 we have almost no chance to be in a poor or very bad health condition. Finally, Hidden State 3 is an intermediate situation mainly associated with W (84%) or M (almost 10%). We will refer to State
Table 3: Three-state HMM

(a) Emission probability distribution by hidden states (columns).

<table>
<thead>
<tr>
<th>SRH</th>
<th>Hidden State 1</th>
<th>Hidden State 2</th>
<th>Hidden State 3</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>0.013</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>B</td>
<td>0.082</td>
<td>0.002</td>
<td>0.002</td>
</tr>
<tr>
<td>M</td>
<td>0.649</td>
<td>0.098</td>
<td>0.016</td>
</tr>
<tr>
<td>W</td>
<td>0.245</td>
<td>0.841</td>
<td>0.421</td>
</tr>
<tr>
<td>E</td>
<td>0.011</td>
<td>0.059</td>
<td>0.561</td>
</tr>
</tbody>
</table>

(b) Initial hidden state distribution $\pi$

<table>
<thead>
<tr>
<th></th>
<th>F</th>
<th>G</th>
<th>VG</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.199</td>
<td>0.528</td>
<td>0.273</td>
</tr>
</tbody>
</table>

(c) Transition matrix between hidden states.

$$S_t = \begin{pmatrix}
F & G & VG \\
0.943 & 0.057 & 0.000 \\
0.034 & 0.957 & 0.009 \\
0.000 & 0.084 & 0.916 \\
\end{pmatrix}$$

Table 4: Cross tabulation between observed states (by rows) and predicted hidden states (1,331 individual sequences.)

<table>
<thead>
<tr>
<th>SRH</th>
<th>F</th>
<th>G</th>
<th>VG</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>29</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>B</td>
<td>181</td>
<td>10</td>
<td>3</td>
</tr>
<tr>
<td>M</td>
<td>1383</td>
<td>655</td>
<td>29</td>
</tr>
<tr>
<td>W</td>
<td>426</td>
<td>5471</td>
<td>798</td>
</tr>
<tr>
<td>E</td>
<td>22</td>
<td>414</td>
<td>1228</td>
</tr>
</tbody>
</table>

3 as a state of “good” health ($G$). In the rest of the paper we will then (re)label and (re)order the hidden states as $F$, $G$ and $VG$.

The transition probabilities between hidden states can be represented in matrix form (Table 3c) or since we have only three hidden states (i.e. the latent variable has three categories) as a path diagram (Table 5). In the diagram, the arrows correspond-

---

3 Here, the labels of the hidden states will be printed in italics since such states are not observed but inferred from the data.
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... probabilities estimated as zero are not shown and for readability purposes transition probabilities have been rounded to two decimals.

Table 5: Transition probabilities as path diagram.

![Transition Probabilities as Path Diagram]

Despite the overall healthy aging of the Swiss population, we identify a relevant risk of vulnerability since the first observation. The initial distribution of hidden state ($\pi$ in Table 3b) even if dominated by the hidden state $G$ (52.7%), reports a 19.9% of chance to start the trajectory in a potentially at risk situation of frailty (hidden state $F$).

According to the transition probabilities (Table 3c), the states are very persistent meaning that a stability in health patterns is observed. There is more than 90% of probability to stay in the same state for two consecutive periods and three transitions, ($F - VG$, $G - VG$, $VG - F$), are extremely rare or impossible. The transition probabilities for individuals with a good health condition, hidden state $G$, are particularly interesting. It is the most common hidden state and estimated to be used 59% of the time. Apart from those who stay in the same hidden state, they have more chance to fall down in the at frail condition rather than to improve their situation (3.4% vs 0.9%) confirming that a risk of a slight deterioration in health condition in the following period exists despite a general tendency of stability over time.

Once estimated the hidden states via the Viterbi algorithm (Viterbi, 1967) we can graphically represent their cross-sectional distributions as in the chronogram reported in Figure 3.

These results confirm the one reported for a visible Markov chain with a Swiss population in good health and with a pattern of stability or slightly deterioration over time. However, unlike before, a hidden Markov model allows to distinguish between three different conditions (the three hidden states) instead of analyzing the transition probabilities among the five observed health states.
5 Using HMM for probabilistic clustering

As already mentioned, hidden states can be interpreted as latent classes and, therefore, HMM can serve for clustering. HMM belong to the class of mixture models so clustering with HMM is a model-based probabilistic clustering method. The class membership is given by the different emission probability distributions assigned to the hidden states.

HMM can perform two main types of clustering depending on whether the latent class is allowed to vary or not over time. We cluster person-position (person-period) states when the hidden state can vary over time, i.e., when using an unconstrained HMM, and trajectories when the latent variable is constrained to remain fixed over time. Other alternatives have been proposed in the literature as (e.g. Bicego et al., 2003) deriving pairwise dissimilarities between estimated sequences of hidden states and then to proceed with a dissimilarity-based clustering from those dissimilarities. Here, we focus on the first two alternatives.

5.1 Person-position state clustering

In an unconstrained conventional hidden Markov model, the latent variable is time-varying. Therefore, each individual may move from one cluster to another over time. In that case, we do not get clusters of individuals but clusters of states, actually of person-position states. Considering, for example, the three-hidden-state HMM fitted
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Table 6: Emission probability distributions (columns). Constrained model.

<table>
<thead>
<tr>
<th>SRH</th>
<th>F</th>
<th>G</th>
<th>VG</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>0.011</td>
<td>0.001</td>
<td>0.000</td>
</tr>
<tr>
<td>B</td>
<td>0.069</td>
<td>0.003</td>
<td>0.003</td>
</tr>
<tr>
<td>M</td>
<td>0.55</td>
<td>0.114</td>
<td>0.021</td>
</tr>
<tr>
<td>W</td>
<td>0.346</td>
<td>0.801</td>
<td>0.458</td>
</tr>
<tr>
<td>E</td>
<td>0.024</td>
<td>0.081</td>
<td>0.518</td>
</tr>
</tbody>
</table>

Before, we would have a cluster of frail states (F), one of good (G) and one of very good (VG) states of health conditions.

The membership probability at each time point is obtained multiplying the initial distribution $\pi$ by the matrix of transition probabilities $Q$ of the hidden process. For example, in our empirical example, the overall cluster membership probability distribution would be at position 3 given by $\pi \ast Q \ast Q$:

$$\pi Q^2 = \begin{pmatrix} F & G & VG \end{pmatrix} = \begin{pmatrix} 0.212 & 0.549 & 0.239 \end{pmatrix}.$$ 

5.2 Trajectory clustering

To cluster the trajectories—the entire individual sequences—we have to constrain the transition matrix of the hidden process to be the diagonal identity matrix. This makes the latent variable time-invariant and individuals will belong to one and only one cluster during the whole period of observation. As in the period-position state case, we have to resort to the Viterbi algorithm to get cluster memberships.

5.2.1 HMM trajectory clustering of SRH conditions

We illustrate the clustering of trajectories with the SRH data by constraining the transition matrix $Q$ of the hidden process to be the identity matrix $I$. Re-estimating the model with this constraint, we get the emission probability distributions reported in Table 6. We use the notation $S$ to designate the hidden states estimated using such a constrained transition matrix.

According to the initial probabilities,

$$\pi = \begin{pmatrix} F & G & VG \end{pmatrix} = \begin{pmatrix} 0.245 & 0.554 & 0.201 \end{pmatrix}$$
we get a probability of 20.1% to belong to the hidden state $VG$, 55.4% of being in hidden state $G$ and 24.5% to be in “at risk” group $F$.

If we compare Table 6 with the emission probabilities for the unconstrained HMM (Table 3a), we observe only slight differences. Therefore, the interpretation of the hidden states remains the same and this justifies using a similar labelling of the clusters. Using the constrained transition matrix, the frail hidden state $F$—actually a frail trajectory—seems to include a few more individuals with good health conditions than the frail state in the unconstrained case. People classified in this frail ‘trajectory’ have 37% chances to declare a well or excellent condition at one time point versus 26% for those in the frail state of the unconstraint model.

Figure 4 shows the differences in ten sequences of hidden states estimated using an unconstrained HMM (clusters of person-period states, left panel) and with the constrained transition matrix (clusters of trajectories, right panel). In the right panel where we cluster trajectories, each case remains in the same estimated hidden state for all periods where he/she responded. Looking at the first sequence for example, the individual is, according to the unconstrained HMM, in the hidden states $VG$ for two periods and then, because of a worsening in its health status, he/she moves to hidden states $G$ for the next four periods. According to the constrained model, he/she is estimated to have a good health $G$ trajectory.

The appropriate approach should be chosen according to the research question. If the goal is to cluster individuals according to the entire trajectories and to study variation between groups, then a constrained matrix should be used. If we want to focus on the evolution of the situations lived by the individuals such as short periods at risk and recovery from positive or negative shocks, a person-period state clustering, i.e., an unconstraint HMM, is better suited.

**Fig. 4:** Sequences of predicted hidden states. Unconstrained HMM (left-hand side) and with identity transition matrix (right-hand side).
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6 Covariates

So far we have seen how Markov models can describe the probability to be in one or the other state of a response variable—the SRH in our illustrative example—in terms of the previously observed states of this same variable or of a latent Markov process. However, it is natural to make this relationship with previous values also depend on external factors so that we can test whether the fitted Markov process remains the same for different values of covariates. For example, we may want to know whether the evolution of the SRH is the same for men and women, or for people with different education levels. Covariates are a concern for both visible Markov models and HMMs.

In the literature, several methods have been considered to account for covariates. Berchtold and Raftery (1999) distinguish between two main approaches: By making the transition probabilities depend on the covariates, e.g., by means of a multinomial regression model, or through the interaction between the previous states and the values taken by the covariates. The first alternative is flexible. It can be used with multiple categorical as well as continuous covariates and also in case of multiple response variables (Bartolucci et al., 2015). However, parametrizing the transition probabilities dramatically increases the complexity of the model, which in turn involves many numerical computation difficulties. For a detail discussion on this approach refer to Bartolucci et al. (2012).

Here, we focus on the second alternative. The advantage of this second approach is its simplicity. It can be applied straightforwardly without modifying the estimation procedure both for Markov chains and Hidden Markov Models. However, this way of doing implies an increase of the number of probabilities to be estimated and works only with categorical covariates.

There are two main alternatives to make the current state depend on interaction between the modalities of categorical covariates and the previous states. We can either estimate directly one, possibly very large, transition matrix or approximate the matrix with a mixture model similar to the Mixture Transition Distribution model proposed by Berchtold and Raftery (2002) for high-order Markov chains. We focus here on the first alternative where we estimate a single transition matrix with a row for each combination of the values taken by the covariates and the lag of the variable. The estimation of this matrix requires to simply count the number of observed transitions for each combination of modalities of the covariates. This approach is easy to implement however, increases the number of parameters to estimate. For the SRH data with two covariates—e.g. age and education—with each three modalities, the transition matrix would have $5 \times 3 \times 3 = 45$ rows and this number would increase exponentially with the number of variables and proportionally with the number of modalities of each variable. Below we include the covariates in the the three-state hidden model.
6.1 Effect of education level on the SRH process

We illustrate how we can account for covariates by studying the effect of educational level on the SRH trajectories. More specifically, we include the covariate in the HMM with three hidden states considered before.

The level of education has been coded into three categories: Low, lower secondary level (22.29% of the 13,976 data points); Medium, secondary level and vocational school (44%); High, high educational level combining high level vocational school, maturity and university degrees (33.71%).

The result of the direct estimation of the HMM with the education covariate is given in Table 7. The emission probabilities are very close from those of the model without covariate (Table 3). Therefore, we can maintain the same interpretation and labels for the hidden states.

From the transition matrix $D$, the probability of falling in the frail hidden state ($F$) decreases with the level of education. Moreover, less educated people have a probability to already be in a frail situation at the beginning of the sequence (Table 7b) twice bigger than the most educated ones (0.311 versus 0.139). The level of education has a slight positive impact also on chances to recover from a frail condition. For instance, people with high level of education have 2% more chances to move from a frail ($F$) to a good ($G$) situation (transition $F$-$G$) than those with a lower level of education (7% against 5%). Similarly, the probability of a worsening in the health condition (transition $G$-$F$) decreases with the educational attainment. All this indicates that education affects positively the evolution of the health condition.

7 Available software

According to some scholars (Ritschard and Oris, 2005; Scott et al., 2005), the limited use of Markovian models in life course and medical studies is also due to the limited software offer. Even the conventional homogeneous first-order Markov chains are not directly available in standard packages such as SPSS, Stata or SAS, and few dedicated software have been implemented. The March software\(^5\) for categorical variables, for instance, was introduced in 2000 but, even though it offers advanced tools, March is not a free software, it runs only under the Microsoft Windows environment and is no longer maintained.

Fortunately, there are now several R packages that offer functions to model Markovian models. Most of these packages are designed for specific aims (e.g. for univariate time series or with specific type of processes) and not all propose the possibility to include the effect of external covariates. The more interesting R packages for fitting Markov models are\(^6\) msm (Jackson, 2011) and Biograph (Willekens,

\(^4\) The percentages reported reflect the overall distribution of the educational level over the 14 waves considered.
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Table 7: Direct estimation of the HMM with education as covariate.

(a) Emission probability distributions

<table>
<thead>
<tr>
<th></th>
<th>F</th>
<th>G</th>
<th>VG</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>0.013</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>B</td>
<td>0.082</td>
<td>0.002</td>
<td>0.002</td>
</tr>
<tr>
<td>M</td>
<td>0.647</td>
<td>0.097</td>
<td>0.016</td>
</tr>
<tr>
<td>G</td>
<td>0.247</td>
<td>0.844</td>
<td>0.423</td>
</tr>
<tr>
<td>V</td>
<td>0.011</td>
<td>0.057</td>
<td>0.559</td>
</tr>
<tr>
<td>CI-Width</td>
<td>0.026</td>
<td>0.015</td>
<td>0.026</td>
</tr>
</tbody>
</table>

(b) Initial hidden state distributions (π)

<table>
<thead>
<tr>
<th></th>
<th>F</th>
<th>G</th>
<th>VG</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>0.311</td>
<td>0.500</td>
<td>0.189</td>
</tr>
<tr>
<td>Medium</td>
<td>0.187</td>
<td>0.502</td>
<td>0.311</td>
</tr>
<tr>
<td>High</td>
<td>0.139</td>
<td>0.563</td>
<td>0.298</td>
</tr>
</tbody>
</table>

(c) Hidden transition distributions (D)

<table>
<thead>
<tr>
<th></th>
<th>t-1 Education</th>
<th>F</th>
<th>G</th>
<th>VG</th>
</tr>
</thead>
<tbody>
<tr>
<td>F</td>
<td>Low</td>
<td>0.950</td>
<td>0.050</td>
<td>0.000</td>
</tr>
<tr>
<td>F</td>
<td>Medium</td>
<td>0.949</td>
<td>0.051</td>
<td>0.000</td>
</tr>
<tr>
<td>F</td>
<td>High</td>
<td>0.922</td>
<td>0.074</td>
<td>0.005</td>
</tr>
<tr>
<td>G</td>
<td>Low</td>
<td>0.049</td>
<td>0.937</td>
<td>0.014</td>
</tr>
<tr>
<td>G</td>
<td>Medium</td>
<td>0.035</td>
<td>0.954</td>
<td>0.011</td>
</tr>
<tr>
<td>G</td>
<td>High</td>
<td>0.026</td>
<td>0.968</td>
<td>0.006</td>
</tr>
<tr>
<td>VG</td>
<td>Low</td>
<td>0.000</td>
<td>0.137</td>
<td>0.864</td>
</tr>
<tr>
<td>VG</td>
<td>Medium</td>
<td>0.000</td>
<td>0.091</td>
<td>0.909</td>
</tr>
<tr>
<td>VG</td>
<td>High</td>
<td>0.000</td>
<td>0.065</td>
<td>0.935</td>
</tr>
</tbody>
</table>

2014) for multi-state models in continuous time; markovchain (Spedicato and Signorelli, 2014) for discrete-time Markov chains; HiddenMarkov (Harte, 2010), seqHMM (Helske and Helske, 2016), and in particular depmixS4 (Visser, 2010), LMest (Bartolucci et al., 2014) and march (the R port of the above mentioned March software, Berchtold, 2014) for discrete-time hidden Markov models. One of the main differences between the last three packages is the type of dependent variable used. In depmixS4 the models can be fitted on data with distributions from the generalized linear model (glm) family, the (logistic) multinomial, or the multivariate normal distribution (i.e., continuous and discrete outcomes). The packages LMest and march are explicitly designed for discrete variables. These three packages differ also in the way of including covariates. depmixS4 and LMest use a
parametrization approach. The current version (version 1.0) of \textit{march} does not support covariates, but will propose the method of transition probabilities by level of covariate values as presented in Section 6 in a next release. The empirical examples we provide in the paper have been computed using the Windows version of \textit{march}.

\section{Conclusion}

The article illustrates the basic aspects and the flexibility of Markovian models with an illustration in life course studies to propose a general discussion on the relevance and possible applications of this class of models.

Starting from the traditional formulation of an homogeneous first order Markov chain, we presented the Hidden Markov Model and an intuitive and easy to understand way of including categorical covariates. Instead of using a parametrization of the transition probabilities, we consider directly the interaction between the states (observed or hidden) and the modalities assumed by the covariates. One of the main features that make Markovian models an interesting approach for life course studies is the specific role of time. The serial dependence between repeated measures is directly taken into account. In this transitional setting, the current measurement is described as a function of previous outcomes (Molenberghs and Verbeke, 2005) so that the distribution of the states depends on the own past of the subject. This aspect is particularly relevant for time-structured data such as individual life trajectories. For example, we have shown the significant relationship between previous self-reported health conditions and the current one.

In a life course perspective, modeling individual sequences at two levels, a visible and a latent one, as in the HMM, proves particularly interesting since many aspects of a life trajectory are not fully observable. For example, in the empirical example we have demonstrated that SRH trajectories are related to a latent variable representing frailty regimes. Moreover, unlike conventional latent variable approaches such as latent class or mixed effect models, HMM is a time-varying model. In many applications, the interest is not only to analyze the inter-individual differences in the response variable, but also the way in which individuals change their responses over time. In a HMM approach, the unobservable characteristic that drives the observed behavior has its own dynamics following a Markov process. The HMM then explore the dynamics in unobserved aspects which are measured by one or more response variables. The HMM can also be used as a clustering tool. HMM is a generalization of the mixture model (e.g., McLachlan and Peel, 2000) where each component is associated to one of the hidden states of the model. In particular, HMM can perform a probabilistic clustering in two ways. In its conventional formulation with a time-varying latent variable individuals can move among latent classes and we have a clustering of individual state observations. With a time-invariant latent variable (i.e., a HMM with each hidden state being fully absorbing), HMM performs a static probabilistic clustering of the individuals according to their entire observed sequences that can be seen as a clustering of the trajectories.
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Although we focused here on the case of a single categorical outcome variable (the self-rated health condition), hidden Markov models can be applied to multivariate data (Bartolucci et al., 2012) and to numeric outcome variables. Bolano and Berchtold (2016) for example considered a double chain Markov model for numeric outcomes.

Interesting extensions of the HMM framework we did not discuss in the paper are the Double Chain Markov Models (see Berchtold, 1999)) that allow to relax the homogeneity assumption keeping the model parsimonious in terms of free parameters and the introduction of mixed effects (the so called Mixed Hidden Markov Model, Altman, 2007; Maruotti, 2011). By including (individual specific) random effects, the mixed HMM relaxes the assumption of conditional independence of the observations (Eq 1c). The resulting model is more flexible than a conventional HMM and it allows to distinguish between two sources of heterogeneity. The random effects capture the between-subject variations and the hidden states capture the heterogeneity in the individual trajectories.

Some aspects limit the diffusion of Markovian models in life course studies and related fields. For example, in social sciences and medical studies, a key aspect is to analyze the effect of external factors on the dynamics of the dependent variable. In the framework of hidden Markov models, although several alternatives to include covariates have been considered in the literature, an easily usable framework for estimating the effect of the covariates is still lacking. Another limitation concerns the readability of the results in particular in presence of multiple states and/or multiple covariates. Comprehensive data visualization tools for representing empirical results are crucially missing too. However, given the numerous potential applications of Markovian models, and given the facilities offered by recently released software, we can expect Markovian modelling to overcome the above mentioned issues and this way to gain popularity also in life course research.
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Session 6A: Transition to adulthood
Russian Generations: Sequencing the Transition to Adulthood

Ekaterina S. Mitrofanova
Institute of Demography, National Research University Higher School of Economics

Abstract This paper demonstrates how Russian men and women from different generations undertake their first demographic and socio-economic events. For the first attempt at understanding how these events are ordered, we used the descriptive techniques of Sequence Analysis, including chronograms, parallel coordinate plots, the durations of statuses, and the frequencies of subsequences on tables. The study was performed on a panel of the Russian part of the “Generations and Gender Survey” (GGS: 2004, 2007, and 2011). The subsample consists of 4,595 respondents of 1935-1984 years of birth.

Our analysis reveals the changes between sexes and generations. Men devote a significant part of their youth to achieving socio-economic events, while women much earlier and more actively initiate their demographic careers. Nevertheless, by the age of 35, there are more respondents among men who have children and relationships than among women. Young people, compared to older generations, much more actively enter into cohabitations and have children in them, but they delay the onset of all these events, especially childbearing, to later ages.

1 Introduction

The transition to adulthood (or adolescence, or early adulthood) is a stage of life course when person experience biological, emotional, cognitive, and societal maturation. As sociologists and demographers, we are interested in the last component of this complicated process.

Transition to adulthood is one of the important status passages in a life course, when many new roles and statuses come with occurring events in different spheres of life: leaving the parental house, finishing education, entrance into the job market, family formation. The sequence and timing of onset of these events are changing from generation to generation. It is conditioned by the demographic, cultural, economic, political transformations of societies (Buchmann 1989; Kaa 1987; Lesthaeghe 1995; Liefbroer 1999).

The behavior of Russians in socio-economic and demographic spheres has undergone many changes over the past decade (Frejka и Zakharov 2012; Mitrofanova 2013; Mitrofanova и Artamonova 2014; Zakharov 2008). It is visible especially in
terms of the transformation of life course starting events, as these changes appear in the biographies of young people most quickly and help to define the difference between generations before the completion of reproduction, marriage and other “careers”.

In this paper, the biographies of Russians were studied through sequence analysis. We also promote the author’s approach to data visualization using Lexis grids.

2 Database and methods

The study was performed on a panel of the Russian part of the “Generations and Gender Survey” (GGS: 2004, 2007, 2011). The subsample consists of 4,595 respondents (32% men and 68% women). It has been taken across five 10-year generations of 1935-1984 years of birth. Based on empirical data and existing classifications, we define the cohorts of 1935-1974 years of birth as “Soviet generations” (those who socialized in the Soviet Union), and cohorts of 1975-1984 years of birth as “modern generations”.

The life course of an individual consists of a set of different events, which may happen sequentially or immediately. It is difficult to explore this multiplicity of “clocks” (marriage, reproductive, labor, educational, etc.) by conventional methods, whereby the events are analyzed either individually or in small groups. The transition to the study of event chains makes it possible to achieve a new level of understanding of the structure of individuals’ lives. An advanced method known as Sequence Analysis (SA) helps demographers and sociologists to achieve this aim (Abbott и Tsay 2000; Aisenbrey и Fasang 2007, 2010; F. C. Billari 2001; F. Billari и Piccarreta 2005). We used several descriptive techniques of SA: chronograms, parallel coordinate plots, the durations of statuses, and the frequencies of subsequences on tables.

3 Results

We analyzed starting life course events, which we grouped according to three dimensions (corresponding statuses are in parentheses): the presence of children (no children, first child), marital status (single, first cohabitation, first marriage).

---

1 The gender imbalance is due to the “rash” of the sample and the inability to correct the panel data by weights.
2 “Multiple clocks” is a term of the Life Course concept which includes the notion of a life as a set of different spheres, each of which has its own timing (Mills 2000).
3 We used the R package TraMineR (Gabadinho et al. 2011).
socio-economic status (no events, first separation from parents, first job, and completed education of the highest level). The number of combinations of statuses is very high, so in order to reduce their amount, we focused only on the first event in pairs of socio-economic events, and on the last one in the triple events. The list of determined statuses are specified and their codes are shown in Figure 1. Grey color indicates censored events which have not yet occurred at the time of the survey. The censoring is possible because the representatives of the youngest generation are 27-36 years old, so only two cohorts of ten (from this generation) can have events at the age of 35.

<table>
<thead>
<tr>
<th>Socio-economic events</th>
<th>Demographic events</th>
<th>no children</th>
<th>1st child</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>single</td>
<td>1st cohabitation</td>
</tr>
<tr>
<td>no events or one event</td>
<td>SC00 (no events)</td>
<td>P1C01</td>
<td>M1C01</td>
</tr>
<tr>
<td></td>
<td>SC0L (separation</td>
<td>P1C0L+</td>
<td>M1C0L+</td>
</tr>
<tr>
<td></td>
<td>from parents)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SC0J (job)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>SC0E (education)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>separation from</td>
<td>SC0L+</td>
<td>P1C0L+</td>
<td>M1C0L+</td>
</tr>
<tr>
<td>parents &gt; some event</td>
<td>SC0J+</td>
<td>P1C0J+</td>
<td>M1C0J+</td>
</tr>
<tr>
<td>education &gt; some event</td>
<td>SC0E+</td>
<td>P1C0E+</td>
<td>M1C0E+</td>
</tr>
<tr>
<td>2 events concurrently</td>
<td>SC02</td>
<td>P1C02</td>
<td>M1C02</td>
</tr>
<tr>
<td>separation from</td>
<td>SC0L++L</td>
<td>P1C0L++L</td>
<td>M1C0L++L</td>
</tr>
<tr>
<td>parents &gt; job</td>
<td>SC0J++</td>
<td>P1C0J++</td>
<td>M1C0J++</td>
</tr>
<tr>
<td>education &gt; job</td>
<td>SC0E++E</td>
<td>P1C0E++E</td>
<td>M1C0E++E</td>
</tr>
<tr>
<td>3 events concurrently</td>
<td>SC03</td>
<td>P1C03</td>
<td>M1C03</td>
</tr>
<tr>
<td>censoring</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 1: Groups of statuses.

Using the information on the data occurrences, we reconstructed the segments of the respondents’ biographies. We created statuses for each month from age 15 to age 35 for each respondent. We chose the age of 15 as the margin of childhood and capped the observation period at the age of 35 to equalize the chances of different generations in terms of the events occurring, and to exclude marginal cases (since the first events most likely occur in the first half of life).

We obtained the frequency distribution of occurrences of different statuses at any given time for each generation; this distribution became the framework for building chronograms representing these frequencies for men (Fig. 2) and for women (Fig. 3). Presented chronograms were placed on Lexis grids, thus allowing for comparison across the three time dimensions: the X-axis – the calendar date, the Y-axis – age, and the diagonal – generation. The X-axis represents the proportion of delayed
status at each particular time inside the corridors of each generation; the Y-axis depicts ages from 15 to 35 years.

![Fig. 2: Chronograms for men of 1935-1984 years of birth.](image1)

![Fig. 3: Chronograms for women of 1935-1984 years of birth.](image2)

We can make the following observations according to the data depicted on the chronograms. The form of the start of biographies (the “neck”, from which the colors appear) indicates that, at the age of 15, the older generations had a much larger number of events than the younger generations; for older generations, such events were mainly socio-economic, while young generations face more demographic ones. Almost 90% of men of the older generations experience exclusively socio-economic events (blue palette) by the age of 20. By about the same age, men of other generations begin to acquire demographic events, but only 70-80% of them have socio-economic ones. Women begin demographic careers two years earlier and have approximately 35-65% of socio-economic events by this age.

At the age of 35, 70-95% of men born in 1935-1974 are married and have at least one child (purple palette), while among women from similar generations there are less than 80% with such statuses, and 8% are in cohabitation with a child (pink palette). There are 10-20% of women who have a child and are not married or cohabiting (yellow colors). In contrast, a man with a child is almost always a man in a relationship. Among the men and women of the younger generations, there are only 10% of those who are married and have a child, but these representatives have had very few other events, because only a small portion of the respondents have reached the age of 35. For both sexes, when we move to younger generations, there
is tendency towards reduction in the share of those who are married and an increase in the share of those who are in cohabitation.

All generations include respondents who do not have any demographic event by the age of 35, but their share does not exceed 5%. The most popular final socio-demographic event men achieve at the age of 35 is the first separation from their parents; a bit less popular is education. The first job started to compete with education only for the generation of 1965-1974 years of birth. For Soviet women, there is an identical structure to the final socio-economic events, but, starting from the generation of 1955-1964 years of birth, the shares of each event will turn out to be equal. To clarify these statements, we placed the chronograms of the individual biographies of respondents, sorted “from the end”, in Appendix 1.

There are the mean durations of states in Table 1. We included in this table only the events which lasted three or more months. The demographic events are indicated by bold print.

Table 1. Mean durations of states for both sexes, men, women.

<table>
<thead>
<tr>
<th>#</th>
<th>Status</th>
<th>Duration, months</th>
<th>Status</th>
<th>Duration, months</th>
<th>Status</th>
<th>Duration, months</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>SC00</td>
<td>34.0</td>
<td>SC00</td>
<td>36.2</td>
<td>M1C1++L</td>
<td>33.6</td>
</tr>
<tr>
<td>2</td>
<td>M1C1++L</td>
<td>33.7</td>
<td>MIC1++L</td>
<td>34.1</td>
<td>SC00</td>
<td>33.0</td>
</tr>
<tr>
<td>3</td>
<td>M1C1++J</td>
<td>23.5</td>
<td>M1C1++E</td>
<td>19.5</td>
<td>M1C1++J</td>
<td>26.0</td>
</tr>
<tr>
<td>4</td>
<td>M1C1++E</td>
<td>20.5</td>
<td>M1C1++J</td>
<td>18.1</td>
<td>M1C1++E</td>
<td>21.0</td>
</tr>
<tr>
<td>5</td>
<td>SC0J</td>
<td>10.0</td>
<td>SC0J</td>
<td>12.1</td>
<td>M1C1J+</td>
<td>9.5</td>
</tr>
<tr>
<td>6</td>
<td>M1C1J+</td>
<td>9.3</td>
<td>SC0J+</td>
<td>11.7</td>
<td>SC0J</td>
<td>9.0</td>
</tr>
<tr>
<td>7</td>
<td>SC0L</td>
<td>8.8</td>
<td>SC0E+</td>
<td>10.4</td>
<td>SC0L</td>
<td>8.5</td>
</tr>
<tr>
<td>8</td>
<td>SC0J+</td>
<td>8.6</td>
<td>SC0L</td>
<td>9.5</td>
<td>SC0J+</td>
<td>7.1</td>
</tr>
<tr>
<td>9</td>
<td>SC0E+</td>
<td>8.1</td>
<td>M1C1J+</td>
<td>9.0</td>
<td>SC0E+</td>
<td>7.0</td>
</tr>
<tr>
<td>10</td>
<td>M1C13</td>
<td>5.9</td>
<td>SC0++J</td>
<td>6.7</td>
<td>M1C13</td>
<td>6.8</td>
</tr>
<tr>
<td>11</td>
<td>M1C1L+</td>
<td>5.8</td>
<td>SC0++L</td>
<td>6.1</td>
<td>M1C1L+</td>
<td>6.2</td>
</tr>
<tr>
<td>12</td>
<td>SC0++J</td>
<td>5.6</td>
<td>SC0E</td>
<td>5.5</td>
<td>SC0++J</td>
<td>5.0</td>
</tr>
<tr>
<td>13</td>
<td>M1C1E+</td>
<td>4.4</td>
<td>SC0L+</td>
<td>4.9</td>
<td>M1C1E+</td>
<td>4.8</td>
</tr>
<tr>
<td>14</td>
<td>M1C0++L</td>
<td>4.1</td>
<td>M1C1L+</td>
<td>4.8</td>
<td>SC1++L</td>
<td>4.7</td>
</tr>
<tr>
<td>15</td>
<td>SC0L+</td>
<td>4.0</td>
<td>M1C0++L</td>
<td>4.4</td>
<td>M1C0++L</td>
<td>4.0</td>
</tr>
<tr>
<td>16</td>
<td>SC0++L</td>
<td>3.9</td>
<td>SC0++E</td>
<td>4.0</td>
<td>SC0L+</td>
<td>3.5</td>
</tr>
<tr>
<td>17</td>
<td>SC0E</td>
<td>3.8</td>
<td>M1C13</td>
<td>3.9</td>
<td>SC1++E</td>
<td>3.5</td>
</tr>
<tr>
<td>18</td>
<td>SC1++L</td>
<td>3.7</td>
<td>M1C1E+</td>
<td>3.7</td>
<td>M1C11</td>
<td>3.5</td>
</tr>
<tr>
<td>19</td>
<td>SC0++E</td>
<td>3.5</td>
<td>M1C0++J</td>
<td>3.4</td>
<td>SC0++E</td>
<td>3.3</td>
</tr>
<tr>
<td>20</td>
<td>M1C11</td>
<td>3.3</td>
<td>SC02</td>
<td>3.2</td>
<td>SC1++J</td>
<td>3.2</td>
</tr>
<tr>
<td>21</td>
<td>M1C0++J</td>
<td>3.0</td>
<td>SC0E</td>
<td>3.0</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

The mean duration of an average event for both sexes is 5.7 months: for men it is 7.6 months, and for women it is 4.8 months. The ranking shows that the longest state for men (more than 3 years) is an absence of events of all types. The second one (less than 3 years) is first marriage, first child and all the three events, the third of which is leaving the parental home. For women, we have the opposite situation, but the difference between the duration of the events is less than a month.
The next two events are also the same for men and women, but they appear in opposite succession. Men have all the events, with the last one – education – for more than a year and a half and the last one – the first job – for a period of a month shorter. Women are staying longer in the same statuses, but the longest one ends with the first job (more than 2 years), the next one – with education (less than 2 years). Other statuses are incomplete (respondents do not have the events of all the types) and the duration of events is less than a year. Nevertheless, we revealed that women stay in demographic statuses longer than men.

In Figure 4, there are so called “parallel coordinates” which indicate the transitions of respondents from one status to another. The X-axis represents the number of transitions, the Y-axis depicts each possible status from SC00 (no events) to M1C13 (1st marriage, 1st child, all socio-economic events). The horizontal lines are dividing different groups of statuses from each other.
1955-1964 years of birth (398 men; 852 women)

1965-1974 years of birth (358 men; 616 women)

1975-1984 years of birth (232 men; 360 women)
Due to the imbalance between the number of men and women, there is much more information for women than for men, though this does not affect the results: the typical transitions are seen in both cases. The first transition (from status one to status two) is often from the position with no statuses to some socio-economic positions. Sometimes we can see individuals gaining a marriage or a partnership. The trend of all the graphs is a sharp rise, so people are achieving demographic statuses relatively rapidly. The “speed” is slowing in modern generations, especially among men: they are entering their marriage “careers” only after third step.

The most frequent subsequences are listed in Table 2. We have information for both sexes, men and women. We excluded the subsequences with a support (the amount of people of a group, who have the subsequent) of less than 10%.

The table shows that women have more events with a support of more than 10%, but the percentage of people in socio-economic statuses is more common among men than women. The majority of respondents (90%) have the subsequence when there are no events. This means that 10% of people have some events at the age of...
15. The next popular subsequences (more than 20% each) are transitions from no-
events status to the first job, education and leaving parents. 19% of men and 16% of women have a subsequence, which includes demographic events: it is a transition from “the first marriage without children, but with all the socio-economic events (last is leaving parents)” to “the first marriage with the first child, and with all the socio-economic events (last is leaving parents)”. 

4 Conclusion

This paper illuminates how men and women from different generations gaining their first demographic and socio-economic events. We represented the individual biographies on chronograms, the status transitions on parallel coordinate plots and the durations of statuses and the frequencies of subsequences on tables.

Our analysis reveals the changes between sexes and generations. Men devote a significant part of their youth to achieving socio-economic events, while women much earlier and more actively initiate their demographic careers. Nevertheless, by the age of 35, there are more respondents among men who have children and relationships than men who do not face such events. Young people, compared to older generations, much more actively enter into cohabitations and have children in them, but they delay the onset of all these events, especially childbearing, to later ages.
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Appendix

Appendix 1. Individual biographies of the respondents sorted “from the end”.

The biographies of all the respondents, who were sorted “from the end” (i.e. from the last event in the segment of the biography), are displayed below. We chose this medium of presentation to fix the sets of the first events, which people of different sexes and generations experienced at the age of 35. In addition, we can trace the individual tracks to the final events.
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Abstract
How does the intergenerational transmission of disadvantage come about? This study aims to broaden our understanding by examining the extent to which income trajectories in later stages of young adulthood are influenced by the work- and family-related pathways young people take into adulthood. The transition to adulthood is a demographically dense period, in which individuals make important decisions regarding their future career and family life, which in turn are likely to have a large impact on their future earnings. This study assesses to what extent the influence of family background, in terms of parental income, education,
family structure and race, is mediated by the career and demographic pathways that youths choose during the transition to adulthood. It is examined to what extent incomes diverge between those opting for different pathways to adulthood and whether within groups choosing for the same pathway to adulthood, family background remains to have an influence on these income trajectories. This study uses panel data from the National Longitudinal Survey of Youths of 1997 (N=4966). Sequence analysis is used to define different career (based on education and employment) and demographic pathways (based on household, relationship and parenthood status) between age 17 and 25, separately for men and women. The family background variables and the different clusters are included as categorical variables in a growth curve model, with annual income between age 25 and 32 as the dependent variable. Results indicate that the effects of family background variables mostly disappear once the career and demographic clusters are included. Career pathways appear to be more important in explaining differences in income trajectories in early adulthood than demographic pathways. Incomes diverge for individuals who are in career clusters with longer college enrollment compared to those who are in clusters that have little college education.

Introduction

Is America still the land of opportunity? There is an ongoing debate in society and social sciences on whether children of all social backgrounds have the opportunity to have a decent life. An important indicator of whether someone is successful in life is income. Do the opportunities for youths of disadvantaged background to escape from poverty increase or decrease? Research on intergenerational income mobility does not find that the United States has become a more open society in the last decades. Aaronson & Mazumder (2008) even find
a decline in income mobility, although others do not find a clear trend (Hauser, 2010; Hertz, 2007; Lee & Solon, 2009). Chetty et al. (2014) claim that while rank-based mobility has remained stable, the differences between the ranks have increased, from which they infer that the social class that children are raised in has become more important. Whether intergenerational mobility has increased or not, in comparison to other countries the United States shows a strong intergenerational gradient (Corak, Lindquist, & Mazumder, 2014; Ermisch et al, 2012).

While classic sociological research on intergenerational transmission of socioeconomic status has mainly focused on the role of parental investment in education (Becker & Tomes, 1979; Blau & Duncan, 1967; Breen & Goldthorpe, 1997), more recently, increased attention is paid to the influence of family structure on intergenerational mobility (Amato, Booth, McHale, & Van Hook, 2015; Putnam, 2015). McLanahan (2004) claims that destinies of children with high and low educated mothers are diverging. She shows how children with low maternal education have increasingly fewer resources at their disposal as they are more likely to be raised by their mother alone, therefore missing out on resources that are provided by the father. Those who are raised by single low educated mothers do not only receive less financial investment (Kornrich & Furstenberg, 2013), but also less childcare (Kalil, Ryan, & Corey, 2012). Part of the intergenerational transmission of disadvantage may also be the result of the children of these fragile families making the same choices regarding family formation.

This study contributes to the literature on intergenerational transmission of income by examining how differences in the pathways into adulthood can explain divergence in income inequality between contemporary youths from advantaged and disadvantaged backgrounds, in terms of both socio-economic status and family structure. Although there have been studies that have aimed to identify different work-life pathways to adulthood (Garrett & Eccles,
no previous research has yet linked these transitions to (early) adult life outcomes. Naturally, schooling and employment decisions in young adulthood can have important implications for one’s earnings later in adulthood. However, demographic decisions regarding the timing and ordering of events, such as leaving the parental home, relationship formation (marriage or cohabitation) and parenthood as suggested by the diverging destinies literature may also have an impact on one’s future income. By examining these pathways simultaneously we can have a better understanding to what extent intergenerational inequality is reproduced by career and demographic pathways in young adulthood.

In this study the following research questions are addressed: 1) To what extent are young adults’ social backgrounds related to their income trajectories during the later stages of young adulthood? 2) To what extent is this relationship mediated by their career and demographic pathways during the early stages of young adulthood? The transition to adulthood may be the life-phase in which youths of advantaged background realize an advantaged position for themselves. On the other hand, youths from disadvantaged background could benefit from following a career and demographic pathway that is associated with better income trajectories. This study examines income trajectories in young adulthood in order to assess whether the destinies of young adults are diverging. Furthermore, it is investigated whether there is a cumulative advantage for those who come from an advantaged family background and follow the “right” pathways during their transition to adulthood.

The transition to adulthood is an important life phase, in which youths make major decisions regarding career and family that shape their adult life-course (Arnett, 1998; Rindfuss, 1991).
over the last decades pathways have become more diverse, less standardized and prolonged (Shanahan, 2000). In examining the transition to adulthood of contemporary youths, it is therefore important to take into account the wide variety in which children of today become adults. This study provides a holistic approach to the transition to adulthood. Rather than examining the effects of single career or demographic events, sequences of events are studied. By examining sequences one can assess not only the effect of certain events, but also the effect of timing and ordering of these events (Billari, 2001). Finally, a contribution of this study is that career and demographic pathways are investigated separately for men and women.

This study uses panel data of the National Longitudinal Survey of Youth from 1997 (NLSY97), to examine to what extent current youths are diverging in income. In order to map out different pathways to adulthood we use sequence analysis. Clusters of career and demographic pathways from age 17 to 25 are created separately using Optimal Matching Analysis (OMA) (Abbott, 1983). After defining a distinct set of clusters, we will examine to what extent people belonging to certain clusters will have higher incomes compared to those of other clusters and to what extent there is divergence in incomes examining the yearly incomes from age 25 to 32.

Theory

Family background

An extensive body of research has demonstrated that higher socio-economic status of the parents is related to better economic outcomes of their children. More wealthy and better educated parents are more likely to spend more resources on the development of their children, particularly in their education (Becker & Tomes, 1979; Breen & Goldthorpe, 1997; Putnam, 2015). Theory on explaining the intergenerational transmission of social class
mostly focusses on differences in resource availability and socialization between children from advantaged and disadvantaged backgrounds. High status parents already invest in children’s education early on as they are more likely to send their children to pre-school and childcare and are more likely to send their kids to private schools (Kornrich & Furstenberg, 2013; Putnam, 2015; Temple & Reynolds, 2007). Since housing prices are higher in neighborhoods with better schools (Black, 1999; Haurin & Brasington, 1996), wealthy parents are more able to move to neighborhoods with better schools. Not only do they spend more money on their children, higher educated parents also spend more time with their children in their first years compared to lower educated mothers (Altintaş, 2015; Kalil et al., 2012). However, it is not only about higher educated parents spending more time with their children, but also how they spend their time with their children. According to Bourdieu children of high status parents are socialized in a way that they adopt certain attitudes, preferences and behaviors, which constitute cultural capital, which helps them with their educational and occupational careers (Bourdieu & Passeron, 1990). In an ethnographic study Lareau describes how upper-middle class parents adopt a strategy of “concerted cultivation” in raising their children, whereas parents from lower class families are more likely to adopt a “accomplishment of natural growth” strategy (Lareau, 2011). Parents using concerted cultivation make sure that their children spend more time in structured activities such as sports, music classes, art, clubs etc., have extensive conversations with their children speaking in rich vocabulary and long sentences, and learn their children how to negotiate institutions, for instance with school. On the other hand, parents using “accomplishment of natural growth”, provide less structure for their children (they hang out with them or their other kin), have little discussion and rarely allow questioning, and show a sense of powerlessness when it comes to negotiating with institutions. There is indeed evidence that concerted cultivation mediates the effect of family background on educational achievement.
In determining to what extent parental resources or parental socialization, it is important to distinguish different dimensions of parental SES, by examining both the effect of parental income and education (Amato et al., 2015).

Family structure is another important aspect of family background that has been linked to the future income prospects of children. Being raised by a single parent or having experienced a parental divorce have been associated with lower income in later life (McLanahan, 2004; McLanahan, 2009). Children raised in non-intact households are more likely to have fewer resources at their disposal than children raised in intact households (in which children raised in marriage rather than cohabitation are found to have most resources). In these broken families children are less likely to receive as much resources from both their parents as children from intact families. Not only do these children have less financial resources, but also resources such as parental care and social capital (Putnam, 2015) are often lacking. Lack of parental care has been associated with poorer cognitive development and behavioral problems (Ermisch et al., 2012), which may decrease the likelihood for them to attain higher education (or not be able to attain higher secondary education before that) and a high earning job. Parental divorce may not only have an impact through a reduction of resources during childhood. Experiencing a parental divorce is often considered as an adverse life-event, which may not only have short-term, but also more long-term consequences (Putnam, 2015). Parental conflict may cause stress for children and adolescents or make children dissociate with their parents, most often with the father, which can result in long-term behavioral problems (Amato & Gilbreth, 1999). Parental divorce may therefore be an important risk factor for low socio-economic attainment (Amato, 2000).

The diverging destinies literature shows that parental divorce is increasingly concentrated among parents with low SES (McLanahan & Jacobsen, 2015; McLanahan, 2004;
McLanahan, 2009). Therefore it is often a combination of parental divorce and poverty that strikes children of disadvantaged background making it more likely to start the transition to adulthood with a disadvantage, for instance because they dropped out of high school. In the next section we will discuss the transition to adulthood and its relation with family background.

**Transition to adulthood**

The transition to adulthood has been described as a demographically dense period (Rindfuss, 1991). During this life stage individuals usually experience multiple transitions. It is a stage in which careers are started, either by immediately entering the labor market or by enrolling in higher education. Furthermore, it is a stage in which individuals leave the parental home either to live on their own or to enter a union. A traditional final marker of reaching adulthood has been the entry of parenthood. However, that is not to say that this transition always occurs last. The order and timing of each of these events can have important implications for the future life-course.

Although the transition to adulthood is a stage in which they learn to be independent of their parents, social origin is still an important predictor of the timing, occurrence and sequencing of these transitions. As mentioned earlier, children from advantaged backgrounds are likely to spend more time in education, i.e. they are more likely to finish high school and enter college. On the other hand, children from disadvantaged backgrounds are more likely to enter the labor market after high school, whether they drop out or complete high school. Even with a high school diploma, youths of disadvantaged background may forego on going to college as they and their parents are more likely to view entering college as a risk, because if no degree is obtained then costs are more likely to be covered by the youth itself, whereas youths of advantaged background may be more inclined to go to college knowing that their
parents usually prefer them to go to college and will financially support them even if the drop out (Breen & Goldthorpe, 1997). Furthermore, those with high status parents are more likely to return to school, whether this is high school (Raymond, 2008) or college (Baum, Ma, & Payea, 2013). Moreover, children from advantaged backgrounds are more likely to choose for 4-year instead of 2-year college programs (Baum et al., 2013).

However, there are many young adults who combine education and employment (Kalenkoski & Pabilonia, 2010). It may especially for those from disadvantaged backgrounds be necessary to have a job to cover the costs of college education (Bozick, 2007). Overall, research indicates that working at a high intensity decreases college achievement and increases the likelihood of drop-out (Bozick, 2007; Kalenkoski & Pabilonia, 2010; Staff & Mortimer, 2007; Triventi, 2014). There are two explanations for this relationship. First, from a time-use perspective, individuals that spend much time on employment have less hours available for studying. Second, there may be selection, as those who perform poorly at college and receive more satisfaction from employment are likely to work more (Bozick, 2007). However, there are some studies that indicate that working up to 20 hours can enhance academic performance (Bozick, 2007; Triventi, 2014). Thus, children with little parental resources may complete their education if they are able to find a good balance between education and work, but they are still disadvantaged compared to those with many parental resources who will require less work hours to make ends meet.

Disadvantaged youths who enter the labor market without a college degree and even more so those without a high school diploma also have a higher risk of being unemployed during young adulthood (Taylor et al., 2011). Long spells of unemployment during young adulthood may lower one’s socio-economic status not only in the short, but also in the long term. Mroz and Savage (2006) find that unemployment continues to negatively affects earnings up to ten years later. Thus, the choice to forego college does not only increase the
risk of unemployment, but also decreases future earnings compared to those with a college degree. Indeed, income studies have demonstrated that those with higher educational attainment have on average higher earnings and that the gaps between those with and without a college degree are expanding (Taylor et al., 2011).

Whether someone becomes a parent early in the adult life course has a great impact on adult life outcomes, including income, not only for women but also for men (Dariotis, Pleck, Astone, & Sonenstein, 2011). Raising a child requires resources, and children from disadvantaged backgrounds will not be able to rely on parental financial resources, but rather have to provide these resources on their own. This means that they will have to enter the labor market and forego higher education in order to provide for the child(ren). Those from disadvantaged background are more likely to have children early in life. They may view it as a legitimate way to enter adulthood as they have low career aspirations for themselves (Smith & Roberts, 2011). Early childbearing is more likely to be less deviant behavior among those of disadvantaged backgrounds as the mothers are likely to have experienced teenage childbearing themselves (Jennifer S. Barber, 2001). Parenthood at a young age is often unplanned. Higher educated parents may be more able to inform their children about the risk of unprotected sex (Miller, 2002).

Another important event in the life of young adults, which most experience, is leaving the parental home. Parental background also plays a crucial role in this decision. Young adults can have different reasons to leave the parental home. Traditionally, young adults left the parental home in order to marry. Nowadays, there are multiple ways to leave the parental home. Young adults may have to leave the parental home, because of the large geographical distance between the parental home and the college they wish to attend (Mulder & Clark, 2002). More affluent parents are more likely to provide the necessary means in order for their children to live on campus. Bozick (2007) finds that students from low-income families are
more likely to stay in the parental home. In general, wealthy parents are more able to help their children to set up their own household, whether this is to live independently or to enter a union (Avery, Goldscheider, & Speare, 1992; Sassler, 2004; Spitze & Waite, 1981). On the other hand, children with high status parents may be less willing to leave as their parental home is likely to provide them many resources that they would not have if they were to live on their own or with a partner (Avery et al., 1992; Easterlin, 1980; Goldscheider & Goldscheider, 1998).

Parental background also influences the timing and choice of union formation. Children from advantaged backgrounds are found to postpone their union formation compared to those from disadvantaged backgrounds (e.g. Axinn & Thornton, 1992; South, 2001; Wiik, 2009). An important reason is that, as mentioned above, children with high status parents are more likely to be enrolled in education. Research has indicated that the educational system works as a moratorium in which union formation is postponed (e.g. Blossfeld & Huinink, 1991; Liefbroer & Corijn, 1999; Raymore, Barber, & Eccles, 2001; Thornton, Axinn, & Teachman, 1995). Another reason why young adults with high status parents are more likely postpone relationship formation and parenthood is because they want a spouse of similar social status as their parents (Oppenheimer, 1988; Wiik, 2009). Since acquiring a high status job usually requires extensive education, children of advantaged backgrounds may postpone marriage until after the potential spouse has reached his/her full potential. Thus, children from advantaged backgrounds may be more risk averse in settling for a partner than children of disadvantaged background, therefore postponing their union formation. On the other hand, children from disadvantaged background are more likely to enter their unions early, because the home environment does not provide any comfort (Easterlin, 1980; Gierveld, Liefbroer, & Beekink, 1991). Furthermore, they may be more risk taking in their partner choice and leading to higher probabilities that they will divorce.
Indeed, Berrington & Diamond (1999) find that those who enter a union early are more likely to divorce. In turn, experiencing a divorce has been associated with higher unemployment (Covizzi, 2008).

Regarding union formation it is not only the question when young adults enter it, but also whether they opt for married or unmarried cohabitation. Marriage has been associated with better adult life-outcomes including income (Ahituv & Lerman, 2007; Waite & Gallagher, 2002). Children with high SES parents are more likely to marry than those with low SES parents (Bumpass & Lu, 2000; Kennedy & Bumpass, 2008; Lichter, Qian, & Mellott, 2006; Manning & Cohen, 2015; Seltzer, 2004). However, the negative effects of cohabitation may be especially visible among those who have children. Young adults with high status parents may not marry, but rather cohabit if they are not sure about the partner and only have children in marriage. Cohen and Manning (2010) find that young adults with highly educated mothers are more likely to serial cohabit. This may mean that cohabitation for advantaged youths may serve as a weeding process (Klijzing, 1992), in which one leaves the partners that are not fulfilling their potential and marries the one that does. On the other hand, disadvantaged youths may have less resources to cover the costs of marriage or married life and therefore remain in a cohabiting relationship (Clarkberg, 1999). Cohabitation than serves as a poor man’s marriage (Hiekel, Liefbroer, & Poortman, 2014).

The domains of career and family are linked. Those who enter a union and/or parenthood early are less likely to enter education and vice versa (Blossfeld & Huinink, 1991; Raymore et al., 2001). Some may have to leave the parental home in order to attend education, which has also been found to enhance study performance. (Bozick 2007). In general, it could be argued that for one’s career it better to postpone major demographic events. However, there is some indication that those attending education usually not the ones that remain in the parental home until there mid-twenties (Amato et al., 2015). Married
individuals (with children) may take up more work, because they feel more responsible for their family situation, which may influence their current earning, but possible also future earnings (Ahituv & Lerman, 2007; Amato et al., 2015). Thus experiencing some demographic transitions may also enhance career performance.

**Income trajectories**

During the later stages of early adulthood, young adults have usually finished their education and are on the labor market. The education and work experience that young adults have obtained during the transition to adulthood is not only crucial for their income in young adulthood, but also for their potential future income. It may therefore be that for those who followed a career pathway with education and (some) employment may increasingly diverge in their income from those who have little education and work experience. A process that can be described as cumulative advantage or “Matthew effect” (Merton, 1968). Indeed research has indicates that between educational level groups there is cumulative advantage in wages (DiPrete & Eirich, 2006; Elman & O’Rand, 2004). Furthermore, those who start with a higher income may also be more likely to have a higher income rise during their career (Cheng, 2015).

If disadvantaged youths are able to follow a ‘successful’ pathway during the transition to adulthood differences with their peers with an advantaged background are expected to diminish. However, young adults of high status background may still hold an advantage over those from low status background in terms of income accumulation even when they follow the same career and demographic pathways. High status parents facilitate their children with the transition from school to work by providing their children information and contacts that may help them to obtain jobs (Ermisch et al., 2012). On the other hand, youths of disadvantaged background with a college degree, lacking this parental social capital, may
have more difficulty to find a job that matches their educational credentials. Thus, there may still be divergence on the bases of parental background even within groups who choose a similar path to the transition to adulthood.

Earning a higher income may also prevent relational instability. Ahituv and Lerman (2007) indicate that marriage and high earnings may reinforce one another. On the other hand, disadvantaged youths who experienced a parental divorce may be less able to have steady relationships, especially if they also do not have a stable job (Oppenheimer, 2003).

**Gender and race considerations**

Thus far we have not distinguished between gender and race. However, there is ample evidence that suggests that pathways may be different or that the distribution of different kinds along these dimensions (Oesterle et al., 2010). Women have overtaken men in both college enrollment and graduation (Buchmann & DiPrete, 2006; Dwyer, Hodson, & McCloud, 2012). Regarding demographic transitions, women enter unions and parenthood earlier (Uecker & Stokes, 2008; Winkler-Dworak & Toulemon, 2007). Furthermore, when they enter parenthood women are often expected to be the main responsible caregiver (Barber, 2000; Wiik, 2009). This may mean that for women childbearing increases the difficulty to work on a career, whereas men may retract themselves from parental responsibilities. However, there also research that indicates that parenthood for men may have long-term consequences in terms of lower earnings (Dariotis et al., 2011).

Regarding racial differences being black has been associated with disadvantage. Compared to whites they are likely to face more difficulty in obtaining a job, because of discrimination and cultural differences may provide them with less cultural capital, which may make it more difficult for them to enter college and obtain a high status occupation (Black & Sufi, 2002; Hardaway & McLoyd, 2009). Blacks are also found to marry less and
more often have children outside of wed-lock compared to other racial groups (Loomis & Landale, 1994; Manning & Smock, 1995; Schoen & Cheng, 2006) and as mentioned above marriage is associated with many positive outcomes.

In the analyses we will therefore will construct different clusters for men and women and control for racial differences.

**Data & Methods**

**Data**

This study uses the National Longitudinal Survey of Youth from 1997 (NLSY97), a panel study conducted by the U.S. Bureau of Labor Statistics. Respondents were selected in 1997 at the ages 12 to 17 (born in 1980 to 1984), using a multi-stage stratified random sampling design and have been interviewed annually until 2011 and a last wave was conducted in 2013. The NLSY97 contains an oversample of respondents of Afro-American and Latino decent. However, when weighted the NLSY97 provides a nationally representative sample of youths. The total sample consists of 8984 respondents. However, we only select respondents who have participated in all waves and who have at least some information on personal income, between the ages 25 to 32, leading to a selection of N=4966 cases of which 2301 are male and 2665 are female. There are a number of reasons why the NLSY97 is a good dataset to answer our research questions. First, it contains a high level of detail when it comes to demographic and career characteristics at all waves. Second, income is measured at all waves making it possible to assess income over the early adult life-course. Third, the NLSY97 contains information on those who have recently become adults, therefore answering the question how contemporary youths may diverge in their income trajectories.
Sequencing

In the NLSY97 youths record at which year and month a specific event related to the transition to adulthood occurred. In terms of education, youths were asked in each round to report whether they had entered or exited an educational institution the year before. Respondents were also asked to report the level of education they enrolled in, i.e. secondary school, 2-year college, 4-year college. Regarding employment, youths were asked to provide the start and end dates of each job they had the last year. There is also information on the type of job (also reporting if youth joined the military) and the number work hours it provided. With respect to demographic characteristics, respondents were asked whether they had started or ended a marriage or cohabiting relationship in the previous year. Youths also had to report the birth year and month of each of their children. Each wave youths indicated the household composition, in which they reported the people that were living in their household. Furthermore, respondents were asked the month and year in which they first left and returned to the parental home (if they did).

The information available in the data is used to construct a sequence dataset for both career and demographic pathways. In order to create such a dataset one has to define the different states that individuals can be in each month. For the career sequence states can differ in two dimensions: education and employment. In terms of education, youths can be enrolled in high school, college or not be enrolled. To limit the number of states we opted not to distinguish between attending a 2-year and 4-year college. However, the sequence does capture how long an individual is enrolled in college. Regarding employment, individuals either have employment over 20 hours per week, employment less than 20 hours per week or no employment (which includes people who are unemployed, but also for instance stay at

---

1 The NLSY97 reports weekly job status. We recoded this to monthly statuses using the by NLS recommended conversion. If someone is employed for at least one week during that period, this person is considered employed.

2 These questions were included in 2003 onwards, but in the 2003 question respondents also indicated the month and year of home return if they occurred in any of the years before.
home mothers). The cut-off of 20 hours is chosen as working 20 hours or more has been defined as moderate to high levels of work intensity for those enrolled in college (Roksa & Velez, 2012). This leads to a number of 9 (3 x 3) possible different career states, which individuals can be in.

The demographic pathways are also defined along two dimensions: residential status and parenthood. The first dimension captures with whom one lives in a household, in which we define four options: living with parents, living alone/independent, living with partner (cohabiting), living with spouse (marriage). The second dimension is parenthood, indicating whether someone has become a parent at some point or not. Entering parenthood is considered irreversible, as once one becomes a parent they stay a parent for the rest of the sequence. This leads to a total of 8 (4 x 2) possible demographic states.

Each sequence contains 96 spells as youths pathways are recorded monthly between the age of 17 and 25. This particular age range is chosen for a couple of reasons. First, it covers the range proposed by Arnett (2000) in describing a life-phase called emerging adulthood. The sequence starts from age 17 as in this year most people are still in high school and the transition to college (for those who go to college) still has to take place. Second, Schulenberg and Schoon (2012) state that differences in pathways become most visible during ones mid-twenties. In order to establish how different sequences are from one another (referred to as distance) Optimal Matching (OMA) is used (Abbott 1983). This method establishes how many indels, i.e. substitutions, deletions or insertions, are required to transform one sequence into another. The more operations are required, the more distant sequences are from another. However, some transitions may be occurring more often than others. For instance, people who recorded that they live with their parents may be less likely to become parents in the next month compared those who reported being married (also known as data-driven approach). Therefore, we assign costs of indels to be based on the
transition rates between different states. Thus, some operations are costly than others, meaning that the increase in distance as a result of an indel is higher if the operation has to change a state for which the transition rate with the other state is low (difficult sentence).

In order to create cluster we use the TraMineR package in R. Based on the distance defined by the OMA procedure different clusters can be defined. A weighted (using NLSY97 weights) hierarchical clustering procedure using the Ward method is chosen to produce clusters. This procedure is executed separately for men and women as pathways for both groups are likely to be different. For instance, women on average enter relationships earlier than men (Winkler-Dworak & Toulemon, 2007). For both men and women a number of clusters has to be chosen for both career and demographic pathways. A higher number of clusters can provide more detail in how individuals vary in their sequences, but also increases complexity and lower group sizes. One therefore has to establish whether each extra cluster one introduces represents a specific group of people or whether this group can really be categorized as part of another group.

**Family background variables**

The first round also contains a parent questionnaire from which family background characteristics, such as parental income, education and family structure are derived. *Parental education* is coded as the highest education of mother or father in three categories: more than high school, high school or lower and missing if the education for both the father and mother was missing. *Parental income* is the income reported by one of the parents when the youth was 12 to 16 years old and is coded in quartiles, including also a missing category. The *family structure* has four categories: 1) Both biological parents – 2) 1 biological, 1 stepparent – 3) 1 biological parent – 4) other (no biological parents). Finally, *race* is coded as: 1) white (non-Hispanic), 2) black (non-Hispanic), 3) Hispanic, other(mixed).
Growth-curve modeling

In order to estimate the effects of family background and the transition to adulthood on income trajectories growth curve models are used. Each wave respondents are asked to report all income they received from salaries, wages and commissions in the previous year. Income trajectories are mapped out for the ages 25 until 32 (using log income). Not all individuals have reached the age of 32. Thus, higher ages of a lower number of observations. In determining the income trajectory we allow both the intercept and the slope to vary within individuals. The demographic clusters and family background variables are included in the model to explain the differences in these intercepts and slopes. The first model only contains the family background variables and in the second model the career and demographic pathways are included.

Results

Descriptive results

Figure 1.1 shows the medoid of the five cluster solution for women’s career pathway. The medoid is the sequence of which the distance to all other sequence in that cluster is lowest. It therefore represents a typical pathway of someone within that cluster. The first cluster shows a pathway that involves much enrollment in education, in which there is a gradual increase in hours spend in employment. It is a pathway of a college attendee who focusses on education first and then more permanently enters the labor market. The second cluster involves women who have stable employment starting already in high school, but who do not attend any post-secondary education. The third cluster also contains no postsecondary education, but women
in this cluster have less stable employment. The fourth cluster contains those who both have employment, but also are enrolled in post-secondary education. Finally, the fifth cluster contains those who are mostly inactive after high school.

Figure 1.1

In Figure 1.2 the different medoid career sequences for men are presented. The first medoid sequence consists of unstable unemployment and no postsecondary education. Men in this cluster are most inactive compared to those in other clusters. The second cluster contains much enrollment in postsecondary education and towards the end more employment and finally only employment (around age 23). The third cluster shows a combination of college and work throughout the sequence only turning to only employment also around age 23. Finally, men in the fourth cluster are those who have steady employment after high school, but do not attend postsecondary education. For men we opt for the 4 cluster solution as a fifth cluster for men only contains 90 respondents. Furthermore, this 5th cluster contains stable employment for 20 hours or less, which fits with the relatively inactive status of those in
cluster 1 of which in the 4 cluster solution, they are part of. The different kind of career pathways appear to be quite similar. Both men and women have a college with little employment cluster, a college with employment cluster, an employment no college cluster and a unstable employment no college cluster. The only difference is that among women there appear to be those who are mostly inactive after high school and those who have unstable employment, but no college education.

Figure 1.2

Figure 2.1 shows the medoid sequences of the 5 cluster solution on demographic pathways for women. The first cluster, represents those who stay in the parental home until age 25. The second cluster, involves parenthood at a young age and no stable unions, as the sequence contains only cohabitation for some period, but no marriage. In the third cluster women postpone leaving the parental home, but do at the end leave and start a union. Compared to the third cluster, women leave the parental home earlier in the fourth. Finally, women in the
fifth cluster appear to follow the most traditional pattern as they leave the parental home relatively early, but also shortly after get married and have children.

Figure 2.1

In Figure 2.2 the medoid sequences of the 5 cluster solution for men are presented. In the first cluster men leave the parental home, but only at the end (around age 23) in which they do not enter a union or parenthood. The medoid sequence of the second cluster shows a more traditional pattern, involving union formation and parenthood just after leaving the parental home. However, they first appear to cohabit before they marry and have children. The third cluster contains those who stay in the parental home. Men in the fourth cluster enter parenthood before entering a union. When they enter a union it is a cohabiting union and not a marriage. Finally, the fifth cluster contains those who leave the parental home at a relatively young age (around age 20), but do not enter a union or parenthood before age 25. Again there are similarities between the men’s and women’s clusters. Both men and women have a
cluster of those *staying in the parental home*. Furthermore, both have cluster that involves early parenthood but in which they do not enter marriage and appear to have little stability in their relationships (*parenthood and unstable union*). Also, men and women have a cluster in which they leave the parental home, but only around age 23 (*postponing parental home leaving*). The main difference between the clusters of men and women are that men appear to postpone relationship formation compared to women. However, both have a cluster that involves union formation followed by parenthood within marriage (for men: *union formation*, for women: *married with children*) and a cluster in which they remain relatively independent (for women: *independent and union*, for men: *independent living*).

Figure 2.2

Figures 3.1 and 3.2 show the distribution of the states at each time point for the different career clusters for respectively women and men. These show that within a cluster some states are more common at a certain time point than at another. For instance in the college and work cluster, working for more than 20 hours while being in college occurs mostly in the middle of
the sequence (age 21/22). Furthermore, in some clusters certain states are more prevalent over the other states than in other clusters. In the *only employment* cluster, the state of being unemployed is much prevalent, whereas in the college with little employment there is more variation in the distribution of states at each time point.

[figures 3.1, 3.2, 4.1 and 4.2 about here]

Figures 4.1 and 4.2 show the distribution of states within the demographic clusters for respectively women and men. Again there is variance in the extent to which a certain state is dominant within a cluster. For both men and women the *staying in the parental home* cluster almost exclusively contains this state, whereas for instance in the *parenthood and unstable union* cluster there is no dominant state at the end of the sequence. These distribution figures show that within clusters there is quite some variation in sequences that individuals have. However, the sequences in each of the clusters do show similarities in the type of states that they experience and the timing at which they occur.

[tables 1.1 and 1.2 about here]

Table 1.1 shows a cross tabulation of the demographic and career clusters of women. In general demographic clusters that involve early childbearing (clusters *parenthood and unstable union* and *married with children*) have relatively few individuals that follow a career pathway that involves college education and vice versa. Furthermore, those who are in cluster with early parenthood are mostly in the cluster that involve more unemployment/no employment. Those who do not attend college, but have steady employment are mostly in the *independent and union* cluster. However, most people in this cluster attend college. For men,
presented in table 1.2, the distribution is mostly similar. A difference is that whereas for women staying at the parental home mostly attend college, the men in this cluster are more evenly distributed over all the career cluster, where in fact they are mostly present in the unstable employment no college cluster. Although some combinations of cluster have many whereas others have little, for both men and women, all cells contain at least some individuals.

[tables 2.1 through 3.2 about here]

Tables 2.1 and 2.2 contain a cross tabulation of respectively women’s and men’s career cluster with family background. In general, youths with higher parental income and education tend to be more in clusters containing college education, whereas youths with low parental income and education are more present in the clusters with little employment. Furthermore, youths from broken families are less likely to be in a cluster containing college and relatively more likely to be part of a cluster containing less activity in terms of employment and education. Finally, whites are more likely than other races to be in a cluster containing college education, although these differences appear to be higher among men. Tables 3.1 and 3.2 show the cross tabulation with demographic clusters and family background for respectively women and men. Those in the parenthood and unstable union cluster more often come from low income households with little parental education. Furthermore, the ones in this cluster are more likely to come from single-headed and black households. Those postponing the parental home leave and who are either independent or in a relationship are more often have high earning and educated parents. Furthermore, they are more often white and come from intact families. For women those staying in the parental home tend to come from high income, educated household, whereas for men the distribution is more even.
Although the distributions are different (all Chi2 tests are significant) all cells do contain cases (except one in mixed race, but this is because there are few individuals in the data that have a mixed race background).

[figures 5.1 and 5.2 about here]

In figure 5.1 the mean income trajectories of women for each career cluster are presented. Those who have a cluster with college education have the highest income, which also appears to increase the most compared to the other clusters. However, those in the employment no college cluster start to converge more with the cluster containing college education after age 29. Between the college with little employment and the college and employment there appears to be little difference. The mostly inactive cluster has the lowest income trajectory followed by the unstable employment no college cluster. These clusters have both the lowest slope and intercept. The same can be observed for men (figure 5.2), although for men the divergence between those with college education and those without (especially compared to the unstable employment no college cluster) appears to be stronger than for women.

[figures 6.1 and 6.2 about here]

In figure 6.1 the mean income trajectories of women per demographic cluster are presented. Women who have a child after age 25 appear to have the highest income at age 25 until 32. The most successful women appear to be those who leave the parental home between the ages 17 and 25 either to live on their own or to enter a union. However, women who remained in the parental home do catch up with those who had left the parental home earlier. The postponing parental home leaving cluster shows the highest mean at age 32, although the
confidence intervals show that they are not significantly distinct from the independent and union and the staying in parental home cluster. The cluster with the lowest intercept and slope is the parenthood and unstable union cluster. At all ages, except 25, women in this cluster have a lower mean income compared to all the other clusters. For men (figure 6.2) also those who postpone parenthood have a better income trajectory compared to those who do. A difference is that the income trajectory for men in the staying at parental home cluster is relatively lower compared to women. In fact, except for the parenthood and unstable union cluster, men in all other clusters have an higher income at all ages. Finally, there appears to be a little more divergence between the bottom two clusters and the other three clusters for men than for women.

**Growth curve model results**

Results of growth curve modeling for women are presented in table 4.1. Model 1 contains all the random slopes and intercepts for all the background variables. Parental income is significant at the intercept (each higher quartile providing a higher income), but does not explain variation in the random slope. That is, there are differences between youths, but these differences do not change between the ages 25 and 32. Those who have a parent with more than high school education also have a higher income at the intercept. Regarding family structure, there are no effects at the intercept, but women who had a stepparent in the household have a less steep slope compared to women who were raised by both biological parents. In model 2 the career and demographic pathways are included. At the intercept all career pathways have a higher income compared to the unstable employment no college cluster, except for the mostly inactive for which the income is substantially lower. The increase in income is higher for the college with little education, the college and employment and mostly inactive cluster. This indicates that the clusters with college education diverge.
from the other clusters and that the mostly inactive cluster converges slightly with the cluster with more employment. Regarding the demographic pathways there is only one significant effect at the intercept, which is that women in the independent and union cluster have a higher income compared to those in the staying in parental home cluster. The family background variables are no longer significant at either the intercept or random slope.

[Table 4.1 and 4.2 about here]

Table 4.2 shows the results of the growth curve model for men. Parental socio-economic status measures are significant, whereas family structure is not at the intercept. Men with a parental income in the highest quartile diverge in slope compared to those in the lowest quartile. The effects of parental income at the intercept remain mostly significant in model 2. For both the career and demographic pathways there are significant differences. Compared to men in the unstable employment no college cluster all other have a higher income and those in the college with little employment cluster diverge even more from this group with age. Regarding the demographic clusters, men in cluster that involve independent living and unions, but no parenthood have a higher income compared to those staying in the parental home. However, these differences do not increase with age. Finally, for men there is an intercept difference of race, indicating that black men have a lower income, but this difference does not increase as the interaction with age (random slope) is not significant.

Summary and Discussion

In this study we have linked the transition to adulthood to income trajectories in young adulthood. By examining the transition to adulthood holistically we were able to identity how patterns of life-courses rather than single events influence ones income in young adulthood.
Furthermore, it was investigated whether there is a visible divergence in the income between young adults of today and to what extent these differences are related to different transitions to adulthood and family background. The novelty of this research lies in incorporating the transition to adulthood in models of intergenerational transmission of (dis)advantage.

First it was examined whether family background had an effect on income trajectories during young adulthood. In line with the literature on diverging destinies (Amato et al., 2015; McLanahan, 2004; McLanahan, 2009) family background had a significant impact on income during young adulthood, although it was mainly parental income that had significant effects on the income trajectories of young adults. However, little divergence in slopes of the income trajectories was found between those with high and low parental income. Parental education and family structure appeared to have little (additional) impact on income differences. However, if parental income and education were not included in the model, the effects of being raised by a one biological parent and a step-parent, being raised by a single parent or not being raised by either biological parent, had significant negative effects on income. This suggests that experiencing a parental divorce or having no parent in itself may not have a large influence on one’s income during early adulthood, but rather the lack of financial resources that is associated with being raised by a single parent (Cohen, 2015).

Sequence analysis provided a number of distinct career and demographic clusters, mostly similar for men and women. Individuals who were in a cluster containing college education had higher incomes compared to those only in employment or those relatively inactive. Furthermore, the slopes of the income trajectories diverged for those who were enrolled in college education (particularly for those who worked relatively little beside education) compared to those who did not enroll in education and had little employment. These results appear to indicate a strong college premium. The effect of the demographic pathways appear to be less strong. Individuals in clusters containing independent living and
cohabitation or marriage towards the end (near age 25) fared better in terms of income compared to those who had early childbearing or those who remained in the parental home. However, these differences did not increase with age as with some of the career clusters. An interesting finding is that not only early childbearing, but also remaining in the parental home until age of 25 is associated with lower income in early adulthood. This supports the idea that being a slow starter may also have negative impact on your career as an adult (Amato et al., 2015).

Family background and the transition to adulthood were not unrelated. Indeed, children from intact families with higher parental education and income were more likely to be part of a career and demographic cluster that was associated with a higher income in early adulthood. However, there were individuals of all social backgrounds present in each of the different clusters, meaning that we were able assess the effects of the transition to adulthood in addition to the effects of family background. Including the career and demographic pathways strongly decreased the family background effects, in which almost all family background effects become insignificant, indicating that the career and demographic pathways mediate the relationship between family background and income in early adulthood. Thus, it appears that although advantaged youths may be more likely to attend college and avoid early parenthood, there is little cumulative advantage compared to disadvantaged youths beyond the transition to adulthood.

There were some gender and racial differences. For women we opted for an additional career cluster, containing those who were completely inactive, most probably housewives. Furthermore, in the demographic clusters there was a separate married with children cluster, whereas for men these were included in a cluster containing also married or cohabiting men without children. For men some direct effect of parental income remained whereas for women the effect of parental income was completely mediated by the transition to adulthood.
For women those who were raised by a biological and a step-parent, there was a lower slope in income compared to women from intact families. It is somewhat surprising that this was not found for women raised by single parents, although findings of Wilcox (2014) also indicate somewhat lower earnings for those raised by a biological parent plus stepparent compared to those raised by a single parent. However, this effect disappeared as the career and demographic clusters were included. Regarding racial differences, only for men there was a significant negative effect of being black on the intercept, but this effect remained significant also when the career and demographic clusters were included. Racial differences for men may partly be because of the relatively high incarceration rate among black men (Pettit & Western, 2004).

There are some limitations of this research. First, adults could only be followed until age 32, whereas income differences are likely to be more pronounced around age 40. On the other hand, study does provide an indication on how differences of the young adults of today arise. Since the NLSY97 is continuing data collection it would be interesting to conduct a follow-up study to examine whether these differences indeed become more pronounced. Second, only individuals that participated in all waves were included, meaning that many cases were excluded from the analysis. Although sample weights constructed for those who participated in all waves were incorporated in the analysis, there may still be a selection-bias. Third, there were many missings on both income of the respondent and parental income. The missings of parental income appeared to be random as the coefficient for unknown parental income was mostly between the coefficient of the 2nd and 3rd quartile. The missings on respondents income plus the fact that some of the younger respondents had not reached the higher ages (29-32) at the time of the last survey, may mean that slope differences of income trajectories are underestimated.
Although career tracks and parental SES appeared to be more important for income than demographic tracks and family structure this does not mean that this is the same for other important outcomes in early adulthood. For instance, family structure and demographic pathways may have a relatively stronger impact on health. Regarding health, there may also be differences in physical health and mental well-being. Future research could also assess whether the transmission of disadvantage through the transition to adulthood varies depending on the national context. Finally, future research could examine whether these relationships change over time or whether specific period effects, such as the latest economic crisis, change these relationships.

The lives of young adults in the United States are clearly stratified. Young adults with high status parents are more likely to attend college and usually avoid entering parenthood before age 25. It appears that the best way to help young adults from disadvantaged backgrounds to obtain a better income is to provide better access to college education. Higher college tuition fees are likely to discourage disadvantaged youth, but at the same time it becomes increasingly difficult to earn a decent wage without a college degree. Providing more scholarships or lowering tuition may help young adults from disadvantaged background not only to enter college, but more importantly leave college with a degree, as this may be most important in helping disadvantaged youths.
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Figure 4.2 Men’s distribution in demographic pathways
Table 1.1 Women’s demographic and career cluster membership

<table>
<thead>
<tr>
<th>Career pathways =&gt;</th>
<th>Demographic pathways =&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>Staying in parental home</td>
<td>Parenthood and unstable union</td>
</tr>
<tr>
<td>College with little employment</td>
<td>210</td>
</tr>
<tr>
<td>152</td>
<td>253</td>
</tr>
<tr>
<td>0.079</td>
<td>0.034</td>
</tr>
<tr>
<td>Employment no college</td>
<td>53</td>
</tr>
<tr>
<td>63</td>
<td>104</td>
</tr>
<tr>
<td>0.020</td>
<td>0.036</td>
</tr>
<tr>
<td>Unstable employment no college</td>
<td>79</td>
</tr>
<tr>
<td>106</td>
<td>176</td>
</tr>
<tr>
<td>0.030</td>
<td>0.106</td>
</tr>
<tr>
<td>College and employment</td>
<td>28</td>
</tr>
<tr>
<td>32</td>
<td>54</td>
</tr>
<tr>
<td>0.011</td>
<td>0.009</td>
</tr>
<tr>
<td>Mostly Inactive</td>
<td>39</td>
</tr>
<tr>
<td>56</td>
<td>93</td>
</tr>
<tr>
<td>0.015</td>
<td>0.070</td>
</tr>
</tbody>
</table>

Pearson’s Chi² test = 617.791, df=16, p<0.001. Each cell containing: actual count, expected count (under independence condition) and proportion of total.
Table 1.2 Men’s demographic and career cluster membership

<table>
<thead>
<tr>
<th>Demographic pathways</th>
<th>Postponing parental home leaving</th>
<th>Union formation</th>
<th>Staying in parental home</th>
<th>Parenthood and unstable union</th>
<th>Independent living</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unstable employment</td>
<td>85</td>
<td>129</td>
<td>142</td>
<td>177</td>
<td>72</td>
</tr>
<tr>
<td>no college</td>
<td>141</td>
<td>130</td>
<td>121</td>
<td>101</td>
<td>110</td>
</tr>
<tr>
<td></td>
<td>0.037</td>
<td>0.056</td>
<td>0.062</td>
<td>0.077</td>
<td>0.031</td>
</tr>
<tr>
<td>College with little</td>
<td>227</td>
<td>77</td>
<td>100</td>
<td>17</td>
<td>146</td>
</tr>
<tr>
<td>employment</td>
<td>133</td>
<td>122</td>
<td>114</td>
<td>95</td>
<td>103</td>
</tr>
<tr>
<td></td>
<td>0.099</td>
<td>0.033</td>
<td>0.043</td>
<td>0.007</td>
<td>0.063</td>
</tr>
<tr>
<td>College and employment</td>
<td>104</td>
<td>79</td>
<td>104</td>
<td>23</td>
<td>86</td>
</tr>
<tr>
<td>employment</td>
<td>93</td>
<td>85</td>
<td>80</td>
<td>66</td>
<td>72</td>
</tr>
<tr>
<td></td>
<td>0.045</td>
<td>0.034</td>
<td>0.045</td>
<td>0.010</td>
<td>0.037</td>
</tr>
<tr>
<td>Employment no college</td>
<td>122</td>
<td>211</td>
<td>116</td>
<td>168</td>
<td>116</td>
</tr>
<tr>
<td></td>
<td>171</td>
<td>158</td>
<td>147</td>
<td>123</td>
<td>134</td>
</tr>
<tr>
<td></td>
<td>0.053</td>
<td>0.092</td>
<td>0.050</td>
<td>0.073</td>
<td>0.050</td>
</tr>
</tbody>
</table>

Pearson’s Chi2 test=361.173, df=12, p<0.001. Each cell containing: actual count, expected count (under independence condition) and proportion of total.
Table 2.1 Women’s career cluster and family background membership

<table>
<thead>
<tr>
<th>Parental income</th>
<th>College with little employment</th>
<th>Employment no college</th>
<th>Unstable employment no college</th>
<th>College and employment</th>
<th>Mostly Inactive</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quartile 1</td>
<td>92</td>
<td>75</td>
<td>203</td>
<td>27</td>
<td>140</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>82</td>
<td>139</td>
<td>42</td>
<td>74</td>
</tr>
<tr>
<td></td>
<td>0.035</td>
<td>0.028</td>
<td>0.076</td>
<td>0.010</td>
<td>0.053</td>
</tr>
<tr>
<td>Quartile 2</td>
<td>150</td>
<td>96</td>
<td>134</td>
<td>36</td>
<td>75</td>
</tr>
<tr>
<td></td>
<td>183</td>
<td>75</td>
<td>127</td>
<td>39</td>
<td>67</td>
</tr>
<tr>
<td></td>
<td>0.056</td>
<td>0.036</td>
<td>0.050</td>
<td>0.014</td>
<td>0.028</td>
</tr>
<tr>
<td>Quartile 3</td>
<td>212</td>
<td>84</td>
<td>109</td>
<td>55</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td>185</td>
<td>76</td>
<td>128</td>
<td>39</td>
<td>68</td>
</tr>
<tr>
<td></td>
<td>0.080</td>
<td>0.032</td>
<td>0.041</td>
<td>0.021</td>
<td>0.014</td>
</tr>
<tr>
<td>Quartile 4</td>
<td>299</td>
<td>65</td>
<td>61</td>
<td>51</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>185</td>
<td>76</td>
<td>128</td>
<td>39</td>
<td>68</td>
</tr>
<tr>
<td></td>
<td>0.112</td>
<td>0.024</td>
<td>0.023</td>
<td>0.068</td>
<td>0.015</td>
</tr>
<tr>
<td>missing</td>
<td>240</td>
<td>88</td>
<td>182</td>
<td>41</td>
<td>94</td>
</tr>
<tr>
<td></td>
<td>240</td>
<td>99</td>
<td>167</td>
<td>51</td>
<td>88</td>
</tr>
<tr>
<td></td>
<td>0.090</td>
<td>0.033</td>
<td>0.068</td>
<td>0.015</td>
<td>0.035</td>
</tr>
<tr>
<td>Parental education</td>
<td>Pearson’s Chi2 test=346.331, df=16, p&lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>381</td>
<td>241</td>
<td>386</td>
<td>97</td>
<td>189</td>
</tr>
<tr>
<td></td>
<td>482</td>
<td>198</td>
<td>335</td>
<td>102</td>
<td>177</td>
</tr>
<tr>
<td></td>
<td>0.143</td>
<td>0.090</td>
<td>0.145</td>
<td>0.036</td>
<td>0.071</td>
</tr>
<tr>
<td>Some college</td>
<td>492</td>
<td>96</td>
<td>112</td>
<td>81</td>
<td>53</td>
</tr>
<tr>
<td></td>
<td>311</td>
<td>128</td>
<td>218</td>
<td>66</td>
<td>114</td>
</tr>
<tr>
<td></td>
<td>0.185</td>
<td>0.036</td>
<td>0.042</td>
<td>0.030</td>
<td>0.020</td>
</tr>
<tr>
<td>missing</td>
<td>120</td>
<td>71</td>
<td>191</td>
<td>32</td>
<td>123</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>82</td>
<td>138</td>
<td>42</td>
<td>74</td>
</tr>
</tbody>
</table>
### Family Structure

**Pearson’s Chi2 test** = 195.453, df = 12, p < 0.001

<table>
<thead>
<tr>
<th></th>
<th>Actual Count</th>
<th>Expected Count</th>
<th>Proportion of Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Both Bio Parents</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>627</td>
<td>175</td>
<td>0.236</td>
</tr>
<tr>
<td></td>
<td>480</td>
<td>197</td>
<td>0.066</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.097</td>
<td>0.043</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.044</td>
</tr>
<tr>
<td><strong>1 Bio, 1 Stepparent</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>101</td>
<td>74</td>
<td>0.038</td>
</tr>
<tr>
<td></td>
<td>129</td>
<td>53</td>
<td>0.028</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.036</td>
<td>0.011</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.018</td>
</tr>
<tr>
<td><strong>Single Parent</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>229</td>
<td>145</td>
<td>0.086</td>
</tr>
<tr>
<td></td>
<td>327</td>
<td>134</td>
<td>0.055</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.106</td>
<td>0.021</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.062</td>
</tr>
<tr>
<td><strong>Other</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>34</td>
<td>13</td>
<td>0.013</td>
</tr>
<tr>
<td></td>
<td>54</td>
<td>22</td>
<td>0.005</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.020</td>
<td>0.004</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.013</td>
</tr>
</tbody>
</table>

### Race

**Pearson’s Chi2 test** = 116.241, df = 12, p < 0.001

<table>
<thead>
<tr>
<th></th>
<th>Actual Count</th>
<th>Expected Count</th>
<th>Proportion of Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>White</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>584</td>
<td>212</td>
<td>0.219</td>
</tr>
<tr>
<td></td>
<td>485</td>
<td>199</td>
<td>0.080</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.099</td>
<td>0.042</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.048</td>
</tr>
<tr>
<td><strong>Black</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>247</td>
<td>98</td>
<td>0.093</td>
</tr>
<tr>
<td></td>
<td>289</td>
<td>119</td>
<td>0.037</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.090</td>
<td>0.019</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.053</td>
</tr>
<tr>
<td><strong>Non-white Hispanic</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>155</td>
<td>94</td>
<td>0.058</td>
</tr>
<tr>
<td></td>
<td>211</td>
<td>87</td>
<td>0.035</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.068</td>
<td>0.017</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.033</td>
</tr>
<tr>
<td><strong>Mixed</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>4</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>8</td>
<td>3</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.001</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>0.003</td>
</tr>
</tbody>
</table>

Each cell containing: actual count, expected count (under independence condition) and proportion of total.
Table 2.2 Men’s career cluster and family background membership

<table>
<thead>
<tr>
<th></th>
<th>Unstable employment</th>
<th>College with little employment</th>
<th>College and employment</th>
<th>Employment no college</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parental income</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quartile 1</td>
<td>185</td>
<td>49</td>
<td>38</td>
<td>147</td>
</tr>
<tr>
<td></td>
<td>110</td>
<td>103</td>
<td>72</td>
<td>133</td>
</tr>
<tr>
<td></td>
<td>0.080</td>
<td>0.021</td>
<td>0.017</td>
<td>0.064</td>
</tr>
<tr>
<td>Quartile 2</td>
<td>136</td>
<td>55</td>
<td>80</td>
<td>171</td>
</tr>
<tr>
<td></td>
<td>116</td>
<td>109</td>
<td>76</td>
<td>141</td>
</tr>
<tr>
<td></td>
<td>0.059</td>
<td>0.024</td>
<td>0.035</td>
<td>0.074</td>
</tr>
<tr>
<td>Quartile 3</td>
<td>105</td>
<td>113</td>
<td>82</td>
<td>148</td>
</tr>
<tr>
<td></td>
<td>118</td>
<td>110</td>
<td>77</td>
<td>143</td>
</tr>
<tr>
<td></td>
<td>0.046</td>
<td>0.049</td>
<td>0.036</td>
<td>0.064</td>
</tr>
<tr>
<td>Quartile 4</td>
<td>53</td>
<td>204</td>
<td>106</td>
<td>97</td>
</tr>
<tr>
<td></td>
<td>121</td>
<td>131</td>
<td>79</td>
<td>147</td>
</tr>
<tr>
<td></td>
<td>0.023</td>
<td>0.089</td>
<td>0.046</td>
<td>0.042</td>
</tr>
<tr>
<td>missing</td>
<td>126</td>
<td>146</td>
<td>90</td>
<td>170</td>
</tr>
<tr>
<td></td>
<td>140</td>
<td>131</td>
<td>92</td>
<td>169</td>
</tr>
<tr>
<td></td>
<td>0.055</td>
<td>0.063</td>
<td>0.039</td>
<td>0.074</td>
</tr>
<tr>
<td>Parental education</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>336</td>
<td>161</td>
<td>166</td>
<td>450</td>
</tr>
<tr>
<td></td>
<td>293</td>
<td>274</td>
<td>192</td>
<td>355</td>
</tr>
<tr>
<td></td>
<td>0.146</td>
<td>0.070</td>
<td>0.072</td>
<td>0.196</td>
</tr>
<tr>
<td>Some college</td>
<td>109</td>
<td>339</td>
<td>176</td>
<td>139</td>
</tr>
<tr>
<td></td>
<td>201</td>
<td>188</td>
<td>131</td>
<td>243</td>
</tr>
<tr>
<td></td>
<td>0.047</td>
<td>0.147</td>
<td>0.076</td>
<td>0.060</td>
</tr>
<tr>
<td>missing</td>
<td>160</td>
<td>67</td>
<td>54</td>
<td>144</td>
</tr>
<tr>
<td></td>
<td>112</td>
<td>105</td>
<td>73</td>
<td>135</td>
</tr>
<tr>
<td>Family structure</td>
<td>Pearson’s Chi2 test=160.270, df=9, p&lt;0.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>------------------</td>
<td>---------------------------------------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Married parents</td>
<td>220 398 259 377</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>328 308 217 400</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.096 0.174 0.113 0.165</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 bio, 1 stepparent</td>
<td>87 40 39 97</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>69 65 45 84</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.038 0.017 0.017 0.042</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single parent</td>
<td>247 108 86 216</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>172 162 114 210</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.108 0.047 0.038 0.094</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>other</td>
<td>45 18 12 37</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>30 28 20 40</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.020 0.008 0.005 0.017</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Race</td>
<td>Pearson’s Chi2 test=166.80, df=9, p&lt;0.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>237 389 240 388</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>330 309 216 399</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.103 0.169 0.104 0.169</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>249 94 66 166</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>151 142 99 183</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.108 0.041 0.029 0.072</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-white</td>
<td>115 72 86 170</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>116 109 76 141</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.050 0.031 0.037 0.074</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mixed</td>
<td>4 12 4 9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8 7 5 9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>0.002 0.005 0.002 0.004</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Each cell containing: actual count, expected count (under independence condition) and proportion of total.
Table 3.1 Women’s demographic cluster and family background membership

<table>
<thead>
<tr>
<th></th>
<th>Staying in parental home</th>
<th>Parenthood and unstable union</th>
<th>Postponing parental home leaving</th>
<th>Independent and union</th>
<th>Married with children</th>
</tr>
</thead>
<tbody>
<tr>
<td>Parental income</td>
<td>Pearson’s Chi2 test=219.460, df=16, p&lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quartile 1</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>73</td>
<td>218</td>
<td>88</td>
<td>87</td>
<td>71</td>
</tr>
<tr>
<td></td>
<td>82</td>
<td>137</td>
<td>107</td>
<td>150</td>
<td>61</td>
</tr>
<tr>
<td></td>
<td>0.027</td>
<td>0.082</td>
<td>0.033</td>
<td>0.033</td>
<td>0.027</td>
</tr>
<tr>
<td>Quartile 2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>84</td>
<td>148</td>
<td>75</td>
<td>129</td>
<td>55</td>
</tr>
<tr>
<td></td>
<td>75</td>
<td>125</td>
<td>98</td>
<td>137</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>0.032</td>
<td>0.056</td>
<td>0.028</td>
<td>0.048</td>
<td>0.021</td>
</tr>
<tr>
<td>Quartile 3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>69</td>
<td>92</td>
<td>113</td>
<td>166</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>76</td>
<td>126</td>
<td>99</td>
<td>138</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>0.026</td>
<td>0.035</td>
<td>0.042</td>
<td>0.062</td>
<td>0.021</td>
</tr>
<tr>
<td>Quartile 4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>71</td>
<td>43</td>
<td>141</td>
<td>199</td>
<td>42</td>
</tr>
<tr>
<td></td>
<td>76</td>
<td>126</td>
<td>99</td>
<td>138</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>0.027</td>
<td>0.016</td>
<td>0.053</td>
<td>0.075</td>
<td>0.016</td>
</tr>
<tr>
<td>missing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>112</td>
<td>178</td>
<td>114</td>
<td>162</td>
<td>79</td>
</tr>
<tr>
<td></td>
<td>99</td>
<td>164</td>
<td>128</td>
<td>180</td>
<td>73</td>
</tr>
<tr>
<td></td>
<td>0.042</td>
<td>0.067</td>
<td>0.043</td>
<td>0.061</td>
<td>0.030</td>
</tr>
<tr>
<td>Parental education</td>
<td>Pearson’s Chi2 test=199.693, df=5, p&lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>220</td>
<td>364</td>
<td>228</td>
<td>321</td>
<td>161</td>
</tr>
<tr>
<td></td>
<td>199</td>
<td>330</td>
<td>258</td>
<td>361</td>
<td>147</td>
</tr>
<tr>
<td></td>
<td>0.083</td>
<td>0.137</td>
<td>0.086</td>
<td>0.120</td>
<td>0.060</td>
</tr>
<tr>
<td>Some college</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>118</td>
<td>110</td>
<td>222</td>
<td>324</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>128</td>
<td>212</td>
<td>166</td>
<td>233</td>
<td>95</td>
</tr>
<tr>
<td></td>
<td>0.044</td>
<td>0.041</td>
<td>0.083</td>
<td>0.122</td>
<td>0.023</td>
</tr>
<tr>
<td>missing</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>71</td>
<td>205</td>
<td>81</td>
<td>98</td>
<td>82</td>
</tr>
<tr>
<td></td>
<td>82</td>
<td>137</td>
<td>107</td>
<td>150</td>
<td>61</td>
</tr>
</tbody>
</table>
### Family Structure

<table>
<thead>
<tr>
<th></th>
<th>Actual</th>
<th>Expected</th>
<th>Proportion</th>
<th>Actual</th>
<th>Expected</th>
<th>Proportion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Both bio parents</td>
<td>238</td>
<td>202</td>
<td>0.112</td>
<td>412</td>
<td>329</td>
<td>0.153</td>
</tr>
<tr>
<td></td>
<td>196</td>
<td>329</td>
<td>0.115</td>
<td>140</td>
<td>0.053</td>
<td></td>
</tr>
<tr>
<td>1 bio, 1 stepparent</td>
<td>31</td>
<td>93</td>
<td>0.126</td>
<td>109</td>
<td>0.041</td>
<td>0.017</td>
</tr>
<tr>
<td></td>
<td>53</td>
<td>88</td>
<td>0.049</td>
<td>39</td>
<td>0.017</td>
<td></td>
</tr>
<tr>
<td>Single parent</td>
<td>121</td>
<td>321</td>
<td>0.155</td>
<td>190</td>
<td>0.071</td>
<td>0.037</td>
</tr>
<tr>
<td></td>
<td>134</td>
<td>224</td>
<td>0.121</td>
<td>245</td>
<td>0.094</td>
<td>0.040</td>
</tr>
<tr>
<td>other</td>
<td>15</td>
<td>62</td>
<td>0.023</td>
<td>31</td>
<td>0.012</td>
<td>0.008</td>
</tr>
<tr>
<td></td>
<td>22</td>
<td>37</td>
<td>0.017</td>
<td>29</td>
<td>0.012</td>
<td>0.008</td>
</tr>
</tbody>
</table>

### Race

<table>
<thead>
<tr>
<th></th>
<th>Actual</th>
<th>Expected</th>
<th>Proportion</th>
<th>Actual</th>
<th>Expected</th>
<th>Proportion</th>
</tr>
</thead>
<tbody>
<tr>
<td>White</td>
<td>156</td>
<td>212</td>
<td>0.155</td>
<td>485</td>
<td>0.182</td>
<td>0.057</td>
</tr>
<tr>
<td></td>
<td>200</td>
<td>331</td>
<td>0.259</td>
<td>485</td>
<td>0.182</td>
<td>0.057</td>
</tr>
<tr>
<td>Black</td>
<td>144</td>
<td>320</td>
<td>0.120</td>
<td>130</td>
<td>0.049</td>
<td>0.018</td>
</tr>
<tr>
<td></td>
<td>119</td>
<td>198</td>
<td>0.155</td>
<td>216</td>
<td>0.088</td>
<td>0.031</td>
</tr>
<tr>
<td>Non-white Hispanic</td>
<td>109</td>
<td>140</td>
<td>0.120</td>
<td>122</td>
<td>0.049</td>
<td>0.018</td>
</tr>
<tr>
<td></td>
<td>87</td>
<td>144</td>
<td>0.113</td>
<td>158</td>
<td>0.064</td>
<td>0.037</td>
</tr>
<tr>
<td>Mixed</td>
<td>0</td>
<td>7</td>
<td>0.003</td>
<td>6</td>
<td>0.002</td>
<td>0.002</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>6</td>
<td>0.003</td>
<td>6</td>
<td>0.002</td>
<td>0.002</td>
</tr>
</tbody>
</table>

Each cell containing: actual count, expected count (under independence condition) and proportion of total.
Table 3.2 Men’s demographic cluster and family background membership

<table>
<thead>
<tr>
<th>Parental income</th>
<th>Postponing parental home leaving</th>
<th>Union formation</th>
<th>Staying in parental home</th>
<th>Parenthood and unstable union</th>
<th>Independent living</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quartile 1</td>
<td>70</td>
<td>91</td>
<td>78</td>
<td>124</td>
<td>56</td>
</tr>
<tr>
<td></td>
<td>98</td>
<td>90</td>
<td>84</td>
<td>70</td>
<td>76</td>
</tr>
<tr>
<td></td>
<td>0.030</td>
<td>0.040</td>
<td>0.034</td>
<td>0.054</td>
<td>0.024</td>
</tr>
<tr>
<td>Quartile 2</td>
<td>88</td>
<td>108</td>
<td>85</td>
<td>94</td>
<td>67</td>
</tr>
<tr>
<td></td>
<td>103</td>
<td>95</td>
<td>89</td>
<td>74</td>
<td>81</td>
</tr>
<tr>
<td></td>
<td>0.038</td>
<td>0.047</td>
<td>0.037</td>
<td>0.041</td>
<td>0.029</td>
</tr>
<tr>
<td>Quartile 3</td>
<td>91</td>
<td>119</td>
<td>90</td>
<td>59</td>
<td>89</td>
</tr>
<tr>
<td></td>
<td>105</td>
<td>97</td>
<td>90</td>
<td>75</td>
<td>82</td>
</tr>
<tr>
<td></td>
<td>0.040</td>
<td>0.052</td>
<td>0.039</td>
<td>0.026</td>
<td>0.039</td>
</tr>
<tr>
<td>Quartile 4</td>
<td>155</td>
<td>80</td>
<td>76</td>
<td>25</td>
<td>124</td>
</tr>
<tr>
<td></td>
<td>108</td>
<td>99</td>
<td>92</td>
<td>77</td>
<td>84</td>
</tr>
<tr>
<td></td>
<td>0.067</td>
<td>0.035</td>
<td>0.033</td>
<td>0.011</td>
<td>0.054</td>
</tr>
<tr>
<td>missing</td>
<td>134</td>
<td>98</td>
<td>133</td>
<td>83</td>
<td>84</td>
</tr>
<tr>
<td></td>
<td>124</td>
<td>115</td>
<td>107</td>
<td>89</td>
<td>97</td>
</tr>
<tr>
<td></td>
<td>0.058</td>
<td>0.043</td>
<td>0.058</td>
<td>0.036</td>
<td>0.037</td>
</tr>
<tr>
<td>Parental education</td>
<td>Pearson’s Chi2 test=117.191, df=8, p&lt;0.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High school or less</td>
<td>215</td>
<td>258</td>
<td>226</td>
<td>230</td>
<td>184</td>
</tr>
<tr>
<td></td>
<td>260</td>
<td>240</td>
<td>224</td>
<td>186</td>
<td>203</td>
</tr>
<tr>
<td></td>
<td>0.093</td>
<td>0.112</td>
<td>0.098</td>
<td>0.100</td>
<td>0.080</td>
</tr>
<tr>
<td>Some college</td>
<td>237</td>
<td>157</td>
<td>140</td>
<td>53</td>
<td>176</td>
</tr>
<tr>
<td></td>
<td>178</td>
<td>164</td>
<td>153</td>
<td>128</td>
<td>139</td>
</tr>
<tr>
<td></td>
<td>0.103</td>
<td>0.068</td>
<td>0.061</td>
<td>0.023</td>
<td>0.076</td>
</tr>
<tr>
<td>missing</td>
<td>86</td>
<td>81</td>
<td>96</td>
<td>102</td>
<td>60</td>
</tr>
<tr>
<td></td>
<td>99</td>
<td>92</td>
<td>85</td>
<td>71</td>
<td>78</td>
</tr>
</tbody>
</table>
### Family structure

<table>
<thead>
<tr>
<th></th>
<th>Actual Count</th>
<th>Expected Count (under independence condition)</th>
<th>Proportion of Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Both bio parents</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>331</td>
<td>276</td>
<td>0.145</td>
</tr>
<tr>
<td></td>
<td>293</td>
<td>271</td>
<td>0.121</td>
</tr>
<tr>
<td></td>
<td>0.145</td>
<td>0.121</td>
<td>0.060</td>
</tr>
<tr>
<td></td>
<td>0.101</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>1 bio, 1 stepparent</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>53</td>
<td>63</td>
<td>0.023</td>
</tr>
<tr>
<td></td>
<td>61</td>
<td>57</td>
<td>0.016</td>
</tr>
<tr>
<td></td>
<td>0.023</td>
<td>0.016</td>
<td>0.027</td>
</tr>
<tr>
<td></td>
<td>0.021</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Single parent</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>133</td>
<td>135</td>
<td>0.058</td>
</tr>
<tr>
<td></td>
<td>154</td>
<td>142</td>
<td>0.054</td>
</tr>
<tr>
<td></td>
<td>0.058</td>
<td>0.054</td>
<td>0.069</td>
</tr>
<tr>
<td></td>
<td>0.047</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>other</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>18</td>
<td>21</td>
<td>0.008</td>
</tr>
<tr>
<td></td>
<td>27</td>
<td>25</td>
<td>0.009</td>
</tr>
<tr>
<td></td>
<td>0.008</td>
<td>0.009</td>
<td>0.012</td>
</tr>
<tr>
<td></td>
<td>0.013</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Race

<table>
<thead>
<tr>
<th></th>
<th>Actual Count</th>
<th>Expected Count (under independence condition)</th>
<th>Proportion of Total</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>White</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>351</td>
<td>310</td>
<td>0.153</td>
</tr>
<tr>
<td></td>
<td>293</td>
<td>270</td>
<td>0.135</td>
</tr>
<tr>
<td></td>
<td>0.153</td>
<td>0.135</td>
<td>0.090</td>
</tr>
<tr>
<td></td>
<td>0.121</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Black</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>99</td>
<td>65</td>
<td>0.043</td>
</tr>
<tr>
<td></td>
<td>134</td>
<td>124</td>
<td>0.028</td>
</tr>
<tr>
<td></td>
<td>0.043</td>
<td>0.028</td>
<td>0.057</td>
</tr>
<tr>
<td></td>
<td>0.037</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Non-white Hispanic</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>78</td>
<td>114</td>
<td>0.034</td>
</tr>
<tr>
<td></td>
<td>104</td>
<td>95</td>
<td>0.050</td>
</tr>
<tr>
<td></td>
<td>0.034</td>
<td>0.050</td>
<td>0.051</td>
</tr>
<tr>
<td></td>
<td>0.023</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Mixed</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>7</td>
<td>0.004</td>
</tr>
<tr>
<td></td>
<td>7</td>
<td>6</td>
<td>0.003</td>
</tr>
<tr>
<td></td>
<td>0.004</td>
<td>0.003</td>
<td>0.003</td>
</tr>
</tbody>
</table>

Each cell containing actual count, expected count (under independence condition) and proportion of total.
Figure 5.1 Mean income trajectories of women per career cluster
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Figure 5.2 Mean income trajectories of men per career cluster
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Figure 6.1 Mean income trajectories of women demographic cluster

Figure 6.2 Mean income trajectories of men per demographic cluster
### Table 4.1 Growth curve model log income for women

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th></th>
<th>Model 2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>beta</td>
<td>Standard error</td>
<td>beta</td>
<td>Standard error</td>
</tr>
<tr>
<td><strong>Intercepts</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>6.779</td>
<td>0.319</td>
<td>7.451</td>
<td>0.327</td>
</tr>
<tr>
<td><strong>Parental income (ref: quartile 1)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quartile 2</td>
<td>0.673</td>
<td>0.258</td>
<td>0.055</td>
<td>0.225</td>
</tr>
<tr>
<td>Quartile 3</td>
<td>1.252</td>
<td>0.262</td>
<td>-0.212</td>
<td>0.228</td>
</tr>
<tr>
<td>Quartile 4</td>
<td>1.739</td>
<td>0.263</td>
<td>0.444</td>
<td>0.234</td>
</tr>
<tr>
<td>Unknown</td>
<td>0.717</td>
<td>0.240</td>
<td>0.020</td>
<td>0.209</td>
</tr>
<tr>
<td><strong>Parental education (ref: missing)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>≤high school</td>
<td>-0.360</td>
<td>0.217</td>
<td>0.051</td>
<td>0.185</td>
</tr>
<tr>
<td>&gt;high school</td>
<td>-0.385</td>
<td>0.237</td>
<td>-0.210</td>
<td>0.205</td>
</tr>
<tr>
<td><strong>Family structure (ref: both bio parents)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 bio 1 step parent</td>
<td>-0.134</td>
<td>0.220</td>
<td>0.090</td>
<td>0.185</td>
</tr>
<tr>
<td>Single parent</td>
<td>-0.085</td>
<td>0.186</td>
<td>-0.026</td>
<td>0.164</td>
</tr>
<tr>
<td>No bio parent</td>
<td>-0.586</td>
<td>0.391</td>
<td>-0.231</td>
<td>0.320</td>
</tr>
<tr>
<td><strong>Race</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>-0.211</td>
<td>0.180</td>
<td>-0.096</td>
<td>0.158</td>
</tr>
<tr>
<td>Hispanic</td>
<td>0.048</td>
<td>0.197</td>
<td>0.184</td>
<td>0.172</td>
</tr>
<tr>
<td>Mixed</td>
<td>0.487</td>
<td>0.763</td>
<td>0.234</td>
<td>0.659</td>
</tr>
<tr>
<td><strong>Career pathways (ref: unstable employ, no col.)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>college with little employment</td>
<td>1.111</td>
<td></td>
<td>1.176</td>
<td></td>
</tr>
<tr>
<td>employment no college</td>
<td>1.251</td>
<td></td>
<td>0.195</td>
<td></td>
</tr>
<tr>
<td>college and employment</td>
<td>1.648</td>
<td></td>
<td>0.227</td>
<td></td>
</tr>
<tr>
<td>mostly inactive</td>
<td></td>
<td>0.014</td>
<td>0.256</td>
<td></td>
</tr>
<tr>
<td><strong>Demographic pathways (ref: stay, par, home)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Parenthood and unstable union</td>
<td>-0.145</td>
<td></td>
<td>0.212</td>
<td></td>
</tr>
<tr>
<td>postponing parental home leaving</td>
<td></td>
<td>0.198</td>
<td>0.194</td>
<td></td>
</tr>
<tr>
<td>independent and union</td>
<td></td>
<td>0.554</td>
<td>0.173</td>
<td></td>
</tr>
<tr>
<td>married with children</td>
<td></td>
<td>-0.322</td>
<td>0.275</td>
<td></td>
</tr>
<tr>
<td><strong>Random slope</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>age</td>
<td>-0.037</td>
<td></td>
<td>-0.122</td>
<td>0.106</td>
</tr>
</tbody>
</table>
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| Quartile 2 | -0.058 | 0.071 | -0.096 | 0.072 |
| Quartile 3 | -0.020 | 0.072 | -0.041 | 0.074 |
| Quartile 4 | -0.037 | 0.075 | -0.040 | 0.076 |
| Unknown    | 0.122  | 0.087 | 0.120  | 0.088 |

Parental education (ref: no schooling):
- Less than high school: 0.008, 0.081, 0.025, 0.061
- High school: -0.010, 0.089, -0.000, 0.060

Family structure (ref: both bio parents):
- 1 bio 1 step parent: -0.125, 0.080, -0.111, 0.059
- Single parent: -0.061, 0.053, -0.054, 0.054
- No bio parent: -0.075, 0.114, -0.067, 0.114

Race:
- Black: 0.035, 0.049, 0.044, 0.050
- Hispanic: -0.019, 0.057, -0.010, 0.057
- Mixed: -0.075, 0.215, -0.199, 0.210

Career trajectories (ref: unstable employ. no col.):
- College with little employment: 0.130*, 0.058
- Employment no college: 0.007, 0.067
- College and employment: 0.146*, 0.073
- Mostly inactive: 0.100*, 0.077

Demographic trajectories (ref: stay. par. home):
- Parenthood and unstable union: -0.061, 0.086
- Postponing parental home leaving: 0.022, 0.059
- Independent and union: -0.068, 0.058
- Married with children: 0.116, 0.084

Random effects:
- sd (age): -0.340, 0.029, 0.557, 0.029
- sd (constant): 2.453, 0.069, 2.277, 0.075
- corr (age, constant): -0.265, 0.041, -0.291, 0.049
- sd (Random): 2.473, 0.044, 2.406, 0.044

Note ** p<0.01, * p<0.05, † p<0.10
Table 4.2 Growth curve model log income for men

<table>
<thead>
<tr>
<th></th>
<th>Model 1</th>
<th>Model 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>beta</td>
<td>Standard error</td>
</tr>
<tr>
<td><strong>Intercepts</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>constant</td>
<td>8.306 **</td>
<td>0.278</td>
</tr>
<tr>
<td><strong>Parental income (ref=quartile 3)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quartile 2</td>
<td>0.471 *</td>
<td>0.221</td>
</tr>
<tr>
<td>Quartile 3</td>
<td>0.693 **</td>
<td>0.233</td>
</tr>
<tr>
<td>Quartile 4</td>
<td>0.834 **</td>
<td>0.244</td>
</tr>
<tr>
<td>Unknown</td>
<td>0.627 **</td>
<td>0.215</td>
</tr>
<tr>
<td><strong>Parental education (ref=missing)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>school</td>
<td>0.463 *</td>
<td>0.196</td>
</tr>
<tr>
<td>&gt;high school</td>
<td>0.472 *</td>
<td>0.218</td>
</tr>
<tr>
<td><strong>Family structure (ref=both bio parents)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1 bio 1 step parent</td>
<td>-0.277</td>
<td>0.208</td>
</tr>
<tr>
<td>Single parent</td>
<td>-0.046</td>
<td>0.173</td>
</tr>
<tr>
<td>No bio parent</td>
<td>-0.574</td>
<td>0.306</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>-1.105</td>
<td>0.181</td>
</tr>
<tr>
<td>Hispanic</td>
<td>-0.014</td>
<td>0.164</td>
</tr>
<tr>
<td>Mixed</td>
<td>-0.474</td>
<td>0.609</td>
</tr>
<tr>
<td><strong>Career pathways (ref=unstable employ, no col.)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>college with little employment</td>
<td>1.297</td>
<td>0.214</td>
</tr>
<tr>
<td>college and employment</td>
<td>2.197</td>
<td>0.187</td>
</tr>
<tr>
<td>employment no college</td>
<td>1.168</td>
<td>0.173</td>
</tr>
<tr>
<td><strong>Demographic pathways (ref=stay. par. home)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>postponing parental home leaving</td>
<td>0.752</td>
<td>0.193</td>
</tr>
<tr>
<td>union formation</td>
<td>1.296</td>
<td>0.181</td>
</tr>
<tr>
<td>parenthood and unstable union</td>
<td>0.243</td>
<td>0.227</td>
</tr>
<tr>
<td>independent living</td>
<td>0.927</td>
<td>0.204</td>
</tr>
<tr>
<td><strong>Random slope</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>age</td>
<td>-0.035</td>
<td>0.077</td>
</tr>
<tr>
<td><strong>Parental income (ref=quartile 3)</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quartile 2</td>
<td>0.085</td>
<td>0.064</td>
</tr>
</tbody>
</table>
Quartile 5 | 0.102 | 0.096 | 0.077 | 0.066
Quartile 4 | 0.182 | 0.071 | 0.103 | 0.070
Unknown | 0.077 | 0.061 | 0.044 | 0.061

Parental education (ref: missing)
- < high school | -0.042 | 0.054 | -0.003 | 0.054
- > high school | 0.034 | 0.063 | 0.021 | 0.063

Family structure (ref: both bio parents)
- 1 bio 1 step-parent | -0.029 | 0.054 | 0.004 | 0.056
- Single parent | 0.060 | 0.045 | 0.078 | 0.046
- No bio parent | -0.154 | 0.098 | -0.119 | 0.095

Race
- Black | -0.044 | 0.047 | -0.040 | 0.049
- Hispanic | 0.012 | 0.047 | 0.023 | 0.047
- Mixed | 0.032 | 0.142 | 0.028 | 0.134

Career trajectories (ref: unstable employ. no col.)
- college with little employment | 0.244 | 0.062
- college and employment | 0.071 | 0.059
- employment no college | 0.028 | 0.052

Demographic trajectories (ref: stay. par. home)
- postponing parental home leaving | -0.004 | 0.053
- union formation | -0.057 | 0.053
- parenthood and unstable union | -0.016 | 0.065
- independent living | -0.046 | 0.059

Random effects
- sd (age) | 0.494 | 0.034 | 0.436 | 0.033
- sd (constant) | 2.480 | 0.084 | 2.294 | 0.080
- corr (age, constant) | -0.391 | 0.055 | -0.426 | 0.053
- sd (Residual) | 2.115 | 0.046 | 2.119 | 0.046

Note: ** p<0.01, * p<0.05, † p<0.10
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Surveys, Memories and Sequences: The Role of Recall Bias and Survey Mode

Dr. Christian Brzinsky-Fay, Wissenschaftszentrum Berlin für Sozialforschung (WZB)

Extended Abstract

Sequence analysis has relatively high demands regarding data properties: the information to be analysed needs to be longitudinal, is not allowed to have any gaps, and should contain categorical information for the statuses, which is exhaustive and mutually exclusive. Such kind of information is provided by either retrospective life course surveys, or administrative register data, or panel datasets. These kinds of datasets have different advantages and disadvantages regarding sequence data. The validity of sequence information in a particular dataset depends to a large extent on the recall bias and how the survey mode moderates it.

In retrospective data, people were surveyed on one time point and have to remember events of their life course, which might be decades ago. Since this circumstance, there is a large literature on recall error regarding employment careers (e.g. Dex & McCulloch, 1998; Horvath, 1982; Jacobs, 2002). However, whether there is an effect of recall bias on the properties of sequences generated from retrospective data is not researched so far. Administrative data (e.g. on employment histories) are continuously collected, even if the intervals are varying. In general, they are collected by institutions or third persons, so that recall bias doesn’t play a role. Of course, administrative data have other disadvantages – such as limited number of variables available or distortion by the data generation process. However, a comparison of administrative and retrospective data of the same individuals could help to find out, how recall bias influence sequence data.

Furthermore, panel data, where people are surveyed repeatedly, collect the longitudinal information on fixed time points, generally each year. Typical representatives are household panels, such as the German Socio-Economic Panel (SOEP) or the British Household Panel Study (BHPS). The recall bias in these datasets is comparatively low, because the distance between the event and the survey of the event remains small, i.e. people have to take information from their memory after 1.5 years on average. Although the expected recall bias should be the same between different yearly surveyed household panels, we find remarkable differences between the properties of sequences between the SOEP and the BHPS (see figure).
In order to assess this problem, I have created comparable samples of 16- to 18-year old individuals from both datasets and look at their employment statuses for five years using only very basic statuses, i.e. employment, unemployment, inactivity and education. First of all, there are structural differences as one would expect: In the UK, young people enter the labour market earlier than in Germany, where young people stay longer in education. This explains the higher share of employment (green) in the UK and the higher share of education (blue) in Germany. The second thing that is eye-catching, are the regular ‘waves’ in the SOEP data. These regularity doesn’t have its origin in the real phenomenon of employment statuses, but in the survey mode applied: in the SOEP, employment careers are surveyed as calendar data, while in the BHPS there are surveyed in an episode format, where in each year there are questions regarding the beginning and the end date of an episode. In the former instance it seems that respondents simply make their crosses for every twelve months, whereas this ‘wave’ structure seems to be much flatter in the BHPS data. However, the survey mode seems to influence crucially the properties of the data.

The paper proposed aims at clarifying two issues: First, I want to estimate the recall bias of retrospective life course data compared to register data. Here, the data from the National Education Panel Study (NEPS, starting cohort 6) provides the unique possibility to combine the same individuals from the retrospective survey data with administrative data from the German employment service provided by the Institute for Employment Research (IAB). This allows assessing exactly the influence of recall bias on sequence characteristics. Second, with the comparison of the two datasets mentioned above (BHPS and SOEP), I would like to find out more about the effects of different survey modes on sequence characteristics, such as turbulence, episode number etc.
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Introduction

The aim of this study was to perform a diachronic analysis, using three complementary techniques, of behaviors in fencing, a sport in which the exchange of actions between two fencers is determined by a series of decisional processes (Iglesias, Gasset, González and Anguera, 2010; Tarragó, Iglesias, Michavila, Chuverri, Ruiz-Sanchis and Anguera, 2015). The study was performed within the context of systematic observation (Portell, Anguera, Chacón and Sanduvete, 2015; Sánchez-Algarra and Anguera, 2013).

The continuous interchange of actions and reactions during a fencing bout, the aim of which is to gain a touch, is known as a fencing phrase and can be analyzed sequentially from two perspectives. In the first case, the objective is to determine what happens within each fencing phrase, i.e., to identify actions-reactions triggered by the techniques employed by the two fencers; each phrase is characterized by an internal logic that determines the tactics used and in which the different actions executed influence the result (i.e. gain or loss of a touch). In the second case, the objective is to determine how these fencing phrases evolve throughout the bout, i.e., to analyze the diachronic relationships underlying the tactics employed (succession of actions in time), as this can shed light on strategic and tactical decisions that lead fencers to use or modify a certain behavior (technical action), giving rise to the repetition or diversification of sequences of actions, or fencing phrases, during the bout.

We employed an observational methodology design as the actions to be studied were perceivable, regular (i.e. performed repeatedly by professional fencers), and held in a setting that lends itself particularly well to observation. Systematic observation is also an ideal method for collecting data for subsequent analysis of whether behaviors that occur throughout episodes or periods of time have an internal sequential structure (Abbott, 1990, 1995; Abbott and Hrycak, 1990; Abbott and Tsay, 2000).

This internal structure can be analyzed using different data analysis techniques, each with its own algorithms and analytical rules. In our case, we chose lag sequential analysis, polar coordinate analysis, and T-patterns (temporal patterns) detection:

A) Lag sequential analysis (Bakeman and Quera, 2011) was used to detect communication patterns and investigate associated relationships between categories based on the calculation of observed and expected probabilities, and to compare them using a corrected binomial test. This method is applicable to datasets
of behaviors that occur in a certain order; the data can be type I or type II (where the parameter of interest is sequence) or type III or IV (where the parameter of interest is duration). Data types I and III are sequential (unidimensional), i.e., behaviors can never overlap, while data types II and IV are concurrent (multidimensional), i.e., behaviors from different dimensions may overlap (Bakeman, 1978). Sequential analysis can be used to analyze a single dimension within an observation instrument (type I or type III data) or several dimensions simultaneously (type II or type IV data).

We used here an observation instrument with six dimensions. The data were analyzed using a binomial test with a level of statistical significance of \( p < .05 \) to statistically compare observed or conditional probabilities (which are computed according to the order of occurrence of the recorded behaviors) with expected or unconditional probabilities (which reflect only the number of occurrences and correspond to the likelihood of chance). Adjusted residuals were calculated to determine the strength of association between behaviors, as we applied the correction established by Allison and Liker (1982) to the binomial test. Lag sequential analysis was performed in both the prospective (positive lags) and retrospective (negative lags) modes to investigate sequences of behaviors that occurred before and after the criterion behavior. Drawing from the experience of many studies conducted in the behavioral and social sciences (Lapresa, Arana, Anguera and Garzón, 2013), it was decided to use just ten lags (lag -5 to lag -1 and lag +1 to lag +5), as patterns appear to become diluted when more are used.

B) Polar coordinate analysis is an elaborate data reduction technique that facilitates the interpretation of data, precisely because of the reduction in the volume of data. It also produces a vectorial image of the complex network of interrelations between categories that make up the different dimensions of an observation instrument. Polar coordinate analysis complements prospective and retrospective sequential analysis (Bakeman, 1978). The first step is to select the main behavior of interest, known as the focal behavior, and a series of conditional behaviors from among the categories in the observation instrument. The purpose is to investigate the relationships between this central element, the focal behavior, and the other behaviors selected. To do this, it is necessary to have previously calculated the retrospective and prospective adjusted residuals for the focal and conditional behaviors using lag sequential analysis. The retrospective, or “backward” perspective, which incorporates what Anguera (1997) referred to as the concept of “genuine retrospectivity”, reveals significant associations between the focal behavior and behaviors that occur before this behavior (i.e., negative lags). In our study, this retrospective analysis produced a “mirror-like” image of associations between observation units that occur before the focal behavior; the sequence followed is last, second-last, third-last, etc. In other words, patterns obtained through retrospective sequential analysis reveal patterns formed by categories that lead up to the occurrence of the behavior of interest.

The main objective of polar coordinate analysis is to reduce the volume of conditional probability values calculated previously in the lag sequential analysis, but without losing their significance and interpretative potential. These “results” are processed as data in the polar coordinate analysis and are reduced to a manageable number of significant variables that are presented in an easy-to-interpret vector format that reveals the associations between the different behaviors that make up, in the case at hand, each fencing phrase.
Because the variables produced must adequately reflect the versatility of the situation, the data need to be processed using a powerful data reduction measure. The recommended measure is the \( Z_{sum} \) statistic described by Cochran (1954) and subsequently developed by Sackett (1980); it is based on \( z \) scores corresponding to relative indices of sequential dependence (Bakeman, 1978). This \( Z_{sum} \) is calculated using the following formula:

\[
Z_{sum} = \frac{\sum Z}{\sqrt{n}}
\]

which measures the strength (or associative consistency) between different behaviors. Prospective and retrospective \( Z_{sum} \) scores can have a positive or a negative sign, depending on whether the relationship between behaviors is excitatory or inhibitory. These relationships, in turn, can be symmetric or asymmetric, i.e. the focal behavior may be associated with the conditional behavior (or vice versa) in one or both directions. Each conditional behavior is represented by a vector, which, in turn, is located in one of four quadrants (I, II, III, or IV) depending on whether the prospective and retrospective \( Z_{sum} \) scores carry a positive or a negative sign. These quadrants indicate whether the focal and conditioned behaviors activate or inhibit each other (see below).

The relationships between behaviors can be represented graphically, with prospective \( Z_{sum} \) values on the X axis and retrospective \( Z_{sum} \) values on the Y axis. The fact that the conditional behaviors are located in different quadrants according to the relationship with the focal behavior means that it is possible to measure the distance between the origin (0,0) of the \( Z_{sum} \) coordinates and the intersection point (or radius), which corresponds to \( \sqrt{X^2 + Y^2} \), where \( X \) and \( Y \) correspond to the \( Z_{sum} \) values for the focal and conditioned behavior, respectively. The associated \( \phi \) angle, \( \arcsin \frac{Y}{\text{Radius}} \), is calculated based on the number of degrees that are added or subtracted depending on the quadrant in which the conditional behavior is located. The meaning of each vector can then be interpreted objectively as follows:

- **Quadrant I** – The focal and conditional behaviors activate each other.
- **Quadrant II** – The focal behavior inhibits and is activated by the conditional behavior.
- **Quadrant III** – The focal and conditional behaviors inhibit each other.
- **Quadrant IV** – The focal behavior activates and is inhibited by the conditional behavior.

**C) Detection of T-Patterns.** The assumption underlying the T-pattern detection method is that complex human behaviors have a temporal structure that cannot be fully detected through traditional observational methods or mere quantitative statistical logic. The T-pattern emerges as the fruit of a mathematical process that is automated in the form of an algorithm in the THEME software program, first developed by Magnusson (1988, 1989, 1993, 1996, 2000, 2005, 2006, 2016) around thirty years ago and progressively improved up to the current version (Theme v. 6 Edu). By detecting T-patterns, or “temporal patterns”, this method can detect structural analogies across very different levels of organization and enable an important shift from quantitative to structural analysis.

T-patterns detection studies have been conducted in very different scientific domains and also in the field of sport (Aragón, Lapresa, Arana, Anguera and Garzón, 2015; Borrie, Jonsson and Magnusson, 2002; Chaverri, Camerino, Anguera, Blanco-Vilaseñor and Losada, 2010; Gutiérrez-Santiago, Prieto,
Since observational records of human behavior have a temporal and sequential structure, an analytical tool that can describe this structure can only enhance the understanding of the target behavior(s). In fencing, for example, T-pattern analysis can reveal the hidden yet stable structures that underlie the interactions that determine what occurs in a competition. The discovery of hidden T-patterns could help fencing coaches to better predict the behaviors of both competitors in a fencing bout thanks to an integrated system that allows for an increased depth of analysis.

For the T-pattern analysis in this study, we used the software program THEME v. 6 Edu, and assigned a constant duration (=1) to each event-type (Lapresa, Alsasua, et al., 2013), as what was important in our analysis was not the duration of each fencing phrase, or the distance between phrases (which is very similar), but rather their internal sequentiality.

The ultimate aim of this empirical study was to analyze the confluence of results from three complementary methods to identify direct relationships between different tactical actions and their efficacy (in terms of score) and to also shed light on successful strategies that could help fencers take better decisions during competitions.

**Method**

We employed a nomothetic, point, multidimensional observational study design (Anguera, Blanco-Villaseñor, Hernández-Mendo and Losada, 2011) in which we analyzed eight bouts from the Men’s Individual Saber Finals of the World Fencing Championships in Budapest, Hungary (2013) and Kazan, Russia (2014). The data were recorded using LINCE v.1.1. (Gabin, Camerino, Anguera and Castañer, 2012), and a total of 407 fencing phrases were recorded using the type II data modality. The images were obtained from broadcasts made available by the Fédération Internationale d’Éscrime (FIE) and Televisora Venezolana Social (Tves) through the Internet (YouTube).

The study formed part of a larger fencing study approved by clinical research ethics committee of the Catalan Public Sports Authority (2005). According to the ethical requirements specified in the guidelines of the American Psychological Association (American Psychological Association, 2002), the informed consent of the fencers was not required because the study was an observational study of a publicly broadcast event held in a natural setting.

The observation instrument ESGRIMOBS (Tarragó et al., 2015) was adapted for the purpose of the study. The data for the study were systematically recorded and coded using the following instrument (Table 1):
<table>
<thead>
<tr>
<th>Dimension or criteria</th>
<th>Category systems</th>
<th>Code</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Pressure</strong></td>
<td>Right pressure</td>
<td>PD</td>
</tr>
<tr>
<td></td>
<td>Left pressure</td>
<td>PI</td>
</tr>
<tr>
<td></td>
<td>No pressure</td>
<td>NP</td>
</tr>
<tr>
<td><strong>Preparation</strong></td>
<td>Right preparation</td>
<td>XD</td>
</tr>
<tr>
<td></td>
<td>Left preparation</td>
<td>XI</td>
</tr>
<tr>
<td><strong>1st Action</strong></td>
<td>1st action: right offensive</td>
<td>OD</td>
</tr>
<tr>
<td></td>
<td>1st action: left offensive</td>
<td>OI</td>
</tr>
<tr>
<td></td>
<td>1st action: right defensive</td>
<td>DD</td>
</tr>
<tr>
<td></td>
<td>1st action: left defensive</td>
<td>DI</td>
</tr>
<tr>
<td><strong>2nd Action</strong></td>
<td>2nd action: right offensive</td>
<td>DOD</td>
</tr>
<tr>
<td></td>
<td>2nd action: left offensive</td>
<td>DOI</td>
</tr>
<tr>
<td></td>
<td>2nd action: right counteroffensive</td>
<td>DCD</td>
</tr>
<tr>
<td></td>
<td>2nd action: left counteroffensive</td>
<td>DCI</td>
</tr>
<tr>
<td></td>
<td>2nd action: right defensive</td>
<td>DDD</td>
</tr>
<tr>
<td></td>
<td>2nd action: left defensive</td>
<td>DDI</td>
</tr>
<tr>
<td><strong>3rd Action</strong></td>
<td>3rd action: right offensive</td>
<td>TOD</td>
</tr>
<tr>
<td></td>
<td>3rd action: left offensive</td>
<td>TOI</td>
</tr>
<tr>
<td></td>
<td>3rd action: right counteroffensive</td>
<td>TCD</td>
</tr>
<tr>
<td></td>
<td>3rd action: left counteroffensive</td>
<td>TCI</td>
</tr>
<tr>
<td></td>
<td>3rd action: right defensive</td>
<td>TDD</td>
</tr>
<tr>
<td></td>
<td>3rd action: left defensive</td>
<td>TDI</td>
</tr>
<tr>
<td><strong>Touch</strong></td>
<td>Left touch</td>
<td>TI</td>
</tr>
<tr>
<td></td>
<td>Right touch</td>
<td>TD</td>
</tr>
<tr>
<td></td>
<td>No touch</td>
<td>NT</td>
</tr>
<tr>
<td></td>
<td>Double touch</td>
<td>DT</td>
</tr>
</tbody>
</table>

Each of the six criteria in the observation instrument (shown in the left column of Table 1) corresponds to a dimension of fencing, and each of these dimensions is further broken down into a system of exhaustive and mutually exclusive categories.

The data were recorded by applying the observation instrument to each observation unit. Given the complexity of analyzing fencing tactics, we based our analysis on observation units drawn from concepts described in fencing rules published by the FIE (FIE, 2014). Each unit was formed by a fencing phrase, the aim of which is to gain a touch, and each phrase was analyzed by applying the different criteria that formed the observation instrument.

The reliability of the dataset was duly analyzed prior to subsequent analyses (Blanco-Villaseñor and Anguera, 2000). The construct validity of ESGRIMOBS was guaranteed by the consistency and robustness of the concepts on which it was based, which were drawn from the theoretical framework of fencing and the critical evaluation of the observation instrument by 17 fencing masters. A pilot run of the instrument, with coding by the 17 fencing masters, produced a canonic agreement of 0.81 (Krippendorf, 2004), allowing us to consider the instrument valid.

**Results**

In view of the primary aim of this study, which was to analyze diachronic relationships underlying the tactics employed by two of the world’s top fencers using three complementary techniques,
we have created a table (Table 2) summarizing “favorable” and “unfavorable” tactical sequences shown by each technique for the two fencers. In the T-pattern analysis, a behavior was considered favorable when the set of event-types contained the event “touch”, and in the lag sequential and polar coordinate analyses, it was considered favorable when it activated a touch for the fencer or inhibited a touch by his opponent. It should be noted that in the case of antagonistic significances for the different lags in the sequential analysis, lag values of 0 or close to 0 were prioritized.

To our knowledge, this study is the first to undertake a complementary analysis of this type, and it is of particular interest that our interpretation was focused entirely on the analysis of the strategies and tactics employed by the fencers analyzed.

The summary table (Table 2) and the analyses described partially in the results and discussion sections provide detailed insight into the tactics used by the two fencers in each bout, as each of the techniques provides a distinct yet complementary interpretation. Each dataset corresponds to a fencing phrase, which could be considered as a “co-occurrence” of behaviors or actions but that actually presents internal or intra-phrase sequentiality (left-right sequentiality based on the order of transcription). In other words, our analysis shows how behaviors influence other behaviors within each fencing phrase. This relationship links tactical behaviors with specific technical executions, analyzed by sequential analysis at lag 0 and T-pattern analysis.

The strategical analysis is also based on between-phrase relationships, i.e., relationships between each fencing phrase (or datasets arranged from top to bottom). This shows how co-occurrences or events (fencing phrases) influence each other (via T-patterns described in each dendrogram that links two or more phrases with significant associations), and it also shows how different behaviors (actions) influence previous or subsequent behaviors (using sequential analysis of lags -1 to -5 and +1 to +5 and polar coordinate analysis).

The main conclusion of this study is that the complementary use of the three observational methodology techniques—lag sequential analysis, polar coordinate analysis, and T-pattern detection—can provide extremely useful insights that can be used to guide tactical and strategic training in fencing. Our analysis shows that significant conclusions regarding tactical behavior in fencing can be reached using objective analytical techniques. This and similar studies could help to guide training strategies for fencing masters by providing objective data to complement largely subjective judgements based on experience.
Table 2: Complementary evaluation of tactical sequences for fencers 1 and 2 shown by technique

<table>
<thead>
<tr>
<th>T Patterns</th>
<th>Lags</th>
<th>Polar coordinate</th>
</tr>
</thead>
<tbody>
<tr>
<td>(NP, XD, OD, DC, TD, PD, XD, OD, T)</td>
<td>F</td>
<td>D</td>
</tr>
<tr>
<td>(FP, XD, OD, DC, TD, PL, XD, OD, DC, T)</td>
<td>XD</td>
<td>DC</td>
</tr>
<tr>
<td>(NP, XL, OD, DC, TD, NP, XL, OD, DC, TD)</td>
<td>NP</td>
<td>DO</td>
</tr>
<tr>
<td>(PD, XD, OD, DC, TD)</td>
<td>XI</td>
<td>DO</td>
</tr>
<tr>
<td>(PL, XD, OD, DC, TD)</td>
<td>DI</td>
<td>DO</td>
</tr>
<tr>
<td>(PL, XD, OD, DC, TD, PL, XL, OD, DC, TD)</td>
<td>CD</td>
<td>TD</td>
</tr>
<tr>
<td>(NP, XL, OD, DC, TD, NP, XL, OD, DC, TD)</td>
<td>DC</td>
<td>DI</td>
</tr>
<tr>
<td>(NP, XL, OD, DC, TD, PD, XD, OD, DC, TD)</td>
<td>PD</td>
<td>DO</td>
</tr>
<tr>
<td>(FP, XD, OD, DC, TD, PL, XD, OD, DC, T)</td>
<td>F</td>
<td>D</td>
</tr>
<tr>
<td>(PL, XD, OD, DC, TD)</td>
<td>XI</td>
<td>TD</td>
</tr>
<tr>
<td>(PL, XD, OD, DC, TD, PL, XL, OD, DC, T)</td>
<td>CD</td>
<td>TD</td>
</tr>
</tbody>
</table>
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Extended abstract

During the second half of the twentieth century, the expansion of the educational system in Mexico has achieved an important goal: children and youth increasingly attend and remain in school. Gender inequalities in school attendance and attainment have disappeared but inequalities between socioeconomic sectors remain. Most students only attain low middle education and access to higher levels continues to be restricted to higher socioeconomic sectors.

Growing education levels and a rapid urbanization process are related to an important increase in female labor force participation. However, female participation remains relatively low and labor markets have been growingly unstable, precarious and segmented, and better job opportunities greatly differ by education levels.

At the same time, the fertility transition has taken place in Mexico. Family size has been notably reduced. In spite of this and other profound transformations related to family values, patterns during the first stages of family formation have shown only minor changes in the population as a whole. Most women enter a conjugal union and have the first child at relatively early ages. Only a minority of women delay their marriage and childbearing period. These different behaviors are strongly associated to education inequalities and unequal labor perspectives.

Early ages at birth of first child are associated to economic and social disadvantages. Maternity at early ages is related to low education and participation in
the labor market. When young mothers work, they have more precarious jobs and lower incomes than older mothers. Early timing of fertility can act as a trigger of accumulation of disadvantages in later stages of life. At the same time, having an early birth might be a consequence of poverty because of previous disadvantages young women face before becoming pregnant (Cavenaghy y Rodríguez, 2014). It has been pointed out that the opportunities of Mexican women who become pregnant as teenagers to receive education and progress toward rewarding and fulfilling jobs are limited, regardless of their fertility decisions.

However, most studies on teenage fertility that show the association with economic and social disadvantages are cross-sectional or follow ups for short periods of time. In Mexico, it is unknown if early mothers catch up later on in other spheres of their lives and end having similar life paths as those of women of the same social sector who started their childbearing period at latter ages.

Mexican males’ reproductive patterns have been scarcely studied and early fatherhood has not been a matter of concern. However, given the male bread winner traditional role, adopting the responsibility of a child and a family at early ages might also affect their family and work life paths.

In this paper, our objective is to study family and work trajectories of individuals and determine if early transitions to parenthood are associated to adverse consequences in later stages of life, in the sense that previous socioeconomic inequalities would be exacerbated with an early parenthood, and early mothers and fathers would end up in less successful life paths. We study women’s as well as men’s life paths, given our interest in both experiences and in gender inequalities.

The main contributions of the paper are the use of a life course perspective to observe long term trends; the simultaneous analysis of the interwoven school, work, marital and reproductive trajectories during a period deep social transformations; the inclusion of men’s as well as female’s experiences.

1.1 Methodology and data source

A Multichannel Sequence Analysis (additive) is applied in order to simultaneously study the trajectories in the family and work domains. A distances matrix is calculated by applying optimal matching analysis with constant costs. In order to group
the life paths, an agglomerative hierarchical clustering of the distances matrix data is computed; the Average Silhouette Width is used to define the number of groups.

We analyze school, work, marital and reproductive dimensions. States are in school and out of school for the first dimension. Work states are at home, non-manual high qualification, non-manual low qualification, informal commerce, manual high qualification and manual low qualification. In the marriage dimension, states are previously married, single, in first, second and third or more marital union (marriage or cohabitation). In the reproductive dimension states are the number of children ever born that goes from zero to 5 or more.

To explore the social composition of the life paths groups defined by the cluster analysis, logistic regressions models are estimated. Cluster group is the dependent variable, and birth cohort, social strata and having had an early birth and their interactions are the explanatory variables.

The data source is the Retrospective Demographic Survey (Eder 2011), carried out in urban areas of Mexico. We use annual data on school, work, and family life histories from ages 12 to 41 of 888 women and 851 men of two birth cohorts born in 1951-1953 and 1966-1969.

An indicator of the social strata is created with data on education and economic features of parents of the interviewees at age 15. This variable is particularly relevant given the profound social inequalities that characterize de Mexican society; it reflects the parent’s education and the economic conditions of the family household when the individual was about to start his family and work trajectories.

Because of the prevalence of the traditional gender roles, women and men’s work and family experiences are analyzed separately. Besides, nuptiality and fertility timing among men take place at later ages than among women and we are especially interested in the effects of the social timing. We consider an early motherhood when occurred before age 18 and an early fatherhood when occurred before age 20. At age 18, young people attain the age of majority, are supposed to finish the upper secondary school which is compulsory, and are legally able to have full time jobs. As mean differences by sex in age at first marriage and first birth are around two years, we suppose that it is an early fatherhood when it occurs before age 20.
MAIN RESULTS

Women. For theoretical as well as for statistical reasons, we chose the five group cluster which suggests the existence of five well differentiated groups in the four simultaneously analyzed domains.

Regarding the four domains, we could say there are more and less successful life paths. Higher education, stable non manual work sequences, stable marriages and small family sizes would be perceived as the most successful in this period of social transformations related to increasing levels of education, growing female labor participation and fertility transition.

Almost all women who had an early birth are in life paths 1 and 5. They are both characterized by low education and big family size. The greatest differences between them is that in the first women remain at home and have stable marital life whereas in life path 5 women work in informal commerce or manual jobs, mainly low qualified, and have more unstable marital life. Life path 1 is the most common, one third of women are in this group.

1. Traditional path (35%). Low education, at home, early stable union, large family size.
2. Most successful path (19%). Higher education, later transitions, stable non manual jobs, small family size.
3. Delayed family life (10%). Medium education, stable low status jobs, single without children.
4. Unstable manual low jobs (19%). Low educación, later marriage, small family size.
5. Low qualification jobs, unstable unions (17%). Lowest education, stable informal commerce and manual jobs, mainly low, big family size.
In order to investigate whether within the two cluster groups, early mothers’ trajectories in the four domains were similar to those of other women who postpone their first birth, we graphed the trajectories making this distinction. We find that early mothers had in both cases bigger family sizes, and more unstable marital unions in life path 5.
Men. We chose the six group cluster because of theoretical and statistical reasons. In the case of men, the life paths are more unevenly distributed in the groups than in the case of women.

Having an early birth is less common among men than among women. Early fathers are mainly in life paths 3 and 6, both characterized by very low education and manual jobs, and big family size. However, jobs are more precarious, marital life more unstable and family size bigger among the last one.

Within life paths 3 and 6, early fathers have higher family size, and more marital instability among the last life path.
Men. Life paths 3 and 6, depending on whether there is a birth before age 20

<table>
<thead>
<tr>
<th>Domain</th>
<th>(3) Manual jobs (high)</th>
<th>(6) Manual jobs (low)</th>
</tr>
</thead>
<tbody>
<tr>
<td>school</td>
<td>First Birth &lt; 20</td>
<td>First birth 20+</td>
</tr>
<tr>
<td>work</td>
<td>First birth &lt; 20</td>
<td>First birth 20+</td>
</tr>
<tr>
<td>marital</td>
<td>First birth &lt; 20</td>
<td>First birth 20+</td>
</tr>
<tr>
<td>reproductive</td>
<td>First birth &lt; 20</td>
<td>First birth 20+</td>
</tr>
</tbody>
</table>

- **school**: Out of school, a school
- **work**: Home, non-manual of high qualification, non manual of low qualification, manual commerce, manual of high qualification, manual of low qualification
- **marital**: Previously married, single, 1st union, 2nd or more union
- **reproductive**: Childless, 1 child, 2 children, 3 children, 4 or more children

Age
Composition of the cluster groups where early parenthood occurs.

Results of logistic regression models

<table>
<thead>
<tr>
<th></th>
<th>Women</th>
<th>Men</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Intercept</strong></td>
<td>( - ) ***</td>
<td>( - ) **</td>
</tr>
<tr>
<td><strong>Medium Social Strata</strong></td>
<td>( - ) *</td>
<td>( - ) **</td>
</tr>
<tr>
<td><strong>High Social Strata (HighSS)</strong></td>
<td>( - ) ***</td>
<td>( - ) **</td>
</tr>
<tr>
<td><strong>Youngest Birth Cohort (YBC)</strong></td>
<td>( - ) *</td>
<td>( - ) **</td>
</tr>
<tr>
<td><strong>Early births of first child</strong> (women &lt; 18; men &lt; 20)</td>
<td>(+) **</td>
<td>(+) **</td>
</tr>
<tr>
<td><strong>Significant Interactions</strong></td>
<td><strong>Med_HS</strong> * EDFCh</td>
<td><strong>HighSS</strong> * EDFCh</td>
</tr>
<tr>
<td></td>
<td>( + ) &amp;</td>
<td>( + ) &amp;</td>
</tr>
</tbody>
</table>

p-values: *** < 0.01  ** < 0.05  * < 1.0 & < 2
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Differences in Health between East and West Germans
The “Long Arm of Childhood” under Divergent Political Regimes in Germany

Katharina Loter and Oliver Arránz Becker

Abstract The aim of our study is to investigate the “long arm of childhood” under two divergent political regimes in Germany. Children of the former socialist German Democratic Republic (GDR) grew up in a regime with full-time working mothers and around the clock child care services – in a regime that differed significantly from the German Federal Republic (FRG, also West Germany). GDR, year 1980: Almost 60% children aged 0-3 attend nurseries and more than 90% children aged 3-6 attend all-day kindergartens. In contrast, the respective percentages in the FRG are 1% for nurseries and 65% for predominantly part-time kindergartens. Thus, a great majority of children born and raised in the GDR experienced “equal” educational and nutritional conditions during early childhood regarded as a critical period of development, irrespective of their families’ socio-economic situation. Within few years after the German unification health care in East Germany came up to the level of West Germany, nonetheless, for the “former children of the GDR” early childhood influences may continue to affect their adult health in a specific way. Our research question is: Does the childhood experience under a socialist regime play a role in explaining health at subsequent stages of the life course? First, we hypothesize that spending childhood in the GDR, unlike in the FRG, might have an adverse long-term effect on health. Second, we assume that “equal” GDR childhood conditions might attenuate the long-term impact of parental socio-economic status on adult health. To examine these hypotheses we use data from the German Socio-Economic Panel (SOEP) for birth cohorts 1950-1980 and apply latent growth curve analyses. Our preliminary results provide evidence of health disparities according to the kind of socialization. Further, we observe different patterns in the social health gradient for East and West Germans.
The Impact of Marital Separation on Childbearing: A Test for the Selection Hypothesis

Sergi Vidal and Yara Jarallah

Abstract The extent to which childbearing occurs within marital unions has decreased dramatically over recent decades. While a wealth of studies examined the recent patterns of childbearing out-of-wedlock and premarital childbearing, less systematic has been research on deciphering childbearing patterns after marital separation. Evidence from related research on stepfamilies and multi-partner fertility suggests that people may also have children after first marital unions to fulfil parenthood desires and to cement new relationships. In this paper, we investigate a further mechanism on the selectivity of childbearing after marital separation. We argue that childbearing can be a function of individual-specific unobserved factors that lead people to dissolve unions, re-partner, and build or grow their families. To assess this mechanism, we use hazard regression models for first and second order childbearing episodes in the framework of multilevel multiprocess event history analysis. The sample is restricted to women aged 16 to 40 from the panel study Household, Income and Labour Dynamics in Australia (HILDA) Survey. Results of this study will contribute to the understanding of contemporary fertility patterns, by shedding light on the conditions of fertility variations across partnerships over the life course.
Session 8B: Relational sequence network and combined sequence-survival analysis
Relational sequence networks as a tool for studying gendered mobility patterns

Klaus Hamberger (Ecole de Hautes Etudes en Sciences Sociales, Paris, klaus.hamberger@ehess.fr)

Paper proposed for the 2nd International Conference on Sequence Analysis and Related Methods, Lausanne, June 8-10, 2016

Abstract

This paper uses relational sequence networks to study the gendered differences of migration biographies. Starting from an integrated model of kinship and migration relations as parts of a single bi-modal network of individuals and events, sequence networks are constructed by classifying mobility events according to the social (kinship or other) relation between the individuals they link together as migrants and hosts. Itineraries thus are conceived of as walks in a space of relational positions.

Using data from 508 migration biographies collected in rural South-east Togo between 2010-2015, we show that male and female trajectories do not so much differ in their degree of mobility as in the topology of the social spaces they traverse and in the structure of the social sequences they trace. While both rest on a basic kinship axis (linking an “internal” parent pole and an “external” extended-kinship pole), male networks tend to evolve through a succession of multiple but structurally isolated non-kinship links, whereas female networks develop into complex and integrated multifocal networks sewn together by marital and affinal ties. Since marital ties are precisely the ties that link male and female networks together, many of the differences between these networks can thus be traced back to their mutual relation (in particular to the fact that women move to and from men but not vice versa). Rather than just confirming the macro-tendencies for male and female mobility patterns stated in the demographic literature, sequence network analysis yields insight into the relational logics that bring these tendencies about.

Data have been analyzed with the open source software Puck 2.2., which implements the model presented in the paper.

Keywords: Social networks, Sequence networks, Gender, Migration, Kinship, West Africa
Extended abstract

Method

The recent applications of network theory to social sequence analysis (Bison 2014; Fitzhugh, Butts, and Pixley 2015; Cornwell et Watkins 2015; Cornwell 2015) have focused on the connections created between individuals through the sharing of similar events, similar sequence motifs or similar sequence network structures. However, events also directly link individuals in a face-to-face relation. The familiar two-mode network linking individuals and events is not just representing an affiliation network, but actually the incidence network where event nodes actually correspond to hyper-edges linking several individuals in complex, polyadic relations. Examples for this type of events are mobility events, where migrants are linked to hosts, co-migrants or financers, but also kinship events, where children are linked to mothers and fathers. In fact, we can conceive of kinship and mobility as two closely related and structurally similar subnetworks within an integrated social space-time made up of individuals and events (Hamberger and Sohler 2014):

![Figure 1: An integrated kinship-mobility network](image)

From this integrated two-mode network are derived the one-mode networks usually studied in migration and life course studies: networks of events linked to each other by the involved individuals, and networks of individuals linked to each other by shared events. For a given individual (ego), we can thus derive both the event sequence that constitutes his or her itinerary, and the personal network that has shaped (or has been shaped by) this itinerary.

Individual itineraries are linear paths unless we merge events into higher-order event classes. This could be done by reference to some attribute (such as the reason for migration, the destination of the move, and so on). Adopting a thoroughly relational approach, we shall, however, derive all attributes characterizing individuals or events from the network itself: thus, individuals that make up ego’s migration network will be characterized by the relational (kinship or other) chains that link them to
ego, and the events that constitute his or her itinerary will accordingly be characterized by the chains that link ego to the individuals that play a given role (such as host) in this event. More precisely, we shall characterize both individuals and events according to the type of relational circuit (Hamberger 2011) that emerge as the mobility link combines with chains of other links (kinship, friendship, employment, and so) – for example, individuals C and H in figure 1 are linked to each other both as migrant and host (via mobility event 2), but also as brother’s wife and husband’s sibling (via birth events 3a and 3b and the marriage event 2). As a consequence, mobility event 2 can be characterized as being of the “brother-in-law as host” type.

We will thus partition the ego-network according to the relational circuit types linking ego and alter, and then use the clusters of this partition to classify the events of ego’s itinerary. Merging the event nodes of the same cluster then yields a directed network of social relation types linked by temporal adjacency: a relational sequence network.

The morphological similarity of these relational sequence networks (measured by the number of shared arcs rather than that of shared nodes) can then be used to construct a continuous typology of itineraries (represented e.g. by phylogenetic trees), but also to evaluate the extent to which the similarity of two given itineraries corresponds to their actual intersection in the total event network. Indeed, since one and the same event represents different relational types for the various individuals involved, people who have largely shared itineraries not necessarily have similar itineraries in relational terms, unless their positions in social space are structurally similar.

By considering the way degree to which ego’s itinerary resembles and/or coincides with the itineraries of each of the alters of his or her personal network, we can finally study the way both the similarity and the contiguity between itineraries is related to certain relational positions. Thus, parents and children may have itineraries that are largely coincident but different, friend’s itineraries may be similar but show little coincidence, and sibling’s itineraries tend to be both similar and coincident, at least at the beginning. Relational sequence network analysis thus constitutes a tool of studying both the similarity and the contiguity relations that events establish between individuals, inasmuch as these relations can be conceived of as relations between sequence networks. In this capacity to analyze the perspectival structure of social space as a network of networks lies the (still largely unexplored) potential of relational sequence network analysis.

Software tools

All analyses used in this paper have been effectuated with the open source software Puck (Hamberger et al. 2014), which can be downloaded at www.kintip.net (source code at http://sourceforge.net/projects/tip-puck/). Initially developed for the study of kinship networks, Puck contains, from its 2.2 version onwards, a package for the study of spatiotemporal networks, including census data and migration biographies.

Visualization has been done with Pajek (Nooy, Mrvar, et Batagelj 2011) from files produced by Puck, and a variant of the software Geneaquilt (Bezerianos et al. 2010) implemented in Puck.

Data

In this paper we analyze the gendered patterns of West-African migration biographies, based on data collected in a field survey from 2010 to 2015 in rural South-east Togo. The zone of inquiry is located in the region of West Africa with the highest intra-regional migrations. The dataset includes extended genealogies and detailed migration biographies of 508 individuals (adults and children) that form part
of the personal networks of 60 inhabitants initially drawn at random from the 2005 population of the rural town Afagnan-Gbléta (about 4800 inhabitants in 2015).

Migration biographies were collected through retrospective semi-directive interviews. We recorded all migratory events leading to a change of residence for more than three months from birth to the present (time of the interview, last update of information in 2015). For each migratory event, the interviewees were asked to describe the context, motive and course of the event. In particular, we collected information (name, relation and contact) on the persons who received ego (hosts), accompanied ego (co-migrants), initiated the displacement (initiators) and financed the journey/means of transport (financers). All other persons mentioned in the context of the migration event were equally noted (others). This set of names was complemented by a complete list of the person’s parents, spouses and children. This dataset is completed by a large genealogical and residential dataset (about 50,000 individuals including the deceased) collected during three subsequent censuses of the village of Afagnan-Gbléta (2005, 2010 and 2015). Most of the remote kinship relations (such as “father’s mother’s brother’s daughter”) and mediated non-kinship relations (such as “friend’s employer”) were thus not (only) directly reported by interviewees but computed from data stemming from numerous different oral sources. The anonymized dataset will be available on the platform www.kinsources.net, where two previous versions (2008 and 2011) can be already accessed.

Since the snowball method leads to the systematic overrepresentation of mobile and connected persons in the total network, most of our analyses are restricted to the initial random sample of 60 itineraries. We thus do use the remaining 448 itineraries to construct the ego-centered social spaces and sequence networks of these 60 independent cases. For the purpose of illustration, four of these cases are considered in more ethnographic detail.

Results

In order to construct the relational circuits that result by linking the participants of a mobility event by a chain of other (non-mobility) links, we have considered seven main types of relations: genealogical kinship (chains that can be retraced in the genealogical network), non-genealogical kinship (chains were some or all of the kinship links are not retrievable in the genealogy), friendship, apprenticeship, initiation, employment (employer-employee) and rent (landlord-occupant). Depending on the analysis, kinship relations have be further differentiated into various types of direct (parent, child, sibling, spouse) and remote (agnatic, uterine, cognatic, affinal) relations.

After a general analysis of the frequencies of each of these relation types in male and female itineraries, we consider their structural importance in the personal networks and the relational sequence networks.

Their structural role in ego’s personal network is assessed indirectly by considering the relation type of the most central alters, as well as the relation types that dominate in each of the network’s connected components. Figure 2 shows four example networks, where relation types are indicated by different colors, central alters have been marked by bold borders, connected components have been encircled.
Figure 2: Four case examples – social networks with direct social relations (central alters are highlighted by bold borders, components are encircled). Color code (also valid for figures 5, 6, 7 and 9): red = parents, orange = relative, yellow = spouse, light green = affine, green = child, dark green = own property, grey = unrelated, light blue = rent, blue = public accommodation, marine blue = state, dark blue = employer, violet = master, rose = friend, light red = houno, black = death, white = unknown
A comparison of the 60 personal networks already reveals that relations of different types operate in a different way in organizing ego’s social space. While parental ties function as centers and nuclei of large connected components, relations mediated by money tend to form numerous small peripheral components. Between these two extremes, whose co-presence is largely characteristic for the social space of men, we find the intermediary case of marriage relations, which, due to the high matrimonial mobility in this region, give rise to multiple cohesive components of moderate size and centrality which are typical for the social space of women. As a consequence, we find that on average, female networks are more cohesive than male networks, while at the same time, ego’s own betweenness centrality is generally lower for women than for men.

After having examined in a synchronic manner the social environments shaped by (and shaping) people’s itineraries, we turn to the relational sequence networks that are constructed by successively linking the relational types that characterize ego’s relation to his or her host in the adjacent mobility events of his or her itinerary. Figure 3 shows these networks for the four example individuals. Each relational type is now represented by a node (colored according to the same code as the individual nodes in figure 2). We have not numbered the arcs, but each of the four itineraries starts at the position “south pole” of the network, since the “host” of the first “mobility event” (birth) is always the mother.

To visualize the individual and temporal structure of the sequence underlying the network, we have added to the right of each sequence graph the bimodal network of the corresponding individuals and events (ordered by age and time order) in the quilt format developed by Bezerianos et al. (2010). Individuals are listed on the vertical axis, events on the horizontal axis, and dots indicate the involvement of individuals in events. Ego’s itinerary can easily be distinguished as a continuous horizontal line of dots.

Figure 4 represents the “aggregate” network that results from projecting all sequence networks of men and women respectively in a single network, where line values represent the numbers of individual itineraries in which a given event sequence occurs.
Figure 3: Four case examples - social sequence networks and individual-event networks (in quilt format)
Figure 4: “Aggregate” sequence networks of men and women (initial random sample, n = 60)
As can be seen from fig. 4 as well as from a comparison of node degrees and arc frequencies in male and female aggregate networks, there are marked differences (but also some important similarities) between gendered mobility patterns in terms of social relations. Both male and female networks are centered around a fundamental axis linking parents and non-parental relatives. For both genders, relatives outside the immediate family circle are at least as important as parents in the role of hosts – with a slight preference of male and female for agnatic and uterine relatives, respectively. For women, they are even more important.

However, while men enter two times as frequently into relations with landlords than women, they are five times as frequently to pass from a stay with relatives to a rented apartment. The most significant difference is, of course, the importance of marital and affinal homes for female itineraries, which have no equivalent in their male counterparts. The virilocal orientation of residence is unambiguously brought out (almost all adult women have at least once moved to their husbands or affines, while the reverse is a small minority). While the male network is largely organized around a triangle formed by the parental home, relatives and the residential market, the female network contains in addition a spouse node, which may become the nucleus of an entire marital subnetwork.

The problem with this kind of comparative macro-analysis is, of course, that it already presupposes that gender is a pertinent classification criterion for merging individual sequence networks, instead of deriving the classification criteria from a comparative analysis on the micro-level of individual sequence networks.

This latter perspective characterizes the approach of optimal matching analysis (Abbott 1995) and its more recent network-analytic developments, where sequence matching is replaced by graph similarity (Butts et al. 2004; Butts 2008; Fitzhugh, Butts, et al. 2015). Since in our relational sequence networks each node type appears, by construction, exactly once in each network (the only quasi-exception being first and subsequent spouses, which we have treated as distinct types), edit distance between networks boils down to the number of differently connected pairs of nodes (that is, the number of different cells in the adjacency matrices of the two graphs, all of which have equivalent node sets). Based on this graph distance matrix, we use the neighbor-joining algorithm (Saitou and Nei 1987) to plot the similarities and differences of the itineraries in the form of a phylogenetic tree. Figure 5 shows the tree of the 60 individuals of the initial random sample, where the corresponding individual sequence networks have been plotted into the nodes, and border colors indicate gender (blue for male and red for female).
Figure 5: Phylogenetic tree of 60 sequence networks (random seed sample)
While the gender difference is neatly brought out by the graph (roughly speaking, female itineraries constitute the right, male itineraries the left side, with a “mixed” zone of complex itineraries in the middle), a closer look shows that, beyond the great divide introduced by virilocality (the presence of absence of “yellow” marital nodes in the sequence network), both male and female itineraries are differentiated into several branches of the tree.

Apart from the three single-node cases in the middle bottom, the most simple sequence networks, consisting mainly of the parent-relative axis, are located in the upper left, “male” part of the tree. This branch may develop into two more complex forms, as the basic axis combines either with rent (as for the urban migrant workers) or with hosting by the master or employer (as for the rural itinerary masons or woodcutters). A still more complex variant combines rent with lodging by the state, which is the characteristic feature of teachers’ itineraries. A quite different version of typically male itineraries is given at the bottom, where the parental node is directly linked to the rent node without passing through a relative’s home. This minority pattern is reserved to men who have migrated for professional reasons later in life, and to the few boys whose parents could afford paying them rented apartments for school.

On the “female” side, we find a large group of highly similar sequences completing the parent-relative-axis by one or more marital or affinal nodes, thus giving rise to several distinct groups according to the complexity of the marital subnetwork. This pattern may further evolve by integrating stays with landlords or with employers (mainly for domestic work). By contrast, we almost never find a female pattern without the “relative” node it. Women who leave their parental home directly for a rented apartment are even more rare then men.

The complex patterns in the “mixed” middle of the figure combine “male” and “female” features, such as young men staying with affines (e.g. sisters’ husbands) or women leaving for transnational migration with friends.

While the tree of fig. 5 has been constructed from 60 independently drawn examples, the (dis)similarities between individuals’ mobility patterns are generally not independent of their mutual interconnections. Indeed, both the similarities and the interconnections between itineraries may be related to their respective roles in the mobility events linking them, as well as to the (kinship or other) relation existing between them, in other words: to the type of relational circuit(s) which ties them together. The logic of these interdependencies is still largely unexplored. We can, however, get an idea of them by linking the individuals that make up a given ego’s personal network according to the similarity and intersection of their respective relational sequence networks.

Figures 6 and 7 do so for the four example networks. In figure 6, arc thickness indicates to the degree of intersection of itineraries (measured as the percentage of events which one individual shares with the other). In figure 7, edge thickness indicates the degree of similarity between itineraries (measured as the number equivalently linked or non-linked node-pairs in the respective event sequence networks, normalized by the maximal number of pairs that can occur in either network).
Figure 6: Four case examples – social networks with arc thickness indicating itinerary intersection rates
Figure 7: Four case examples – social networks with line thickness indicating itinerary similarity degrees
As one can see, similarity and contiguity structures are as a rule quite different from each other. Thus, the two important male persons in Betty’s network – her brother and her father-in-law – have similar itineraries, though they never intersect. To the contrary, the itineraries of Omar and his wife, though overlapping, show no similarity with each other. For itineraries to be both overlapping and similar, it is required that both egos either hold a structurally equivalent position in social space – such as siblings – or have very reduced itineraries – such as children.

The fact that both the intersections and the similarities between two individuals’ relational sequence networks are rooted in their mutual relation invites us to reconsider the results of our analysis with a view to a relational conception of the gender difference. Our results show that the topology of both male and female sequence networks rests on a basic kinship axis (linking an “internal” parent pole and an “external” extended-kinship pole). However, while male networks tend to evolve through a succession of multiple but structurally isolated non-kinship links, female networks develop into complex and integrated multifocal networks sewn together by marital and affinal ties. Now, the marital tie is precisely the tie that puts together male and female itineraries. In other words, the central source of difference between the sequence networks of men and women is precisely the relation between them.

Rather than just confirming the macro-tendencies for male and female mobility patterns (as stated in the demographic literature) at the micro-level of individual trajectories, sequence network analysis yields insight into the relational logics that bring these tendencies about. It serves not only to study the differences between gendered social networks, but also to understand the gender relation itself as a relation between networks, that is, not just as an attribute of individuals, but as a structural trait of social space-time. In a more general perspective, the beginning integration of network and sequence analysis may be the first step towards a full-fledged social topology.
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Abstract  The aim of this study is to examine whether the co-residence structures in which young adults grew up is likely to affect their propensity of leaving the parental home. The empirical research was based on the LIVES Cohort study, a panel survey that started in autumn 2013 in Switzerland. Two longitudinal statistical methods were used as complementary approaches. First, sequence and cluster analyses were conducted to identify typical trajectories of childhood co-residence structure. Second, event history analysis was used to estimate whether these aforementioned structures influence home-leaving. Analyses show that it is not only the occurrence of an event that increases the risk of experiencing another event, but also the order in which various states occurred. What is more, it seems that two features have a significant influence on the departure from the parental home, which are the co-residence structures and the arrival or departure of siblings from the parental home.
1 Introduction

According to Marini (1984), the transition from youth to adulthood may be marked by several interlinked events which induce a movement from economic dependence to economic independence. Likewise, it has also been stated that it might be marked by the departure from the family of origin to found one’s own family. Five major transitions are generally enumerated as the main markers of adulthood: leaving school, entering the labour force, leaving the parental home, marrying and becoming a parent (Modell, Furstenberg, & Hershberg, 1976). Thereby, the transition to adulthood can be seen as “a series of ordered stages through which an individual passes in his or her life and which are associated from one stage to the next with age” (Hogan & Astone, 1986, p. 110). However, the aim of this article is not to study the transition to adulthood as a set of experiences and statuses changes, but to focus on one of them: leaving the parental home.

The recent and rapid increase in divorces and remarriages has led to a growing complexity of the household’s composition (Goldscheider & Goldscheider, 1998). Indeed, new co-residence structures have emerged in the past few decades, such as stepfamilies and single-parent households. As a result, there are a growing number of children who do no longer grow up in a home with their two biological parents. According to the aforementioned researchers, these increasingly common co-residence patterns are likely to affect the ways in which the parents invest in their children and, thus, the parents-children relations. Consequently, the aim of this paper is to examine whether the previously mentioned changing co-residence structures, that are likely to affect the roles and statuses of numerous family members, may influence the decisions children make when they become adults, such as leaving the family of origin. Leaving the parental home can be considered as a prerequisite to achieve other life transitions, such as getting married and becoming a parent (Mulder, 2009). In this way, this analysis aims to give an illustration of the importance of the co-residence structure prevailing during childhood as a sig-
significant determinant of the transition toward stable and successful work and family trajectories (Goldscheider & Goldscheider, 1998). Until now a significant number of studies have examined the impact of having ever experienced a parental disruption during childhood or of having ever lived with a stepparent on the probability of leaving home (Holdsworth, 2000; Bernhardt, Gähler, & Goldscheider, 2005). Other studies also focused on the co-residence structure into which a young adult lived in a specific moment of his/her life, often at the time of the youth’s final home-leaving (Mitchell et al., 1989; Chiuri & Del Boca, 2010). In this way, even though many sociological theories assert that age at leaving home might be linked with the whole individual trajectory preceding that moment, only few studies have developed methodological framework able to examine this perspective. At least two reasons can be cited. First, only few studies collected detailed life history records of the co-residence structures during childhood, making it difficult to tackle this issue (Aquilino, 1991; Goldscheider & Goldscheider, 1998; Blaauboer & Mulder, 2010). Second, we lack a proper method to estimate the influence of the previous co-residence trajectories on age at leaving the parental home. Hence, the aim of this paper is twofold. On a sociological level, we aim to provide a better understanding on how co-residence trajectories influence the probability of leaving home. On a methodological level, we propose a new framework to estimate this influence.

What is more, it has been reported that the transition to adulthood has become late (Billari & Liefbroer, 2010). According to Galland (1996), the norm regarding the age at the entry into adulthood has been altered. Indeed, a norm of precocity has given way to a norm of delay. Nothing anymore induces young people to hasten their departure from the parental home. As a consequence, we could wonder who are the young adults who decide or who are forced to become independent and to assume the responsibilities that go along with adulthood. In other words, another aim of this paper is to identify the factors that lead to an early departure from the parental home and to examine whether lone-parenthood or stepparenthood contribute to an early emancipation.
The structure of this paper is as follows. In section 1, we start by a detailed review of the literature on the links between the childhood co-residence structures on the one hand and the departure from the parental home on the other hand. Section 2 describes our dataset and the measures we use. We then turn in section 3 to the presentation of our methodological framework. In section 4, we apply our methodological framework to the study of the effect of the past co-residence trajectories on the risk of leaving home. Finally, section 5 summarizes and discusses our findings.

2 Conceptual framework

2.1 Why study the departure from the parental home?

In the past few decades, a growing number of researchers have devoted particular attention to the departure from the parental home. Some of the reasons for this growing devotion are that the departure from the parental home is likely to have significant consequences for important areas of policy, such as the demand for housing (Ermisch & Di Salvo, 1997) and the risk of poverty among young people (Iacovou & Aassve, 2007). Furthermore, leaving home is one of the main and, very often, one of the first components of the transition to adulthood (Schizzerotto & Lucchini, 2004). As a consequence, it has been stated that “both the destination and the timing of young people’s home-leaving are likely to be crucial in determining later life opportunities” (Buck & Scott, 1993, p. 863). Indeed, there is a common belief according to which age norms define the appropriate timing at which major life events should occur (Billari & Liefbroer, 2007). They also provide guidance and regulations throughout the life course of individuals (Heckhausen, 1999). Nevertheless, Aassve, Arpino and Billari (2013) have demonstrated that differences in age norms exist both between and within countries. Divergences in terms of earnings, employment rates, education system,
state welfare system and social norms can be cited to explain this heterogeneity. As a result, in each country, there is a distinct definition of when it is too early or too late to leave home, even though some variations can also be observed within each society. In this way, there is some evidence that the home-leaving patterns which do not respect the age norms are likely to have negative impact on the professional and co-residence trajectories of young adults that will, in turn, threaten their subsequent success and stability (Goldscheider & Goldscheider, 1998). As an illustration, it has been shown that leaving home too early is likely to reduce education aspirations and attainments (Goldscheider & Goldscheider, 1993). This could stem from the fact that young adults who leave home before the end of high school tend to forgo education for work (Mitchell, Wister, & Burch, 1989). Conversely, leaving the parental home at a later age might delay marriage and childbearing (Chiuri & Del Boca, 2010). Regarding women, a higher age at first birth may have a negative influence on the total number of children, but it might also affect birth weights and birth defects (Ibid.). Concerning men, a protracted transition to adulthood might also have negative consequences on the household’s division of labour. This could be explained by the fact that the little experience of sharing household chores with a partner they have accumulated over the years might negatively impact their wives’ labour supply, career and fertility; in particular in countries where the child care services are less widespread and/or more expensive (Brodmann, Esping-Andersen, & Güell, 2007). For instance, a recent study has demonstrated that husbands from Southern Europe participate less equally to housework tasks and that this excessive burden on women is strongly associated with lower fertility rates (Rosina, 2005).

2.2 Leaving the parental home in Switzerland

Even though leaving home is considered in many countries as one of the main life events that define the concept of adulthood (Billari & Liefbroer, 2007), it has been shown that its process may vary from one country to another. For this reason, it is
necessary to take into account the specific national context into which the present study has been conducted.

In Switzerland, leaving home tends to occur early and it often happens simultaneously with the first integration into the labour market (Thomsin, Le Goff, & Sauvain-Dugerdl, 2004). For example, Schumacher, Spoorenberg and Forney (2006) have indicated that, in Switzerland, the median age at home-leaving for the cohort born in 1976-1987 is equal to 23. This situation has to be seen in the light of the Swiss education system, which, as in Germany, is a largely apprenticeship-based system of education (Thomsin et al., 2004). In Switzerland, almost 70 per cent of every cohort of students who achieves a compulsory education enters a vocational education and training program (Meyer, 2003). This later is also known as the “dual education system”. While the apprentice spends most of his/her time working for an approved company, he/she attends a vocational school for 1-2 days per week. As the apprentice is simultaneously studying and working, he/she receives a salary (though it is modest). Also, the professional stabilisation of the young apprentices is quite quickly attained. Indeed, young adults enter such an education at age 15. As the vast majority of such vocational trainings lasts 3 or 4 years, many of them can fully enter the labour market from the age of 18, or even 15 if one considers the apprenticeship as integration into the labour market. Furthermore, it has been shown that unmarried cohabitation has progressively emerged as the most frequent form of living arrangements (Thomsin et al., 2004). Consequently, the Swiss model of leaving appears as a combination of two other European models as defined by Cavalli and Galland (1993). On the one hand, it shares similitudes with the Northern model, which is characterized by an extension of the extra-marital life. On the other hand, the Swiss model is close to the British system, which is marked by a precocious entry into the labour force and by the extension of the unmarried cohabitation without children.

Nonetheless, we have to keep in mind that leaving home does not necessarily lead to a neglect of family ties and to a lack of parental care (Zorlu & Mulder, 2011).
Indeed, geographic distances are rather small in Switzerland, even more so for the migrant population who tend to be concentrated in large urban centres. Consequently, living away from home, but at a small distance, enables young adults to escape from the daily parental surveillance, but, at the same time, it also allows them to benefit regularly from parental support.

2.3 Childhood coresidence structures and leaving home

There are some reasons to believe that the co-residence structures tend to expose young individuals to different options regarding family formation, because they provide different social and economic resources that can have an influence on the transition to adulthood (Sandefur, Eggerling-Boeck, & Park, 2008). As an illustration, a significant number of studies have demonstrated that the co-residence structures in which young people grew up has a significant influence on the propensity of young adults to leave home (Mitchell et al., 1989; Aquilino, 1991). Indeed, the decision to leave home cannot be understood as an individual choice, rather as the result from the characteristics of the co-residence structures in which the person grew up (Blaauboer & Mulder, 2010). Based on an analysis of the literature, several co-residence structures can be distinguished.

First and foremost, even though the number of divorces has experienced a strong increase in Switzerland over the past 40 years (Swiss Federal Statistical Office, 2015)

1, growing up with two biological parents is still the most common form of living arrangements. As reported by many social researchers, closer family bonds and the physical presence of both biological parents often induce a delayed departure from the parental home (Mitchell et al., 1989; Aquilino, 1991; Mitchell, 1994; Goldscheider & Goldscheider, 1998). As such, young adults who spent most of their childhood in such co-residence structures are expected to be among the last to leave home.
Secondly, the single-parent household can be considered as an alternative form of co-residence structures ensuing mainly from the increase in divorces. In this situation, the custodial parent (in many cases the mother) often has to increase his/her activity rate in order to compensate for the economic loss that generally results from divorce (Acock & Demo, 1994). As a consequence, the time he/she spends with his/her child/ren is reduced and this/these latter is/are likely to suffer from a lack of support and attention. This deteriorated co-residence environment can reduce the attractiveness of prolonging one’s stay in the parental home. The parental disruption may also lead the individual to think of him/herself as an independent unit from the family. Therefore, it might hasten his/her transition to adulthood. What is more, it is commonly agreed that one of the major difficulties encountered by those families are financial. It is thus not surprising that young people who grow up in this environment are by far the most economically disadvantaged. As a result, a significant number of studies conducted in many countries consistently show that children of divorced parents leave home at a younger age than those from intact families (Goldscheider & Goldscheider, 1998; Cherlin, Kiernan, & Chase-Lansdale, 1995; Juang, Silbereisen, & Wiesner, 1999; Holdsworth, 2000; Bernhardt, Gähler, & Goldscheider, 2005). Nonetheless, as stated by Mitchell et al. (1989), this ascertainment is more linked to the family socio-economic status than to the absence of one of the parental figures. Indeed, the presence at home of young adults can be considered as a financial burden for the lone parent. Thus, their departure from the parental home might reduce this strain (Mitchell, 1994). Regarding young adults who have grown up in a single-parent household from birth, Aquilino (1991) has demonstrated that their likelihood of leaving home does not differ from that of those who have grown up in an intact household. Consequently, in addition to the type of co-residence structures, we could assume that the stability of the co-residence structures during childhood also has an impact on the timing of home-leaving.

1 The divorce rate has, though, been slightly decreasing since 2005.
Thirdly, children who have been raised in a stepparent household are more likely to leave home sooner than their counterparts who have grown up with a lone-parent or with both of their parents (Mitchell et al., 1989; Aquilino, 1991; Kiernan, 1992; Goldscheider & Goldscheider, 1998). Having to welcome a new parental figure and often step-siblings and/or half-siblings into one’s home may make young adults feel that leaving home would lead to an enhancement of their situation in comparison to remaining at home (Goldscheider & Goldscheider, 1998). As an illustration, they might not tolerate having to share the attention, love and material support that once were theirs with complete strangers. Accordingly, severe conflicts and disagreements within stepfamilies have been enumerated as playing a significant role in early nest-leaving (Gähler & Bernhardt, 2000; Gossens, 2001). Likewise, having stepchildren has been enumerated as one of the major sources of marital instability for remarried couples (White & Booth, 1985). As such, stepparents might be strongly motivated to push their children toward early independence.

Fourthly, there might be some circumstances in which both intact and non-intact families may no longer be able to maintain their household. In such situations, both children and parents might seek shelter in someone else’s household, in most cases into the house of the grandparents (Aquilino, 1991). This type of co-residence structure is often referred to as “extended family”. Therefore, as having to move back with relatives is most of the time the result from financial difficulties, it might push children to establish earlier an independent household.

To summarise, we could say that the differences in dynamics related to staying or leaving home between young adults from intact and dissolved families can be the result of divergences regarding economic factors and quality of relations. However, it might also be linked to parental investment. Indeed, concerning single-parent households, sociologists and developmental psychologists have shown that divorce is likely to reduce parental skills and time investments. This
can stem from the fact that, because single-parents tend to experience more stress, their capacity to support and nurture their children may diminish (Furstenberg & Kiernan, 2001). Regarding stepfamilies, although they may seem more similar to intact families in terms of monetary resources and availability of two parental figures, there is some evidence that parents in stepfamilies devote less time to their children and to their children’s activities than parent from intact households (Morrison, Moore, Blumenthal, Coiro, & Middleton, 1994). Moreover, it has been shown that stepchildren tend to receive less parental support for the pursuit of their higher education (Zvoch, 1999). This lower level of parental investment may be the result of ambiguity regarding parental role and kinship obligations (Morrison et al., 1994). The absence of biological bonds between stepchildren and stepparents could explain the lower level of emotional support from stepparents. Conversely, “parents who wed and remain together have greater material resources from the start, have more human capital, are better able to collaborate, are more likely to be embedded in a system of social support, and probably have greater cognitive and social skills as well” (Furstenberg & Kiernan, 2001, p. 448).

As a consequence, intact families are better able to keep their children longer at home. This can be considered as a mechanism to afford higher education, to pursue low paying or no-paying internships that boost their children’s capital in the labour market, or to save for a stronger launch when young adults leave home. It can also be seen as a way for middle-class families to support their children while they explore options.

### 2.4 Other explaining factors

Even though the impact of the co-residence structures on leaving home has been repeatedly demonstrated, it is also known that nest-leaving is associated with other variables, such as sex, labour force participation, geographical location, ethnic origin, socio-economic background, educational level and presence of siblings in the household. As a consequence, these factors need to be integrated into a model
which studies the relationships between the co-residence structures and the departure from the parental home.

Firstly, there is some evidence that sex has a significant discriminating influence on the departure from the parental home (Thomsin et al., 2004). Indeed, it has been shown that women leave home at an earlier age than men. For example, Billari, Philipov and Baizán (2001) have shown that while the median age at first home-leaving for women is equal to 19.2 in Switzerland, that of men is slightly higher (21.5). This observation can result from the fact that, in agreement with Mitchell (1994, p. 666), “the socialisation process may perpetuate and reproduce traditional behaviours for each sex, so that some women place a greater value on family life than young men and marry at an earlier age”. In this way, the difference in age at first home-leaving by sex can be without any doubt explained by the difference in age at first marriage (Chiuri & Del Boca, 2010). Another reason for which women leave home at an earlier age might be that leaving home is a good means to escape the closer surveillance and control that weigh on them when they are still living at home.

Furthermore, as far as the co-residence structures is concerned, it has been shown that the stepfamily effect has a divergent influence on home-leaving according to sex. For instance, having an involved stepfather can be considered as a benefit for young boys, whereas stepdaughters encounter much more difficulties when their stepfathers attempts to get involved in child-rearing (Aquilino, 1991; Buck & Scott, 1993; Cooney & Mortimer, 1999). In other words, while daughters seem to adjust better to a family environment where divorced mother do not remarry, sons tend to benefit from the acquisition of a stepfather. Lastly, there is some evidence that living in an extended family2 has only an effect on women (Aquilino, 1991). Thus, while young girls from extended family structure are expected to leave home at an earlier age, we make the assumption that boys will not be affected by
this household’s environment. To summarise, young women who have either grown up with two biological parents, in a stepparent household or in an extended family are expected to leave home at an earlier age than boys. Nonetheless, the opposite effect is presumed in a single-parent household.

Second, if one assumes that leaving home requires at least a minimum amount of financial resources, economic independence may be seen as a significant prerequisite for moving out of the parental home (Nilsson & Strandh, 1999; Aassve, Billari, & Ongaro, 2001; Jacob & Kleinert, 2008; Couppié & Gasquet, 2009). Nonetheless, obtaining employment might also cause the departure from the parental home (Couppié & Gasquet, 2009). Indeed, if a young adult finds employment in a different city than the one in which he/she is currently living, he/she will have to move out in order to live closer to his/her work place. Alternatively, people residing in isolated areas may also be forced to move out from the parental home in order to access better work opportunities.

Thirdly, residential location is also a determining factor for home-leaving because of its influence on the availability of educational and work opportunities, and housing markets (Mitchell, 1994; Mulder & Hooimeijer, 1999). Consequently, as mentioned beforehand, people living in isolated areas may be forced to move out from their hometown in order to benefit from better job and education opportunities. They are, thus, more likely to leave the parental home at an earlier age.

Fourthly, the ethnic origin of young adults is also expected to have a significant effect on their propensity to leave home. Indeed, as asserted by Giuliano (2007), the second-generation immigrants are more likely to follow the patterns of leaving home that are dominant in the home country of their parents than those who are typical of their host country, independently of their economic and educational
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2 As a reminder, an extended family is a household that goes beyond the nuclear family. It is often composed of grandparents, aunts, uncles or cousins, all living
backgrounds. As a result, it has been shown that children of Italian and Spanish migrants tend to leave home later than children of Swiss natives (Bolzman, 2007). According to a certain number of studies conducted in Switzerland, two factors can explain the behaviour of these specific national communities. Firstly, a delayed departure from the parental home may be due to a lack of economic resources. Indeed, as a significant number of families from a migratory background belong to lower classes, they often cannot afford to pay several rents at the same time. Secondly, it has been demonstrated that the values conveyed by the parents tend to vary according to the country in which they were raised. For instance, there is some evidence that, in migrant families, the departure from home is only considered when children acquire economic independence and are, thus, able to found their own household (Bolzman, Fibbi, & Vial, 2003). This requirement probably stems from the first argument which is that these families cannot afford to pay simultaneously several rents. These aforementioned observations corroborate the model developed by Reher (1998) on family ties. He makes a distinction between a Nordic family system with weak ties, where the individual and individual values have priority over everything else, and a Southern family system with strong ties, in which the family group dominates the individual. According to Granovetter (1973, p. 1361), “the strength of a tie is a (probably linear) combination of the amount of time, the emotional intensity, the intimacy (mutual confiding) and the reciprocal services which characterize the tie”. Consequently, the definition of the Nordic family system as a system with weak ties does not mean that there are no relationships among family members, but that they are less strong than in the Southern family system. Indeed, at a general level, family ties are one of the strongest social ties, though some cultural variations can exist. What is more, as demonstrated by the study of Luetzelberger (2014) on high-educated students in Italy and Germany, Reher’s family is just as topical as ever. Concerning the population hailing from the Balkan Peninsula, Mandic (2008) shows that people from Eastern Europe present home-leaving patterns that are quite similar to

under the same roof.
their Southern peers, even though they leave the parental home at a slightly higher age than the latter. As a consequence, we make the assumption that the propensity to leave home will diverge according to the ethnic origin of young adults, even if they grew up in the same country. Nonetheless, I suppose that the main distinctions will be found between the Swiss natives and the second-generation immigrants from Southern or Eastern Europe, with the latter slightly less likely to leave the parental home than their Southern peers. The rest of the population from a Northern European and Northern American background will probably not significantly differ from their native counterparts as their cultural systems are not very dissimilar.

Fifthly, there is some evidence that having a tertiary education is positively associated with the probability of still living at home, both for daughters and sons (Chiuri & Del Boca, 2010). Nonetheless, it could also be assumed that young adults who pursue a higher education might be more likely to leave home, because institutions of higher education are mainly concentrated in urban centres (Mulder & Hooimeijer, 2002; Bernhardt et al., 2005).

Lastly, it has been shown that the number of siblings living in the same household is likely to affect the probability of young adults leaving the parental home (Mitchell et al., 1989; Aquilino, 1991; Gierveld, Liefbroer, & Beekink, 1991; Avery et al., 1992; Buck & Scott, 1993). This may be explained by the fact that individuals who grow up with a large number of siblings have a higher risk of feeling “overcrowded” in their parental home and of suffering from a lack of physical space for privacy. For this reason, they have a higher likelihood to leave home than individuals who grow up alone or with a limited number of siblings. First-born children have a higher likelihood of leaving home at an earlier age than any other children, except if they are only children (Bianchi, 1987). Indeed, Holdsworth (2000) has also shown that only children tend to stay longer at home in order to take care of their parents.
3 Methodology

3.1 Data

The analyses used data from the LIVES Cohort Study\(^3\), a panel survey whose first wave was conducted from mid-October 2013 to the end of June 2014 (Elcheroth & Antal, 2013). The sample was composed of 1691 respondents, among which 415 were Swiss and 1276 were from a foreign background. Various criteria had to be fulfilled in order to be eligible, such as being a Swiss resident and being aged 15-24 on January 1\(^{st}\) 2013. Also, respondents had to have begun attending a Swiss school before the age of 10. Regarding people of foreign origin, only those whose parents were born in a foreign country and arrived in Switzerland after the age of 18 were taken into consideration. What is more, whether naturalized or not, the second-generation immigrants were over-represented and a particular attention was paid to offspring of low- or middle-skilled migrants who mainly hailed from Southern Europe or from the Balkan Peninsula. The aim of this study is to follow those people over at least ten years in order to study their transition to adulthood.

The sampling process of this survey was very similar to to the respondent-driven sampling, meaning that an initial randomly chosen sample serves as a primary contact to assess a particular type of population (Heckathorn, 1997). In a respondent-driven sampling, the initial subjects are asked to provide the names of a specific number of individuals who fulfil the research criteria. Then, these individuals are approached and asked whether they want to participate in the study. Each person who agrees is asked to give a fixed number of supplementary names. This procedure continues for as many stages as desired. This method is often used to contact hidden populations who are hard to reach, such as drug addicts. Accordingly, the sampling process of the Cohort study can be divided in two stages. First-

\(^3\) PRN LIVES. (2013). Enquête de cohorte [Data file]. Lausanne : MIS Trend.
ly, the first sampling stage was very similar to a random sampling with unequal probabilities. The use of unequal probability in sampling was first suggested by (Hansen & Hurwitz, 1943). The aim of this method is to randomly select individuals, though the probabilities of selection of each stratum are unequal. Concerning the LIVES Cohort survey, the Federal Statistical Office selected around 4000 people from the Swiss Federal Resident Registration. Then, from these latter, a random sampling with unequal probability of respondent selection was generated which means that the second-generation immigrants were more likely to be selected. In order to be more likely to reach this type of population, the selection process depended on various criteria. Indeed, individuals who met those criteria had a higher probability of being part of the survey. First, people who held the nationalities of one of the following countries - Bosnia-Herzegovina, Croatia, Spain, Italy, Kosovo, Macedonia, Montenegro, Portugal, Serbia and Turkey – or who were born in one of these aforementioned countries were eight times more likely to be selected. The resident permit was also a selection criterion. Indeed, it was assumed that a holder of a B or C resident permit was more likely to be a second-generation immigrant than someone who had the Swiss nationality and had, thus, eight times more chances of being selected in the sample. Lastly, the people residing in one of the thirty Spatial Mobility (SM) regions with the highest percentage of foreign-born residents - such as Lausanne, Geneva, Lugano etc. – were two times more likely to be selected in the sample. The second stage was very similar to a random snowball sampling. During this stage, the selected respondents had to indicate the name of the people with whom they remembered having had a conversation at least once a week for the last three months. At first, four potentially eligible individuals were randomly selected from the network of each respondent, though second-generation immigrants were four times more likely to be selected than other eligible members. Secondly, the same procedure was applied with the
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exception that only two potentially eligible members were randomly selected from the network of each respondent. In the final step, respondents transmitted the contact information of the selected individuals.

3.2 Methods

Over the past few years, the life course research has known a great development leading to many methodological improvements in longitudinal data analysis (Aisenbrey & Fasang, 2010). These developments can be classified in two broad classes of methods.

First, event history analysis is a probabilistic approach that focuses on the study of events and discrete transitions. The main aims are to analyse the distribution of the timing of the occurrence of an event and to examine the influence of different factors, time-varying or not and related to the respondents or to the context in which they live, on this distribution (Aalen, Borgan, & Gjessing, 2008; Mills, 2011; Allison, 2014). In our case, the event under study is the departure from the parental home.

A second set of methods based on sequence analysis allows studying life trajectories in a holistic perspective. Among several advantages, this approach takes into account much more complex dynamics than a single change of status would (i.e., transition or event). This is a very useful innovation because these dynamics are often nonlinear, disordered, reversible, long-lasting and complex (Martin, Schoon, & Ross, 2008) and they should, thus, be studied in continuity. Accordingly, sequence analysis analyses the timing, duration, order and reversibility of states changes (Ibid.). Sequence analysis was initially developed by molecular biologists
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5 Switzerland is divided into 106 so-called spatial mobility (SM) regions elaborated on the basis of commuter flows. For more information about these analytical regions, please refer to (Martin, Dessemontet, & Joye, 2005)
whose aim was to compare DNA and protein sequences and to determine distance between two DNA strands (Kruskal, 1983). Andrew Abbott (1983) re-applied it in social sciences for his work on the careers of musicians. This method functions by comparing sequences of states, such as states of living arrangements, and by identifying typical patterns among them (Abbott, 1995). Sequence analysis is divided in three steps. First, sequences of states are created. Second, a pairwise distance matrix describing how different each sequence is from the others is formed. Finally, the closest sequences are gathered into clusters and the resulting clustering can be used as a dependent or an independent variable (Ibid.). Sequence and clusters analyses can be conducted with the TraMineR package (Gabadinho, Ritschard, Mueller, & Studer, 2011), a library for sequence analysis in R.

To sum up, both approaches have undeniably divergent objectives. Indeed, while event history analysis predicts life course transitions, sequence analysis aims to compare individuals and to emphasize their resemblances. Likewise, the first approach studies the probabilistic risk of the occurrence of an event, whereas the second one concentrates on the distance between individual trajectories. However, we wish to develop a combination of both approaches in order to study how complex past trajectories influence the probability of leaving home. This combination functions as follows. We used a discrete-time representation of our yearly data. For each individual i at each time point t (from age 0 to the end of the observation period), we reconstructed the past co-residence trajectories from age 0 until year t-1. These trajectories can therefore be interpreted as trajectories until all possible present times. We thereby have t trajectories for each individual that are of varying length. In order to include these past trajectories in our subsequent analysis, they are clustered into ideal types of past trajectories. These clusters are time-specific, meaning that an individual classified into a given cluster at age 10 may belong to another one at age 18. The aim is here to construct a time-varying co-
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6 This is coherent with our data collection method, but also with sequences analysis, which uses a discrete-time representation.
variate representing typical trajectories of past co-residence structures and to test their effect on the chance/risk of leaving the parental home, using a discrete-time event analysis framework. This strategy prevents us from many common problems resulting from the combination of these two sets of methods. Indeed, using sequences of states to explain the occurrence of an event can appear problematic if the time frame of the sequence analysis overlaps that of the event history analysis. We cannot estimate the probability of an individual leaving the parental home by taking into account changes in the co-residence structures that occur later in life.

3.3 Operationalization

**Dependent variable: Departure from the parental home**

As postulated by Holdsworth (2000, p. 201), “the process of leaving home is viewed as an integral part of establishing economic and emotional independence from the parental home”. As a consequence, as long as the respondents were living with a member of their family of origin (siblings excepted), this situation was defined as “dependent”. On the other hand, the co-residency with siblings, children, partner or friends was considered as “independent”. In this way, we assumed that the financial dependence from one’s parents ends when one leaves the parental home. In this way, a spouse who was cohabiting with his or her partner, but who was not working, was, nonetheless, considered as economically independent. Also, there could be some situations in which students were living by their own for education purposes, even though they were still economically supported by their parents. Indeed, we did not have any information on the financial support provided by parents to their children. As a consequence, some of the respondents could have been considered as economically independent even though they were not completely. Nevertheless, even if the parents often continue to support their children when they leave home to get a higher education, a significant number of students work besides their studies (Mileti, Plomb, & Henchoz, 2015). It has also been stated that living away from the parents can constitute a symbolic independ-
ence, even though frequent return trips may be needed to refuel financially and emotionally before moving out again (Corijn, 2001). As such, the departure from the parental home to pursue higher education could be considered as a transitional period toward economic independence. We created a variable “status”, equal to zero when the event had not yet occurred and to 1 when it had. All the episodes following the occurrence of the event have been removed from the database because we were only interested in the first departure from the parental home. As a consequence, the aim of this contribution is to show how independent factors affect the likelihood of leaving the parental home for the first time rather than staying at home. The assumption was made that the individuals enter the risk period of experiencing the event at the age of 15. As a result, two departures from the parental home were not taken into account in the analyses. Consequently, during the observation period, 147 people experienced the event studied. This means that only 9% of the sample had already established an independent household at the time of survey. This low value could come from the fact that the respondents are very young. Indeed, the median age of the sample is equal to 19. It is maybe due to the fact that young adults still living at their parental home were easier to contact and had therefore a higher propensity to participate to the study. We also have to remember that the second-generation immigrants are overrepresented in the sample and that they are more likely to leave home at a later age than the Swiss natives.

Independent variable: Childhood co-residence structures

According to Martinson and Wu (1992), a significant number of studies of childhood co-residence structures are based on “snapshots” which only focus on a particular age, most often age 14. In our case, the LIVES Cohort study collected very detailed life history records of the composition of the respondents’ co-residence structure at each age. Accordingly, the previously introduced methodological framework was applied to the data. Eight groups of typical trajectories of co-residence structures were constructed (Cf. Figure 1). The following clustering procedure was used. In order to emphasize the importance of the ordering of states
within the trajectories, we used the optimal matching on the distinct states sequences (states sequences without timing information). Then, two groups representing specific cases were manually constructed: a whole trajectory spent with both parents either with or without siblings. Each category represents respectively 40.5 per cent and 4.1 per cent of the sample. Even though the last group is not very frequent in the data, the decision was made to keep it as being an only child is expected to have a significant influence on the risk of leaving the parental home. The co-residence structure with both parents and siblings was also emphasized because it is the most frequent co-residence structure in the sample. For the clustering procedure, a partitioning method, which divides the database into a predefined number of groups, was used. To do so, the PAM (“Partitioning Around Medoids”) algorithm was selected. Its aim is to obtain the best partitioning for a data set into a predefined number \( k \) of groups (Studer, 2013). In other words, the objective of this algorithm is to identify the \( k \) best representatives of groups, called “medoids”. The medoids can be defined as the observation of a group that has the smallest weighed sum of distances from the other observations of this group. As a consequence, this algorithm seeks to minimize the weighted sum of distances from the medoid. The measures of the quality of a partition help in choosing the best partition among a set of possibilities. As a consequence, according to the “ASW”\(^7\) index, a solution into six groups seemed the best (Cf. Annexes, Table 1). Therefore, the final clustering is divided into eight clusters.

1. **Both parents & siblings (40.5%)** – As its name indicates, this cluster designates people who grew up with their both parents and siblings. This category was used as the category of reference in the logit regression.

2. **Both parents (4.1%)** – This category concerns individuals who spent all the observation time with their both parents without any siblings.

\(^7\) Average Silhouette Width is based on the coherence of assignments of an observation to a given group. High coherence indicates high between-group distances and strong within-group homogeneity (Kaufman & Rousseeuw, 2005)
3. Late departure of siblings (3.1%) - This category is characterised by young adults who lived the departure of their (probably older) siblings. Thus, they are certainly younger children.

4. Early arrival of siblings (28.7%) – This group is composed of oldest children who experienced the arrival of younger siblings during their teens.

5. Both parents to one parent (with siblings) (10.4%) – This group is characterised by individuals who went from a bi-parental to a lone-parent household, in both cases in the presence of siblings.

6. Early arrival of siblings & parental separation (6.2%) – This cluster is characterised by older siblings who experienced the arrival of younger siblings during their teens. A parental disruption occurred subsequently.

7. One parent to both parent (with siblings) (2.5%) – Individuals belonging to this group started their life by living with one parent only and siblings. The second parent joined the household later.

8. Both parent to one parent (without siblings) (4.5%) – These young adults are only children who experienced the parental disruption of their parents.

One of the main problems of the life history calendar used in this survey is that it did not enable us to distinguish the extended family from the stepparent household. What was known is that the respondents, at a certain point in time, were living with one of their parents and other relatives, but the nature of the family ties between those relatives and the respondents were unknown. This could be a grandparent, an aunt or any other family members, but it could also be a stepparent. Also, as few people lived with only one parent and other relatives or with one parent, siblings and other relatives (respectively 0.009% and 2.4% of the observations), those aforementioned situations were defined as living with one parent in the first case and as living with one parent and siblings in the second case.
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Fig. 1: Clusters of trajectories of past co-residence structures.
**Control variables**

Some control variables were introduced in the model as their influence on home-leaving had been demonstrated in previous researches.

First, *age* was included in the model, since people are expected to be more likely to leave home as they grow older. A variable indicating the elapsed number of years since the beginning of the risk period was first created. Nonetheless, when event history data are in the form of a discrete-time process and the dependent variable is binary, it is necessary to account for duration dependence (Box-Steffensmeier & Jones, 2004). In other words, it is important to take into consideration the fact that the conditional probability of experiencing the event is likely to vary over time or age. For this reason, a variable representing the natural logarithm of *age* has been included in the model.

Second, it has been asserted that the timing of home-leaving is likely to diverge according to sex. Thus, *sex* was added to the analyses and men were defined as the category of reference.

Third, it has been shown that the *ethnic origin* of young adults is likely to have an impact on the choices they make regarding their transition to adulthood. Thereby, a categorical variable regarding their ethnic origin was created. In order to distinguish the Swiss natives from the second-generation immigrants, we referred to the place of birth of their parents. In some research conducted by the National Institute of Demographic Studies (INED) and the Centre for Studies and Research on Qualifications (CEREQ), the respondents were considered as second-generation immigrants if at least one of their parents was not born in the host country (Santelli, 2004). We also decided to use this definition and the origin country of the foreign parents was used as the benchmark to define the ethnic origin of the respondents. Concerning mixed unions, namely marriages between people with different national origins (Swiss not included), we always emphasized the native
country of the mother. Indeed, it has been previously shown that, among the population from a foreign background, the departure from the parental home is more an issue of socialisation than a lack of opportunities. As the role of socialisation is principally endorsed by the mother, we only considered her native country in case of mixed unions. In some circumstances, the information about the country of birth of the parents was missing. In this case, the ethnic origin was deduced from the respondent’s first nationality. As it was a self-assessed nationality, if “Swiss” was mentioned as the first nationality, we verified that the respondent did not mention a second foreign nationality. If he or she had, the respondent was considered as a second-generation immigrant and his or her foreign nationality was used to assess his or her ethnic origin. Five categories were created: Switzerland, Eastern Europe, South-western Europe, North-western Europe and Northern America, and other continents.

Besides, it has been shown that the labour market integration may act as an incentive to leave home. For this reason, we added to the model a dummy variable coded 0 when the respondents were out of the labour market and 1 after their first integration into the labour market. The apprenticeship was considered as an entry into the labour market.

Furthermore, the Cohort study provided information concerning the different trainings achieved over the years. Thus, education trajectories have been reconstructed and added to the analyses. Accordingly, respondents could have attended one or some of the following education programs: compulsory education (category of reference), a 10th year or an au pair/residential language courses, an apprenticeship, a professional formation, a higher secondary education, a higher professional education and training, a university or a university of applied sciences. The 10th year, or bridge-year courses, refers to all transitory offers that are provided for young people with educational deficits at the end of compulsory education (Swiss Media Institute for Education and Culture, 2011d). The aim is to support young adults in their decisions regarding their career prospects, to ease their integration.
into the labour market or to prepare them for vocational education and training (VET) or to schools offering general upper-secondary education. The apprentice-
ship concerns two types of training: a two-years vocational and training VET pro-
gramme with Federal VET Certificate and a three- or four-year VET programme
with Federal VET Diploma (Ibid.). The professional formation designates a Fed-
eral Vocational Baccalaureate programme leading to a Federal Vocational Bac-
calaureate Certificate. This latter may be seen as an extended general education to
supplement the three- or four-year VET programme for adolescents with higher
learning performance. It can be completed either during the three- or four-year
VET or by attending a corresponding educational institution. As a consequence,
bridge-year courses, apprenticeships and professional formations have been gath-
ered into one group entitled “vocational education and training”. Furthermore, the
higher secondary education refers to baccalaureate schools that prepare students
for further education at tertiary level, namely at a university (Swiss Media
Institute for Education and Culture, 2011a). They can be matura schools or gym-
nasiums that prepare young adults for the university or general training schools
that give access to universities of applied sciences or universities of teacher educa-
tion. Accordingly, higher secondary education and general training schools have
been gathered into the same category titled “higher secondary education”. Lastly,
higher professional education and training (HPET), and universities and universi-
ties of applied sciences have been gathered into one group: tertiary education.
HPET is a Swiss speciality. It is a type of tertiary education, but it provides pro-
grames for demanding occupational fields and leadership positions (Swiss Media
Institute for Education and Culture, 2011b). On the other hand, universities and
universities of applied sciences are the traditional academic institutions for
higher education. While studies at the university have a scientific approach, univer-
sity of applied sciences supplement the university education with profession-
ally-oriented programmes (Swiss Media Institute for Education and Culture, 2011c).

In addition, as it has been previously postulated, people living in or close to a big
urban centre benefit from greater educational and work opportunities and are,
thus, less likely to leave home than people living in rural municipalities. Therefore, we created a variable indicating the place of residence of the respondents at age 14. This factor is composed of 6 modalities: big centres (category of reference), middle and big centres, periurban and metropolitan centres, periurban and pendular municipalities, tourist municipalities, and outlying municipalities. This classification results from the typology of municipalities in 22 categories developed by Martin, Dessemontet and Joye (2005) The recoding of this typology is presented in Table 2 in the appendix. The classification developed by the aforementioned researchers is based on a model centre-periphery, meaning that the municipalities are classified in different categories according to their belonging to a metropolitan agglomeration, to a non-metropolitan agglomeration or to a rural municipality. The other criteria used to construct this typology are variables related to employment, structure of buildings, wealth, tourism, structure of the population and centrality. Concerning the sample, there were also a small number of people who were living abroad when they were 14 years old (n=5). Because this number was very small, these cases have been recoded as missing.

Likewise, in the section regarding the description of the sample, it has been reported that second-generation immigrants have been over-represented in this survey and that, for this reason, the selection process was based on various criteria such as the place of birth, the nationality, the residence permit, the place of residence and the size of social network. As a result, in order to avoid biases in the analyses, the inclusion of these factors was a necessary step. Nonetheless, almost all these criteria designated the situation of respondents at the time of the survey, namely in 2013. However, most of the people who left the parental home did it before 2013 and, methodologically speaking, one cannot explain the probability of an event occurring by factors that refers to a subsequent time period. As a consequence, only the variables that referred to the time period preceding the beginning of the risk period have been kept, namely the place of birth. Indeed, the nationality, the residence permit, the place of residence and the network size are all time-varying variables that can change over time. Moreover, nationality is already par-
tially taken into account in the analyses through the ethnic origin variable. Accordingly, a variable indicating the place of birth of respondents has been created and divided in two modalities: over-represented places of birth and under-represented places of birth. The first modality designated individuals who were born in Bosnia-Herzegovina, Croatia, Spain, Italy, Kosovo, Macedonia, Montenegro, Portugal, Serbia or Turkey because they had a higher probability of being selected in the sample. All other given answers have been gathered into the second modality.

Moreover, it could be asserted that the previously presented childhood co-residence structures mainly measure a distinction between the intact families and the disrupted households. Accordingly, it might be reasonable to think that a variable recording the occurrence of parental disruption could give the same result, though by using a much easier variable to construct and to interpret. For this reason, we constructed a time-varying variable that indicated at each age whether the respondents had experiences a parental disruption. More precisely, it was coded 0 if the parents were still together and 1 in case of marital disruption.

Lastly, we mentioned in the theoretical section that the presence of siblings in the household might have an influence on young adults’ risk of leaving home. This information is taken into account in the independent variable. Nonetheless, the information recorded in the previously mentioned variable is more complete since we do not only record the presence or absence of siblings in the household, but we also examine whether the arrival of younger siblings or the departure of siblings from the parental home affect those who are still living at home. As such, in order to demonstrate the higher value of constructing childhood co-residence structures, we created a variable simply recording the presence or the absence of siblings and compared its results with those obtained with the independent variable.
4 Results

In order to test the previously presented hypotheses, logit regressions were run in order to estimate the impact of past co-residence structures on the probability of leaving the parental home (Cf. Table 1). Four models were built. The aim was to progressively add factors from the theoretically most central variable to the control variables in order to better understand their separate effects. Thus, only the variable regarding the childhood co-residence structures and the age were selected in the first model. Then, all the control variables were introduced in the second model. The third model was completed by the variables measuring the occurrence of parental disruption and the presence of siblings. In the last model, the independent variable was removed. The aim was to examine the effects of the “divorce” and “siblings” variables without including the “childhood co-residence structures” variable.

What is more, we only selected the individuals for whom we had information in every variable. As such, the number of individuals was equal to 1637. It means that 52 respondents had missing data in at least one of the variables that were included in the models. Likewise, 147 individuals out of 1637 left the parental home over the observation period. As it can be noticed, the education variable was not included in the table presented below. The reason is that its inclusion led to the exclusion of 607 additional individuals from the database. What is more, preliminary analyses have shown that education does not have a strong impact on the different pathways out of the parental home (Cf. Annexes, Table 3). For example, only pursuing a tertiary education increases the odds of leaving home and this effect is only significant at the 0.1 level.

The analyses show that young adults who only grew up with their both parents only are as likely to leave home as those who spent their childhood with their both parents and siblings. Conversely, it appears that staying in the parental home after
the departure of their siblings increases the probability of leaving home. Regarding older children who experienced the birth of younger siblings during their teens, it seems that their likelihood of leaving home is higher than that of young adults who grew up with their both parents and siblings from birth. Besides, there is some evidence that having experienced a parental separation – in the absence of siblings – leads to a higher risk of leaving home. Similarly, when parental disruption occurs in the presence of siblings, it also increases the odds of leaving the parental home, though the increase is smaller than in the previous case. What is more, it seems that older children are less affected by parental separation. As an illustration, even though being the oldest sibling and having experienced divorce positively influence the departure from the parental home, this effect is only significant at the 0.1 level in the second model. Lastly, the results show that young individuals who started by living in a lone-parenthood with siblings before moving to a biparental household are as likely to leave home as those who spent their entire childhood in a biparental household.

What is more, we can see that, even after the inclusion of the variables measuring the occurrence of divorce and the presence of siblings in the third model, the effects of the childhood co-residence structures are still statistically significant, though being the oldest child and having experienced a parental disruption do no longer increase the risk of leaving the parental home. Concerning the variable recording the occurrence of divorce, its effect is not statistically significant (whether included with the childhood co-residence structures or not). As far as siblings are concerned, it seems that their presence in the household foster the departure from the parental home. However, this ascertainment is only true for the third model, where all the variables were included.

Regarding control variable, consistent with what was assumed, young adults seem to be more likely to found their own household as they grow older. Conversely, men’s and women’s risk of leaving home surprisingly do not differ. In addition, the outcomes show that the departure from the parental home is significantly in-
fluenced by the ethnic origin. For instance, it has been demonstrated that second-generation immigrants from the Balkan Peninsula or from Southern European have lower odds of leaving home than their Swiss counterparts. As for second-generation immigrants from North-western Europe, they have a higher tendency to leave the parental home than their Swiss counterparts. Furthermore, as expected, the integration into the labour market increases the probability of leaving the parental home. Lastly, regarding the place of residence, although residing in an outlying municipality or in a periurban and pendular municipality (in the third model) during childhood seems to increase the odds of leaving home, this effect is only significant at the 0.1 level.

Lastly, the Akaike information criterion (AIC)\(^8\) and the Bayesian information criterion (BIC)\(^9\) can be used to compare the quality of each model. They are a measure of the relative quality of statistical models for a given set of data. Given a collection of models for the data, these criteria estimate the quality of each model, relative to each of the other models. They thus provide a means for model selection. They offer an estimation of the trade-off between the goodness of fit of the model and its complexity. Concerning the BIC, Raftery (1995) asserts that, when calculating the BIC for event history data, \(N\) can refer to three different notions: the number of observations (person-period), the number of individuals or the number of events. They suggest using the last option, which is the last conservative. This last option is also coherent with the calculation of the BIC in the case of survival continuous time models (i.e. Cox models) in which \(N\) represents the number of observed events. Accordingly, we can see that, according to the both criteria, the best one is the third model, namely the model which is the most complete. However, the differences between the second and the third model are very small.

\(^8\) AIC = \(2k - 2\ln(L)\), where \(k\) represents the number of parameters and \(-2\ln(L)\) is equal to the deviance

\(^9\) BIC = \(-2\ln(L) + \ln(N)k\), where \(L\) is the likelihood, \(-2\ln(L)\) is equal to the deviance, \(\ln\) is the logarithm and \(k\) represents the number of parameters (i.e. coefficients).
<table>
<thead>
<tr>
<th>Covariates</th>
<th>Model 1</th>
<th></th>
<th>Model 2</th>
<th></th>
<th>Model 3</th>
<th></th>
<th>Model 4</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Intercept</strong></td>
<td>-10.59</td>
<td>0.75</td>
<td>***</td>
<td>-11.61</td>
<td>1.02</td>
<td>***</td>
<td>-12.87</td>
<td>1.19</td>
</tr>
<tr>
<td><strong>Cohabitation structures</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Both parents &amp; siblings (ref.)</td>
<td>-</td>
<td></td>
<td>-</td>
<td></td>
<td>-</td>
<td></td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Both parents</td>
<td>0.27</td>
<td>0.76</td>
<td>0.20</td>
<td>0.79</td>
<td>1.18</td>
<td>0.92</td>
<td>1.28</td>
<td>0.44</td>
</tr>
<tr>
<td>Late departure of siblings</td>
<td>1.52</td>
<td>0.42</td>
<td>***</td>
<td>1.28</td>
<td>0.44</td>
<td>**</td>
<td>2.27</td>
<td>0.64</td>
</tr>
<tr>
<td>Early arrival of siblings</td>
<td>0.67</td>
<td>0.34</td>
<td>*</td>
<td>0.78</td>
<td>0.35</td>
<td>*</td>
<td>0.81</td>
<td>0.35</td>
</tr>
<tr>
<td>Both parents to one parent (without siblings)</td>
<td>1.96</td>
<td>0.45</td>
<td>***</td>
<td>1.86</td>
<td>0.50</td>
<td>***</td>
<td>2.14</td>
<td>0.61</td>
</tr>
<tr>
<td>Early arrival of siblings &amp; parental separation</td>
<td>0.62</td>
<td>0.47</td>
<td></td>
<td>0.91</td>
<td>0.49</td>
<td>*</td>
<td>0.78</td>
<td>0.68</td>
</tr>
<tr>
<td>One parent to both parents (siblings)</td>
<td>0.33</td>
<td>1.06</td>
<td></td>
<td>1.36</td>
<td>1.12</td>
<td></td>
<td>1.44</td>
<td>1.13</td>
</tr>
<tr>
<td>Both parents to one parent (with siblings)</td>
<td>1.12</td>
<td>0.36</td>
<td>**</td>
<td>1.36</td>
<td>0.38</td>
<td>***</td>
<td>1.61</td>
<td>0.39</td>
</tr>
<tr>
<td><strong>Age (ln)</strong></td>
<td>3.45</td>
<td>0.36</td>
<td>***</td>
<td>3.55</td>
<td>0.40</td>
<td>***</td>
<td>3.63</td>
<td>0.40</td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men (ref.)</td>
<td>-</td>
<td></td>
<td>-</td>
<td></td>
<td>-</td>
<td></td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>0.31</td>
<td>0.24</td>
<td></td>
<td>0.34</td>
<td>0.25</td>
<td></td>
<td>0.22</td>
<td>0.24</td>
</tr>
<tr>
<td><strong>Ethnic origin</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Switzerland (ref.)</td>
<td>-</td>
<td></td>
<td>-</td>
<td></td>
<td>-</td>
<td></td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Eastern Europe</td>
<td>-1.06</td>
<td>0.41</td>
<td>**</td>
<td>-1.11</td>
<td>0.41</td>
<td>**</td>
<td>-1.15</td>
<td>0.40</td>
</tr>
<tr>
<td>South-western Europe</td>
<td>-0.89</td>
<td>0.40</td>
<td>*</td>
<td>-0.85</td>
<td>0.40</td>
<td>*</td>
<td>-0.95</td>
<td>0.40</td>
</tr>
<tr>
<td>North-western Europe</td>
<td>1.25</td>
<td>0.41</td>
<td>**</td>
<td>1.26</td>
<td>0.41</td>
<td>**</td>
<td>1.22</td>
<td>0.41</td>
</tr>
<tr>
<td>&amp; northern America</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Other continents</td>
<td>0.24</td>
<td>0.38</td>
<td></td>
<td>0.18</td>
<td>0.38</td>
<td></td>
<td>0.49</td>
<td>0.37</td>
</tr>
<tr>
<td>Labour market integration</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Place of residence</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Big centres (ref.)</td>
<td>-</td>
<td></td>
<td>-</td>
<td></td>
<td>-</td>
<td></td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Periurban &amp; metropolitan centres</td>
<td>0.35</td>
<td>0.48</td>
<td></td>
<td>0.33</td>
<td>0.48</td>
<td></td>
<td>0.47</td>
<td>0.47</td>
</tr>
<tr>
<td>Touristic municipalities</td>
<td>0.45</td>
<td>0.65</td>
<td></td>
<td>0.51</td>
<td>0.64</td>
<td></td>
<td>0.54</td>
<td>0.63</td>
</tr>
<tr>
<td>Middle &amp; little centres</td>
<td>0.32</td>
<td>0.31</td>
<td></td>
<td>0.32</td>
<td>0.31</td>
<td></td>
<td>0.40</td>
<td>0.31</td>
</tr>
<tr>
<td>Periurban &amp; pendular municipalities</td>
<td>0.72</td>
<td>0.46</td>
<td></td>
<td>0.79</td>
<td>0.47</td>
<td></td>
<td>0.52</td>
<td>0.46</td>
</tr>
<tr>
<td>Outlying municipalities</td>
<td>0.65</td>
<td>0.37</td>
<td></td>
<td>0.64</td>
<td>0.37</td>
<td></td>
<td>0.63</td>
<td>0.37</td>
</tr>
<tr>
<td>Place of birth</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Underrepresented places of birth</td>
<td>0.12</td>
<td>0.44</td>
<td></td>
<td>0.17</td>
<td>0.47</td>
<td></td>
<td>0.54</td>
<td>0.63</td>
</tr>
<tr>
<td>Overrepresented places of birth</td>
<td>-</td>
<td></td>
<td>-</td>
<td></td>
<td>-</td>
<td></td>
<td>-</td>
<td></td>
</tr>
<tr>
<td><strong>Divorce</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No siblings (ref.)</td>
<td>-</td>
<td></td>
<td>-</td>
<td></td>
<td>-</td>
<td></td>
<td>-</td>
<td></td>
</tr>
<tr>
<td>Siblings</td>
<td>0.20</td>
<td>0.53</td>
<td></td>
<td>0.53</td>
<td>0.33</td>
<td></td>
<td>0.57</td>
<td>0.33</td>
</tr>
<tr>
<td>NB obs.</td>
<td>8796</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NB ind.</td>
<td>1637</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NB events</td>
<td>147</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deviance</td>
<td>652.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AIC</td>
<td>670.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>BIC</td>
<td>669.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

+ p > 0.1; * p < 0.05; ** p < 0.01; *** p < 0.001
4 Discussion

The main results show that punctual events of the past life history (such as the occurrence of divorce and the arrival of siblings etc.) do not play a strong role on the departure from the parental home. Conversely, there are some reasons to believe that childhood co-residence patterns influence the ways in which young adults leave the parental home. More precisely, it is rather the ways in which various states occur, as well as their sequencing, which has an effect on home-leaving. For instance, it seems that two features have a significant and strong impact on the departure from the parental home, which are the childhood co-residence structures and the siblings.

Regarding the co-residence structures, it has been demonstrated that having spent some years in a lone-parent household has a positive impact on the risk of leaving home. It does not seem to matter much if it occurred in the presence of siblings or not, as both situations lead to an increase in the likelihood of leaving home. Though, we can see that, in the case of parental separation, the presence of other siblings tends to buffer the propensity to leave the parental home. This might also come from the fact that, in general, divorce occurs earlier in couples with only children. As a consequence, we could say that the influence of non-normative changes in the co-residence configurations tends to vary according to the timing of its onset. What is more, there is some evidence that, in households of more than one child, oldest children are less affected by divorce than younger children. Lastly, the outcomes show that there are no significant differences in the risk of leaving the parental home between young adults who grew up in a biparental household and those who experienced the re-partnering of their parents at a later age, in both cases in the presence of siblings. This could stem from the fact that both groups reach the same destination state; namely a household with two parents. Thereby, we could assume that this shift cancels out the negative effect of the non-standard co-residency structure.

Concerning siblings, it appeared that what matters is not only whether or not young adults grew up with other siblings, but also their birth order. Indeed, it has
been shown that only children have the same probability of leaving home than children who grew up with siblings, though our hypothesis was that only children tend to stay longer at home in order to take care of their parents (Bianchi, 1987; Holdsworth, 2000). As a result, the opposite result could indicate that taking of their parents is no longer a necessary requirement. What is more, it might be possible that parents invest more in their children’s future when they are only children and this may foster their departure from the parental home. Second, contrarily to what would have been expected, it seems that the departure from the parental home of siblings (most probably older siblings) incites the other siblings – who stayed at home - to leave home. Indeed, it could have been assumed that young individuals who attended the departure of their siblings would be less likely to leave home than those who are still living with their both parents and siblings, because they do no longer have to share space, parental attention and support with other siblings. On the contrary, it seems that young individuals look upon their siblings and are very likely to reproduce their behaviours. This could also be an age effect. Indeed, young adults with siblings who have already left home are more likely to have reached the ages in which the departure from the parental home is the most frequent. Finally, in consonance with the previous assumptions, oldest children who spent their first years as only children before the birth of younger siblings are more likely to leave home than youngest children. The reason is that they might have encountered difficulties in sharing the attention, love and support that was once only theirs. They may also be more likely to suffer from a lack of physical space for privacy, as they used to live alone with their parents before the arrival of their siblings.

As a consequence, as leaving home very early might have significant consequences on later life opportunities, the findings draw attention to the fact that the past household structure is a significant determinant of the transition toward a stable and successful work and family trajectory.

In addition, in concordance with our expectations, most of the control variables have an influence on the event studied. First of all, in accordance with the hypoth-
eses, the probability of leaving home increases with age. Nevertheless, contrarily to what was expected, women have the same risk of leaving home than their male counterparts. It thus indicates that socialisation processes do no longer seem to contribute to the reproduction of traditional behaviours for each sex. In other words, this might mean that young women do not necessarily place a greater value on family life than young men. Moreover, the ethnic origin of young adults was expected to have a significant effect on their propensity to leave home. More precisely, while second-generation immigrants from Eastern or Southern Europe were expected to leave home at an older age, no different in the age at leaving home was supposed between second-generation from North-western Europe and Swiss natives. The present outcomes partially confirm these assumptions. As an illustration, while it is true that second-generation immigrants from Eastern or Southern Europe are less likely to leave home than Swiss natives, it nonetheless has been demonstrated that second-generation immigrants from North-western Europe or Northern America have higher odds of leaving home than Swiss natives. Besides, in accordance with the hypotheses, economic independence leads to a greater likelihood of leaving the parental home. Likewise, the results also showed that residing in an outlying municipality increases the likelihood of leaving home, even though this effect is really small. This result may be explained by the fact that, although most of the institutions of higher education are concentrated in some Swiss agglomerations (e.g. Zurich, Geneva, Basel, Bern and Lausanne) and, as mentioned beforehand, commuting between the place of residence and these metropolitan areas has become easier and quicker for young individuals thanks to the development of railroad and road networks (Viry et al., 2009). Also, as Switzerland is a small country, the distances between cities are not too big. As a result, tough some young adults who want to pursue higher education might be forced to move out from their parental home, this proportion is likely to be more limited in Switzerland than in other European countries.
Limitations of the study and further contributions

One relative weakness of this study is that it did not enable us to integrate variables regarding the socioeconomic status of the respondent’s family, because this information will only be asked in the second wave of the Cohort study. However, the higher probability of children from lone-parent families of leaving home could stem from the fact that those families often encounter financial difficulties and that this situation is positively related to the tendency of children to leave home (Bianchi, 1987). As a consequence, a further contribution of this study will be to integrate those variables into our analysis as soon as they are available.

Another weakness of our study is that the link between the household structure and the departure from the parental home may be explained by another factor, which is the quality of relations within the household. Indeed, the higher probability of children from stepfamilies leaving home could come from the fact that conflicts and disagreements are more frequent in this household environment (Gähler & Bernhardt, 2000). Unfortunately, there is no variable in the survey that might enable us to verify this assumption. As a result, longitudinal data supplemented with more detailed qualitative accounts of the quality of family relations might provide useful information that could fill the gap.

Lastly, as previously mentioned, the sample used for the present study was quite young. As a result, a small number of respondents had already left the parental home at the end of the observation period. Accordingly, it is possible that the results previously presented might concerned principally the early departure from the parental home. A further contribution would be to apply the same methodological framework to an older sample in order to verify whether the present outcomes can be generalised to other populations.

To conclude, the results obtained with the combination of survival analysis and sequence analysis provided results that would not have been obtained if each method had been used separately. Nonetheless, the proposed framework may have a much broader field of application. As a consequence, further investigations have
to be conducted in order to examine whether other life course events or transitions are influenced by past trajectories. For instance, this methodological framework could allow us to study how previous professional trajectories are linked with the risk of dying.
References


Modell, J., Furstenberg, F., & Hershberg, T. (1976) Social change and transitions to adulthood in
historical perspective. Journal of Family History. 1(1), 7–32.


Swiss Media Institute for Education and Culture (2011b) Higher professional education and


## Annexes

Table 1. Measures of quality of different partitions

<table>
<thead>
<tr>
<th></th>
<th>PBS</th>
<th>HG</th>
<th>HGSD</th>
<th>ASW</th>
<th>ASWw</th>
<th>CH</th>
<th>R0.242</th>
<th>CHsq</th>
<th>R2sq</th>
<th>HC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cluster 2</td>
<td>0.41</td>
<td>0.64</td>
<td>0.58</td>
<td>0.50</td>
<td>0.50</td>
<td>1722.03</td>
<td>0.24</td>
<td>2376.86</td>
<td>0.30</td>
<td>0.23</td>
</tr>
<tr>
<td>Cluster 3</td>
<td>0.56</td>
<td>0.80</td>
<td>0.73</td>
<td>0.56</td>
<td>0.56</td>
<td>1718.57</td>
<td>0.38</td>
<td>2627.01</td>
<td>0.49</td>
<td>0.11</td>
</tr>
<tr>
<td>Cluster 4</td>
<td>0.61</td>
<td>0.83</td>
<td>0.78</td>
<td>0.59</td>
<td>0.59</td>
<td>1769.22</td>
<td>0.49</td>
<td>2494.38</td>
<td>0.57</td>
<td>0.09</td>
</tr>
<tr>
<td>Cluster 5</td>
<td>0.60</td>
<td>0.83</td>
<td>0.79</td>
<td>0.61</td>
<td>0.61</td>
<td>2014.69</td>
<td>0.59</td>
<td>2608.70</td>
<td>0.65</td>
<td>0.12</td>
</tr>
<tr>
<td>Cluster 6</td>
<td>0.66</td>
<td>0.92</td>
<td>0.89</td>
<td>0.69</td>
<td>0.69</td>
<td>2301.24</td>
<td>0.67</td>
<td>3116.81</td>
<td>0.74</td>
<td>0.06</td>
</tr>
<tr>
<td>Cluster 7</td>
<td>0.68</td>
<td>0.94</td>
<td>0.91</td>
<td>0.71</td>
<td>0.71</td>
<td>2290.66</td>
<td>0.71</td>
<td>3341.62</td>
<td>0.78</td>
<td>0.04</td>
</tr>
<tr>
<td>Cluster 8</td>
<td>0.69</td>
<td>0.96</td>
<td>0.93</td>
<td>0.74</td>
<td>0.74</td>
<td>2262.54</td>
<td>0.74</td>
<td>3303.17</td>
<td>0.81</td>
<td>0.03</td>
</tr>
<tr>
<td>Cluster 9</td>
<td>0.69</td>
<td>0.96</td>
<td>0.94</td>
<td>0.76</td>
<td>0.76</td>
<td>2229.23</td>
<td>0.76</td>
<td>3332.85</td>
<td>0.83</td>
<td>0.03</td>
</tr>
<tr>
<td>Cluster 10</td>
<td>0.69</td>
<td>0.97</td>
<td>0.94</td>
<td>0.77</td>
<td>0.77</td>
<td>2179.48</td>
<td>0.78</td>
<td>3272.93</td>
<td>0.84</td>
<td>0.02</td>
</tr>
</tbody>
</table>
Table 2. Recoding of the variable “place of residence” according to the typology of municipalities of Martin, Dessemontet and Joye (2005)

<table>
<thead>
<tr>
<th>Typology of municipalities</th>
<th>Recoding</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Big centres</td>
</tr>
<tr>
<td>9</td>
<td>Employment municipalities from metropolitan regions</td>
</tr>
<tr>
<td>10</td>
<td>Suburban municipalities from metropolitan regions</td>
</tr>
<tr>
<td>11</td>
<td>Periurban municipalities from metropolitan regions</td>
</tr>
<tr>
<td>5</td>
<td>High-income municipalities</td>
</tr>
<tr>
<td>6</td>
<td>Touristic municipalities</td>
</tr>
<tr>
<td>7</td>
<td>Semi-touristic municipalities</td>
</tr>
<tr>
<td>8</td>
<td>Municipalities with collective institutions</td>
</tr>
<tr>
<td>2</td>
<td>Middle centres</td>
</tr>
<tr>
<td>3</td>
<td>Small centres</td>
</tr>
<tr>
<td>12</td>
<td>Employment municipalities from non-metropolitan regions</td>
</tr>
<tr>
<td>13</td>
<td>Suburban municipalities from non-metropolitan regions</td>
</tr>
<tr>
<td>14</td>
<td>Periurban municipalities from non-metropolitan regions</td>
</tr>
<tr>
<td>15</td>
<td>Pendular municipalities of allochtons</td>
</tr>
<tr>
<td>16</td>
<td>Pendural municipalities of autochtons</td>
</tr>
<tr>
<td>4</td>
<td>Centre of peripheral regions</td>
</tr>
<tr>
<td>17</td>
<td>Industrial and tertiary municipalities</td>
</tr>
<tr>
<td>18</td>
<td>Industrial municipalities</td>
</tr>
<tr>
<td>19</td>
<td>Agro-industrial municipalities</td>
</tr>
<tr>
<td>20</td>
<td>Agro-tertiary municipalities</td>
</tr>
<tr>
<td>21</td>
<td>Agricultural municipalities</td>
</tr>
<tr>
<td>22</td>
<td>Municipalities in strong demographic decline</td>
</tr>
</tbody>
</table>
Table 3. Logit models predicting probability of first home-leaving, controlled for education

<table>
<thead>
<tr>
<th>Covariates</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercepts</td>
<td>&quot;-10.59&quot;</td>
<td>0.75 **</td>
<td>&quot;-11.47&quot;</td>
<td>1.17 ***</td>
</tr>
<tr>
<td>Household structure</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Both parents &amp; siblings</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Both parents</td>
<td>0.27</td>
<td>0.76</td>
<td>0.29</td>
<td>0.80</td>
</tr>
<tr>
<td>Late departure of siblings</td>
<td>1.52</td>
<td>0.42 **</td>
<td>1.32</td>
<td>0.44 **</td>
</tr>
<tr>
<td>Early arrival of siblings</td>
<td>0.67</td>
<td>0.34 *</td>
<td>0.78</td>
<td>0.35 *</td>
</tr>
<tr>
<td>Both parents to one parent (without siblings)</td>
<td>1.96</td>
<td>0.45 ***</td>
<td>1.90</td>
<td>0.50 ***</td>
</tr>
<tr>
<td>Early arrival of siblings &amp; parental separation</td>
<td>0.62</td>
<td>0.47</td>
<td>0.97</td>
<td>0.49 *</td>
</tr>
<tr>
<td>One parent to both parents with siblings</td>
<td>0.33</td>
<td>1.06</td>
<td>1.46</td>
<td>1.12</td>
</tr>
<tr>
<td>Both parents to one parent with siblings</td>
<td>1.12</td>
<td>0.36 **</td>
<td>1.39</td>
<td>0.38 ***</td>
</tr>
<tr>
<td>Age (ln)</td>
<td>3.45</td>
<td>0.36 ***</td>
<td>2.99</td>
<td>0.45 ***</td>
</tr>
<tr>
<td>Sex</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Men (ref.)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Women</td>
<td>0.34</td>
<td>0.25</td>
<td>0.38</td>
<td>0.25</td>
</tr>
<tr>
<td>Ethnic origin</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Switzerland (ref.)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Eastern Europe</td>
<td>-1.03</td>
<td>0.41 *</td>
<td>-1.06</td>
<td>0.42 *</td>
</tr>
<tr>
<td>South-western Europe</td>
<td>-0.89</td>
<td>0.42 *</td>
<td>-0.83</td>
<td>0.42 *</td>
</tr>
<tr>
<td>North-western Europe</td>
<td>1.23</td>
<td>0.42 **</td>
<td>1.26</td>
<td>0.42 **</td>
</tr>
<tr>
<td>Other continents</td>
<td>0.34</td>
<td>0.39</td>
<td>0.31</td>
<td>0.39</td>
</tr>
<tr>
<td>Labour market</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>integration</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Compulsory education (ref.)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VET</td>
<td>1.01</td>
<td>0.77</td>
<td>0.92</td>
<td>0.77</td>
</tr>
<tr>
<td>Higher secondary</td>
<td>0.21</td>
<td>0.84</td>
<td>0.14</td>
<td>0.84</td>
</tr>
<tr>
<td>education</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tertiary education</td>
<td>1.34</td>
<td>0.81 +</td>
<td>1.27</td>
<td>0.81</td>
</tr>
<tr>
<td>Residency</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Big centres (ref.)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Periurban &amp;</td>
<td>0.48</td>
<td>0.48</td>
<td>0.48</td>
<td>0.49</td>
</tr>
<tr>
<td>metropolitan centres</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Touristic</td>
<td>0.38</td>
<td>0.66</td>
<td>0.47</td>
<td>0.65</td>
</tr>
<tr>
<td>municipalities</td>
<td>0.33</td>
<td>0.51</td>
<td>0.33</td>
<td>0.32</td>
</tr>
<tr>
<td>Middle &amp; little</td>
<td>0.69</td>
<td>0.48</td>
<td>0.75</td>
<td>0.47</td>
</tr>
<tr>
<td>centres</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Periurban &amp;</td>
<td>0.66</td>
<td>0.38 +</td>
<td>0.66</td>
<td>0.38 +</td>
</tr>
<tr>
<td>pendular municipalities</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Place of birth</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overrepresented places of birth (ref.)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Underrepresented places of birth</td>
<td>0.08</td>
<td>0.44</td>
<td>0.12</td>
<td>0.45</td>
</tr>
<tr>
<td>Divorce</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No siblings (ref.)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Siblings</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nb obs.</td>
<td>5976</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nb ind.</td>
<td>1025</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nb events</td>
<td>85</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AIC</td>
<td>652.2</td>
<td>598.79</td>
<td>593.42</td>
<td>619.98</td>
</tr>
<tr>
<td>BIC</td>
<td>669.56</td>
<td>645.09</td>
<td>643.58</td>
<td>660.50</td>
</tr>
</tbody>
</table>
A New Tool for Old Questions: The Sequence-Analysis Multistate Model to Study Relationships Between Time-Varying Covariates and Trajectories.

Matthias Studer, Emanuela Struffolino and Anette E. Fasang

Abstract The relationship between processes and time-varying covariates is of central theoretical interest in many social sciences research questions. On the one hand, event history analysis has been the method of choice to study these relationships. However, it is limited to outcomes that can meaningfully be specified as simple instantaneous events or transitions. On the other hand, sequence analysis (SA) has made increasing inroads into the social sciences to analyze trajectories as holistic “process outcomes”. However, it does not allow for studying their relationship with time-varying covariates.

We propose the sequence-analysis multistate model (SAMM) that combine the advantages of both approaches. SAMM models the relationship between time-varying covariates and trajectories specified as processes outcomes that unfold over time, it proceeds in two steps. First, we use an adapted sequence analysis to identify typical sequencing and spacing between main transitions in trajectories. Second, we adapt multistate models to estimate the chances to follow each kind of the identified typical sequence. The usefulness of SAMM is illustrated with an example from life course sociology on how 1) time-varying family status is associated with women’s employment trajectories in East and West Germany, and 2) how the German reunification affected these trajectories in the two sub-societies.
1 Introduction

Many theoretical questions in the social sciences address the relationship between time-varying covariates and processes. Life course and career researchers are interested how changes in one life domain affect trajectories in another life domain, e.g. family and employment (Aisenbrey et al., 2009). How changing economic condition or family policies shape the transition to adulthood is also a central question in life-course researches (Shanahan, 2000). Social policy analysis is concerned with processes of policy development that can be altered by specific events, such as wars or a change of government (Abbott, 1995; Frank et al., 2000). Related research questions are at the center of historical comparative sociology and institutional analysis. Similarly, social movement scholars study how social movements unfold over time in response to trigger events (Minkoff, 1995; Olzak, 1989). Organizational ecology researchers examine how industries and organization develop over time. The relationship between these developmental processes and time-varying factors, for instance the introduction of new technologies, is of core theoretical interest in this field as well (Carroll et al., 1993). This list of selected examples could easily be extended to other sub-fields of sociology and related disciplines. They have in common that they are not only interested in processes of metric outcomes, such as income or IQ, but more often than not, in processes that consist of categorical states, including family trajectories, specific policy programs, or stages of group behavior until the outbreak of violent protest.

Two broad families of methodological strategies have been used to study the relationship between time-varying covariates and outcomes on the one hand, and trajectories of categorical states, on the other hand. The first strategy focuses on the occurrence of events or transitions (Allison, 1984; Yamaguchi, 1991; Therneau and Grambsch, 2000) and relies on event history analysis (EHA) for estimating the effect of time-varying covariates on the risk to observe an event. However, event history analysis is limited to modeling instantaneous changes and loses sight of the trajectory as a whole (Billari, 2005). The second strategy emphasizes the holistic nature of trajectories or processes of categorical states by relying on sequence analysis (SA) (Abbott, 1995; Studer and Ritschard, 2015). SA considers change and multiple transitions as lasting over longer time spans rather than being instantaneous. However, within the traditional sequence analysis framework it is not possible to study the relationship between time-varying covariates and trajectories.

We propose an original combination of these two approaches called Sequence Analysis Multistate Model (SAMM). Combining sequence analysis and multistate models, SAMM offers several advantages for studying processes. First, it allows for modeling the relationship between time-varying covariates and patterns of change within processes that unfold over longer periods of time. This methodological approach closely corresponds to the theoretical concepts of trajectories as “process outcomes” (Abbott, 2005). Second, studying trajectories holistically allows us to uncover potential interdependencies.
between states and transitions within trajectories. The social meaning of a
given situation often depends on previous but also later events, which may be
known in advance by the actors involved. For instance, a woman may start a
new job even (or because) she knows that it will be only temporary. Finally,
SAMM can handle censored observations. This allows for the inclusion of
trajectories that are only partially observed, which is not possible within the
traditional sequence analysis framework.

The contribution of SAMM is demonstrated with an original example
application in life course sociology. Two central theoretical principles in the
life course paradigm include that individual life courses are multidimensional,
e.g. family and employment, and that macro-structural, historical change
strongly shapes individual life courses trajectories (Elder et al., 2003). We
employ the historically unique social experiment of the German reunification
to exemplify how SAMM can contribute to a better understanding of these
two core life course principles. Specifically, we assess how 1) time-varying
status in the family domain are associated with women’s employment tra-
jectories in East and West Germany (multidimensionality of lives), and 2) how
the German reunification affected women’s employment trajectories in
the two sub-societies (impact of macro-structural change). In 1990, the for-
mer communist East Germany with a centrally planned economy (German
Democratic Republic, GDR) was abruptly absorbed into the democracy and
social market economy of the West (Federal Republic of Germany, FRG).
The German reunification thereby provides an ideal case for studying how
abrupt and profound macro-structural change was associated with change
in individual life course trajectories that unfold over time. Beyond previous
research on the impact of the German reunification (Bonin and Euwals, 2002;
Hauschild, 2002; Trischler and Kistler, 2010; Klammer and Tillmann, 2001),
our example application uses data for more recent cohorts that allows us to
track difference and similarity in women’s employment trajectories in East
and West Germany not only in the immediate transition period, but until 20
years after the reunification.
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Physical occupational exposures and healthy life expectancy in a French occupational cohort
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Abstract To examine the relationships of strenuous and hazardous working conditions and night work with healthy life expectancy (HLE). The sample contained male gas and electricity workers from the French GAZEL cohort (n=13654). Six measures of physical working conditions were examined: Self-reports from 1989 and 1990 of ergonomic strain, physical danger, night work and perceived physical strain; company records of workplace accidents and a job-exposure matrix of chemical exposures. Partial HLEs (age 50–75) relating to 1) self-rated health and 2) chronic health conditions, obtained from annual questionnaires (1989–2014) and company records, were estimated using the multi-state life table method and microsimulation. The analyses were adjusted for social class and occupational grade. Participants who reported more physically demanding and dangerous work did not have shorter partial life expectancy but had shorter healthy life expectancies in terms of both chronic illness and self-rated health. No differences were observed in relation to night shift work. Strenuous and hazardous work may contribute to ill health in later life, which has implications for individuals’ quality of life as well as healthcare use and labour market participation.
Taking Turns or Halving It All: Care Strategies of Dual-Caring Couples

Helen Eriksson

Abstract The birth of a child induces parents to substitute family work for paid work. As responses to child care time demands remain remarkably gendered, division of child care in relation to parents’ work is key to understanding reproduction of gender inequality in both the family and the labor market. This study conceptualizes a ‘care strategy’ as a trajectory of time allocations by mothers and fathers to primary child care, i.e., care that requires absence from work, over the child’s early years. It makes use of detailed data on claims for parental leave and sequence analysis to identify care strategies. Results show that half of all Swedish couples realize dual-caring strategies in which each parent serves as primary caregiver for substantial periods of the child’s early life. Despite a uniquely flexible parental leave system that allows egalitarian couples to share care on a daily basis, the dominant dual-caring strategy consists of ‘taking turns’ in serving as primary caregiver where the mother takes leave to care for an initial period, followed by a period of solo-father care. One fourth of dual-caring couples, about 10 percent of all couples, use a ‘halving it all’ strategy in which primary care is shared in every point in time.
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Family structures and the organization of care for children in Italy
Sequences of time use by caregivers and activity

Tiziana Nazio

Abstract Using time diary data from Italy (pooled time use surveys 2002-03 and 2008-09), on a sample of around 10,000 households with children younger than 14 years of age, this paper assesses the amount of differences (in any) in the time mothers and fathers devote to unpaid childcare in differently shaped family structures (marital or cohabiting union, single parent and blended family), and how in turn family structure reflects in children's time use (addressing several activities from children's time diaries, as well as the overall amount of time children spend in presence of their parents or other caregivers). Time-use data obtained from daily diaries allow examining both the overall amounts spent on activities by day and, through sequence analysis, the patterns though which parents and children in different family structures engage in specific activities. Results show that family structure matters, in Italy, on how children time is organized around activities. Whereas children in cohabiting families seem to have, if at all, an advantage over children from married parents in Italy, those from single parents and blended families, with a larger recourse to more structuring of their time and activities out-side the family (more formal provision of education and courses) and stronger demands on their parents' time, organizational and economic resources, would largely benefit from the provision of high quality services. Parental education (i.e. a tertiary degree) plays a substantial role also in the provision of child-care, especially for the 'engaged’ type and in the case of mothers’ tertiary education.
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Missingness and truncation in sequence data: A non-self-identical missing state

Brendan Halpin

Abstract

Missingness in sequence data is a problem that has not received a great deal of attention. Since longitudinal data is more vulnerable to missingness than cross-sectional data, this is a lacuna. Two approaches are suggested in the literature: treating missingness as a separate state in its own right Gabadinho, Ritschard, Studer and Müller, 2009, and multiple imputation Halpin, 2015. The former is simple to implement but has shortcomings, not least in treating a missing–missing combination as a match; the latter is somewhat onerous. In this paper I propose a new concept: a non-self-identical missing state, where missing–missing combinations are treated as mismatches. I apply this to both normal missingness (gaps) and truncation of sequences (where entry or exit may happen at different times, yielding sequences of different length).

General missingness (gaps) and truncation are related but practically and conceptually different phenomena. If general missingness is treated as a special state, there is a risk that sequences will cluster according to how much missingness they contain.

Truncation is usually dealt with (if using the optimal matching distance measure) by deletion, but this may lead to sequences being disproportionately clustered according to length. In circumstances where sequences either begin or end on a specified event (e.g., begin with the first labour market participation spell, or end with retirement) the length of the sequence may be informative (e.g., late entry may be associated with higher education) and we may wish to differentiate between similarity represented in the length and similarity represented as matches between the observed portion. For instance, in both Halpin and Chan, 1998 and Bukodi, Goldthorpe, Halpin and Waller, 2016, class-career sequences are padded on the left by a “pre-entry” state to represent left-censoring, but (in the latter in particular) the con-
cern is with how education affects later career: if we treat the pre-entry state as a non-self-identical missing, are the resulting distances more independent of sequence length than with OM-style deletion?

Using simulation and analysis of real data I show that a non-self-identical missing state can yield better results than the conventional approach for general missingness, but that locating a self-identical or non-self identical missing state in a maximally neutral location (as similar to all other states as is consistent with metricity) is also important. While multiple imputation functions better, it is more demanding in terms of setup and computation.

As regards truncation, OM’s built-in capacity to compare sequences of different length is shown to work surprisingly well.
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Normalization of Distance and Similarity in Sequence Analysis

C. (Cees) H. Elzinga, M. (Matthias) Studer

Abstract We explore the relations between the notion of distance and a feature set based concept of similarity and show that this concept of similarity has a spatial interpretation that is complementary to distance: it is interpreted as “direction”. Furthermore, we show how proper normalization leads to distances that can be directly interpreted as dissimilarity: closeness in normalized space implies and is implied by similarity of the same objects while remoteness implies and is implied by dissimilarity. Finally, we show how, in research into de-standardization of the life course, properly normalizing may drastically and unequivocally change our interpretation of inter-cohortal distances.¹

Key Words: distance, similarity, normalization, sequence analysis.

¹ This paper has been accepted for publication in Sociological Methods & Research.
1 Introduction

In science, the concept of distance is used in two, quite different ways. First and oldest, in physics, distance or length is one of the fundamental dimensions that are used to express physical quantities (see e.g. Pfanzagl, 1968; Krantz et al., 1971). These quantities in turn are used to formulate models of natural phenomena. For example, the gravitational force that two masses exert on each other is inversely proportional to the squared distance between the masses.

In the social and behavioral sciences, spatial concepts are abundantly applied in different methodologies like multidimensional scaling (Borg and Groenen, 2005), multivariate linear statistics (Rencher and Cristensen, 2012), classification (Shawe-Taylor and Cristianini, 2004), clustering (Hennig et al., 2015) and sequence analysis (Blanchard et al., 2014). Spatial concepts are used in fields as diverse as clinical psychology, social demography and political science. However, in these sciences, distance is not one of the fundamental dimensions of theory. Instead, social scientists and psychologists calculate distances between personalities, political programs or labour market careers with the objective to judge or gauge the similarity between their objects of interest, eventually sorting or grouping these objects into more or less homogeneous subsets or projecting the objects onto a limited number of dimensions. In doing so, these colleagues assume that similarity is the opposite of distance: the more distant, the less similar and vice versa. This way of using distances is not unique for the social sciences; for example, chemists calculate distances between graph-representations of molecules (see e.g. Borgwardt, 2011) with the objective of finding similar but cheaper or more effective variants.

However, the relation between distance and similarity is not obvious as distance relations derive from spatial considerations and similarity relations derive from considering common and non-common feature sets (see e.g. Tversky, 1977). For a qualitative review of the concept of similarity, the reader is referred to Decock and Douven (2011).

So, grouping objects on the basis of distance may not result in groups of objects that are similar. Peeking around the corner at the issues dealt with in the next sections, we plotted distances versus similarities for the same pairs of objects in Figure 1. Indeed, distance and similarity are not simply anti-monotone and equal distance does not imply nor is implied by equal similarity. On the other hand, given a distance \( d \), we can always calculate a similarity \( s = h(d) \) and the reverse is also possible: given a similarity \( s \), we can construct\(^2\) a distance \( d \) from it through \( s = h'(d) \). However, these calculations are not very intuitive. Fortunately, when we properly convert a distance \( d \) into a normalized distance \( D \), we will obtain a normalized similarity \( S \) through the intuitive \( S = 1 - D \). This latter transformation is the most simple and straightforward expression that formalizes the widely held beliefs that close objects are similar, that dissimilar objects are remote, etc. But apparently, we first have to normalize either the distance or the similarity before we can apply such an intuitive transform. In Figure 2 we illustrate the conceptual relations between (normalized) distance and similarity.

In this paper, we build on what was discussed in e.g. Chen et al. (2009); Elzinga et al. (2011) and in Elzinga (2014a). The discussion is quite general in the sense that it pertains to all measures of distance, whichever the context or application. However, we will focus on sequence analysis and to illustrate, we will use a publicly available data set and a measure of distance that has become popular in that context. For an introduction to sequence analysis, the reader is referred to Martin and Wiggins (2009) or to Cornwell (2015); an overview of distance measures used in this context is provided in

\(^2\) It should be noted that \( h' \neq h^{-1} \). It will appear that neither \( h \) nor \( h' \) is a 1-1 function: different distances may be mapped onto the same similarity and different similarities may be mapped onto the same distance.
Fig. 1 Upper panel: scatter plot of distances (horizontal axis, metric: OMspell) versus similarities (vertical axis). Pearson’s $r = -0.29$. Lower panel: scatter plot of distances (horizontal axis) versus normalized distance. Pearson’s $r = 0.75$. Darker areas contain more points. The data used in both panels were published in McVicar and Anyadike-Danes (2002).

Studer and Ritschard (2015). For now, it suffices to define a sequence as an ordered set of labeled states or events that, depending on the specific application, may have an associated “time-stamp”. In the case of states like “living single” or “being unemployed”, the time-stamp is interpreted as “duration” and in case of events like “becoming a parent” or “starting parental leave”, the time-stamp is interpreted as a date or amount of lapsed time.

The purpose of this paper is threefold. First, we will explore the relations between distance as a spatial concept and similarity as a feature set based concept. We will conclude that the spatial interpretation of similarity is “direction” or angle, similar objects being located in (almost) the same direction, relative to some arbitrary but fixed reference object. This interpretation allows us to consider distance and similarity as complementary in the spatial structuring of a set of objects.

Second, we will discuss normalization as a means to transform the object space in such a way that distance and similarity become opposites in the sense that similar objects are close and remote objects are dissimilar, etc.

Third, we will show that normalization may affect the way that we interpret differences between life courses of different age-cohorts.

The paper is structured as follows: In the next Section 2, we discuss the concepts of distance and
Fig. 2 Formal relations between distance \(d\), similarity \(s\) and their normalized versions \(D\) and \(S\). Neither of the mappings \(f\), \(g\), \(h\) or \(h'\) is 1-1. Therefore, we do not write \(h^{-1} = h'\).

\[
\begin{align*}
S &= 1 - D \\
\text{\(g: s \mapsto S\)} &\quad \text{\(f: d \mapsto D\)} \\
\text{\(s\)} &\quad \text{\(d\)} \\
\text{\(h: d \mapsto s,\)} &\quad \text{\(h': s \mapsto d\)}
\end{align*}
\]

similarity and illustrate them by discussing classes of distance measures that have become popular in the context of sequence analysis. In its final subsection 2.4, we deal with the spatial interpretation of similarity through discussing transforms from distance to similarity and vice versa. In Section 3, we discuss normalization and in Section 4, we will apply normalization and discuss some of its effects. In Section 5, we make some concluding remarks.

2 Distance and Similarity

2.1 Distance

We briefly discuss the formal concept of distance. A function \(d : X \times X \mapsto \mathbb{R}\) that maps pairs of objects from an object set \(X\) onto nonnegative (real) numbers is called a “distance” or, equivalently, a “(distance) metric” if it satisfies the following conditions or axioms for all triples of elements from the object set:

\[
\begin{align*}
\text{D1: } d(x,x) &= 0 & \text{“one location per object”} \\
\text{D2: } d(x,y) &> 0 & \text{“one object per location”} \\
\text{D3: } d(x,y) &= d(y,x) & \text{symmetry} \\
\text{D4: } d(x,y) &\leq d(x,z) + d(z,y) & \text{triangular inequality (TI)}
\end{align*}
\]

The first three axioms are quite intuitive to most readers so we only elaborate on D4, the triangular inequality. Axiom D4 says that if two objects \(x\) and \(y\) are close to a third object, say \(z\), the objects cannot be far apart. At the same time, this is a way of saying that the space, i.e. the set of objects structured by \(d\), cannot be irregular in the sense that all distances are confined to boundaries imposed by other distances. From the TI, it follows that, for all triples of objects \((x,y,z)\), we have
\[ |d(x, z) - d(z, y)| \leq d(x, y) \leq d(x, z) + d(z, y). \] (1)

Hence, the distance between a particular pair \((x, y)\) is bounded by the distances \(d(x, z)\) and \(d(z, y)\) for all possible objects \(z\) in \(X - \{x, y\}\) (see e.g. Elzinga and Studer, 2015). Without such boundaries, actually gauging distances between objects would not be very informative since, when presented with a new object, we would have no idea about its possible distance to the objects already known, i.e. \(d\) would not impose much structure on the object set.

The reader notes that the axioms D1-D4 only restrict the method of actually measuring distances, they do not specify or favour any method in particular; they just formalize our intuitions about a particular spatial relation.

### 2.2 Distances for Sequences

Here, we discuss two broad classes of distance measures that are often used in the context of sequence analysis. For a detailed overview of such measures, the reader is referred to Deza and Deza (2014); Studer (2012); Studer and Ritschard (2015).

The first class, and by far the most popular one in applications of sequence analysis, is the class of so-called edit-distances: an edit distance is a function that counts the minimum number of (weighted) edit-operations that is necessary to turn one sequence into a perfect copy of the other sequence (see e.g. Navarro, 2001). The smaller this number, the smaller the distance between the sequences. In the social sciences, edit-distances were introduced by Abbott and Forrest (1986) and are known as “OM-distances”; “OM” being the acronym for “Optimal Matching”. Quite a variety of edit distances has been proposed, each variant defining a distinct way of weighing the edit-operations and the pairs of characters involved. Here, we will denote an edit-distance by writing \(d_E\).

An alternative class of distance functions for sequences has been proposed by Elzinga and Studer (2015) and derives from representing sequences as non-negative, infinite-dimensional vectors and defines the distance between the sequences as the Euclidean distance between the vector-representations. Formally, let \(X\{x, y, \ldots\}\) denote a set of sequences and let \(X = \{x, y, \ldots\}\) denote the set of vectors, representing the sequences in \(X\). Furthermore, let \(x^y\) denote an inner product of the vectors in \(X\). Then the distance \(d_K\) is defined (see e.g. Golub and Van Loan, 2013) as the Euclidean vector-distance

\[ d_K(x, y) = \sqrt{x^x + y^y - 2x^y}. \] (2)

Within this class, distance measures differ because of the different methods used to define the vectors and/or the inner vector-product. The algorithms required to evaluate the inner products are called “kernels” (see e.g. Shawe-Taylor and Cristianini, 2004) and hence, the distances obtained from such algorithms are subscripted as \(d_K\).
2.3 Similarity

Similarity too is a function that maps pairs of objects to the real numbers but its properties do not derive from spatial relations. Instead, they derive from the general notion that similarity between objects is determined by the number of features that the objects share. A function \( s : X \times X \rightarrow \mathbb{R} \) that maps pairs of objects to non-negative real numbers is a similarity if it satisfies, for all triples of objects \( x, y, z \in X \):

\[
\begin{align*}
S1 & \quad s(x, y) \geq 0 \quad & \text{nonnegativity} \\
S2 & \quad s(x, y) \leq \min\{s(x,x), s(y,y)\} \quad & \text{"bounded by self-similarity"} \\
S3 & \quad s(x, y) = s(y,x) \quad & \text{symmetry} \\
S4 & \quad s(x, y) + s(z,z) \geq s(x,z) + s(z,y) \quad & \text{covering inequality (CI)}
\end{align*}
\]

Here, we elaborate on S2 and S4. If similarity somehow depends on sets of common and non-common features, S2 states that the set of features that \( x \) and \( y \) have in common cannot be bigger than the smallest of the feature sets of each of \( x \) and \( y \). S4 is an inequality that, like TI, regularizes or smoothes the similarity space since similarities are bounded by other sums of similarities. Together, axioms S2 and S4 imply, for all triples \( x, y, z \in X \), that\[\min\{s(x,x), s(y,y)\} \geq s(x,y) \geq s(x,z) + s(z,y) - s(z,z).\]

(3)

Two issues deserve some comment. The first pertains to “self-similarity” \( s(x,x) \). Unlike D1: \( d(x,x) = 0 \), the system S1-S4 only limits \( s(x,x) \) in S2 and allows for \( 0 < s(x,x) \neq s(y,y) \). At first sight, this may seem counter-intuitive: “\( x \) is more (or less) similar to itself than \( y \)”. In spatial models of similarity (see e.g. Torgerson, 1965), this representational issue does not arise since \( d(x,x) = 0 \) for all objects. The system S1-S4 is based on the counting of feature sets and the result is the possibility of non-identical self-similarities: similarity depends on the set of common features. If however we interpret such counts as “description lengths” or “complexities” (Elzinga, 2010; Gabadinho et al., 2010), unequal self-similarities become quite natural and if \( x \) has more features than \( y \), we have that \( s(x,x) > s(y,y) \). We will come back on this in our discussion of the spatial interpretation of similarity (subsection 2.5) and the issue will be resolved when we discuss normalized similarity in subsection 3.2.

The second issue pertains to S3, the symmetry of similarity. We know that this axiom often fails when \( s \) is interpreted as perceived similarity, perhaps due to “context-switching” (see e.g Gärdenfors, 2000). Here we consider models of cognitive similarity as irrelevant although we are aware of the fact that the concept of similarity should not be fully decoupled from its role in our everyday experience. For a more detailed account of the axiomatisation of the concept of similarity, the reader is referred to Chen et al. (2009) or Elzinga (2014a). We confine to discussing two simple similarities, one edit-based and one kernel-based.

---

3 Similarity between more than two objects is dealt with in e.g Elzinga et al. (2011)
2.3.1 An edit-based similarity

The concept of similarity has been widely ignored among those applying sequence analysis, probably because of two reasons. First, most sequence analysis software generates distances, not similarities. Second, there is a generally held belief that remoteness implies dissimilarity and that closeness implies similarity. But despite this belief, it is not clear if and how similarity and distance are related. However, when we calculate the length $\ell$ of the longest common subsequence (lcs), then (Wagner and Fisher, 1974, Section 5)

$$\ell(x,y) = \frac{1}{2}(|x| + |y| - d_E(x,y)),$$

and $\ell(x,y)$ satisfies the similarity axioms S1-S4. Here, $|x|$ denotes the length of sequence $x$ and $d_E(x,y)$ denotes the edit-distance based on unit insertion- and deletion-cost. It is almost immediate that $\ell$ satisfies axioms S1-S3 but it is not trivial to see that $\ell$ satisfies S4 too. A proof of this claim is presented in the Appendix 1. Hence, although there are many faster algorithms to calculate $\ell$ (see e.g. Bergroth et al., 2000, 2003), it can be considered as an edit-based similarity. Later we will generalize to the case of a metric edit-cost structure.

2.3.2 Kernel-based similarity

Kernel algorithms evaluate inner products of vectors, i.e. they evaluate $x^t y = \sum_{i} x_i y_i$ for vectors $x = (x_1, x_2, \ldots)$ and $y = (y_1, y_2, \ldots)$ without directly using the vectors themselves. Thus, if we want to use kernels to define and/or evaluate similarities, we first have to represent objects by vectors, so called “feature-vectors”. Let $\mathcal{F} = \{u, v, \ldots\}$ denote a set of features and when an object $x$ possesses a feature $u$, we denote this fact by writing $u \sqsubseteq x$. To construct feature vectors, we first index the features by assigning to each and every feature $u$ a unique positive integer $r(u)$ that is as small as possible. So, with $n$ distinct features, the features will be indexed by the integers $1, \ldots, n$. Now we may construct a vector representation $x \mapsto x = (x_1, x_2, \ldots)$ for an object $x$ by assigning to each coordinate a non-negative value through

$$x_{r(u)} = \begin{cases} c(u) & \text{if } u \sqsubseteq x \\ 0 & \text{otherwise} \end{cases}$$

This in effect means that we assign a value $c(u)$ to the $i$th coordinate if the object $x$ possesses the $i$th feature $u$ and if $x$ does not possess that feature, the coordinate is set to zero. If, for example $c(u) = 1$ for all features, the resulting binary vector shows which features are or are not possessed by the object represented. The inner product of such binary vectors is then a count of the features that the two objects have in common. If $c(u)$ varies with the features, the inner product evaluates a weighted count of common features. In all cases where the coordinate values only depend on the features, the resulting inner product $x^t y$ is a similarity, i.e. $s(x,y) = x^t y$ satisfies the similarity axioms S1-S4. In the context of sequence analysis, the set of features can be taken to be the set of all possible subsequences (see e.g. Elzinga and Studer, 2015), in which case an inner product counts the number of distinct common subsequences.
To actually calculate the inner product of feature vectors that use the possible subsequences as coordinates, kernel algorithms have been designed that allow for calculation times that are roughly proportional to the third power of the length of the sequences involved. These kernels have been described and analysed in e.g. Elzinga and Wang (2013); Elzinga and Studer (2015) and in Shawe-Taylor and Cristianini (2004). If however the coordinate values not only depend on the features as such, but also depend on the way these features are “embedded” in the pertaining sequences, i.e.

\[ x_r(u) = \begin{cases} 
  c(u,x) & \text{if } u \subseteq x \\
  0 & \text{otherwise}
\end{cases}, \tag{6} \]

the inner products do not necessarily satisfy the axioms of similarity. For example, if \( c(u,x) \) is a value that depends on the embedding frequency or the duration of \( u \) in \( x \), \( x'y \) will not satisfy the axioms of similarity. Therefore, in the next subsection, we discuss how to construct a similarity given a distance and vice versa.

### 2.4 From Distance to Similarity and Back

We already discussed a particular construction of a similarity from a distance: in Equation 4, we transformed an edit-based distance \( d_E \) into an edit-based similarity \( \ell(x,y) \). Unfortunately, there is no general and explicit solution to this problem, i.e. there is no (known) general specification of the map \( h : d \mapsto s \), nor is there a general solution for the reverse problem - constructing a similarity from a distance. Some quite broad classes of solutions were derived by Chen et al. (2009) and some results of Yianilos (2002) are useful too. Here we discuss simple instances of these classes: one instance of \( h(d) = s \) and one instance of \( h'(s) = d \). For most applications, these examples will suffice.

First we discuss a solution to \( s = h(d) \): let \( X = \{x, y, z, r, \ldots\} \) denote an object set and \( d \) a metric on \( X \times X \). Then, for an arbitrary but fixed reference object \( r \),

\[ s(x,y) = d(x,r) + d(y,r) - d(x,y) \tag{8} \]

is a similarity. To see that this is true indeed, we check if the axioms S1-S4 hold. Because of \( d(x,y) \leq d(x,r) + d(y,r) \) (TI), \( s(x,y) \geq 0 \) so S1 holds. Using Inequality 1 and the above Equation 8, we derive

\[ s(x,y) \leq s(x,x) + s(y,y) \]

By constructing a table that lists all common subsequences of \( x \) and \( y \) and their embedding frequencies, the reader will discover that \( x'y = 47 \), that \( x'x = 83 \) and that \( y'y = 35 \). Taking the inner product for a similarity would violate axiom S2 since \( x'y > y'y \)

5 We should take the reference object \( r \) into account in our notation by writing \( s_r(\cdot, \cdot) \), but we do not since in this paper, the simpler notation does not lead to ambiguities.
Normalization of Distance and Similarity in Sequence Analysis

\[ s(x, y) \leq d(x, r) + d(y, r) - |d(x, r) - d(y, r)| \]
\[ = 2 \min\{d(x, r), d(y, r)\} \]
\[ = \min\{s(x, x), s(y, y)\}, \]

so \( s(x, y) \) is bounded by self-similarity (S2). Symmetry is trivial (S3) and the CI (S4) follows from the TI. Apparently, \( s \) as constructed through Equation 8 is a similarity.

A way to construct a distance \( d \) from a similarity \( s \) is through (Chen et al., 2009)

\[ d(x, y) = s(x, x) + s(y, y) - 2s(x, y). \]

\( d \) is a distance that depends on the size of the symmetric set difference \( |\Delta(X, Y)| \). That it is a proper distance is checked by verifying the distance axioms D1-D4. Clearly, \( d(x, x) = 0 \) and if \( d(x, y) = 0 \), we must have that \( x = y \) because of S2. S2 also ensures that \( d(x, y) > 0 \) (D2) and symmetry (D3) is trivial. That \( d \) satisfies the TI immediately follows from the CI.

However, this formal reasoning does not clarify the conceptual relations between the spatial concept of distance and the set-based concept of similarity. Therefore, in the next subsection, we will provide for a spatial interpretation of similarity and show how the spatial and set-based concepts touch through binary feature vectors.

2.5 Similarity as angle or direction

To spatially interpret the concept of similarity, Equation 8 is a good starting point and to explore its behavior, we constructed Figure 3. Figure 3 shows a plane\(^6\) in which we fixed two objects \( r \) and \( y \) at

\[ \text{Fig. 3} \]

\[ \text{The similarity } s(x, y) \text{ is determined by the (fixed) distances } d(x, r) + d(y, r) \text{ and the } \phi \text{ between the lines } L(r, y) \text{ and } L(r, x). \text{ See text for a detailed explanation.} \]

\[ \text{not necessarily a coordinated plane} \]

\( a \)
\( b \)
\( c \)
\( d(r, x) \)
\( d(r, y) \)
\( d(x, y) \)
\( \phi \)
\( x \)
\( y \)
\( r \)
distance \( d(r,y) \). Furthermore, we presumed a third object \( x \) at distance \( d(r,x) \). This latter assumption determines a circle around \( r \) that includes \( x \). Having drawn that circle, we fixed an \( x \) on it, therewith fixing \( d(y,x) \) too. The picture then contains enough information to determine \( s(x,y) \) according to Equation 8. Furthermore, we determined the obtuse angle \( \phi \) between the lines \( L(r,x) \) and \( L(r,y) \).

When we now move the object \( x \) along the circle in the direction of location \( b \), \( \phi \) will decrease and \( s(x,y) \) decreases since \( d(x,r) \) and \( d(y,r) \) are fixed and \( d(x,y) \) increases. Once \( x \) has reached location \( c \), \( \phi \) will attain its minimum-value: passing \( c \) will cause the obtuse and the acute angle to flip. Also, \( d(x,y) \) will reach its maximum value and \( s(x,y) = 0 \) since, at \( c \), \( d(x,y) = d(x,r) + d(y,r) \). Moving \( x \) clockwise from \( c \) will increase the obtuse \( \phi \) and, since \( d(x,y) \) will get smaller, \( s(x,y) \) will increase too. At \( a \), \( \phi \) will reach its maximum value and \( s(x,y) \) will be maximal too.

So it seems that \( \phi \) is monotone with \( s(x,y) \): when \( s(x,y) \) is maximal, \( \phi \) is maximal and when \( s(x,y) \) is minimal, then \( x \) and \( y \) are opposite relative to \( r \) and \( \phi \) is minimal. However, in Figure 3, \( \phi \) is anti-monotone with \( d(x,y) \) but this is not necessary. In Figure 4, we fixed the objects \( x \) and \( y \) and move the reference relative to the line \( L(x,y) \). We see that when the reference moves away from the line \( L(x,y) \), the obtuse angle \( \phi \), between the lines \( L(r_1,x) \) and \( L(r_1,y) \) gets bigger and, simultaneously, \( s(x,y) \) gets bigger since \( d(r_1,x) \) and \( d(r_1,y) \) get bigger while \( d(x,y) \) remains fixed.

From Figures 3 and 4, we conclude that \( s(x,y) \) is monotone with the angle \( \phi \): the bigger it gets, the more similar the objects. Equivalently, we could say that \( x \) and \( y \) are similar to the degree that the directions of the lines \( L(r_1,x) \) and \( L(r_1,y) \) coincide. The difference \( d(x,r_i) + d(y,r_i) - d(x,y) = s_i \)

\[ s_i = \|x\| + \|y\| - \|x - y\|, \]

Fig. 4 The similarity \( s_i(x,y) \) is measured as the distance from the reference \( r_i \) to the line \( L \) between \( x \) and \( y \), i.e. as monotone with the obtuse angle between the lines \( L(r_i,x) \) and \( L(r_i,y) \). See text for a detailed explanation.

measures the distance of \( r_i \) to the line \( L \) between \( x \) and \( y \). If this distance equals zero, \( x \) and \( y \) are opposite relative to \( r_i \) and hence \( s_i = 0 \). The greater the distance of \( r_i \) to \( L \), the greater the similarity \( s_i \), the more the directions of \( x \) and \( y \), relative to \( r_i \) coincide.

In the above interpretation, we did not assume anything about the properties of the object-space \((X,d)\). However, when we assume that the space is a Euclidean coordinate space and we take \( \mathbf{0} = (0,0,\ldots) \) as our reference, Equation 8 implies that

\[ s(x,y) = \|x\| + \|y\| - \|x - y\|, \]
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where $\|x\|$ denotes the “length” of the vector $x$, or, equivalently, the distance of $x$ to the reference 0, i.e. for $x = (x_1, x_2, \ldots)$, $\|x\| = \sqrt{\sum x_i^2}$. Hence in a Euclidean vector space, $s(x, y)$ equals the sum of the lengths of $x$ and $y$ in as far as this sum is not due to the distance between $x$ and $y$ (see Figure 5). When the vectors are binary feature vectors, the spatial and set-based interpretation of similarity coincide.

For let $\{X, Y, \ldots\}$ denote the feature sets of the objects $\{x, y, \ldots\}$ and $\{x, y, \ldots\}$ their representing vectors, then we have that $\|x\| = \sqrt{|X|}$ and $\|x - y\| = \sqrt{|\Delta(X, Y)|}$ with $\Delta(X, Y) = (X - Y) \cup (Y - X)$ and hence that

\[ s(x, y) = \sqrt{|X|} + \sqrt{|Y|} - \sqrt{|\Delta(X, Y)|}. \quad (14) \]

So, for binary feature vectors, the similarity defined by Equation 8 depends in a nonlinear way on the size of the set of features common to both $x$ and $y$.

3 Normalizing Distance and Similarity

As will appear later, once we have constructed a normalized distance, denoted as $D$, the evaluation of a normalized similarity $S$ simply amounts to evaluating the quantity $S = 1 - D$. So, once we have distances available and know how to normalize them, the calculation of similarity is easy.

The simple relation between normalized distances and similarities is the main, but not the only reason to discuss the subject of normalizing distances. The other reason is that normalizing greatly facilitates the interpretation of the numbers generated by the algorithm or procedure that generates the distance measurements.
3.1 The Normalization of Distance

Normalizing a distance(-scale) not only requires that we divide out units and map to a closed interval but also that the normalized scale still adheres to the metric axioms D1-D4. Simultaneously imposing these three requirements is not trivial.

A simple normalization of distance is provided by the transform

\[ D_r(x, y) = \frac{d(x, y)}{(d(x, y) + d(x, r) + d(y, r)) / 2} \]  

The choice of \( r \) determines the scale \( D_r \). The effect of normalization can be understood through looking at the quantities \( D_r(x, r) \): according to Equation 15, we have that \( D_r(x, x) = 1 \) since \( d(r, r) = 0 \). Because this holds for all \( x \neq r \), normalization according to Equation 15 has the effect of projecting all objects other than \( r \) on a unit sphere with \( r \) at the center and gauging distances between the objects through evaluating distances between the projections. This geometrical interpretation is illustrated in Figure 6.

The effect of remoteness from the reference object can also be understood as follows: assume that both \( d(x, r) \) and \( d(y, r) \) are equal to, say, \( \frac{1}{2}a \). Then \( D_r(x, y) \) reduces to

\[ D_r(x, y) = \frac{d(x, y)}{(d(x, y) + a) / 2} \]  

In Figure 7, we plot this function for an arbitrary but fixed distance \( d(x, y) \) and \( a \geq d(x, y) \). The plot shows that the normalized distance \( D_r \) gets smaller, the more remote \( x \) and \( y \) are from \( r \), i.e. the bigger \( a \) gets.

Fig. 6 Normalization amounts to projecting all objects on an \( r \)-centered unit-sphere. The reader notes that \( D_r \) may produce a different ordering of pairs of objects than \( d \). Normalization is a way to control for variation among the distances to the reference \( r \).
A proof that $D_r$ satisfies the axioms D1-D4 is presented in the Appendix. Summarizing, we have that $D_r$ satisfies the axioms of distance D1-D4 and $0 < D_r(x, y) \leq 1$ if and only if $x \neq y$. Finally, we note that $D_r$ is compressive with respect to $d$ in the sense that differences between big $d$-distances tend to be smaller on the $D_r$-scale (see Figure 8).

Fig. 7 The effect of normalizing a fixed distance $d(x, y)$ with respect to a reference at a distance $\frac{1}{2}a$ from $x$ and $y$: the bigger $a$ gets, the smaller the normalized distance $D_r(x, y) = \frac{d(x, y)}{d(x, y) + a/2}$ (vertical axis) gets.

We now have discussed normalisation of distances, thereby confining ourselves to just one technique: the one embodied in Equation 15. The reader might be interested in different ways of normalizing distance and indeed, alternatives to Equation 15 can be found in Chen et al. (2009) or in Elzinga (2014a). The behavior of the resulting scales is roughly the same as the properties that we discussed here, so we leave it to the interested reader to explore these alternatives. We now turn our attention to the normalization of similarity.

### 3.2 The Normalization of Similarity

There are two ways to obtain a normalized similarity, the direct and the indirect way. The indirect route is via a normalized distance according to the simple formula

$$S_r(x, y) = 1 - D_r(x, y),$$

and the direct way uses “raw” or non-normalized similarity through one of the many transforms that yield a normalization. Here we start discussing the indirect way, i.e. via Equation 17, since it is simple and because it directly connects similarity to any normalized distance. Thereafter, we will just discuss just one of the many possibilities to normalize a similarity, a generalization of the Tanimoto-coefficient. Again, we confine ourselves to just one technique because we believe that discussing more different techniques will not be very productive for social science sequence analysts and again, the interested reader is referred to Elzinga (2014a) for different techniques and more
Fig. 8 Plot of $D_r$ vs $d$, showing that normalizing is compressive. Because of the triangular inequality, the domain (horizontal axis) is limited to $d(x, r) + d(y, r)$.

$$D_r(x, y) = \frac{d(x, y)}{(d(x, y) + d(x, r) + d(y, r))^{1/2}}$$

Using Equation 17, the axioms D’1-D’4 can be written in terms of $S_r$:

$S'1$ \( S_r(x, x) = 1 \) for all \( x \),
$S'2$ \( 1 \geq S_r(x, y) \) if and only if \( x \neq y \),
$S'3$ \( S_r(x, y) = S_r(y, x) \),
$S'4$ \( S_r(x, y) + 1 \geq S_r(x, z) + S_r(z, y) \).

Comparing the system S’1-S’4 with the system S1-S4 reveals that S’1-S’4 is a special case of S1-S4: S2 states that a similarity can never exceed the self-similarity of the pertaining sequences while the same is implied in S’1-S’2. Only S’1-S’2 is more explicit through specifying a uniform upper boundary for all self-similarities and this is reflected in the difference between S’4 and S4. So we conclude that $S_r(x, y)$ as defined in Equation 17 is a normalized similarity: it adheres to the axioms of similarity and it is dimensionless and bounded in $[0, 1]$ because $D_r$ is dimensionless and bounded in the same interval.

The reader notes that, since $D_r(x, r) = 1$ for all $x \neq r$, $S_r(x, r) = 0$ for all $x \neq r$, again expressing that normalizing with respect to a reference implies “controlling for differences in distance/similarity to the reference object $r$”.

Next we turn our attention to normalizing similarity without explicitly using a reference object. This
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is possible, given a non-normalized similarity \( s \), through evaluating

\[
S(x,y) = \frac{s(x,y)}{s(x,x) + s(y,y) - s(x,y)}.
\]

(18)

This formulation generalizes Tanimoto’s coefficient (see e.g. Duda et al., 2001) for similarity in biological taxonomy: if \( s(x,y) \) is interpreted as a count of common features, \( S(x,y) \) expresses this count as a fraction of the total number of features of \( x \) and \( y \).

In Appendix A3, we show that \( S \) as defined in Equation 18 satisfies the Covering Inequality S’4.

Normalizing similarity does not involve a reference object, at least not according to Equation 18. But Equation 18 does not say how the similarity \( s \) was constructed; if \( s \) does not directly derive from a (weighted) set count, \( s \) will be derived from a scale that derives from some spatial concept. But then the concept of “direction” will require a reference object: direction is always relative to some fixed point in space.

We discuss one example: we set \( s(x,y) = \text{llcs}(x,y) \) and hence obtain

\[
S(x,y) = \frac{\text{llcs}(x,y)}{|x| + |y| - \text{llcs}(x,y)}.
\]

(19)

since \( \text{llcs}(x,x) = |x| \), the length of the sequence \( x \). This formulation shows that normalized similarity can be computed in an edit-oriented sequence analysis. Using Equation 4, we elaborate the above expression to

\[
S(x,y) = \frac{|x| + |y| - d_{OM}(x,y)}{|x| + |y| + d_{OM}(x,y)}.
\]

(20)

expressing the normalized coefficient directly in terms of OM-distances. Distances, plural, since \( |x| = d_{OM}(x,\lambda) \), the sum of unit deletion costs when transforming \( x \) into \( \lambda \), the empty sequence. However, when a cost-metric other than the standard unit-cost is used, we have that \( d_{OM}(x,\lambda) = \sum c(x_i, -) \) where \( c(x_i, -) \) denotes the deletion cost of the \( i \)-th character of \( x \). This leads to a generalization of \( \text{llcs} \) to the general OM-context with any metric cost-structure. Thereto, we define \( \delta(x) = d_{OM}(x,\lambda) \) and introduce the concept of the “cost of a most expensive common subsequence”, abbreviated as \( cmcs \). Formally,

\[
\text{cmcs}(x,y) = \max \{ \delta(u) : u \subseteq (x,y) \}.
\]

(21)

Clearly, \( \text{cmcs}(x,\lambda) = \delta(x) \) and \( \delta(x) = |x| \) in case of unit-indel cost. Just like \( \text{llcs} \), \( \text{cmcs} \) is a similarity and it can be computed through

\[
\text{cmcs}(x,y) = \frac{1}{2}(\delta(x) + \delta(y) - d_{OM}(x,y))
\]

(22)

or through a variant of an algorithm to evaluate \( \text{llcs}(x,y) \). To normalize \( \text{cmcs} \), we apply

\[
S(x,y) = \frac{\text{cmcs}(x,y)}{\delta(x) + \delta(y) - \text{cmcs}(x,y)}.
\]

(23)
3.3 The use of normalization in sequence analysis

In the sequence analysis literature, little attention has been paid to normalization although it has been used by several authors. We mention a few examples.

In a paper on gendered trajectories on the labor market and household status, Levy et al. (2006) applied a form of normalization to compensate for the very different lengths of their sequences and thus to avoid clustering on the basis of the lengths of the trajectories: for each pair of trajectories, they divided the distance by the length of the longest sequence:

$$d^*(x, y) = \frac{d_E(x, y)}{\max\{|x|, |y|\}}.$$  \hfill (24)

This is not a proper normalization since it does not map to $[0, 1]$ and it does not satisfy TI. Furthermore, normalization should not be used to mask or compensate for unequal censoring of the trajectories: if sequences differ in length due to differences in censoring, there is a problem caused by missing data and that should be handled by appropriate imputation methods. Unfortunately, the frequently occurring problem of missing data has hardly received attention (but see Halpin, 2012).

Elzinga and Liefbroer (2007) and Bras et al. (2010) proposed to use

$$s^*_K(x, y) = \frac{x'y}{\sqrt{x'x \cdot y'y}}$$ \hfill (25)

to compare average similarities of family formation trajectories from different countries or different epochs. Indeed, this index is bounded by $[0, 1]$ but it is not a proper similarity since it fails to satisfy the Covering Inequality (see Elzinga, 2014a).

Gabadinho et al. (2011) proposed to use

$$d^*(x, y) = \frac{d(x, y)}{d(x, r) + d(y, r)}$$ \hfill (26)

with $r = \lambda$. This maps to $[0, 1]$ but it fails to satisfy TI unless $d$ is a Euclidean distance (see Yianilos, 2002).

Finally, in a comparative study of distance metrics for sequence analysis, Ritschard et al. (2014) proposed to use Equation 15.

How can we use proper normalization in sequence analysis, other than for creating a scale that can be interpreted both as a similarity and as a distance? We see three possibilities.

First, normalization can be used when analyzing sequences while ignoring durations, i.e. analyzing the sequence of distinct subsequent subsequences (DSS). As Studer and Ritschard (2015) demonstrate, such analysis can be very useful when one wants to focus on order of states or events. However, such sequences will be of very different lengths. For example, a sequence on the labor market that just consists of uninterrupted unemployment then has only one element while a sequence that consists of an alternation of employment and unemployment may consist of many states and thus constitutes a (much) longer sequence. Normalization may be used to weigh the differences by the length of such DSS’s by choosing the empty sequence as the reference object.
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Second, normalization can be used to compare scales. For example, when we want to compare average distances or similarities between objects from different regions or different epochs as was done, for example, in the study of Bras et al. (2010).

Finally, normalization can be used to focus on the deviations from a particular template sequence, e.g. uninterrupted employment or a career that uses the full length of legally facilitated parental leave (see e.g. Zhelyazkova, 2015). Using such a template will enlarge the various kinds of ways in which the objects differ from the reference. An alternative is to pick a medoid sequence\(^8\) as the reference object, therewith simultaneously enlarging the various ways in which the sequences differ from this medoid.

In the next subsection, we will demonstrate some of the effects mentioned. However, the reader should be aware that such effects, with different data, may not show up when the topological structure of the distance matrix is equal to or very close to the topological structure of the similarity matrix.

4 Balancing Distance and Similarity through Normalizing

<table>
<thead>
<tr>
<th>Cohortal Birthyear</th>
<th>Distance se</th>
<th>Similarity se</th>
<th>Normalized Distance se</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt;1955</td>
<td>2.24 .052</td>
<td>4.90 .053</td>
<td>.43 .008</td>
</tr>
<tr>
<td>1955-1964</td>
<td>2.93 .045</td>
<td>4.95 .056</td>
<td>.51 .006</td>
</tr>
<tr>
<td>1965-1974</td>
<td>3.44 .047</td>
<td>5.21 .062</td>
<td>.54 .005</td>
</tr>
</tbody>
</table>

In this section we demonstrate how normalizing can be used to compare data from different cohorts. Thereto, we use data on family formation in The Netherlands as collected in the 2008-wave of the Family Formation Research Program (CBS, 2008) by Statistics Netherlands. The data pertain to the retrospective household histories of 5287 Dutch, born between 1945 and 1989. We encoded these histories using 8 different states: single and childless living in the parental home, living in the parental home in all other circumstances, living single, single with child, cohabiting with child(ren), cohabiting without child(ren), married with child(ren), married without child(ren). Ignoring durations, we used the OM-metric with unit-cost to calculate the distance between trajectories.

We distinguished three birth-cohorts as shown in the leftmost column of Table 1. If indeed de-standardization of the life course (see e.g. Brückner and Mayer, 2005) took place, one would expect that, on the average, distances between the household histories of younger Dutch are greater than the distances between the trajectories of the older ones. Table 1 shows the averages and bootstrapped standard errors of these quantities.

\(^8\) A medoid is an observed object of which the sum of distances to all other sequences is minimal; thus a medoid may not be unique - the centroid may not have been observed or even may not be an observable object. On the other hand, given a full distance matrix, the distances to the centroid are always computable (see Elzinga et al., 2011, section 5.3).
According to the same hypothesis of de-standardization, one would expect that average similarity would increase with cohortal age. Surprisingly, Table 1 shows that both the average distance and the average similarity decrease with cohortal age. One would expect an increase of similarity but a decrease of distance. How can we explain these results? How can we explain their apparent contradiction? Stated in terms of common and non-common features, the results show that both, the number of common and the number of non-common features increase with younger cohorts, implying that the total number of feature also increased. In other words, we observe an increase in the number of common features (revealed by the increase of similarity) in a general context of an increasing number of features. This result is interesting. The de-standardization could have been the result of the emergence of new phenomena like unmarried cohabitation with or without children and/or because divorce has become much more common than it was in the past (Shanahan, 2000). These phenomena apparently have resulted in longer, more complex sequences, with, on the average, more features. Indeed, the average complexity index (see e.g. Gabadinho et al., 2010) of the sequences significantly increases (figures not shown) for younger cohorts.

By normalizing the distances according to Equation 15 and using the empty sequence as the reference, we take the total number of features and therefore the complexity of the sequences into account. Average normalized distance measures the evolution of the number of non-common features, while taking into account that the maximum (potential) number of features, which is not necessarily the same in every context. The results are shown in the rightmost column of Table 1. Now it appears that the average normalized distances, and thus the normalized similarities, again are significantly different in the direction predicted by the assumption of de-standardization. This implies that the increase of the number of common features was less important than the increase of the number of non-common features.

5 Conclusions

In the previous sections, we have explored the relation between the concepts of distance and similarity and shown that adopting the axiomatic definition of similarity as presented here, leads to a spatial interpretation of similarity as “direction”, complementary to distance.

We also discussed normalization as a means to create distances that may directly be interpreted as similarities in the sense that similarity is linearly anti-monotone with distance: the more remote, the less similar and vice versa.

9 The standard errors have been computed as follows: We took 500 samples (with replacement) of 1000 individuals each and for each of these samples, we computed the average distance. The standard deviation of these estimates is the standard error reported here. By sampling individuals, the estimated se’s are bigger than when sampling distances from the original distance matrix since therein, the distances are correlated; sampling individuals instead of distances avoids this problem. The time required for this procedure is limited to the sampling time as the required distances, given the sampled individuals, can be taken from the original distance matrix. The computation time for this procedure is negligible. For an introduction to bootstrapping techniques, the reader is referred to Davison and Hinkley (1997).
Now there are a number of questions that can be put up. First of all the question of why we need this axiomatic concept of similarity at all. And if we really need this concept of similarity, does it really matter, whether or not we apply it, will it lead to new interpretations and new insights about our data? Below, we will discuss these matters one by one.

In research into choice behavior and decision making, similarity of (sets of) stimuli has long been dealt with through spatial representation of the objects and analyzing distances as if these distances were actually gauging similarity. This long tradition originates from the seminal work of Torgerson (1965), Guttman (1968) and Lingoes (1968) on multidimensional scaling. It rests on the idea that, given the multidimensional representation is precise enough, the number of significant dimensions is limited and the dimensions can be assigned a rigorous substantive interpretation in terms of meaningful properties of the stimulus- or item-set, similarity and (lack of) distance coincide. Some even considered the Minkowski-metrics, in particular for the exponent values 1, 2 and $\infty$, as formalisations of psychological composition rules for the generation of preferences, similarity judgments and item-correlations, to mention only a few of the variety of object sets and applications studied in this tradition.

However, in the context of sequence analysis, the dimensions of the spatial representations created through applying an edit-based or kernel-based algorithm are hard to isolate. Edit-distances are not defined through an equation that relates to a notion of dimension. Kernel-based algorithms evaluate inner-products in high-dimensional vector-spaces where each and every feature, e.g. a particular sub-sequence, defines its own dimension. In general, it does not make much sense to try to substantively and separately interpret these dimensions. Therefore, directly interpreting distance as similarity is hard to justify in the context of sequence analysis applications.

The alternative is a feature-based approach and it would have been appealing to adopt an axiomatisation like Tversky's. However, Tversky’s axioms allow for a asymmetric similarity, therewith cutting the possibility of a structural bond between distance and similarity. Therefore we adopted an approach embodied in the axioms S1-S4: it retains Tversky’s matching condition, stating that similarity is a function of both common and non-common feature sets and it has a direct connection to spatial representations. However, we do not claim that the axioms S1-S4 constitute a unique solution to the problem. Perhaps a relaxation of the system, for example by replacing S2 with the weaker $s(x,y) \leq \max\{s(x,x),s(y,y)\}$, would be interesting in some applications. Here, we will not pursue such an alternative.

Several researchers have published interesting results despite the fact that they used distance measures or normalizations that (potentially) violate the triangular inequality. Understandably, the question has been put up why we need such formal restrictions at all when, without them, we seem to have interesting results too. Some (e.g. Lesnard, 2006; Gauthier, 2015) even doubt that a formal, axiomatic approach is necessary at all. We believe that an axiomatic approach helps us to better understand the methods that we apply, either to explore data structures for patterns or to test hypothesis about these patterns. Axioms like the triangular inequality (D4) or the covering inequality (S4) allow us to map relations onto real or rational numbers and assure that the spatial structure is “smooth” in the sense that new data points are restricted by the ones that we already observed (Elzinga and Studer, 2015). Applying methods that violate such axioms not necessarily are invalid but we cannot trust them to be generalizable beyond the data collected and the representation constructed from them.
Appendix 1

Here, we are concerned with the length of the longest common subsequence as a similarity in the sense of the axioms S1-S4. A set of sequences may have many distinct lcs’s, see e.g. Elzinga (2014b), but their length is a unique integer. Let us write $L(x,y,...)$ to denote any lcs of the sequences $\{x,y,...\}$ and let $\ell(x,y,...)$ denote the length of such an lcs. Here we prove that $\ell$ satisfies the covering inequality S4.

To prove this, we write $S4$, using $\ell$ as

$$\ell(x,y) + \ell(y,z) \leq \ell(x,z) + \ell(y,z)$$

and derive its correctness. First, we consider the right hand side of Inequality 27. Clearly, we have that $\ell(y,z) = |y|$. Next, we write $\ell_4(x,z)$ for the length of the longest common subsequence $L_4(x,z)$ that only consists of elements that are common to $y$. Similarly, we write $L_4(x,z)$ for a longest common subsequence that does not contain any character that is common to $y$ and we let $\ell_4(x,z)$ denote its length. Since $L_4(x,z)$ and an $L_4(x,z)$ have no common subsequences, we must have that $\ell(x,z) = \ell_4(x,z) + \ell_4(x,z) + \ell(x,y,z) + \ell_4(x,z)$. Hence the right side of Inequality 27 is equivalent to

$$\ell(x,y,z) + \ell_4(x,z) + |y|.$$ \hspace{1cm} (28)

Next, we consider the left hand side of Inequality 27: we have that $\ell(x,y) = \ell(x,y) + \ell_4(x,y)$ and $\ell(y,z) = \ell_4(y,z) + \ell_4(y,z)$ and we know that $\ell_4(x,y) + \ell_4(z,y) \leq \ell(x,z)$ and that $\ell_4(x,y) + \ell_4(z,y) \leq \ell(y,z)$. Therefore, the right hand side of Inequality 27 cannot exceed its right hand side and this proves the claim.

Appendix 2

To see that $D_4$ as defined in Equation 15 is a distance, we have to investigate whether or not it satisfies the axioms D1-D4. Here we confine ourselves to showing that $D_4$ satisfies the triangular inequality D4. We first present the proof and then comment:

$$D_4(x,y) = \frac{d(x,y)}{(d(x,y) + d(r,x) + d(r,y))/2} \leq \frac{d(x,z)}{(d(x,z) + d(z,y) + d(r,x) + d(r,y))/2} \leq \frac{d(z,y)}{(d(x,z) + d(r,x) + d(r,y))/2} + \frac{d(z,y)}{(d(z,y) + d(r,x) + d(r,y))/2} \hspace{1cm} (29)$$

$$= D_4(x,z) + D_4(z,y) \hspace{1cm} (30)$$

In inequality 29, we replaced $d(x,y) = a$ by one of its upper bounds: $d(x,z) + d(z,y) = b$. Writing $c = d(r,x) + d(r,y)$, inequality 29 states $\frac{c}{x+y} \leq \frac{a}{x+y}$ and we know this to be true for all positive $a, b$.
and c with $a \leq b$.
In the next step, we split the sum of ratio’s and then remove a positive term from each of the denominators: this must yield bigger ratio’s and hence inequality 30 is correct.
The reader notes that we used the premiss that $d$ is a distance, i.e. that $d$ satisfies the triangular inequality in generating inequality 29.

**Appendix 3**

To prove that $S$ as defined in Equation 18 satisfies S’4, we use an equivalent of S4: $s(x,y) \geq s(x,z) + s(z,y) - s(z,z)$.
Using Equation 18 in the left hand side of S’4, we write

$$\frac{s(x,y)}{s(x,x) + s(y,y) - s(x,y)} + 1 \geq \frac{s(x,z) + s(z,y) - s(z,z)}{s(x,z) + s(z,y) - s(x,y) + s(z,z)} + 1$$  \hspace{1cm} (31)

$$= \frac{s(x,y)}{s(x,x) + s(y,y) - s(x,y)}$$  \hspace{1cm} (32)

$$= \frac{s(x,z) + s(y,y) - s(z,z) + s(x,y) - s(z,y)}{s(x,z) + s(y,y) - s(x,y) + s(z,z)}$$  \hspace{1cm} (33)

$$= \frac{s(x,z)}{s(x,x) + s(z,z)} + \frac{s(y,y)}{s(y,y) - s(x,y) + s(z,z)}$$  \hspace{1cm} (34)

$$\geq \frac{s(x,y)}{s(x,x) + s(z,z)} + \frac{s(z,y)}{s(z,z) + s(y,y) - s(x,y)}$$  \hspace{1cm} (35)

$$= S(x,z) + S(z,y),$$
as required.

We concisely comment on the above steps as follows: In going from Equation 31 to 31, we used S4 to replace $s(x,y)$ by the smaller quantity $s(x,z) + s(z,y) - s(z,z)$. In Equation 33 we added $s(x,z) - s(z,z)$ and $s(z,y) - s(z,y)$ to the numerator of Equation 32 and in Equation 34, we split the ratio of Equation 33 into two appropriately chosen ratio’s. Then, in passing from Equation 34 to 35, we used the general principle that, for nonnegative numbers $p, q$ and $a$ with $q > p$, we have that $\frac{p/a}{q/a} \geq \frac{p}{q}$.
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Abstract

1. Introduction

The life course is informative for social scientists to study because we can see the effects of individual characteristics such as education and occupation. For sociologists, it is even more fascinating to analyze life courses because the state also impacts and structures them (Mayer 1989). The state may impact the life course in various ways: It may affect individual life courses by social structure such as educational and occupational systems (Shanahan 2000); it may directly influence life courses through institutional regulations and social policies (Mayer 2009; Neyer 2013).

As a quasi-experiment, the German reunification in 1990 offers an exceptional event for studying the imprints of the state on individual life courses (e.g. Goldstein and Kreyenfeld; Schnettler and Klüsener 2014). In this paper, we aim to formally assess how East and West German life courses differ by analyzing life course sequence data from a recent national survey (NEPS) with a retrospective history component, along the lines of life course research focused on contexts specified according to space and time (Mayer 2004). Specifically, we are interested in how Germans who were born and grew up in the former East and West Germanys lived
different life courses in both the family and the employment dimensions even though they now live in the reunified Germany.

Life course and employment history observations often provide sequence data, a type of data more complex than the observation of a single aspect of the life course (e.g., Blanchard, Bühlmann, and Gauthier 2014; Gabadinho et al 2011). The timing and the duration of a life course event, such as the timing of first birth or the duration between completing education and first labor market entry, are examples of such single aspects. Statistical assessments of timing and duration variables are straightforward because mean timing and durations can be compared across samples, and their expected values can be used in further analysis.

With sequence data, however, there is no obvious single aspect to construct a variable for such statistical assessments. A life course sequence contains information on the timing and the duration of various life course events as well as on their sequence order (Brückner and Mayer 2005). Therefore, in this paper, we have twin objectives. In addition to the substantive goal above, we propose a medoid-based method for formally assessing the difference between sets of life course sequences, where the medoid is defined as the sequence in a given set of sequences that has the minimum sum of distances to all other sequences in the set. Using this method, we compute the Bayesian Information Criterion (BIC) and the Likelihood Ratio Test (LRT) statistic in the context of sequence comparisons. While the LRT is a common statistical test in many disciplines, the BIC has become a popular method for comparing and selecting models in sociology since Raftery’s (1986) introduction into our discipline.

In the following, we first review the literature on the life course in the East and West Germanys, especially how their social policies and institutional regulations may differ. We then present the medoid-based method for analyzing sequence differences. The method is set up for
the construction of the BIC and the LRT statistics for comparing sequence data. We then apply
the method to the data from the 2009/2010 National Education Panel (NEPS), cohorts 1955-1965,
to both illustrate the efficacy of the method and to assess the difference between East and West
German life courses. We conclude by drawing some general conclusions about how the East and
West German life courses differ initially and how they converge over cohorts and about the
appropriateness of the proposed method.

2. Social Policies and Life Courses in East and West Germany

Between 1949 and 1990 Germany was divided into two sub-societies with notable
contextual differences in the welfare state, economic system and family policies between the
communist German Democratic Republic (GDR) in the East and the democratic social market
economy in the Federal Republic of Germany (FRG) in the West.

The GDR had a state socialist system, and a centrally planned economy. The regulative
regime aimed at reconciling the political priorities of economic and population growth. To this
end women were expected to work equal to men in a dual earner model and the family ideology
was strongly pro-natalist (Engelhardt, Trappe & Dronkers, 2002). Family policies in the GDR
conditioned access to state-controlled resources, such as housing, on marriage and parenthood to
incentivize fertility. Normative pressure to have children in the early 20s was coupled with
generous financial incentives for parenthood and practically universal public child care that
widely enabled mothers’ employment. As a result female labour market participation was around
90% (Huinink et al., 1995). Employment was practically universal but wages were rather low. In
practice, marriage and parenthood often remained the quicker and more viable route to obtain
housing and generous loans from the state than trying to accrue such privileges through labour market activity.

In contrast, in the period following World War II, the FRG had a democratic multiparty parliament, a market economy, and a corporatist conservative welfare state (Rosenfeld, Trappe, & Gornick, 2004). The arguably purest implementation of the male breadwinner model (Prince Cooke & Baxter, 2010) resulted in female labour market participation around only 50%, of which much was part time. Family policies where foremost pro-traditional and social policies comprehensively set strong incentives for a traditional male breadwinner–female carer household division of labour and the financial dependence of women on men (Brückner, 2004; Prince Cooke, 2011). These include joint taxation of married couples that discouraged employment of a second earner and the absence of public child care particularly for children under the age of three (Aisenbrey, 2009; Prince Cooke & Baxter, 2010).

In 1990, Germany was reunified by adapting the FRG model to the former GDR, which ceased to exist. Especially during the 1990s the reunification process was accompanied by severe economic recession in the East but also in the West that peaked in the mid-1990s. However, the West German institutional model was applied to a population with markedly different compositional features in the former East. For instance joint taxation for married spouses makes a large difference particularly when earnings between husbands and wives are very unequal. Joint taxation sets few incentives for marriage for couples with similar earnings, which was much more often the case in the former East also after reunification (Bastin, Kreyenfeld & Schnorr, 2012). Further, the public child care infrastructure remained largely intact in the East maintaining a much more conducive environment for women’s employment which remains less affected by motherhood and marriage (Matysiak and Steinmetz, 2008). East Germany is one of
the only regions in Western societies that shows no motherhood penalty in wages, whereas this penalty remains among the highest in the West at 32 percent after in the early 2000s (Budig, Misra & Boeckmann, 2012). For an overview of institutional differences relevant to family formation around the reunification see Goldstein and Kreyenfeld (2011) and Fasang (2014).

Initial expectations of a quick convergence of the two Germanies thus did not materialize (Schneider, Naderi & Ruppenthal, 2012). Even in 2008, 18 years after the reunification, East Germany still had significantly lower rates of property ownership, lower average earnings, higher rates of female employment and a higher proportion of children in public care (Goldstein and Kreyenfeld, 2011). East Germany further continues to be one of the most secularized regions of Europe with 74 percent reporting no religious affiliation in 2008 compared to only 16 percent in the West (ibid: 457). While total fertility rates have converged (Goldstein and Kreyenfeld 2011), within Europe the two sub-societies remain on opposite ends of the continuum for a number of demographic indicators, including a proportion of nonmarital birth above 70 percent in the East compared with only around 12 percent in the West in 2007 (Klüsener, Perelli-Harris, Sanchez Gassen, 2013), as well as much higher rates of cohabitation in the East. Recently, Klüsener and Goldstein (2014) suggested that the long-standing divide in non-marital fertility in East and West Germany is attributable to regional variation that preceded the war in 1945 and was merely intensified during the division. Therefore the two subsocieties might plausibly never converge or at least not within a short time frame on some deeply rooted demographic and economic differences. Overall, there is more research on similarities and differences in family formation than on employment trajectories in East and West Germany. Studies on family formation are mostly located in demography and likely stimulated by the extreme patterns of difference in the two German sub-societies.
Precisely because we see notable convergence in some indicators of family formation and employment trajectories, but persistent and sizeable differences in others, it is particularly useful to examine holistic life course trajectories. In addition to a detailed view on single outcomes this enables us to broaden our analytical scope and assess to what extent overall differences emerge from diverging patterns in single indicators. In this paper we therefore analyze whether and how men’s and women’s employment and family life courses were different and remain different in divided and reunified Germany conceptualizing them as longitudinal “process outcomes” (Abbott 2005).

3. A Medoid-Based BIC Method for Sequence Assessment
Comparing sequences across samples is essentially a problem of assessing differences across groups. Such assessments can be conducted by computing distance measures both within and between sets of sequences belonging in specific groups. On the one hand, distances within specific groups can be computed summarizing the degree of homogeneity or standardization of the life courses in this set of sequences. On the other hand, distance between sequences belonging to different groups can be computed (Fasang 2014). The discrepancy analysis proposed by Studer et al (2011) is a good method for analyzing differences between sets of sequences. However, as reported later, a discrepancy analysis of the East and West German life course data can be very insensitive to any variation in the degree of differences between sets of sequences, as also shown through our simulation study discussed later, thus failing to distinguish between cohorts for either men or women family formation and employment history data.

In this section, we consider the BIC and the LRT as an alternative method that is also based on distance measures. There are many viable candidates as distance measures for making
statistical comparisons, including optimal matching, dynamic hamming matching or the so-called subsequence metrics (e.g. Aisenbrey and Fasang 2010 for an overview of several distance measures). One can compute the classical Levenshtein or another statistical distance between all possible pairs of sequences of the groups under comparison. Alternatively, one can compute a distance of each sequence to the medoid sequence of the sequence set, a popular method used for complexity reduction in recent research on sequence visualization and comparison (Aassve et al 2007; Fasang and Liao 2013; Gabadinho et al 2011; Piccarreta 2012). One important advantage of the medoid based approach is that there is only one distance value for each sequence to the medoid instead of $N(N-1)/2$ pairwise comparisons thus yielding higher efficacy. For reason that we detail below, we use the medoid for computing distances within and between groups.

Let $s_i$ denote the sum of squared distance of each sequence group $i$ to the sequence group medoid of group $i$:

$$s_i = \sum_{j=1}^{n_i} q_{ij}^2$$

where $q_{ij}$ is the distance between each sequence $j$ in the $i$th sequence group and the $i$th sequence group medoid, which can be understood as the best representative observed sequence in the $i$th group (i.e., giving the shortest distances to all group members overall). Note that a set of sequences may have several – i.e. tied – medoid sequences, where more than one sequence share a minimum distance to all other sequences in the group. The statistic in (1) can be computed for all $G$ number of sequence groups.

Because a group medoid is the observed sequence that has the shortest distance to all the sequences in the same group, it is theoretically possible that the medoid for a sequence from another group may have a shorter distance than its own medoid, a rare situation we have empirically verified. To avoid this empirical problem because of a single unexpected better
sequence, we use a selection of best representative sequences from a group, or collective medoids, in (1) for computing BIC and LRT statistics. For example, we may select a small percentage or number of best representative sequences, such as \( m \) number of or percent sequences from a sequence group. While any small percentage or number of representative sequences may work, we have found in our simulation study that using 5% can sufficiently or smaller avoid misrepresentation (for each of the groups with the \( m \) for the combined group as the sum of the \( m \)s). The ultimate choice of \( m \) depends on the heterogeneity and unevenness of the sequence groups to be compared.

3.1 BIC

Assuming the distances in (1) are normally distributed – an assumption we test below – we follow Burnham and Anderson (1998, 2004) in expressing least squares as likelihoods for constructing BICs as well as the closely related Akaike Information Criterion).\(^2\) Thus, \(-2\) log-likelihood for (1) can be expressed as

\[
-2 \text{log-likelihood}_i = n_i \log \left( \frac{\hat{\mu}_i}{n_i} \right)
\]

(2)

where \( n_i \) denotes the number of sequences in sequence group \( i \). The BIC for the \( i \)th sequence group can then be expressed as

\[
\text{BIC}_i = n_i \log \left( \frac{\hat{\mu}_i}{n_i} \right) + K \log(n_i)
\]

(3)

For the \( i \)th sequence group, \( K=1 \) because the only degree of freedom involved is that associated with the \( i \)th medoid. For comparing the \( h \)th and the \( i \)th sequence groups, or more generally, \( G \) number of groups, we propose a nested model approach, which is consistent with the typical application of BIC when models are nested. We define \( \text{BIC}_A \) as the BIC based on the sum of
squared distances using the overall medoid and $BIC_G$ as the BIC based on the sum of squared
distances using group-specific medoids:

\[ BIC_A = \frac{n_A}{w} \log \left( \frac{2n_A}{n_A} \right) + k \log \left( \frac{n_A}{w} \right) \]  

(4)

\[ BIC_G = \frac{n_A}{w} \log \left( \sum_{i=1}^{G} \frac{n_i}{n_A} \right) + k \log \left( \frac{n_A}{w} \right) \]  

(5)

where $n_A$ is the total number of distance computations between the sequences in all groups
combined and the representative sequences, and $w$ is a weight that equals to $(e \times \log(s) \times n_A)^{0.5}$ and is
applied once in each of the additive items where $n_A$ appear. This weight is applied to the entire
BIC because the distance computation of (1) is unnecessarily increased by the multiplicative
factor of the number of episodes, $e$, and the number of states, $s$, and the number of sequences $n_A$
(the number of distance computations between sequences and their representatives) though the
contribution by $s$ can be reasonably conceived as a modest nonlinear function. The parameter $K$
gives the number of degrees of freedom, which equals to 1 in (4) because only the overall
medoid (or an overall set of representative sequences) is used and equals to $G$ in (5) because $G$
medoids (or $G$ sets of representative sequences) are used in the computation. The BIC
difference between (4) and (5), or (4)–(5), forms the criterion for assessing differences between
sets of (life course) sequences.

To assess the statistical properties of the BIC difference based on (4) and (5), we
conducted a simulation study, as explained and reported in Appendix A. The simulation results
show that the statistic of BIC differences using (4) and (5) can capture actual differences
between two sets of life course sequences very well though it still is, to a degree, sensitive to
sample sizes. The original BIC is sensitive to sample size increases; the weight in (4) and (5)
reduces some of that sensitivity. We also applied discrepancy analysis methods to the simulation
data. Regardless of the degree of difference between the two simulated sets of sequences, the F-
test in the discrepancy analysis is always significant at least at the 0.001 level. Thus, we do not
report the results of the simulation study regarding the behavior of the discrepancy analysis.

3.2 LRT

While the BIC should provide a proper statistical assessment of differences between groups or
samples of sequences, it does not give a significance test. Additionally, we can construct a
Likelihood Ratio Test (LRT) using \( (2) \). Let \( l_i \) stand for the -2 log-likelihood of the \( i \)th group.
Following Liao’s (2002, 2004) discussion of the LRT for generalized linear or logit models, the
LRT for testing the null hypothesis that all groups are equal in their sequences is obtained as the
difference between the \( l_i \) from the restricted model and the \( ll \) from the unrestricted model. In the
current application of comparing \( G \) number of sequence groups, the restricted model is the
situation when we assume all groups are equal, with a single medoid (i.e., the global medoid),
and the unrestricted model is the case where all groups are considered unique, with their
individual medoids. Following Liao (2002: (6.13) & (6.14)), we further define \( ll_\text{R} \) as the -2 log-
likelihood from the restricted model and \( ll_\text{U} \) as the -2 log-likelihood from the unrestricted model
where

\[
ll_\text{U} = \sum_{i=1}^{G} ll_i 
\]  \hspace{1cm} (6)

Therefore, the LRT for testing sequence group differences is given as

\[
\text{LRT} = ll_\text{R} - ll_\text{U} = ll_\text{R} - \sum_{i=1}^{G} ll_i \sim \chi^2 
\]  \hspace{1cm} (7)

with \( G-1 \) degrees of freedom that follows the chi-squared distribution. Applying (7) to sequence
data by using (4) and (5), we obtain
\[
LRT = \frac{n_A}{w} \log \left( \frac{S_A}{n_A} \right) - \frac{n_A}{w} \log \left( \sum_{i=1}^{G} \frac{x_i}{n_i} \right) \sim \chi^2
\]  

(8)

Note that the LRT of (8) is also based on the nested model principle, just like the BIC difference given by (4) and (5). Thus, it can be considered a significance test equivalent to the nested BIC assessment. Because of the similarity between the LRT in (8) and the BIC difference based on (4) and (5), we did not conduct another simulation study to verify its statistical behavior. The results in Appendix A should apply here (as the actual data analysis confirms later).

4. Data

We use the newly released German National Education Panel data (NEPS), starting from cohort 6 (NEPS) (Leopold, Skopek, & Raab, 2011). This part of NEPS contains retrospective life course information for 11,649 individuals born between 1944 and 1986 who were surveyed in 2009/2010. The survey instruments contain detailed questions about education, work and work interruptions, as well as family formation, including the formation and dissolution of marital and cohabiting unions. We use data for family and employment trajectories from ages 15 to 40 of East and West German men and women born 1944-1970 measured in monthly intervals. We thereby start with the oldest available cohort born in 1944 and end with the cohort born in 1970, which is the last birth cohort that we can observe until age 40. Examining sequences until age 40 is important to assume that individuals have reached occupational maturity (Aisenbrey and Brückner 2008) and have largely completed the active family formation phase. For these cohorts we have 6,578 sequences of complete family and employment information from ages 15 to 40, 5,432 for West Germany and 1,146 for East Germany. For the cohort comparison, we group birth cohorts in 4 year-intervals: 1944-1949, 1950-1953, 1954-1957, 1958-1961, 1962-1965, 1966-1970. The oldest and youngest birth cohort groups are slightly larger and comprise 5 birth years.
This grouping provides sufficient case numbers per cohort group for East and West Germany and is sufficiently fine grained to detect change over time in the birth cohorts’ life courses.

Figure 1 shows a Lexis diagram that places our study cohorts in historical context. The cohorts born 1944-1949 experienced their entire life courses until age 40 in divided Germanys. The cohorts born 1950-1953 and 1954-1957 had already largely completed family formation and reached occupational maturity when they experienced the reunification in the 30ies. For these cohorts childhood and young adulthood happened during very different state systems that had been clearly established in the 1960s and 1970s, whereas the 1940s and 1950s were arguably foremost characterized by rather universal post-war situation of scarcity and then an emerging new economy. Finally the cohorts born in the 1960s already experienced their active family formation phase and labor market entry after the reunification in 1990.

Figure 1: Lexis diagram on study cohorts

The family sequences are specified with nine states of “single, no child” (SNC), “single, with child” (SC), “cohabiting, no child” (CNC), “cohabiting, with child” (CC), “married, no child” (MNC), “married with child” (MC). Being single is defined as not being in a cohabiting relationship and thus includes persons who were never married as well as divorcees. Only biological children are included. The percentage of reported adopted and foster children is very low (below 1 percent each) and legislation and practice of adoption and foster parenting differed substantially in East and West Germany.

The employment sequences are operationalized based on different stages out of the labor force and Erickson-Goldthorpe-Portocarero (EGP) classes of employment. EGP classes are hierarchical but categorical in nature and thus ideally suited to examine in a sequence analysis framework while maintaining the ability to distinguish upward and downward mobility. We
specify 13 employment states including “out of the labor force/gap” (OLF), “unemployment” (UE), “military” (M) “education” (EDU), and “parental leave” (PL). The EGP classes are included as “Higher grade professionals [I]”, “Lower grade professionals [II]”, “Routine non manual employees, higher grade [IIIa]”, “Routine non manual employees, lower grade [IIIb], “Small Proprietors, farmers [IVa,b,c], “Lower grade technicians; supervisors of manual workers [V]”, “Skilled manual workers [VI]”, “Manual worker in primary production [VIIa,b]”.

Further, to increase rigor in our East-West comparison, we only included respondents in the East West samples, who were born in the respective region and where still living there at the time of the interview in 2009/2010. We excluded foreign-born persons, persons who migrated between East and West and people living in Berlin. This was necessary because the survey did not distinguish between the former East and West regions of Berlin at the time of the interview in 2009/2010 and thus they could not unambiguously be assigned to either the East or West regions. The data are weighted using a calibrated design weight provided in the NEPS. This weight includes a sampling design weight and a calibration factor (multiplier) to adjust the sample to the means of the German Microcensus 2009 (Aßmann & Zinn, 2011).

Note that in addition to this substantive application it could be useful to test the proposed methods on simulated sequence data. However, to date it is not clear how to simulate appropriate life course sequences. Simply randomly assigning orders of states in random duration with transitions at random timing are not appropriate benchmarks, because patterning in life course sequences is generally high and will always be more structured than such completely randomly simulated sequences. If random assignment of the core properties – order, duration timing – is not an option, this requires specifying other properties. This is difficult to do in a sensible way.
for the combination of order duration and timing, especially considering that sequence analysis is embedded in an algorithmic data modeling culture that abstains from parametric assumptions.

4.2 Visual description of the example data: relative frequency sequence plots

The sample sizes of the life course sequences measured over 25 years are too large to plot in conventional sequence index plots, due to overplotting that distorts the visual impression of the graphs. Therefore we use relative frequency sequence plots to graphically display the sequences (Fasang & Liao 2014). For the relative frequency sequence plots, first the sequences of each subgroup are sorted according to a score of the first factor derived with multidimensional scaling (see also Piccareta and Lior 2010). The multidimensional scaling is based on a sequence distance matrix that was generated with Optimal Matching with constant substitution costs of 2 and indel costs of 1 (see MacIndoe and Abbott 2004). Then each sample of the four comparison groups is divided into 100 equally sized frequency groups. For each of these frequency groups, the medoid sequence, also calculated using optimal matching with constant substitution costs of 2 and indel costs of 1, is chosen as the representative of these medoids (see Fasang an Liao 2014 for details).

Figure 2 shows the relative frequency plots for men and women in East and West Germany for the family life courses. Figure 3 displays the employment trajectories for men and women in East and West Germany. The distance to medoid plots on the right indicate the average distance from the chosen medoid that is displayed in the RF sequence plot.

Figure 2: RF Sequence Plots of family trajectories for East and West German men and women, k=100 sorted by score of first factor derived with multidimensional scaling
The two upper panels in Figure 2 for East Germany show a polarization between individuals who are married with children at an early age, visualized by the blue colors. Notably, this early marriage with child pattern for East Germany is highly standardized, as indicated by the very low distances in the distance to medoid-plots for this region of the plot. Marriage and parenthood are highly coupled with only short periods of childless marriage for both men and women. This pattern accounts for the majority of East and West Germany men in our sample (about 2/3). At the bottom of the two upper panels, we see a very different pattern of unmarried parenthood in cohabitation for men and women (dark purple), and single motherhood for women in East Germany (green). The family life courses represented in the lower region of the RF Sequence plots are far more heterogeneous with larger distances from the medoid.

The two lower panels of figure 2 show family life courses for West German men and women. We see an orderly pattern of short cohabitation, relatively long childless marriage followed by parenthood, which suggests clear “normative clocks” for structuring family formation. Men and women who marry at a later age on average show longer periods of cohabitation before. Overall, the coupling of marriage and parenthood is weaker in terms of timing compared to East Germany. In contrast to East Germany, the prevalence of parenthood out of wedlock is much lower in the West reflecting the strong male breadwinner norms for our study cohort. In West Germany family life courses characterized by long periods of cohabitation are the most heterogeneous, indicated by the distance to medoid plot.

Figure 3: RF Sequence Plots of employment trajectories for East and West German men and women, k=100 sorted by score of first factor derived with multidimensional scaling

Figure 3 shows the RF plots for the corresponding employment sequences. The EGP classes are depicted using heat colors, such that light yellow represents the lowest class and red
represents the highest class. For all four comparison groups employment trajectories were most orderly and homogenous in the highest prestige occupations visualized in red. It is a known feature of the EGP class scheme that the lowest classes primarily comprise male occupations, which is also visible in our graphs. In West Germany we see more uninterrupted episodes of employment or non-employment (women) compared with more frequent movements between classes and in and out of the labor force in East Germany. This likely reflects the strong insider outsider segmentation and high employment protection in the conservative corporatist West Germany welfare model. We now turn to assessing quantifying and assessing the difference between these for groups and assess how differences between East and West German men and women developed across birth cohorts. In particular, we are interested in observing a converging, diverging or stable difference between family and employment life courses in East and West Germany based on the proposed BIC and LRT statistics.

4.3 Assessing the normality assumption and making adjustment

Equation (2) given earlier relies on the normality assumption for the distances between individual sequences and the medoid. That is, to reasonably consider sequence distances as errors in a linear model, normal distribution of such distances is assumed. To assess the assumption visually, a common plot, known as the quantile-quantile (QQ) plots of the distance data can be employed. A QQ plot presents the standardized observed data against the standard normal distribution. There are also statistical tests for testing distributions, such as the Anderson-Darling test, the Kolmogorov-Smirnov test, and the Shapiro-Wilk test.5

Through a series of preliminary analysis, we found a mild degree of deviation from normality in the German data. To deal with the general problem of deviation from normality
regardless of its severity, we propose an adjustment to the BICs from (3), (4), and (5) by using the Shapiro-Wilk test statistic. Of four common statistical tests of normality, the Shapiro-Wilk test is the most powerful (Razali and Wah 2011). The BIC can be adjusted by applying a function of the Shapiro-Wilk statistic to obtain aBIC, or adjusted BIC:

\[
aBIC = \frac{\text{BIC}}{1 - \log_{10}(SW_y)}
\]

where \( SW_y \) is the Shapiro-Wilk test statistic of the distribution of variable \( y \). We conducted a simulation study over a range of sample sizes and degree of deviation from normality, and found (8) an effective way of compensating BIC in the presence of deviation from normality.6

5. Findings from the Comparison of East and West German Life Course Sequences

We report in Tables 1 and 2 the results from an application of discrepancy analysis on the East and West German life course sequence data. As shown clearly in all the statistics presented in the two tables, discrepancy analysis is very sensitive to any differences between the two data sources, producing rather small pseudo-\( R^2 \)'s and highly significant pseudo-\( F \) tests for either the employment history or the family history life course comparisons between the East and the West.

Table 1: Pseudo-\( R^2 \), pseudo-\( F \), and Levene statistics analyzing the German employment history data

Table 2: Pseudo-\( R^2 \), pseudo-\( F \), and Levene statistics analyzing the German family history data

Because of this lack of differentiation in comparing the two sequence groups, we conducted BIC and LIT analysis of the East and West German life course data, and present the findings in Tables 4 and 5. As summarized in Table 3, a BIC differences between 0 and 2 indicates negligible differences between two sets of sequences, 2 to 6 suggests moderate differences whereas BIC difference above 6 can be considered strong and above 10 very strong.
Table 3: BIC comparison guide

Table 4: Bayesian Information Criterion differences and Likelihood Ratio statistics of the German family history data, the East vs the West (nested model approach, BIC_a, BF_a, and LR_a are the adjusted BIC, BF, and LR using Shapiro-Wilke statistic)

Table 5: Bayesian Information Criterion differences and Likelihood Ratio statistics of the German employment history data, the East vs the West (nested model approach, BIC_a, BF_a, and LR_a are the adjusted BIC, BF, and LR using Shapiro-Wilke statistic)

Overall we find significant differences between east and West German family (Table 4) and employment life courses (Table 5). The difference indicated by BICa is larger for family life courses (27.3) than for employment life courses (17.7). Moreover on both life course dimension, East and West German women are more different from one another than East and West German men as is visible in the larger BICa for women.

In addition to these overall differences, we find notable cohort variation that support divergence after the life courses of the 1944-1949 cohort followed by convergence for the post-reunification cohorts for family and employment life courses. BIC differences are largest for the cohorts born 1950-1953 and remain sizeable for the cohorts born 1954-1958. Beginning with the cohorts born 1960 differences between east and West German life course diminish and are no longer significant for the youngest birth cohorts. We visualize the adjusted BIC differences by cohort in figures 4 (based on values displayed in tables 4 and 5). Also, men’s life courses appear to differ less between the East and the West than women’s life courses. This pattern is true for both the family formation and the employment history comparisons.

Figures 4: Visualization of BICa
6. Discussion

One may believe that the 1944-1949 birth cohort should exhibit the greatest difference in BIC because these women and men lived almost their entire lives between age 15 and 40 in the divided countries. This understanding, however, is incorrect. According to prior life course research, a period of planful orientation during mid-adolescence (around ages 14 and 15) is important for one’s later life course because this planful orientation helps with realistic decisions about adult roles and relationships (Shanahan 2000).

The building of the Berlin Wall started in August, 1961 though improved wire fences were added during the three years of 1962 to 1965 and improved concrete walls were added after that. Thus, even the youngest of the 1944-1949 cohort did not spend their mid-adolescence in an entirely closed-off and separated Germanys. Perhaps that is why the differences for the oldest cohort are rather modest in size, even showing statistically significant (at the 0.05 level) LRTs for men’s family history and employment history comparisons.

The middle cohorts of either men or women show the greatest differences between the East and the West for both their family formation and employment history life course comparisons. This is not surprising because these women and men spent most of their post-mid-adolescent years in the separate Germanys, with their different social welfare systems and availability of childcare facilities. The extent to which men’s and women’s life courses differ is rather small for these cohorts in either the family formation or the employment history dimension.

The youngest male or female cohort, however, had a different life course experience from their older compatriots. These women and men spent their entire early, mid- and late adolescent years in the separate Germanys. However, when they became adults, the two Germanys had been unified; similar employment and welfare opportunities began to become available to them.
Indeed, these women and men lived much of their adult years between 18 and 40 in the unified Germany, with their life courses, in terms of either family formation or employment history, shaped by the new unified social structure.

To return to our research question of whether state policies generate differences in life courses, we offer a rather affirmative answer because the middle cohorts demonstrate consistent differences in family formation and in employment history for both men and women of the East and the West origins. The smaller differences in the oldest as well the youngest cohorts further confirm this answer. Whereas similar macro-situations during mid-adolescent years helped reduce men’s life course differences among those of the oldest cohort, the identical state policies promoted a divergence of the earlier differing life courses between those from the former East Germany and those from the former West Germany, especially among men.

7. Conclusion

We have shown in this paper that statistically comparing samples of life course sequences is a difficult task: Comparing sets of single value measurement such as income would require simply testing mean or log-mean differences of the two samples. Life course sequences, on the other hand, contain a set of complex measurements including the timing of life course events, the duration of such events as well as their ordering. In this proper, we have proposed a method based on distances of sequences from a set of representative medoid sequences (instead of a single medoid) for generating BICs and LRTs for properly assessing differences between sets of sequences statistically.

Because distances can be a function of sequence length, the number of qualitative states, and the number of comparisons being made, we devised a weight for compensating the inflation effect of this function. Our simulation study assessed the relative adequacy of the weighted BIC
and LRT computations. Such weighted BICs and LRTs were used in the assessment of the differences in family and employment history sequences between East and West German men and women.

The analysis of the German life course sequence data provided some clear support for macro-level, institutional effects on micro-level, individual life course differences. A pattern of diverging trends between the two Germanys in individual life courses took shape with the erecting of the Berlin Wall and converging trends in these individual life course sequences occurred with the tearing down of the Berlin Wall and the reunification, based on our analysis of the six birth cohorts of East and West German data. Such diverging and converging trends are more observable among men than among women. This gender difference suggests that men’s life courses are more moldable than women’s by societal and institutional changes exemplified by the postwar German history of two Germanys and their reunification.
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Appendix A

We conducted a simulation study comparing two random samples of family history sequences drawn with replacement from the early births and late first births life history sequence samples from the 1966 women birth cohorts sorted by the timing of first births at varying sample sizes of different mixing percentages. These two birth-timing groups were chosen to ensure their life courses are different enough. The purpose of the simulation study is to investigate the effect of two variations—that of different mixing proportions from the two samples of origin and that of sample size on BIC differences (because BIC is a function of sample size). Without doubt, we are primarily interested in finding out whether BIC differences can reflect true sample differences in their life course sequences.

Each pair of samples sum up to a combined sample size of 100, 200, 500, 1,000, and 2,000, with the mixing percentages from the west and the east samples of 5% and 95%, 10% and 90%, 20% and 80%, 30% and 70%, 40% and 60%, and 50% and 50%, respectively. Each of the data situations of the mixing percentages at the various sample sizes is simulated 1,000 times.

Figure A.1 presents the simulation results. Clearly, BIC differences, to a degree, are still a function of sample size, with larger sample sizes generating greater BIC differences (going down the rows of the violin plots), despite of the weight $w$ applied in (4) and (5). It is reassuring to know that these BIC differences truly reflect the actual differences in the percentages of the samples drawn from each of the sources. That is, a 50%-50% should give rise to the greatest BIC difference while a 5%-95% should generate an insignificant amount of difference. The rather small spread shown by the violin plots indicate statistical efficiency of BIC difference calculations.

---Figure A.1 about here---

Table A.1 shows the median values of the BIC difference simulations when comparing these two groups of samples. These median values indicate when a BIC difference is above, 2, 4, 6, or 10, the various guideline threshold values, given the different mixtures of the two birth-timing cohorts and the sample size.

---Table A.1 about here---

The simulation study shows that the computation of BIC difference discussed in the methods section provides an efficient method for assessing sequence differences. Relatively speaking, small sample sizes are less efficient than larger sample size BIC calculations.
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Figure 1: Lexis Diagram of Life Course from Ages 15 to 40 of the Study Cohorts (1944-1970)
Placed in Historical Time (1959-2009), red line vertical marks German reunification
Figure 2: RF Sequence Plots of family trajectories for East and West German men and women, k=100 sorted by age of first childbirth
Figure 3: RF Sequence Plots for employment trajectories for East and West German men and women, k=100 sorted by age of first job.
Figure 4: Line Graph of BIC difference
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Table 1: Pseudo-$R^2$, pseudo-$F$, and Levene statistics analyzing the German employment history data

<table>
<thead>
<tr>
<th>East–West</th>
<th>Pseudo $R^2$</th>
<th>Pseudo $F$</th>
<th>Sig. level</th>
<th>Levene</th>
<th>Sig. level</th>
</tr>
</thead>
<tbody>
<tr>
<td>overall</td>
<td>0.005</td>
<td>30.187</td>
<td>0.001</td>
<td>0.812</td>
<td>0.380</td>
</tr>
<tr>
<td>men</td>
<td>0.008</td>
<td>23.918</td>
<td>0.001</td>
<td>7.407</td>
<td>0.008</td>
</tr>
<tr>
<td>women</td>
<td>0.007</td>
<td>23.906</td>
<td>0.001</td>
<td>0.048</td>
<td>0.806</td>
</tr>
<tr>
<td>cohort 44, m</td>
<td>0.004</td>
<td>2.005</td>
<td>0.018</td>
<td>3.559</td>
<td>0.054</td>
</tr>
<tr>
<td>cohort 50, m</td>
<td>0.004</td>
<td>2.005</td>
<td>0.018</td>
<td>3.559</td>
<td>0.054</td>
</tr>
<tr>
<td>cohort 54, m</td>
<td>0.013</td>
<td>6.377</td>
<td>0.001</td>
<td>14.285</td>
<td>0.001</td>
</tr>
<tr>
<td>cohort 58, m</td>
<td>0.012</td>
<td>7.642</td>
<td>0.001</td>
<td>5.983</td>
<td>0.014</td>
</tr>
<tr>
<td>cohort 62, m</td>
<td>0.007</td>
<td>4.529</td>
<td>0.001</td>
<td>0.451</td>
<td>0.487</td>
</tr>
<tr>
<td>cohort 66, m</td>
<td>0.008</td>
<td>4.287</td>
<td>0.001</td>
<td>0.375</td>
<td>0.535</td>
</tr>
<tr>
<td>cohort 44, w</td>
<td>0.008</td>
<td>4.287</td>
<td>0.001</td>
<td>0.375</td>
<td>0.535</td>
</tr>
<tr>
<td>cohort 50, w</td>
<td>0.008</td>
<td>4.287</td>
<td>0.001</td>
<td>0.375</td>
<td>0.535</td>
</tr>
<tr>
<td>cohort 54, w</td>
<td>0.008</td>
<td>4.287</td>
<td>0.001</td>
<td>0.375</td>
<td>0.535</td>
</tr>
<tr>
<td>cohort 58, w</td>
<td>0.008</td>
<td>4.287</td>
<td>0.001</td>
<td>0.375</td>
<td>0.535</td>
</tr>
<tr>
<td>cohort 62, w</td>
<td>0.008</td>
<td>4.287</td>
<td>0.001</td>
<td>0.375</td>
<td>0.535</td>
</tr>
<tr>
<td>cohort 66, w</td>
<td>0.008</td>
<td>4.287</td>
<td>0.001</td>
<td>0.375</td>
<td>0.535</td>
</tr>
</tbody>
</table>
Table 2: Pseudo-$R^2$, pseudo-$F$, and Levene statistics analyzing the German family history data

<table>
<thead>
<tr>
<th>East-West</th>
<th>Pseudo $R^2$</th>
<th>Pseudo $F$</th>
<th>Sig. level</th>
<th>Levene</th>
<th>Sig. level</th>
</tr>
</thead>
<tbody>
<tr>
<td>overall</td>
<td>0.019</td>
<td>128.267</td>
<td>0.001</td>
<td>19.277</td>
<td>0.001</td>
</tr>
<tr>
<td>men</td>
<td>0.018</td>
<td>58.57</td>
<td>0.001</td>
<td>1.730</td>
<td>0.170</td>
</tr>
<tr>
<td>women</td>
<td>0.021</td>
<td>73.253</td>
<td>0.001</td>
<td>21.423</td>
<td>0.001</td>
</tr>
<tr>
<td>cohort 44, m</td>
<td>0.021</td>
<td>73.253</td>
<td>0.001</td>
<td>21.423</td>
<td>0.001</td>
</tr>
<tr>
<td>cohort 50, m</td>
<td>0.021</td>
<td>9.234</td>
<td>0.001</td>
<td>5.506</td>
<td>0.170</td>
</tr>
<tr>
<td>cohort 54, m</td>
<td>0.029</td>
<td>14.74</td>
<td>0.001</td>
<td>4.859</td>
<td>0.028</td>
</tr>
<tr>
<td>cohort 58, m</td>
<td>0.022</td>
<td>14.109</td>
<td>0.001</td>
<td>0.071</td>
<td>0.795</td>
</tr>
<tr>
<td>cohort 62, m</td>
<td>0.028</td>
<td>17.311</td>
<td>0.001</td>
<td>0.342</td>
<td>0.576</td>
</tr>
<tr>
<td>cohort 66, m</td>
<td>0.010</td>
<td>5.094</td>
<td>0.001</td>
<td>6.275</td>
<td>0.009</td>
</tr>
<tr>
<td>cohort 44, w</td>
<td>0.020</td>
<td>9.035</td>
<td>0.001</td>
<td>10.52</td>
<td>0.001</td>
</tr>
<tr>
<td>cohort 50, w</td>
<td>0.016</td>
<td>6.525</td>
<td>0.001</td>
<td>6.311</td>
<td>0.021</td>
</tr>
<tr>
<td>cohort 54, w</td>
<td>0.018</td>
<td>10.000</td>
<td>0.001</td>
<td>7.397</td>
<td>0.007</td>
</tr>
<tr>
<td>cohort 58, w</td>
<td>0.028</td>
<td>20.777</td>
<td>0.001</td>
<td>1.218</td>
<td>0.272</td>
</tr>
<tr>
<td>cohort 62, w</td>
<td>0.026</td>
<td>18.922</td>
<td>0.001</td>
<td>0.491</td>
<td>0.472</td>
</tr>
<tr>
<td>cohort 66, w</td>
<td>0.026</td>
<td>15.647</td>
<td>0.001</td>
<td>0.030</td>
<td>0.866</td>
</tr>
</tbody>
</table>
Table 3: BIC comparison guide

<table>
<thead>
<tr>
<th>Evidence</th>
<th>BIC difference</th>
<th>Bayes factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>Not worth a bare mention</td>
<td>0 to 2</td>
<td>1 to 3</td>
</tr>
<tr>
<td>Positive</td>
<td>2 to 6</td>
<td>3 to 20</td>
</tr>
<tr>
<td>Strong</td>
<td>6 to 10</td>
<td>20 to 150</td>
</tr>
<tr>
<td>Very strong</td>
<td>&gt;10</td>
<td>&gt;150</td>
</tr>
</tbody>
</table>
Table 4: Bayesian Information Criterion differences and Likelihood Ratio statistics of the German family history data, the East vs the West (nested model approach, $\text{BIC}_a$, $\text{BF}_a$, and $\text{LR}_a$ are the adjusted BIC, BF, and LR using Shapiro-Wilke statistic)

<table>
<thead>
<tr>
<th>East–West</th>
<th>BIC</th>
<th>$\text{BIC}_a$</th>
<th>BF</th>
<th>$\text{BF}_a$</th>
<th>LR</th>
<th>Sig. level</th>
<th>$\text{LR}_a$</th>
<th>Sig. level</th>
</tr>
</thead>
<tbody>
<tr>
<td>overall</td>
<td>28.014</td>
<td>27.292</td>
<td>1211309</td>
<td>843871.3</td>
<td>31.486</td>
<td>0.000</td>
<td>30.678</td>
<td>0.000</td>
</tr>
<tr>
<td>men</td>
<td>15.061</td>
<td>14.920</td>
<td>1863.655</td>
<td>1737.08</td>
<td>17.808</td>
<td>0.000</td>
<td>17.641</td>
<td>0.000</td>
</tr>
<tr>
<td>women</td>
<td>24.284</td>
<td>23.376</td>
<td>187613.8</td>
<td>119107.5</td>
<td>27.094</td>
<td>0.000</td>
<td>26.08</td>
<td>0.000</td>
</tr>
<tr>
<td>cohort 44, m</td>
<td>2.212</td>
<td>2.206</td>
<td>3.022</td>
<td>3.014</td>
<td>3.173</td>
<td>0.075</td>
<td>3.165</td>
<td>0.075</td>
</tr>
<tr>
<td>cohort 50, m</td>
<td>6.994</td>
<td>6.957</td>
<td>33.018</td>
<td>32.415</td>
<td>7.594</td>
<td>0.006</td>
<td>7.554</td>
<td>0.006</td>
</tr>
<tr>
<td>cohort 54, m</td>
<td>5.971</td>
<td>5.925</td>
<td>19.793</td>
<td>19.344</td>
<td>6.708</td>
<td>0.010</td>
<td>6.656</td>
<td>0.010</td>
</tr>
<tr>
<td>cohort 58, m</td>
<td>2.272</td>
<td>2.248</td>
<td>3.115</td>
<td>3.077</td>
<td>3.425</td>
<td>0.064</td>
<td>3.389</td>
<td>0.066</td>
</tr>
<tr>
<td>cohort 62, m</td>
<td>3.293</td>
<td>3.235</td>
<td>5.189</td>
<td>5.042</td>
<td>4.42</td>
<td>0.036</td>
<td>4.343</td>
<td>0.037</td>
</tr>
<tr>
<td>cohort 66, m</td>
<td>0.197</td>
<td>0.191</td>
<td>1.103</td>
<td>1.100</td>
<td>1.26</td>
<td>0.262</td>
<td>1.226</td>
<td>0.268</td>
</tr>
<tr>
<td>cohort 44, w</td>
<td>4.592</td>
<td>4.521</td>
<td>9.933</td>
<td>9.59</td>
<td>5.351</td>
<td>0.021</td>
<td>5.269</td>
<td>0.022</td>
</tr>
<tr>
<td>cohort 50, w</td>
<td>7.326</td>
<td>6.796</td>
<td>38.969</td>
<td>29.898</td>
<td>7.842</td>
<td>0.005</td>
<td>7.275</td>
<td>0.007</td>
</tr>
<tr>
<td>cohort 54, w</td>
<td>5.592</td>
<td>5.470</td>
<td>16.380</td>
<td>15.411</td>
<td>6.563</td>
<td>0.010</td>
<td>6.420</td>
<td>0.011</td>
</tr>
<tr>
<td>cohort 58, w</td>
<td>4.955</td>
<td>4.696</td>
<td>11.912</td>
<td>10.463</td>
<td>6.228</td>
<td>0.013</td>
<td>5.902</td>
<td>0.015</td>
</tr>
<tr>
<td>cohort 62, w</td>
<td>2.120</td>
<td>2.072</td>
<td>2.887</td>
<td>2.817</td>
<td>3.44</td>
<td>0.064</td>
<td>3.360</td>
<td>0.067</td>
</tr>
<tr>
<td>cohort 66, w</td>
<td>3.563</td>
<td>3.448</td>
<td>5.939</td>
<td>5.606</td>
<td>4.673</td>
<td>0.031</td>
<td>4.521</td>
<td>0.033</td>
</tr>
</tbody>
</table>

Note: The computation used a multiple representative medoid approach, in this case, 5% representative medoids.
Table 5: Bayesian Information Criterion differences and Likelihood Ratio statistics of the German employment history data, the East vs the West (nested model approach, BICa, BFa, and LRa are the adjusted BIC, BF, and LR using Shapiro-Wilke statistic)

<table>
<thead>
<tr>
<th>East–West</th>
<th>BIC</th>
<th>BICa</th>
<th>BF</th>
<th>BFa</th>
<th>LR</th>
<th>Sig. level</th>
<th>LRa</th>
<th>Sig. level</th>
</tr>
</thead>
<tbody>
<tr>
<td>overall</td>
<td>15.032</td>
<td>14.746</td>
<td>1837.476</td>
<td>1592.316</td>
<td>18.325</td>
<td>0.000</td>
<td>17.670</td>
<td>0.000</td>
</tr>
<tr>
<td>men</td>
<td>11.5</td>
<td>11.391</td>
<td>314.24</td>
<td>297.455</td>
<td>14.068</td>
<td>0.000</td>
<td>13.934</td>
<td>0.000</td>
</tr>
<tr>
<td>women</td>
<td>12.972</td>
<td>12.84</td>
<td>655.926</td>
<td>613.998</td>
<td>15.602</td>
<td>0.000</td>
<td>15.443</td>
<td>0.000</td>
</tr>
<tr>
<td>cohort 44, m</td>
<td>2.696</td>
<td>2.617</td>
<td>3.850</td>
<td>3.700</td>
<td>3.494</td>
<td>0.062</td>
<td>3.391</td>
<td>0.066</td>
</tr>
<tr>
<td>cohort 50, m</td>
<td>6.604</td>
<td>6.468</td>
<td>27.170</td>
<td>25.38</td>
<td>7.024</td>
<td>0.008</td>
<td>6.879</td>
<td>0.009</td>
</tr>
<tr>
<td>cohort 54, m</td>
<td>6.378</td>
<td>6.24</td>
<td>24.269</td>
<td>22.647</td>
<td>6.936</td>
<td>0.008</td>
<td>6.786</td>
<td>0.009</td>
</tr>
<tr>
<td>cohort 58, m</td>
<td>3.586</td>
<td>3.499</td>
<td>6.006</td>
<td>5.753</td>
<td>4.559</td>
<td>0.033</td>
<td>4.449</td>
<td>0.035</td>
</tr>
<tr>
<td>cohort 62, m</td>
<td>2.883</td>
<td>2.803</td>
<td>4.227</td>
<td>4.062</td>
<td>3.831</td>
<td>0.05</td>
<td>3.725</td>
<td>0.054</td>
</tr>
<tr>
<td>cohort 66, m</td>
<td>0.577</td>
<td>0.567</td>
<td>1.335</td>
<td>1.328</td>
<td>1.461</td>
<td>0.227</td>
<td>1.435</td>
<td>0.231</td>
</tr>
<tr>
<td>cohort 44, w</td>
<td>3.453</td>
<td>3.384</td>
<td>5.621</td>
<td>5.431</td>
<td>4.033</td>
<td>0.045</td>
<td>3.952</td>
<td>0.047</td>
</tr>
<tr>
<td>cohort 50, w</td>
<td>6.443</td>
<td>6.24</td>
<td>25.063</td>
<td>22.645</td>
<td>6.780</td>
<td>0.009</td>
<td>6.567</td>
<td>0.010</td>
</tr>
<tr>
<td>cohort 54, w</td>
<td>4.895</td>
<td>4.854</td>
<td>11.557</td>
<td>11.325</td>
<td>5.686</td>
<td>0.017</td>
<td>5.639</td>
<td>0.018</td>
</tr>
<tr>
<td>cohort 58, w</td>
<td>4.268</td>
<td>4.215</td>
<td>8.447</td>
<td>8.227</td>
<td>5.361</td>
<td>0.021</td>
<td>5.295</td>
<td>0.021</td>
</tr>
<tr>
<td>cohort 62, w</td>
<td>2.527</td>
<td>2.509</td>
<td>3.538</td>
<td>3.506</td>
<td>3.667</td>
<td>0.056</td>
<td>3.641</td>
<td>0.056</td>
</tr>
<tr>
<td>cohort 66, w</td>
<td>3.135</td>
<td>3.055</td>
<td>4.795</td>
<td>4.607</td>
<td>4.065</td>
<td>0.044</td>
<td>3.962</td>
<td>0.047</td>
</tr>
</tbody>
</table>

Note: The computation used a multiple representative medoid approach, in this case, 5% representative medoids.
Figure A.1: Simulation Adjusted BIC Results of Comparing Varying Percentages of Samples 1 and 2 of a Total Sample Size of 100 to 2000 Using Random Samples of the 1966 Early and Late Birth Women’s Cohort Sequences with Replacement.
Table A.1: Medians of the Simulated BICs Reported in Figure A.1

<table>
<thead>
<tr>
<th></th>
<th>5% &amp; 95%</th>
<th>10% &amp; 90%</th>
<th>20% &amp; 80%</th>
<th>30% &amp; 70%</th>
<th>40% &amp; 60%</th>
<th>50% &amp; 50%</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>2.908040</td>
<td>3.874113</td>
<td>5.125869</td>
<td>7.782945</td>
<td>8.210573</td>
<td>7.929981</td>
</tr>
<tr>
<td>200</td>
<td>2.521137</td>
<td>4.169957</td>
<td>8.932371</td>
<td>12.454760</td>
<td>14.622118</td>
<td>15.463125</td>
</tr>
<tr>
<td>500</td>
<td>3.079883</td>
<td>9.587429</td>
<td>22.545704</td>
<td>31.932319</td>
<td>35.956990</td>
<td>36.619731</td>
</tr>
<tr>
<td>1,000</td>
<td>7.538608</td>
<td>22.734413</td>
<td>45.291397</td>
<td>61.664360</td>
<td>71.330921</td>
<td>74.745039</td>
</tr>
<tr>
<td>2,000</td>
<td>21.636605</td>
<td>48.013100</td>
<td>91.704994</td>
<td>123.490443</td>
<td>142.945227</td>
<td>148.732730</td>
</tr>
</tbody>
</table>
Endnotes

1 Indeed, the status attainment model that focuses on education and occupation is one of the origins of life course research (Marshall and Mueller 2003).
2 In a similar tradition, Oh and Raftery (2001) adapted BIC for assessing dimension choice in multidimensional scaling.
3 While increasing the number of states theoretically increases then chance of variability exponentially, which can be further multiplied by the number of sequences in the sample, empirically many observations tend to change states similarly, thus decreasing the total variability. This is reflected by the natural logarithm function and the square root function of the overall weight.
4 The treatment of a set of representative sequences as a single medoid actually makes statistical sense. Say we use 5% representative sequences for both the combined and the separate samples. As a result the actual number of representative sequences used in the overall, combined sample and the number of representative sequences used in the separate (say the East and the West) samples are equal but in actuality the latter situation provides a better fit to the data. Thus, here the collective representation set replaces the single medoid.
5 For a general comparison of various normality tests, see Yazici and Yolacan (2007).
6 In the interest of space, we do not present the simulation results, which can be obtained upon request.
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Abstract:

Why is intergenerational transmission of family formation weaker in some country contexts than in others? This paper employs the historically unique situation of the German division to study country context effects on intergenerational regularities in family formation. We use the German Socio-Economic Panel (SOEP) to analyze the longitudinal family formation trajectories from age 15-35 of children born 1953-1978 and their mothers. Findings show that East German mother-child family formation trajectories are more dissimilar than West German mother-child family formation trajectories. Further, East German mother-child dyads are more likely to be categorized as patterns of intergenerational contrast, whereas West German mother-child dyads are more likely to display strong transmission. To account for these differences in intergenerational transmission of family formation between East and West Germany, we propose to combine multichannel sequence analysis, multinomial logistic modeling and decomposition methods for nonlinear probability models. This new methodological approach enables us to show that differences in parental education and children’s educational mobility in East and West Germany mediate the strength of intergenerational transmission and contribute to explaining differences in intergenerational patterns of family formation in the two contexts. We conclude that the proposed approach is promising to disentangle cross-national differences in intergenerational regularities in family formation.
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I. Introduction

The transmission of family demographic behavior, e.g. marriage, fertility and divorce, from one generation to another has been extensively studied. Research has demonstrated that mothers’ age at first birth is significantly associated with their children’s age of birth in the United States (Barber 2001). Similarly, intergenerational transmission of fertility patterns have been established in Britain (Booth and Kee 2009) and other European countries (Murphy and Wang 2001; Fasang 2015; Murphy 2013). Vast research has also shown the association between parental divorce and children’s likelihood to marry and divorce in the United States (Amato 1996; Amato and DeBoer 2001; Wolfinger 2003) as well as in other countries, such as Finland (Erola, Härkönen, and Dronkers 2012). However, the degree of intergenerational transmission of fertility (Murphy 2013) and divorce (Härkönen and Dronkers 2006) varies considerably across countries.

A number of studies have investigated the extent of intergenerational transmission of family behavior in East and West Germany. Fasang (2015) found rather strong evidence for intergenerational fertility transmission in West Germany, but none in the former German Democratic Republic (GDR). Similarly, Engelhardt and coauthors (2002) demonstrated that the extent of intergenerational divorce transmission is lower in East Germany, and that this difference is mediated by marriage age, age at first birth and religiosity in the two sub-societies. These studies conceptualize the separation and later the unification of East and West Germany as a natural experiment, which can be exploited to investigate the micro mechanisms that account for intergenerational transmission within different macro-structural contexts in terms of social policies and economic development while holding important cultural and normative factors constant.

Several studies pertaining to the intergenerational transmission of family formation has shifted from “point in time” towards “process” outcomes (Abbott 2005). The intergenerational transmission of family formation trajectories or patterns adds important information to the study of single indicators, e.g. completed fertility. Parents and their children might strongly resemble one another in one indicator, e.g. age at first marriage but vastly differ on others, such as completed fertility or subsequent union dynamics of separation and partnering. Studies on the intergenerational transmission of single indicators of family formation are unable to show, whether multiple behaviors as well as their timing and sequencing – holistic family formation patterns - are transmitted from one generation to the next. However, from a theoretical point of view, it is
particularly information about different potential mechanisms of intergeneration transmission, whether children emulate the entire process of family formation they observe in their parents or simply happen to be similar on one or two indicators. Liefbroer and Elzinga (2012) analyzed similarities of parents and children’s longitudinal family formation sequences and concluded that there is intergenerational continuity in the family demographic trajectories in the United States. Fasang and Raab (2014) went beyond investigating the similarity between family formation trajectories of parents and their children, and established three salient patterns of intergenerational transmission of longer-term family formation processes between ages 20 and 40 for middle class American families: strong transmission, moderated transmission and intergenerational contrast. Using the conceptual and analytical framework of transmission patterns, they were able to identify different predictors associated with specific patterns of transmission.

The aim of this paper is to determine the extent of intergenerational regularities in family formation in East and West Germany, and further to investigate the mechanisms that account for the transmission differential between East and West.

We make three contributions to the existing literature. First, we apply the conceptual and analytical framework of intergenerational patterns of family formation as a longitudinal process outcome to nationally representative data in East and West Germany and thereby systematically compare them in different macro-structural contexts. Specifically, we use the German Socio-Economic Panel (SOEP) to analyze family formation trajectories from age 15-35 of children born 1953-1978 and their mothers. In East Germany, most of the mother child dyads experienced their active family formation phase under vastly different macro-structural conditions, where the mothers established families during the early years of the communist GDR, whereas the daughters experienced most of their family formation in reunified Germany after 1990. Using multichannel sequence and cluster analysis, we establish three patterns of intergenerational transmission that correspond with those identified by Fasang and Raab (2014) for their selected sample of middle class American families: strong transmission, moderate transmission and intergenerational contrast. The family formation patterns of mothers and their children that display strong transmission experience the same process at the same speed, e.g. entering marriage and parenthood at the same age. Moderate transmission is exemplified by children that have similar family formation processes as their mothers, but delay family formation. Mothers and children with different family formation processes follow patterns of intergenerational contrast.
Second, we demonstrate that intergenerational transmission of family formation trajectories is not only quantitatively lower in East Germany compared to West Germany, but that the qualitative patterns of transmission also differ. East German children are significantly more likely to display intergenerational contrast or moderate transmission rather than strong transmission compared to West German children. We show that children’s gender, parental educational level, children’s educational mobility, and size of family of origin are significantly associated with the likelihood to display intergenerational contrast or moderate transmission rather than strong transmission.

Third, we propose to combine the sequence analysis approach with the Karlson, Holm and Breen (2010; Breen, Karlson, and Holm 2013) decomposition method (KHB method) for nested nonlinear probability models to uncover factors that mediate the differential patterns of intergenerational transmission in East and West Germany. We demonstrate that the increased likelihood for intergenerational contrast or moderate transmission in East Germany is accounted for by compositional differences in parents’ educational level and children’s educational mobility as well as the size of the family of origin, which are related to the different education and mobility systems, as well as family policies in East and West Germany for our study cohorts. The higher likelihood of contrast or moderate transmission patterns in the East may result from educational policies in the former GDR that increased parental education levels more than in the Federal Republic of Germany (FRG), while both states fostered upwards educational mobility for children.

2. The German Comparison

Between 1949 and 1990 Germany was divided into two sub-societies with marked contextual differences in the welfare state, economic system and family policies between the communist German Democratic Republic (GDR) in the East and the democratic social market economy in the Federal Republic of Germany (FRG) in the West. These differences set the stage for family formation of the mother generation in our analyses that experienced family formation in the early and middle years of the German division. In 1990 Germany was reunified by adapting the institutional model of the FRG to the former GDR. The child generation in our study experienced most of their active family formation phase in reunified Germany. Note that even 20 years after the reunification, a number of major macro-structural differences persist in the former East and West that remain relevant for family formation of the child generation (Goldstein and Kreyenfeld 2011).
However, the mother-child dyads in our East German sample all experienced a sudden break in political and economic regime. As a result the early adult life courses of mothers and children developed in vastly different opportunity structures. In contrast, there is far more continuity and gradual change in the macro-structural contexts in which the family life courses of mothers and their children in West Germany were situated for our study generations.

The state socialist system and centrally planned economy in the GDR promoted a classless society in which access to education and employment was strongly regulated by the state. In addition, mothers of our study generation were expected to combine work and family in a dual earner model (Engelhardt, Trappe, and Dronkers 2002). Family policies were strongly pro-natalist and conditioned access to state-controlled resources, including housing, on marriage and parenthood (ibid.). Normative pressure to have children was coupled with generous financial incentives for parenthood and practically universal public child care. Female labour market participation was around 90% (Huinink et al. 1995), but wages were rather low. In practice, marriage and parenthood often remained the quicker and more viable route to obtain housing and generous loans from the state than trying to accrue such privileges through labour market activity.

In contrast, the mother generation in the FRG experienced their active family formation phase in a society that was governed by a democratic multiparty parliament, functioned as a social market economy, and provided a corporatist conservative welfare state (Rosenfeld, Trappe, and Gornick 2004). The FRG represents a fairly unequal stratification system that was strongly transmitted through education from one generation to the next (Huinink and Mayer 1995; Pollak 2011). Social policies comprehensively set strong incentives for a traditional male breadwinner–female carer household division of labour and the financial dependence of women on men (Brückner 2004; Prince Cooke 2011). Family policies were foremost pro-traditional, including joint taxation of married couples that discouraged employment of a second earner and the absence of public child care particularly for children under the age of three (Prince Cooke and Baxter 2010; Aisenbrey, Evertsson, and Grunow 2009). The arguably purest implementation of the male breadwinner model (Prince Cooke and Baxter 2010) resulted in female labour market participation around only 50%, of which much was part time for the mother generation in our study.

In 1990 the West German institutional model was abruptly and unexpectedly applied to a population with markedly different compositional features in the East compared to the West. For
instance joint taxation for married spouses remained a much stronger incentive for marriage in the West, where earnings between husbands and wives were more unequal than in the East with its legacy of a dual-earner model. Initial expectations of a quick convergence of the two sub-societies did not materialize (Schneider, Naderi, and Ruppenthal 2012). Even in 2008, 18 years after the reunification, East Germany still had significantly lower rates of property ownership, lower average earnings, higher rates of female employment and a higher proportion of children in public care (Goldstein and Kreyenfeld 2011). While the intergenerational transmission of social status has increased in East Germany after the reunification, it remains notably lower than in the former West (Pollak 2011). Further, the former East continues to be one of the most secularized regions of Europe with 74 percent reporting no religious affiliation in 2008 compared to only 16 percent in the West (ibid: 457). While total fertility rates have converged (Goldstein and Kreyenfeld 2011), within Europe the two sub-societies remain on opposite ends of the continuum for a number of family demographic indicators, including a proportion of non-marital birth above 70 percent in the East compared with only around 12 percent in the West in 2007, and higher rates of cohabitation in the East. As a result opportunity structures of family formation remained markedly different for the child generation in our study in the former East and West. However, the sudden and massive change in institutional context, often referred to as the shock of reunification, was uniquely experienced by the mother child dyads in the former East, but not in the West (see also Fasang 2015).

3. Theoretical Background

In this section, we introduce three micro mechanisms that are theorized to facilitate the intergenerational transmission of family demographic behavior. Further, we theorize on how these micro mechanisms may generate different levels of intergenerational transmission within different macro-structural contexts, specifically the former GDR and FRG.

First, intergenerational transmission of family formation patterns may be a byproduct of intergenerational status transmission (McLanahan and Bumpass 1988). It has been shown, at least in western societies, that children “inherit” the socio-economic status of their parents to a certain degree (Breen 2004). Children are embedded in similar contexts and opportunity structures as their parents during their early life course, including similar partner and marriage markets as well as
similar socioeconomic conditions for childbearing. *Social status inheritance or immobility is
expected to be associated with a pattern of strong intergenerational transmission.*

The 20\textsuperscript{th} century was characterized by unprecedented structural shifts in national economies and
educational systems, which facilitated upward mobility rather than mere socioeconomic
inheritance or immobility for many children. Upward mobility is associated with delayed family
formation, because individuals exit the educational system at later ages (Fussell and Furstenberg
2005). Further, long durations in tertiary education may also foster alternative family demographic
behavior associated with post-materialism and the second demographic transition (Lesthaeghe
2010). *Upward status mobility is expected to be associated with a pattern of moderate
intergenerational transmission or intergenerational contrast.*

Levels of intergenerational status transmission were lower in the “classless society” of the GDR
(Huinink et al. 1995) and continue to remain lower than in West Germany even after reunification
(Pollak 2011). *If the transmission of family formation is a byproduct of status transmission, then
intergenerational transmission of family formation is expected to be stronger in West Germany.*

Second, parents may socialize their children and transmit values, norms and expectations specific
to family formation. Parental influence through socialization may occur unconsciously when
children internalize parental roles, or more explicitly through parental control of their children’s
actions by setting incentives (Barber 2000; 2001; Bernardi 2003). A central mode of value
transmission with regard to “ideal” family formation patterns lies in the realm of religious practice
and belief (Heaton and Goodman 1985; Berghammer 2012). *Religious parents are expected to be
associated with strong patterns of intergenerational transmission.*

During state socialism, East Germany was the most secularized country in the world (Froese and
Pfaff 2005) and remains so after the reunification (Goldstein and Kreyenfeld 2011) with the highest
percentage of professed atheists. *If the central mode of family formation transmission occurs
through the transmission of religious values, then intergenerational transmission of family
formation is expected to be stronger in West Germany.*

Third, family structure during childhood may influence whether children decide to replicate the
family structure during adulthood or choose alternative paths (Merz 2012). While some argue that
socially accepted family structures are more likely to be transmitted from one generation to the
next, the literature on divorce transmission indicates that “deviant” family behavior is more likely to be transmitted to the next generation (Wolfinger 1999). Fertility transmission has been found to be strongest for higher-parity families, i.e. families with three or more children (Booth and Kee 2009; Fasang 2015), which can be conceived as an nonstandard family structure in societies characterized by low fertility (Boehnke, Hadjar, and Baier 2007). Strong patterns of intergenerational family formation transmission are expected to be associated with higher-parity families of origin.

Although the total fertility rate was higher in East compared to West Germany during state socialism due to pro-natalist policies (Fodor et al. 2002; Kreyenfeld 2004), higher-parity families were more common in West Germany (Goldstein et al. 2010). If strong family formation transmission results from high-parity family structure during childhood, then intergenerational transmission of family formation is expected to be stronger in West Germany.

4. Data & Methods

4.1 Definition of Family Formation Sequences

We use data from the German Socio-Economic Panel (SOEP) to operationalize the family formation trajectories of children and their mothers as sequences. The SOEP is a nationally representative longitudinal survey of households in the Federal Republic of Germany, which began collecting a variety of prospective and retrospective social, economic and demographic information in 1984 in West Germany and in 1990 in East Germany (Wagner, Frick, and Schupp 2007). We can utilize SOEP data to match the family formation processes of mothers and their children, because children born in SOEP households are followed after they leave the parental home and asked to found new, second generation SOEP households.

We identify 6,140 children born before 1978 to 3,995 SOEP mothers that can be potentially observed until age 35. Unfortunately, only 2,167 of these children participate in SOEP in their adult lives, and our analysis sample is further reduced to 1,524 (29%) mother-child dyads due to missing values on key variables (see Table 1). We use SOEP marital and birth biographical data to construct family formation sequences for each child and their mother. These sequences consist of 20 consecutive, annual states from age 15 to 35. Each state is defined as either single (S), married (M)
or divorced (D) without children or single with children (SC), married with children (MC) or divorced with children (DC). We restrict the sample to children born after 1952 to keep the cohort range relatively narrow. This allows for a more rigorous comparison between East and West Germany, because we ensure that parents experienced active family formation in divided Germany.

4.2 Dependent Variables – Sequence Distance & Cluster Analysis

The first aim of our paper is to determine the extent of family formation transmission between children and their mothers in East and West Germany. To this end, we first calculate pairwise distances between children’s family formation sequences and the sequences of their mothers. We use dynamic Hamming’s distance (DHD) to measure the dissimilarity between sequences. DHD assigns substitution operations time-dependent costs, which are inversely proportional to state transition frequencies (Lesnard 2010). Thus DHD pairwise distances will emphasize the timing of sequence states and their temporal order, which is important to capture intergenerational differences between family trajectories that stem from delayed family formation of children. Small distances indicate strong intergenerational transmission and large distances indicate weak intergenerational transmission.

Fasang and Raab (2014) demonstrated that different mechanisms are associated with different patterns of intergenerational transmission. A continuous measure of transmission that is based on comparing means for subgroups, such as distance, cannot account for the distribution of distance and may hide important qualitative differences in the transmission of family formation between children and their mothers. This would in turn make it difficult to identify factors that are associated with specific patterns of intergenerational transmission, if similar mean values in fact conceal very different distributions of distance or distinct qualitative patterns of transmission, e.g. early marriage and high parities or delayed and protracted family formation as two possible patterns of family formation. We use multichannel sequence analysis to compare every mother-child dyad with all other mother-child dyads (Pollock 2007; Gauthier et al. 2010) and generate a pairwise DHD distance matrix. We then enter this matrix in hierarchical cluster analysis, specifically the Ward method. According to cluster solution quality criteria, the mother-child dyads are reasonably well structured into three clusters (Kaufman and Rousseeuw 2008; ASW = 0.29). These cluster match those established by Fasang and Raab (2014) as strong transmission, moderate transmission and intergenerational contrast.
Table 1: Summary Statistics of Sample

<table>
<thead>
<tr>
<th></th>
<th>West</th>
<th>East</th>
<th>Germany</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mother-Child</td>
<td>38.98</td>
<td>44.73</td>
<td>40.40</td>
</tr>
<tr>
<td>DHD Distance</td>
<td>(19.85)</td>
<td>(18.02)</td>
<td>(19.57)</td>
</tr>
<tr>
<td>Cluster Membership</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Contrast</td>
<td>0.406</td>
<td>0.422</td>
<td>0.410</td>
</tr>
<tr>
<td>Moderate</td>
<td>0.314</td>
<td>0.393</td>
<td>0.333</td>
</tr>
<tr>
<td>Strong</td>
<td>0.280</td>
<td>0.185</td>
<td>0.256</td>
</tr>
<tr>
<td>Transmission</td>
<td>(0.464)</td>
<td>(0.489)</td>
<td>(0.472)</td>
</tr>
<tr>
<td>Parental</td>
<td>10.90</td>
<td>12.73</td>
<td>11.35</td>
</tr>
<tr>
<td>Education</td>
<td>(2.281)</td>
<td>(2.373)</td>
<td>(2.433)</td>
</tr>
<tr>
<td>Educational Mobility</td>
<td>1.697</td>
<td>1.020</td>
<td>1.530</td>
</tr>
<tr>
<td>Religious Attendance</td>
<td>0.441</td>
<td>0.150</td>
<td>0.370</td>
</tr>
<tr>
<td>Family Parity</td>
<td>(0.497)</td>
<td>(0.358)</td>
<td>(0.483)</td>
</tr>
<tr>
<td></td>
<td>3.116</td>
<td>2.364</td>
<td>2.930</td>
</tr>
<tr>
<td></td>
<td>(1.744)</td>
<td>(1.219)</td>
<td>(1.662)</td>
</tr>
<tr>
<td>N*</td>
<td>1203</td>
<td>321</td>
<td>1,524</td>
</tr>
<tr>
<td>(%)</td>
<td>(75.34)</td>
<td>(24.66)</td>
<td></td>
</tr>
</tbody>
</table>

Note: Averages and standard deviations displayed; *Frequencies not weighted; Data weighted

4.3 Independent Variables & Analytical Strategy

The second aim of our paper is to investigate factors that account for the different degree of intergenerational transmission of family trajectories in East and West Germany. Mother-child dyads are considered East German if children were located in the former GDR in 1989 and West German if they were located in FRG in 1989.

We measure status transmission as highest parental education in years and children’s educational mobility as the difference between children’s education and their parent’s highest education in years. Socialization and value transmission of traditional family demographic behavior is measured through an indicator of mother’s religious attendance, which is one if mothers attend religious
services at least weekly and zero if mothers attend religious services at least monthly or less. Family structure during childhood is measured as *family parity*, i.e. number of children in the family of origin. We also include the child’s gender and birth year as additional control variables in the statistical analyses.

Our analytical strategy consists of three steps. First, we descriptively analyze the distribution of distance and cluster membership in East and West Germany to establish the extent of intergenerational transmission of family formation in both regions of Germany. Second, we estimate OLS regressions on mother-child sequence distance and multinomial logistic regressions on cluster membership to estimate the effects of parental education, educational mobility, mother’s religious attendance and family parity on intergenerational transmission.

Finally, we use the KHB decomposition method for nonlinear probability models (Karlson, Holm, and Breen 2010; Breen, Karlson, and Holm 2013) to identify the factors that mediate the differential intergenerational transmission pattern membership in East and West Germany. Specifically, we use the KHB method to test whether compositional differences between East and West Germany with regard to parental education, educational mobility, religious attendance and family parity account for the differential likelihood of pattern membership between East and West Germany.

While mediation effects can be estimated easily using OLS regressions by adjusting regression models stepwise, unobserved heterogeneity and constant error terms in logit and probit models prohibit the estimation of mediation effects in a similar fashion (Mood 2010). The KHB method enables the decomposition of unadjusted effects in multinomial logistic regression models into two effects: a direct effect, i.e. the adjusted effect, and an indirect effect, i.e. the difference between the unadjusted and adjusted effect. Studies commonly combine sequence analysis and multinomial regression analysis to explore associations between life course patterns and individual characteristics, which theoretically arise on account of specific institutional arrangements. We take advantage of the fact that institutional and cultural differences between societies generate the compositional differences between societies that are associated with specific life course patterns. The KHB decomposition method provides hitherto unknown insights on the institutions foremost associated with societal differences in life course patterns.

---

2 We use the mode value if mother’s religious attendance was observed more than once. If there were two modes, then we prioritize more frequent religious attendance.
5. Results

5.1 Descriptive Results – Intergenerational Transmission in East & West Germany

There are substantial differences in the distribution of dyadic sequence distances between East and West Germany, as displayed in Figure 1. On average, distances between children’s family sequences and the sequences of their mothers are larger in East Germany, which indicates weaker intergenerational transmission. Further, the distribution of mother-child sequence distance in West Germany resembles a bimodal distribution, where large portions of the population either exhibit very strong or very weak intergenerational transmission. In East Germany, the distribution is strongly negatively skewed, indicating that only a small proportion of the population exhibit strong transmission patterns.

![Fig. 1: Distribution of Mother-Child Sequence Distance in East and West Germany](image)

The different distance distributions in East and West Germany are reflected in the distribution of cluster membership. The family formation sequences of mothers and children found in the three

---

3 We use the TraMineR (Gabadinho et al. 2011) package to calculate sequence distances and the WeightedCluster (Studer 2013) package to perform cluster analyses on the sequence based distance matrixes in R, version 3.2.0. The decompositions are calculated using the khb (Kohler, Karlson, and Holm 2011) command in STATA, version 14.
clusters are displayed in Figure 2 as relative frequency sequence index plots that select representative sequences from each cluster to avoid visual distortions through over-plotting the graphs with too many sequences (Fasang and Liao 2013). The family trajectories of the mothers in all clusters are very similar pointing to a strong standardization of family formation for the mother generation in line with previous studies (Brückner and Mayer 2005). They are all characterized by early marriage coupled with parenthood within marriage. Single parenthood and divorce are not common. The family trajectories of the children in the strong transmission cluster resemble the family formation patterns of their mothers, but single parenthood and divorce are somewhat more common. More than half of the children in the moderate transmission cluster marry, and most have children within marriage, but later than their parents. The cluster also comprises a notable share of childless marriage and single parenthood. The family trajectories of children in the intergenerational contrast cluster exhibit a dominant pattern of living single without children.

---

4 Relative frequency sequence index plots solve the problem of “over plotting” individual sequences, i.e. different sequences occupy the same plot space, by displaying a representative subset of sequences. Relative frequency sequence index plots are generated by 1) sorting the sequences, 2) dividing the sorted sample into subgroups, 3) choosing mediod sequences from the subgroups, 4) plotting the mediod sequences and dissimilarities from the mediod sequences as box-plots. R2 and F statistics that evaluate the goodness of fit of the chosen mediod sequences are additionally displayed. We sort the sequences using the first factor derived from multidimensional scaling and divide the sample into 100 subsamples. Mediod sequences are chosen using DHD distance. The plots were created with the seqplot.rf function developed by Matthias Studer, Anette Fasang and Tim Liao using R, version 3.2.0.
Fig. 2: Relative Frequency Sequence Index Plots of Strong, Moderate and Contrast Patterns of Intergenerational Family Formation Transmission
The strong transmission pattern has the lowest average mother-child sequence distance (see Figure 3) and is much more common in West Germany than East Germany. While an estimated 28% of mother-child dyads display a pattern of strong intergenerational transmission in West Germany, only 18.5% of East German dyads belong to this cluster (see Table 1). Patterns of moderate transmission and intergenerational contrast are more common in East Germany than in West Germany, however the difference is quite small with regard to the intergenerational contrast pattern.

![Figure 3: Average Mother-Child Sequence Distance of Strong, Moderate and Contrast Patterns of Intergenerational Family Formation Transmission](image)

**5.2 Regression Results – Predicting Intergenerational Transmission**

The OLS regression results on mother-child sequence distance are displayed in Table 2. The results corroborate the descriptive findings and indicate that, when adjusting only for children’s gender and birth year, East German mother-child family formation sequences are significantly more dissimilar than West German dyads. Mother-son dyads are significantly more distant than mother-daughter dyads, and mother-child dyads have become significantly more dissimilar over time.
### Table 2: OLS Regression on Mother-Child DHD Sequence Distance

<table>
<thead>
<tr>
<th></th>
<th>(1)</th>
<th>(2)</th>
<th>(3)</th>
<th>(4)</th>
<th>(5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Region</td>
<td>5.318**</td>
<td>5.471**</td>
<td>3.757*</td>
<td>5.180**</td>
<td>3.938*</td>
</tr>
<tr>
<td>(Ref.: West)</td>
<td>(1.774)</td>
<td>(1.741)</td>
<td>(1.821)</td>
<td>(1.810)</td>
<td>(1.786)</td>
</tr>
<tr>
<td>Gender</td>
<td>5.442***</td>
<td>5.409***</td>
<td>5.730***</td>
<td>5.464***</td>
<td>5.715***</td>
</tr>
<tr>
<td>(Ref.: Female)</td>
<td>(1.530)</td>
<td>(1.528)</td>
<td>(1.495)</td>
<td>(1.522)</td>
<td>(1.486)</td>
</tr>
<tr>
<td>Birth Year</td>
<td>0.309*</td>
<td>0.321*</td>
<td>0.291*</td>
<td>0.305*</td>
<td>0.309*</td>
</tr>
<tr>
<td></td>
<td>(0.149)</td>
<td>(0.149)</td>
<td>(0.144)</td>
<td>(0.151)</td>
<td>(0.145)</td>
</tr>
<tr>
<td>Parental Education</td>
<td>-0.029</td>
<td>-0.078</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education</td>
<td>(0.378)</td>
<td>(0.373)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Educational Mobility</td>
<td>-0.282</td>
<td>-0.209</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mobility</td>
<td>(0.406)</td>
<td>(0.384)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Economic Mobility</td>
<td>0.116*</td>
<td>0.114*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mobility²</td>
<td>(0.058)</td>
<td>(0.058)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Religious Attendance</td>
<td>-5.563**</td>
<td>-5.654**</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(1.771)</td>
<td>(1.769)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Family Parity</td>
<td>-0.198</td>
<td>-0.085</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.523)</td>
<td>(0.504)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>-572.120*</td>
<td>-595.959*</td>
<td>-534.816*</td>
<td>-563.359*</td>
<td>-569.781*</td>
</tr>
<tr>
<td></td>
<td>(294.073)</td>
<td>(292.376)</td>
<td>(283.305)</td>
<td>(297.985)</td>
<td>(284.388)</td>
</tr>
<tr>
<td>N</td>
<td>1524</td>
<td>1524</td>
<td>1524</td>
<td>1524</td>
<td>1524</td>
</tr>
<tr>
<td>R²</td>
<td>0.039</td>
<td>0.044</td>
<td>0.057</td>
<td>0.040</td>
<td>0.063</td>
</tr>
</tbody>
</table>

Note: Sig: + p < .10, * p < .05, ** p < .01, *** p < .001; Unstandardized coefficients and robust standard errors in parentheses displayed; Data weighted

Children’s educational mobility and religious attendance are significantly associated with mother-child sequence dissimilarity. In line with our expectations, educational mobility is nonlinearly associated with dyadic distance when adjusted for parental education: dyads are least distant for educationally immobile children, somewhat more distant for downwards mobile children and most distant for upwards mobile children. Further, mother-child dyads are significantly less distant for children whose mothers attended religious services at least weekly. The significant difference between East and West German dyads remains, although reduced, in a fully specified model.
The results of multinomial logistic regressions on cluster membership are displayed in Table 3, which can be interpreted as a multiplicative increase in odds when the coefficients are

Table 3: Multinomial Logistic Regression on Intergenerational Transmission Pattern

<table>
<thead>
<tr>
<th>Membership</th>
<th>Region</th>
<th>Gender (Ref.: Female)</th>
<th>Birth Year</th>
<th>Parental Education</th>
<th>Educational Mobility</th>
<th>Religious Attendance</th>
<th>Family Parity</th>
<th>Constant (Ref.: West)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.495*</td>
<td>(0.240)</td>
<td>(0.020)</td>
<td>0.444***</td>
<td>0.267***</td>
<td>-0.371 (0.227)</td>
<td>-0.265***</td>
<td>-38.353 (35.940)</td>
</tr>
<tr>
<td></td>
<td>-0.043</td>
<td>(0.243)</td>
<td>(0.018)</td>
<td>0.413***</td>
<td>0.257***</td>
<td></td>
<td>-0.139*</td>
<td>9.514 (37.473)</td>
</tr>
<tr>
<td></td>
<td>0.392</td>
<td>(0.245)</td>
<td>(0.018)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-36.170 (35.783)</td>
</tr>
<tr>
<td></td>
<td>0.315</td>
<td>(0.241)</td>
<td>(0.018)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-27.810 (36.491)</td>
</tr>
<tr>
<td></td>
<td>-0.207</td>
<td>(0.254)</td>
<td>(0.019)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>13.623 (37.831)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Moderate Transmission</th>
<th>Region</th>
<th>Gender (Ref.: Female)</th>
<th>Birth Year</th>
<th>Parental Education</th>
<th>Educational Mobility</th>
<th>Religious Attendance</th>
<th>Family Parity</th>
<th>Constant (Ref.: West)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.669**</td>
<td>(0.258)</td>
<td>(0.019)</td>
<td>0.359***</td>
<td>0.194***</td>
<td>-0.114 (0.226)</td>
<td>-0.026</td>
<td>-7.622 (37.765)</td>
</tr>
<tr>
<td></td>
<td>0.208</td>
<td>(0.257)</td>
<td>(0.020)</td>
<td>0.343***</td>
<td>0.186***</td>
<td></td>
<td>-0.206</td>
<td>33.480 (38.966)</td>
</tr>
<tr>
<td></td>
<td>0.687**</td>
<td>(0.258)</td>
<td>(0.019)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-7.380 (37.764)</td>
</tr>
<tr>
<td></td>
<td>0.579*</td>
<td>(0.259)</td>
<td>(0.019)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-3.077 (37.847)</td>
</tr>
<tr>
<td></td>
<td>0.210</td>
<td>(0.263)</td>
<td>(0.020)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>34.115 (39.021)</td>
</tr>
</tbody>
</table>

Note: Sig: + p < .10, * p < .05, ** p < .01, *** p < .001; Unstandardized coefficients and robust standard errors in parentheses displayed; Strong transmission as base category; Data weighted

The results of multinomial logistic regressions on cluster membership are displayed in Table 3, which can be interpreted as a multiplicative increase in odds when the coefficients are
exponentiated. When adjusted for children’s gender and birth year, the odds that East German mother-child dyads display intergenerational contrast rather than strong transmission increase by 64% compared to West German dyads. The odds that East German mother-child dyads display moderate transmission rather than strong transmission are 95% higher. The odds to display intergenerational contrast rather than strong transmission are 261% higher for mother-son dyads compared to mother-daughter dyads. For mother-son dyads, the odds increase by 70% to display moderate transmission. Patterns of intergenerational contrast and moderate transmission have not become significantly more or less likely than a pattern of strong transmission over time.

Parental education, children’s educational mobility and family parity are significantly associated with transmission pattern membership, and the respective predicted probabilities are displayed in Figure 4. The probability to exhibit a pattern of strong intergenerational transmission is highest for educationally downwards mobile children, those with low parental education and those who grew up with a large number of siblings. Intergenerational contrast patterns are most probable for educationally upwards mobile children, those with highly educated parents and those who grew up as single children. Patterns of moderate transmission are also more probable for educationally upwards mobile children, those with highly educated parents, but become slightly more probable for those who grew up with a large number of siblings.

Fig. 4: Predicted Probability of Pattern Membership by Parental Education, Children’s Educational Mobility and Family Parity

The predicted probabilities are all estimated using global sample means, expect for children’s educational mobility. Educational mobility is modelled independent of parental education, although children of parents with university education cannot be upwards mobile and children of parents without any education cannot be downwards mobile. To account for this, we estimated the predicted probabilities for children’s educational mobility using the corresponding mean of the observed parental education values.
5.3 KHB Decomposition Results – Accounting for Transmission in East & West Germany

In the models adjusted for parental education and children’s educational mobility, East German mother-child dyads are not significantly more likely to display intergenerational contrast or moderate transmission rather than strong transmission. Further, East German dyads are not significantly more likely to exhibit intergenerational contrast rather than strong transmission if the models are adjusted for family parity. However, it would be a premature conclusion to state that these factors mediate the East/West effect on cluster membership. It is statistically possible that these results stem from unobserved heterogeneity or constant error terms rather than compositional differences. Therefore, we use the KHB decomposition method to test whether these insignificant East/West effects are attributable to compositional differences.

Table 4: KHB Decomposition Results of Multinomial Logistic Regression on Intergenerational Transmission Pattern Membership for East/West Effect

<table>
<thead>
<tr>
<th>Effect</th>
<th>Education &amp; Educational Mobility</th>
<th>Mother’s Religious Attendance</th>
<th>Parity of Family of Origin</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Moderate Transmission</td>
<td>Contrast</td>
<td>Moderate Transmission</td>
</tr>
<tr>
<td>Total</td>
<td>1.684*</td>
<td>1.966*</td>
<td>1.642*</td>
</tr>
<tr>
<td></td>
<td>(0.438)</td>
<td>(0.523)</td>
<td>(0.392)</td>
</tr>
<tr>
<td>Direct</td>
<td>0.958</td>
<td>1.231</td>
<td>1.480</td>
</tr>
<tr>
<td></td>
<td>(0.232)</td>
<td>(0.316)</td>
<td>(0.363)</td>
</tr>
<tr>
<td>Indirect</td>
<td>1.757***</td>
<td>1.597***</td>
<td>1.110</td>
</tr>
<tr>
<td></td>
<td>(0.283)</td>
<td>(0.226)</td>
<td>(0.074)</td>
</tr>
</tbody>
</table>

N = 1524

Note: Sig: + p < .10, * p < .05, ** p < .01, *** p < .001; Exponentiated coefficients and robust standard errors in parentheses displayed; Strong transmission as base category; Data weighted

The results of the KHB decomposition for the East/West effect are displayed in Table 4. The total, i.e. unadjusted, East/West effect is significant in all models. This means that East German dyads are significantly more likely to display intergenerational contrast or moderate transmission rather than strong transmission in all unadjusted models. The direct effects, i.e. East/West effect adjusted
for additional factors, are insignificant in all models, with the exception of intergeneration contrast adjusted for mother’s religious attendance as well as parity in the family of origin. The significant indirect effects signify that at least a portion of the East/West effect is mediated through the adjusted factors. These effects are strongest for the models that adjusted for parental education and children’s educational mobility.

6. Discussion & Conclusion

Our aim was to determine the extent of intergenerational family formation regularities in East and West Germany, and to investigate the factors that account for the transmission differential between East and West. We applied the conceptual and analytical framework of intergenerational patterns of family formation (Fasang and Raab 2014) to nationally representative data. Specifically, we used the German Socio-Economic Panel (SOEP) to analyze the family formation trajectories from age 15-35 of children born 1953-1978 and their mothers. We demonstrated that East German mother-child family formation trajectories are more dissimilar than West German mother-child family formation trajectories. Further, East German mother-child dyads are more likely to be categorized as intergenerational contrast and moderate transmission, whereas West German dyads are more likely to display strong transmission.

Based on a theoretical discussion of micro mechanisms that account for the intergenerational transmission of family formation, we developed the following expectations: First, social status immobility is associated with a pattern of strong intergenerational transmission and upward status mobility is expected to be associated with a pattern of moderate intergenerational transmission or intergenerational contrast. Second, religious parents are associated with strong patterns of intergenerational transmission. Third, strong patterns of intergenerational transmission are associated with higher-parity families of origin. According to these expectations, the results indeed show that upward educational mobility is associated with more distant mother-child family formation trajectories and a higher likelihood of intergenerational contrast and moderate transmission patterns. The family formation trajectories of mothers who attend religious services at least weekly are less distant, but the attendance of religious services is not associated with any pattern of intergenerational transmission. Large families of origin are not associated with the
distance between children’s family trajectories and their mother’s, but do increase the likelihood of strong intergenerational transmission.

We also discussed theoretically how differences between East and West Germany may account for differences in the extent of transmission. First, if the transmission of family formation is a byproduct of status transmission, then intergenerational transmission of family formation is higher in West Germany due to more mobility. Second, if family formation transmission occurs through the transmission of religious values, then intergenerational transmission of family formation is higher in West Germany due to higher levels of religiosity. Finally, if strong family formation transmission results from high-parity family structure during childhood, then intergenerational transmission of family formation is higher in West Germany due to a higher prevalence of high-parity families. Our results demonstrate that the East/West effect on mother-child family trajectory distance can be partially mediated by compositional differences in educational mobility and parity of family of origin. Further, we demonstrate that parental education and children’s educational mobility completely mediate the East/West effect on intergenerational transmission pattern membership. Surprisingly, differences in parental religiosity between the two German regions did not contribute to the mediation of the differential patterns of transmission between East and West Germany.

We make three contributions to the existing literature. First, we applied the conceptual and analytical framework of intergenerational patterns of family formation transmission (Fasang and Raab 2014) to nationally representative data. Second, we demonstrate that intergenerational transmission of family formation trajectories is not only quantitatively lower in East Germany compared to West Germany, but that the qualitative patterns of transmission also differ. Third, we utilize the Karlson, Holm and Breen (2010; Breen, Karlson, and Holm 2013) decomposition method (KHB method) for nested nonlinear probability models to uncover factors that mediate the differential patterns of intergenerational transmission in East and West Germany. We believe that the proposed approach is promising to disentangle cross-national differences in life course domains more broadly.

In conclusion, the higher likelihood of contrast or moderate transmission patterns in the East may result from educational policies in the former GDR that increased parental education levels more than in the Federal Republic of Germany (FRG), while both states fostered upwards educational
mobility for children. Comparative life course sociologists have long pointed to differences in educational systems, but also to welfare state regimes and labor market institutions, to account for cross-national differences in the prevalence of life course patterns. Our results indicate that educational systems may account for cross-national differences in intergenerational regularities in family formation.
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Abstract This paper adheres to calls for incorporating time and place as important aspects in shaping contemporary inequality. Drawing on Sharkey’s (2013) concept of ‘contextual mobility’ – understood as the social composition of one’s neighbourhood over time – this paper seeks to investigate enduring structures of context in the Oslo region by following three complete birth cohorts left their parental home in 1989 and measure their social surroundings onwards until adulthood in 2012. The context of each individual is recorded annually with particular emphasis on the extremes in the social environments, i.e. the affluent versus the deprived areas. Utilizing sequencing and clustering techniques, the analysis shows that lasting exposure to reoccurring contexts characterize neighbourhood biographies of both dense advantage and disadvantage – indicative of vastly limited life experiences. Moreover, those who experience a neighbourhood career of dense advantage are also more likely to have privileged class origins and to obtain access into the upper class in adulthood and the inverse relationship characterizes the career of neighbourhood disadvantage. Those who are surrounded by persistent advantage are, however, the most isolated geographically and thus the more likely to be socially acquaint, although all neighbourhood typologies become more clustered in the region over time. I argue that an understanding of how spatially mediated contexts unfold throughout the life course hints to processes of class structuration and thus makes for an important addition to insight into present-day inequality.

1 Introduction

Emphasis on residential segregation among the rich and affluent has been implicitly or explicitly present in the heyday of studies investigating ‘the power elite’ (Mills 2000 [1956]) and the upper class (Baltzell 1958). Key to these classical studies is the emphasis on the entwinement of the privileged; evident in intermar-
riages, intermingling, shared social club membership and equal life experiences. In effect, the neighbourly environment was sought in part to reinforce existing privilege and facilitate social integration and recognition among the affluent and thus generate social closure (Pattillo 2008). While, however, the contemporary scholarly literature on residential segregation connotes a ‘poverty paradigm’ (Sampson 2012) or a “social exclusion” framework (Cunningham and Savage 2015) – in which the spatial has figured as an important factor in explaining the persistence in social disadvantage (Wilson 1987) – recent findings warrant a revisiting of a spatial dimension at the opposite end of society as well. Indeed, the affluent are discovered to be equally – and sometimes even more – segregated than the urban poor (Reardon and Bischoff 2011), even in societies that are archetypically ‘egalitarian’ such as Norway (Ljunggren and Andersen 2015; Wessel 2016). Hence, concentration by affluence along with poverty should be addressed when seeking to unveil the relationship between social and spatial inequality.

This paper seeks to dig further into how the spatial figures in systematic differences between the privileged and disadvantaged. Rather than measuring how segregated social groups are from one another at one point in time, I dissect differences in contexts that people go through during pivotal phases in their life time. More specifically, I seek to trace differences in the lived environments people experience starting from when they leave their parental home in late teenage-years and annually onwards into their forties – spanning a time frame of 24 years. By giving emphasis to both the utmost privileged and impoverished areas – and studying the case of Oslo – I set out to explore the following research questions; how are neighbourhood careers structured with respect to affluent and poor environments and what kinds of people experience different contexts? How are such residential patterns mapped onto physical space; do different types of neighbourhood careers evolve in close proximity or at more distant sites? And how are neighbourhood careers segregated from each other over time? Together these questions tap into structured differences in the lived experiences that people face over time, and their corresponding trends of differential association, which may cement further separation or integration along class divisions.

That social inequality is mediated through spatial processes is recognized in a number of studies, such as in Savage and colleagues’ mapping of how the geographical landscape is divided into enclaves of elites (Cunningham and Savage 2015) or how the middle classes make places serve as sites for a sense of belonging and identity-making (Savage et al. 2005). However, not just place, but also temporality is an important ingredient to the structuring of socio-spatial inequality. Whereas Savage (1988) once argued for a ‘missing link’ between spatial mobility and social mobility (for instance due to a relationship between relocation and job advancement), Sharkey (2013) has urged for research into the relationship be-
tween contextual mobility – i.e. changes in residential profiles, irrespective of physical movement – and social mobility. Although contexts are shown to be persistently transmitted across generations (Sharkey 2013, 2008), the unfolding of contexts throughout the life course remains understudied. Arguably, homogeneity in neighbourhood biographies is indicative of restricted base of experience that adds to the likelihood that the spatial gives rise to a sense of belonging and the creation of social ties, which in turn may elicit processes of socio-cultural class formation (Savage 1996; Dowling 2009).

Following the Scandinavian case of the Oslo region in a time of growing income and wealth inequality coupled with political initiatives to drastically deregulate the housing market (Wessel 2016), this paper exploits the fullness of Norwegian population-wide register data to scrutinize the relationship between social and spatial inequality. Utilizing social sequence analysis, differences between neighbourhood careers in years 1989–2012 are estimated taking account of duration of exposure as well as the ordering of contextual residence. Empirical typologies of contextual mobility are then depicted by usage of cluster analysis and segregation levels between these typologies are explored through spatialized adaptations to conventional indices of segregation, measuring both spatial evenness and spatial isolation ¹.

2 Theory and existing knowledge

Residential areas are not just locations in a geographical space, but may convey tacit signals of whom and what belongs within the symbolic boundaries of a site (Hauge and Kolstad 2007), and arguably so when social classes are spatially segregated. In juxtaposition to occupational identity, Savage et al. (2005) argue that ‘one’s residence is a crucial, possible the crucial, identifier of who you are’ placing moving decisions ‘at the heart of contemporary battles over social distinction’. As emphasized by Bourdieu (1990), a sense of one’s place often necessitates a sense of other’s place and a relational structure of judgements and recognition embedded in the spatial may therefore assist in cementing recognized differences between class relations insofar as the different classes live apart. Hence, an understanding of the interplay between spatial and social inequality requires not only investigating differences in residential contexts, but also exploring what types of people live in particular social environments – tapping into possible ways through

¹ The sequence analysis is performed with the R package ‘TraMineR’ (Gabadinho et al. 2011), the analysis of maps is performed with the ArcGIS software, while the segregation indices are estimated with the R package ‘seg’ (Hong et al. 2014).
which the spatial may give rise to collective identity-making and thus forging social class formation (Savage 1996).

Of course, residential segregation alone cannot give rise to social class formation, which is conventionally understood to be above all contingent on whether or not mobility between class situations is ‘easy and typical’ between generations and within the life-course (Weber 1978). As argued by Giddens (1981); such ‘easy and typical’ mobility closure fosters a ‘homogenisation of experience’ that increases the likelihood of classes becoming ‘social realities’. However, denoting such mobility patterns *mediate structuration of class*, Giddens introduces the concept of *proximate structuration of class* as analytically distinguished from the former. The latter encompasses inter alia an emphasis on homogeneity in attitudes, behaviour, consumption patterns and lifestyles\(^2\), reminiscent of Bourdieu’s (1984) emphasis on the space of lifestyles in fortifying class struggles. Homogeneous groups of this kind are labelled *distributive groupings* to which communities and neighbourhood segregation are the most significant (Giddens 1981). Hence, both mediate and proximate class structuration – and in particular when coinciding – promote homogenisation of experiences that adds to the likelihood that aggregates of individuals endowed with equivalently advantageous life-chances establish social ties among themselves.

However, while much effort in stratification analysis is devoted to mapping patterns of class mobility, Sharkey (2008) draws attention towards intergenerational transmissions of *context*. Through the notion of ‘contextual mobility’ Sharkey (2013) analyses changes in the socio-economic environment surrounding individuals; an individual may experience contextual mobility if the social profile in the neighbourhood changes over time, such as becoming more affluent or more deprived, irrespective of residential mobility. Studying the relationship between individual neighbourhood contexts and parental contexts, he shows that social milieus are largely transmitted between generations with important implications for reproducing and solidifying (racial) inequality in the United States (Sharkey 2013, 2008).

This multigenerational emphasis on contextual reproduction entails incorporating time – in addition to place – as an important aspect of inequality; trajectories of context are acknowledged as fundamental in reproducing spatially embedded (dis)advantage. In the heart of neighbourhood studies lies an assumption that the social profile of your neighbourhood may enable or constrain individ-

\(^2\) Giddens distinguishes between two aspects of Weber’s Stände; i) the formation of groups due to commonality in consumption patterns and ii) a dimension of power derived from non-economic relationships denoting ‘honor’. Giddens terms the former phenomenon *distributive groupings* and argues that it comprises one element in processes of *proximate structuration of class* (Giddens, 1981: 109).
ual life-chances through for instance acquiring social capital, institutional availability or cultural adaptation (Sampson 2012; Wilson 1987). However, the likelihood of such ‘spatial profits’ (Bourdieu 1999) has a temporal component; if neighbourhoods contribute to reinforce advantage or disadvantage, such influence is arguably more persistent with durable, rather than temporary exposure, Sharkey (2013) argues. Correspondingly, if neighbourly environments facilitate social recognition and symbolic distinctions within a classed topography, the likelihood of such boundary-making practices hinge on temporality (Bourdieu 1999). Narratives of belonging and classed identity-making are thus also embedded in trajectories of place-types which add to negotiations between the habitus and place attachment (Benson 2014). Hence, a reorientation towards processes of spatial inequality urges an examination of contextual mobility ‘over individual lifetimes and across generations of family members’ (Sharkey 2013).

However, while recent contributions guide attention towards the latter relationships – investigating the association across generations – less is known about the contextual mobility within individual lifetimes. Further, the empirical approach for analysing contextual mobility mirrors classical mobility tables in class analysis, where the relationship between parental positions and children’s adult life-experiences indicates a level of social reproduction across generations (Sharkey 2013). Whereas these designs arguably contribute to important insight about the persistency of cross-generational transmission of inequality, they rest on an assumption that adult position measured at one point in time or averaged across adult-life (e.g. Sharkey 2013, 2008), is a reliable indication of mature life-experiences. But just like mature class positions at one point in time may only be a provisional indication of position in adulthood (Bühlmann 2010), collapsing adult experiences into one measurement may simplify the very time-dimension emphasized at the offset. Indeed, the need to sufficiently investigate the unfolding of context throughout the life course by utilizing holistic techniques, such as sequence analysis, is advocated in studies of residential mobility (Coulter et al. 2015).

In housing studies, the call for moving beyond snapshots in time towards neighbourhood trajectories is incipiently investigated by implementing novel sequencing techniques in a slight handful of studies (Stovel and Bolan 2004; Clark et al. 2003; Pollock 2007; Coulter and Van Ham 2013; van Ham et al. 2014). Two of these studies operationalize residential biographies as sequences of housing tenure (Pollock 2007; Clark et al. 2003), while one investigates moving desires and subsequent residential (im)mobility (Coulter and Van Ham 2013). The question of attachment to place-types is, however, explored in the two remaining studies.
Reminiscent of Sharkey’s later concept of contextual mobility, Stovel and Bolan (2004) investigate enduring attachment to types of places rather than movement across geographical locations in and of itself. They find that residential careers are largely maintained within specific place-types even when geographical mobility occur – argued to indicate that geographical localities are embedded in social boundary-making. However, this study operationalizes context in terms of population size (the main opposition being sparsely populated rural areas and large metropolitan cities) and calls for further study of sequential contextualization along socioeconomic and social dimensions (Stovel and Bolan 2004). A more recent study by van Ham et al. (2014) is of particular interest in this respect, as it deals with contextual socio-economic mobility in the Stockholm region using Swedish register data (although a random sample is drawn). Following adolescents from the year of leaving their parental home and onwards for the next 18 years, the study includes a depiction of sequences of exposure to disadvantaged neighbourhoods. Affirming existing research, a close relationship between parental neighbourhood and individual neighbourhood histories are detected; the overall tendency is of intergenerational transmission of contextual poverty – reassessing the importance of including measures of spatially mediated transmission of disadvantage.

While there are few studies that investigate contextual mobility by means of sequence analysis, the general literature echoes a ‘poverty paradigm’ in urban sociology (Sampson 2012) and insights into the spatially embedded transmission of contextual advantage along with disadvantage require further analysis (Cunningham and Savage 2015; Toft and Ljunggren 2015; Atkinson 2006); particularly so during a time in which the urban landscape becomes increasingly unequal.

2.1 The case of the Oslo region

Arguably, the Oslo region, defined as Oslo and the surrounding county Akershus, is a geographical area in significant opposition to the popular conception of social democratic redistribution and egalitarianism. While the city’s contemporary features evoke the concept of a post-industrial city, it once was site for industrial production with a manufacturing sector at its peak in the 1960 with 25 per cent of the workforce. The location of industry along the river paring the city into a west-end and east-end has cemented a symbolic distinction between an affluent west and the

---

3 This study does not, however, utilize any alignment algorithms to analyse similarities in contextual experiences.
deprived east-side. This has become a highly recognized distinction in the city geography. Recent growth of the service industries, such as the financial industries, has been accompanying growing economic inequalities at the high end of the income distribution making the region much more unequal than the country at large (Wessel 2016). Furthermore, along growing concentration of affluence in the economic distribution follows increasing segregation by affluence in physical space. For instance, Wessel (2016) shows how the period of 1993–2011 was characterized by intensified polarization between the top and bottom quintiles of the income distribution and he documents especially widespread segregation by affluence – at levels surpassing corresponding measurements in cities such as Amsterdam, Rotterdam and Copenhagen. Spatial confinement of privilege is also the concluding result of Ljunggren and Andersen (2015) investigation of residential segregation by class.

In the context of a Scandinavian welfare regime, Norwegian housing policies stand out; not only is Norway a country of ‘home-owners’ but contrary to prevalent social democratic policies, housing is largely commodified and residency is greatly left to the market. As noted by Brevik (2001), the characteristic social democratic emphasis on de-commodification, i.e. governmentally initiated relief of market dependency, diverges immensely in Norwegian housing policy. Right before the observational window of the present study, large changes in housing occurred and the early 1980s marked a turn in housing policy. Price regulation on housing was removed, legislative measures facilitated property speculation, credit was more readily accessible and general tax deductions by home ownership facilitated a boost of demand in the market and a corresponding increase in housing prices. Despite a severe market crash in the late 1980s and early 1990s the period of observation is one of a housing boom; exceptional even in a European context, housing prices in the Oslo region increased by 460 per cent in the 20-year period of 1992–2012. With hardly any growth of public housing and a weak system of housing provision, finding a home became arguably a matter of ‘affordability’ and increasingly so as the mismatch between household income and housing prices continued to grow in the same time period (Wessel 2016). The period under study is thus a time when economic capital increasingly stratifies the ability to choose where to live in the city, and when inequalities in such capacities are intensified due to growing income inequality. It should therefore be expected that lacking economic means to navigate the housing market makes for contextual poverty to be more persistent and stationary than durable affluence and for it to be unlikely that affluent areas become sites for being ‘stuck in place’ (Sharkey 2013) or

---

4 However, Wessel does not find increased segregation among the top 1 per cent in the period under study.
‘chained to place’ (Bourdieu 1999) in a matter that might be more typical for the disadvantaged.

3 Methodology and research strategy

Having access to population-wide register data allows for a unique opportunity to investigate complete sequences in a period of twenty-four years (1989–2012). I construct an analytical sub-population of three successive cohorts to account for periodic idiosyncrasies such as initiatives in the housing market, housing availability and other period effects. Also, I condition on individuals who left their parental home at ages 18–20 after the first year of observation (i.e. 1990) and who reside in the Oslo region in the observational window with non-missing residential information – retrieving the cohorts of 1969 (45.67 per cent), 1970 (33.69 per cent) and 1971 (20.63 per cent).

Contexts are defined as the socio-economic composition of each annual neighbourhood. Neighbourhoods are measured as basic statistical units that represent geographically continuous and stable areas that are homogeneous with respect to business base, communication, and building structure (Statistics Norway 1999). The socio-economic environment of each neighbourhood is computed as the mean of the combined annual income (earnings, capital income and self-employed income) of the adult population (ages 30–60) within each tract. Residential contexts are thereafter defined as the percentile distribution of the mean aggregated income among neighbourhoods in the region using cut points at $p_5$, $p_{20}$, $p_{50}$, $p_{80}$ and $p_{95}$.

A sequence can be understood as a list of successive states and the overarching goal of sequence analysis is to estimate the level of similarities between pairs of sequences. The most often applied technique for calculating such similarities/dissimilarities is the optimal matching algorithm that takes account of not only the duration of states, but also the specific orderings of states. For instance, having long successive states of affluent contexts in late adolescence is arguably different

---

5 However, a robustness analysis (not shown) reveals that an analysis that only conditions on Oslo/Akershus residency in 1989 but allows for subsequent vacating finds remarkably similar typologies as those visualized in the present analysis.

6 Out of 31,056 elements in the sequences, 192 are imputed if a gap matches two preceding or following elements.

7 I have access to complete birth cohorts starting from 1955 and their corresponding parents. This means that contexts are based on parental information and the 1955–1959 cohorts in year 1989, while more cohorts are included in the estimation of socio-economic contexts in subsequent years.
from equally lengthwise exposure to affluent surroundings in one’s forties. Hence, not only duration is important in estimating similarities of pairwise sequences, but also the specific ordering of states comes into play. Optimal matching relies on finding the least expensive route to changing one sequence into another by usage of three basic operations; substitution and insertion/deletion (indel). Each of these operations requires an assigned cost that makes one or the other operations more likely in the matching procedure. Setting a substitution cost matrix – i.e. the cost of each state-pair substitution – is often considered to be one of the most pivotal tasks in such analyses as it directly influences the resulting distance matrix (i.e. the level of similarity/distance between pair-wise sequences). As this cost scheme is arguably arbitrary, it is also a core feature for criticisms of sequence analysis. In this analysis I follow an often-applied procedure of using a transition probability matrix when assigning such costs, which implies that transitions between states that are less likely to occur are more costly than substituting state-pairs that are frequently successive (Cornwell 2015). In order to maintain alignment based on timing of events, the indel is set so that no substitution costs are greater than two times the indel cost (Aisenbrey and Fasang 2010). As a means to generate typologies of the resulting distance matrix from the optimal matching alignment, I employ cluster analysis using a combination of the Ward-linkage and PAM (partitioning around the means) (Studer 2013). The usage of a Bourdieu-inspired class scheme that distinguishes vertical and horizontal class divisions is utilized to investigate the differences between such typologies in respect to both parental and individual class situations (Hansen et al. 2009).

Crucially, the results presented hinge on a number of methodological choices. First, the substitution cost matrix is arguably of great importance and an alternative approach, using the percentile cut-offs as a cost matrix, has been investigated as a means to validate the results. This approach yields a very similar patterning as the one detected with the presented substitution cost matrix. Second, validation of the chosen cluster solution is also warranted, but the results do not appear vulnerable to a different linkage criterion such as an average linkage (results not shown) or different cut-offs in the neighbourhood distribution. Lastly, validation of the number of clusters is warranted and the validity of the clusters were inspected along a number of indices as suggested by Studer (2013). The chosen solution of 4 was prioritized by most indices and corresponds favourably with the substantive interest in the analysis. The ward linkage in combination with PAM proved most useful. It should, however, be noted that the cluster solution yields a fairly low AWS of about 30, and thus a fairly weak clustering of the data, although statistically significant differences in the between variance of the groups are pertinent. See the appendix for a visualisation of sequences that are distant to the gravity centre of each cluster. As seen, however, even the sequences that are
“poorly” represented by the clusters in a statistical sense are assigned to substantively meaningful typologies.

The usage of sequence analysis and cluster typologies enable a holistic approach to understanding what Sharkey (2013) terms ‘contextual mobility’, intragenerationally. While contextual mobility does not necessitate physical relocation, the extent to which sequence typologies are embedded in physical proximity or distance adds to an understanding of how social inequalities are spatially mediated. In order to address questions of physical proximity in a life-course perspective properly, a mapping of each cluster onto geographical coordinates is pursued. Distances in place are further investigated through estimates of residential segregation among the various typologies.

There are a number of indices that assist in identifying segregation among groups in a geographical space. However, the vast majority are aspatial in the sense that they do not account for the spatial boundaries that make up the localities to which segregation levels are estimated and solely focus on the extent to which social environments are different across people. Neglecting the construction of, for instance, census tracts may disregard tract proximity and the arbitrary boundaries that make individuals adjacent to a tract boundary erroneously more distant than individuals within the same census tract. In an effort to circumvent such issues, Reardon and O’Sullivan (2004) propose a number of spatialized versions of existing segregation indices. Distinguishing between spatial isolation (the extent that members of one group encounter members of their own group) and spatial clustering (the extent to which groups are unevenly distributed in the geographical unit), they propose a spatial isolation index $\tilde{p}$ to estimate the former, and a spatial information theory index $\tilde{H}$, a spatial relative diversity index $\tilde{R}$, and a spatial dissimilarity index $\tilde{D}$, to estimate the latter. These measurements utilize geographical data that incorporates a ‘distance-decay’ effect, namely that locations in close proximity are of larger influence to a shared social environment than distant sites. This is achieved by centring all individuals within a neighbourhood to the geographical location of its centroid. As the geographical level of neighbourhoods is computed at a very small scale (median $\text{km}^2 = 0.31$) this practice arguably remains satisfactory and the results are robust when utilizing different spatial interpolation by assuming a uniform distribution of individuals within tracts.

---

8 It should, however, be acknowledged that MAUP (modifiable areal unit problem) may not be completely circumvented due to the lack of accurate point-data. In addition, areas at the outskirts of the geographical region may be vulnerable to the computation due to an artificial demarcation of adjacent areas. However, as the Oslo region is of particular interests, the edges of the surrounding county Akershus are arguably of lesser analytical interest.
4 Results

Figure I depicts the four typologies by usage of state distribution plots denoting the relative shares of each socio-economic category within the clusters over time. The four typologies reveal an opposition between neighbourhood biographies within affluent or deprived areas, but differentiate between the extremes of the distribution and a more modest opposition along neighbourhood income. A modest opposition is detected between the first (n=420) and fourth (n=409) cluster, comprising almost 2/3 of all individuals in the analytical sub-population, while the remaining individuals are differentiated into two groups of dense affluence (n=156) and poverty (n=309). To ease interpretation these clusters are henceforth titled dense poverty, modest poverty, dense affluence, and modest affluence.

![Fig. 1: Sequence distribution plot](image)

The first entries in these plots denote the parental home environment as the research design intentionally captures individuals who leave after the first year of observation (in year 1990). Arguably, these plots unveil how neighbourhood biographies are related to parental neighbourhoods; at one extreme we find that 17 per cent of the dense affluence cluster grew up in the 5 per cent richest neighbourhoods in the Oslo region – 56 per cent in the top quintile. At the opposite trajectory we find 10 per cent originating in the bottom 5 per cent and 32 per cent in the bottom quintile. This points to an important addition to the scholarly literature of...
intergenerational transmission of contextual disadvantage; equivalent associations at the high-end of the distribution appear equally persistent.

Within each cluster, leaving the parental home is associated with relative deprivation in the neighbourly context. This is especially apparent within the cluster of dense affluence where it may be particularly difficult to sustain the high share of affluent living and in their twenties and early thirties about 20-30 per cent within this cluster live in neighbourhoods below the median. Inspecting the temporal dimension within these clusters we see that the two clusters of dense and modest affluence are characterized by an upwardly mobile trajectory, while the opposite holds for the two latter typologies. Despite the fact that those whose contextual biography is dominated by dense affluence originated in very advantageous contexts, their adult-life residences are even more affluent; the later years reach levels of more than 80 per cent in the top quintiles and a max value of 25 per cent in the richest 5 per cent neighbourhoods. Among those of dense poverty we find less fluctuating shares of the bottom 5 per cent category – about 13 per cent within this cluster reside in such areas over time – but the combined bottom quintile is in modest decline at the end of the period. Among the two latter clusters, the categories right below and above the median become more dominated through adult life, with roughly 80 per cent of the modest affluence-category and the modest poverty-cluster living in the 30 percentile points above and below the median, respectively.
Table I includes information about the class origins and class destinations, as well as contextual income measurements, distinguishing the four typologies. There are large differences between these typologies with respect to class origin. More than a third of everyone who experiences the dense affluence trajectory has origins in the upper class fractions, and this large share is especially distinctive in a country-wide comparison (in which 5.5 per cent in the 1969-1971 cohorts originates in the upper classes). The dense poverty trajectory is similarly disproportionately from modest origins – more than half are from the unskilled or skilled working class – but this overrepresentation is of lesser magnitude in comparison to the remaining analytical population. Also, the modest affluence and poverty typologies have origins that match their contextual trajectories.

The cluster, dense affluence, is also characterized by disproportionately large shares of individuals who obtain upper class position in the year 2012. As shown in table I, shares of upper class fractions amount to 13 per cent, while the corresponding share within the total analytical population adds to 4.5 per cent. Within the typology of dense poverty we find that a disproportionately large share belongs to the welfare transference group, and 49 per cent obtain either working class positions or transference. Again, the class character of the two remaining typologies is patterned as expected.

<table>
<thead>
<tr>
<th>Class Type</th>
<th>1989 Mean</th>
<th>2012 Mean</th>
<th>Observations</th>
<th>Individuals</th>
<th>Per cent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lower middle class: culture</td>
<td>1.92</td>
<td>2.38</td>
<td>149,350</td>
<td>420</td>
<td>32.46</td>
</tr>
<tr>
<td>Lower middle class: symmetric</td>
<td>6.41</td>
<td>12.38</td>
<td>3,744</td>
<td>409</td>
<td>31.61</td>
</tr>
<tr>
<td>Lower middle class: economic</td>
<td>10.26</td>
<td>11.67</td>
<td>1,012,349</td>
<td>409</td>
<td>31.61</td>
</tr>
<tr>
<td>Skilled working class</td>
<td>3.85</td>
<td>10.07</td>
<td>169,929</td>
<td>309</td>
<td>23.88</td>
</tr>
<tr>
<td>Unskilled working class</td>
<td>7.05</td>
<td>8.07</td>
<td>14,050</td>
<td>309</td>
<td>23.88</td>
</tr>
<tr>
<td>Missing</td>
<td>11.54</td>
<td>5.18</td>
<td>139,249</td>
<td>309</td>
<td>23.88</td>
</tr>
<tr>
<td>Total</td>
<td>100.00</td>
<td>100.00</td>
<td>147,789</td>
<td>309</td>
<td>100.00</td>
</tr>
</tbody>
</table>
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In what ways are these typologies embedded in physical space? Figure III pursues this question by mapping each cluster. Each individual’s typical site for dwelling is indicated by a red circle. Figure III clearly illustrates that these contextual biographies are not only different in the social profiles of the social surroundings to which people are situated, but also the ways by which such biographies are embedded in physical space. Tendencies towards an opposition between the west-and eastside of Oslo separate the two poverty-clusters from the affluence-clusters. The affluent municipality Bærum which borders Oslo’s west side is for instance seldom site for mean localities among the two former, while almost one quarter of all localities in the cluster of dense affluence are located there. The mean centre in each cluster, represented by the black triangle in the map, may assist in identifying further the most typical location for each contextual typology: Oslo dominates all trajectories, but the biographies of dense poverty and affluence are centred in the east and west, respectively, while the more normal biographies of modest affluence or modest poverty are situated closer to the city centre while still connoting an east-west opposition.

**Fig. 2:** Maps of the Oslo region. Mean center for each individual biography, by cluster typology

**Fig. 3:** Individual lines by residential trajectory. Dense poverty and dense affluence careers.
Differences are not only evident in where the clusters are located through time, but also the scope of geographical distance inherent in each typology. Figure III depicts all residential movements within the two clusters of dense poverty and dense affluence by individual lines per residential history. This figure greatly opposes the theoretical expectation of immobility in areas of poverty. What is observed is instead that the cluster of dense affluence is highly concentrated in a very small geographical region over time, while the typology of dense poverty is more mobile in the region.

While these maps add to our understanding of the ways in which contextual experiences are embedded in physical space, they completely conceal temporality. There is no information of whether specific localities are sites of residence in young adolescence or adult life. Figure IV therefore seeks to unveil a time dimension when assessing the level of spatial segregation between these groups. The top graph depicts three spatial segregation indices for measuring spatial evenness. These indices give an indication of how less diverse the local environments are on average in comparison to the total region. A value of 0 connotes complete evenness in respect to the region at large, while the value 1 reflects complete segregation (Reardon and O’Sullivan 2004).

Fig. 4: Segregation indices. Top graph depicts trends of spatial evenness, while the bottom graphs estimates spatial isolation.
Intending to reflect the similar social phenomenon of spatial evenness or clustering, we find that all indices follow a similar shape across time: a tendency towards spatial evenness succeeds the move away from parental home, but a growing trend towards spatial clustering follows immediately. These typologies are highly clustered in the Oslo region, reaching very high segregation measures after 2005. It should be noted that the time of study is one of growing segregation by income, and that the spatial clustering of these typologies thus follow a common trend in the area. Nonetheless, the levels are arguably quite high although a slight downwards trend is detectable around year 2009.

Noting how these neighbourhood typologies are spatially clustered in the region, the bottom graph turns to a measurement of the level of isolation among these groups. Again, this index reaches a max value of 1 when a cluster is completely isolated, and has a minimum of 0. This index is based on the average composition of the local environment of each cluster and we observe that all clusters become increasingly more isolated over time although the trend is decreasing around year 2009. The typology of dense poverty is the least spatially isolated, while the two clusters of modest and dense affluence are the most isolated over time, and particularly high levels are detected for the group of dense affluence at adult age. Here the index succeeds 0.9, which is a very high index-value indicative of a very high probability for individuals who throughout life experience great affluence to be socially acquaint.

5 Discussion and conclusion

Investigating differences in the social contexts in which people live their lives adds an important dimension to understanding how structures of inequality have both a durable and a spatial manifestation within individual biographies. This analysis has shown that even in an ‘egalitarian’ welfare state, people go through life exposed to very different surroundings. Although the majority are differentiated by the relative prevalence of contexts in the 30 percentile points below or above the median, about one quarter live in enduring contexts of persistent poverty or dense affluence. These trajectories not only give evidence of homogeneity in intragenerational biographies, but the first-year characterization of the parental home environment hints to an additional intergenerational transmission of context. About 40 per cent of those who experience sequential environments of dense affluence or dense poverty originate in neighbourhoods in the top or bottom quintile. Hence, a relationship between parental contexts and their offspring’s surroundings is not restricted to transmission of disadvantage as emphasized in existing re-
search, but applies in a similar vein to affluent milieus. There are further important aspects of inequality that are being neglected if one sidesteps investigations of concentrated affluence and restrict the analysis to a ‘poverty paradigm’ of spatial exclusion and marginalization. Arguably, incorporating concentration of wealth reorients analytical attention towards the strategic ways by which the spatial also figures in processes of social closure and class advantage.

Not only does affluence appear to be just as contextually bounded as poverty, but the spatial scope of affluent living is significantly more limited in its geographical reach than the boundedness of contextual poverty. Although all typologies are clustered from each other in the region, and increasingly so over time, trajectories in affluent environments are more isolated – especially evident at high levels in adulthood. Individuals who resemble in their persistently affluent environments are thus in close proximity in physical space, largely confined to the west-end of Oslo and its westerly bordering municipality, Bærum. This implies that those who resemble in their affluent neighbourhood career from late adolescence until their forties are likely to reside in close proximity to one another and to be socially acquainted. This typology is especially isolated in mature life, and hence the likelihood of meeting someone with similar contextual experience is very high in such areas, and this biographical affinity becomes more pivotal when also considering the class character of this group.

Indeed, systematic variations in contextual experiences are shown to be particularly classed. Those who follow pathways through dense advantage disproportionately originate in the upper classes and obtain upper class position in adulthood and this dual tendency of social and physical proximity may ease the likelihood that the spatial become sites for further acquisition of capitals (Bourdieu 1999). Conversely, individuals who face dense poverty throughout the life course are more likely to originate and partake in the working classes or having to rely on welfare transference. The relationship between class origins and class destinations is likely to facilitate ‘homogeneity in experiences’ (Giddens 1981) which is arguably reinforced due to prolonged experiences in comparatively disadvantaged/advantaged surroundings through life. As such, borrowing the terminology of Giddens, observed processes of ‘proximate’ as well as tendencies of ‘mediate’ structuration of class may have important implications for social class formations in the region.

That the temporal confinement of privilege is more restricted than its disadvantaged counterpart appears somewhat contrary to the theoretical expectations that the disadvantaged would be more chained to place (Bourdieu 1999) or stuck in place (Sharkey 2013). Instead, what we observe is not, exclusively, that lacking resources makes people stuck in place, but it appears that economic means also allow for a desired and intended spatial anchorage at the opposite end of the distri-
bution (Atkinson 2006). Indeed, it appears likely that the intended immobility of the affluent in part stimulates the mobility of the disadvantaged, as growing income inequalities follow increasing housing prices and gentrification processes in the urban centre, which may have pushed the disadvantaged towards the outskirts of the region.

An emphasis on voluntary immobility does not, of course, necessitate a conscious strategy for moving decisions. As Bourdieu (2005) reminds us, moving decisions are structurally constrained or enabled by economic means, but also one’s dispositions and, importantly, the political construction of housing policies – which may influence both factors – weigh into residential patterns. Indeed, the political design of a deregulated housing market appears to offer important ways by which social distance is transmitted into physical distance, suggestively by allowing for a spatially confined area where economic means become a key criterion for access. Thus, the politically initiated housing market may serve as a closure mechanism by making housing a matter of ‘affordability’.

The temporal boundaries of confined affluence may also be sustained by informal closure mechanisms. Existing research emphasises how residency may serve as an expression and identity, and this self-identifying ‘sense of place’ may be more strongly articulated in affluent areas, as shown elsewhere in Norway (Hauge and Kolstad 2007). Given the very limited parameters of spatially bound affluence, a similar anticipation appears reasonable in the Oslo region. Arguably, the more signs of identification are attached to place, the more likely it is that symbolic distinctions serve to maintain and reinforce symbolic boundaries, for instance through outsiders’ negative selection due to risks of feeling ‘out of place’ (Bourdieu 1999). Hence, sentiments of “classed belonging” could serve as a useful mechanism of informal closure by cementing exclusionary practices that help enclose affluent living from the remaining public.

The holistic mapping of sites for both dense affluence and dense poverty in the present analysis leaves a depiction of the Oslo region as not only a segregated area as documented in previous research, but as a region in which distinctive life biographies unfold parallel to one another but seldom coincide. It may appear paradoxical that an otherwise ‘egalitarian’ country such as Norway seems to facilitate prolonged and extensive concentration of both privilege and disadvantage. Perhaps this very physical imprint of differentiated life-trajectories in the region becomes in part concealed by the very atypical nature of housing policies. Arguably, the more social distances are spatially embedded over time, the more likely a ‘naturalization effect’ comes about (Bourdieu 1999) and this may help to further reproduce and legitimize social inequalities. Given the historical context observed, it should be recognized that the present mapping of contextual mobility patterns may not apply to other life stories whether earlier or subsequently. However, as
economic inequality and housing prices continues to increase in the region these stories may also be suggestive for life-stories to come.

Structures of inequality have both temporal and spatial dimensions that are important in shaping the ways in which inequality is configured and reproduced. Through attentiveness to both time and place, I have shown how spatial topographies and temporal biographies are socially patterned and I have argued that both ends of the contextual distribution should be subjected to sociological research. The dominant approach of investigating spatial poverty and exclusion could as such overshadow important ways in which the spatial mediates reproduction of advantage through a homogenisation of experiences derived from similar class origin and destinations, as well as similar contextual impulses of wealth from late teenage years into one’s forties. In the Oslo region, the reproduction of spatially mediated advantage is suggestively sustained through a two-sided process of closure; informally through classed sentiments of place-attachment and through politically initiated – and thus legitimized – marketization of housing. Hence, sociologists need insights into not only how the disadvantaged become spatially excluded, but also how the advantaged secure spatial withdrawal.
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6 Appendix

**Fig. 4:** Clusters ordered by silhouette values. Sequences that are the most poorly represented by the cluster solution are at the bottom of each graph (Studer 2013).
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Abstract Our paper explores vulnerable trajectories across three life course domains: employment activity, cohabitation and health status. We embrace a comprehensive point of view applying multichannel sequence analysis to a sample of about 1250 residents of the Canton de Vaud considering the period from age 1 to 40. Our results confirm the diffusion of the effects of vulnerable statuses across life course domains.

1 Extended abstract

1.1 Theoretical background

The idea that different life domains are interrelated is present in life course literature from the very beginning (Elder 1974). This concept is now well established in the literature (Mayer 2009; Sapin, Spini, and Widmer 2007) and suggests dense and multidirectional relations among the involved life-course domains. Nevertheless, the empirical application of this theoretical frame is often reduced to an analysis of a single life course domain. Numerous are the study focusing exclusively on either employment trajectories (Buhlmann 2008, 2010; Fuller and Martin 2012; Fuller and Stecy-Hildebrandt 2015; Manzoni, and Mooi-Reci 2011; Scherer 1999), education (Brzinsky-Fay 2016; Cooksey and Rindfuss 2001), household structure (Chaloupková 2010) or health condition (Cullati 2015; Cullati et al. 2014; Friedli 2009). Equally frequent are papers that take a step further and link two life course domains. Nevertheless, in many papers, one of the life course do-
main is the central topic of investigation, while the other is used as a time-variant independent variable (Charles and Harris 2007; Jacob and Kleinert 2008; Oesterle et al. 2010; Teachman 2010). Much less frequently, two life course domains are placed on the same level and analyzed together with descriptive aims (Davia and Legazpe 2014; Gauthier et al. 2010; McMunn et al. 2015; Oesterle et al. 2010). This strategy is even rarer if we consider three or more life course domains (Pollock 2007). In our paper, we follow this road and analyze three life course domains together: employment activity, cohabitation and health status. These life course domains are conceptualized in a wider sense than usually. “Activity” includes indicators on work status, education and other relate conditions (e.g. social help). “Cohabitation” contains the household structure including the changes due to family formation processes. Finally, “health” includes both mental sickness and physical impairments - from chronical condition to isolated episodes -, accidents and operations. We aim to take all these pieces of information together in order to build a comprehensive view of individuals’ lives. This perspective relies on the idea that the partition of different life course domains is a useful analytical tool, but is rather artificial. Every life course domain is interrelated with the others: each on them influences, but, at the same time, it is also influenced by the others (Elder 1974; Pollock 2007).

1.2 Objectives of our paper

The objective of our paper is twofold. First, we aim to describe individuals’ life courses looking for recurrent patterns. Which configurations are more frequent and which ones are less usual? This question concerns both the trajectories in a single life course domain and the compresence of different patterns across the life course domains.

Second, we look at the connections among life course domains when vulnerable situations are present. Given the mutual relation among life course domains the question is double. On the one hand, which trajectories are more likely to be related to vulnerable situations? On the other, what are the biographical consequences of a transition through a period of vulnerability?

1.3 Data and method

Our data come from a retrospective life calendar of a sample of residents in the canton of Vaud, Switzerland. Our data oversamples the presence of households with a lower income. Starting from these data we select a subsample including all the people aged 40 years or more with valid sequence data in every life course domain: employment activity, cohabitation and health status.
We use two types of variables in our analyses: time-invariant variables and time-variant variables. Time-invariant variables are sociodemographic characteristics: sex, age, cohort, nationality. Time-variant variables include the measures linked to the life domains at the center of our analyses. The states describing cohabitation include: living with parents, with siblings, alone, with parent without children, with the partner and children, with children only, with friend, and a residual category gathering all the other situations. Health status has less categories: physical illness, mental illness, operation, accident, multiple events among the previous and no event. Employment activity includes: education, part-time job, full-time job, self-employment, inactivity, unemployment, social help. Employment activity categories can overlap creating statuses that mix two previous categories. As education was not explicitly addressed in the calendar questionnaire, we filled up the empty parts of the work sequences with a specific imputation procedure using the educational level.

In order to conduct a comprehensive analysis of our data, we use multichannel sequence analysis (Gauthier et al. 2010, 2013) and single-channel sequence analyses (Abbott 1990) connected using Yule’s group-to-group association (Yule 1912). These techniques are applied to sequences describing individuals’ life course from birth until the age of 40 years.

1.4 Results

To date, only a series of preliminary single-channel sequence analyses that shows the differences among men and women trajectories have been carried out.
Figure 1 – Males: trajectories of employment activity

Figure 2 - Males: trajectories of cohabitation

Legend:
- A parents
- B (half)siblings only
- C alone
- D partner no children
- E partner and children
- F children only
- G friends
- H other combinations
Figure 3 - Males: trajectories of health status

Figure 4 - Females: trajectories of employment activity
Figure 5 - Females: trajectory of cohabitation

Figure 6 - Females: trajectories of health status
1.5 Conclusion

Our paper explores the link between three life course domains: employment activity, cohabitation and health status. Our results confirm that the life course domains are deeply connected and that the vulnerable statuses affect individuals’ life across the life domains. This relation seems to be behind the accumulation of advantages/disadvantages.
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Many social sciences theories (e.g. Becker, 1963; Wilensky, 1964; Lang and Lang, 1984; for a synthesis on ‘universal narratives’ see Abbott, 1992) and many common notions (lifecycle, adulthood, turning point, ratchet effect, etc.) are premised upon the idea that some sets of processes follow regular patterns defined by successive phases. A phase can be defined as a moment in a sequence, a succession of episodes (time units in a sequence) that can be regarded as singular compared to other successions of episodes (other phases) in the same sequence.

Optimal matching analysis (OMA) is commonly used to reveal these successive phases. In this talk, I use OMA to compare sequences defined by two or more phases through what I call multiphase optimal matching (MPOM).

In a first section, I define the main properties of multiphase sequences and the main features of MPOM. In a second section, I present a simple example of MPOM to compare careers of participation in pâtissiers’ competitions in France.

1 Such is also the basic postulate of Qualitative Harmonic Analysis (Deville, 1974). For an application of QHA and a comparison with Optimal Matching Analysis, see Robette and Thibault (2008) and Robette and Bry (2012).

2 I keep the french word pâtissiers since ‘baker’ refers to bread making – to boulanger in french –, ‘pastry chef’ or ‘pastry cook’ are relevant to describe pâtissiers’ restaurant work and ‘confectioners’ refers to candies making.
1 Multiphase sequences and multiphase optimal matching (MPOM)

The basic principle of MPOM is to compare sequences according to equivalent phases. Phase is made a relevant unit of comparison. Sequence is both regarded as a succession of phases and as a coherent unit compared to other sequences.

1.1 Multiphase sequences: four properties

The main property of multiphase sequences is that they are defined before the analysis as composed by two or more phases that are supposed to be common to the whole set of sequences under study. For example, sequences synchronization (Blanchard, 2010; Giudici and Gauthier, 2009; Colombi and Paye, 2014) is a visualization technique suited for two-phase sequences, that is to say sequences in which one event is postulated as a turning point (marriage, employment, entry into an association, etc.). This event thus divides the sequence between a first phase (episodes before the turning point) and a second one (episodes occurring after the turning point). As Denis Colombi and Simon Paye (2014) have underlined, this turning point can be endogenous or exogenous. In the first case, the turning point is a transition between two states belonging to the sequence alphabet. In the second case, the turning point is defined on another channel. For example, an occupational career can be divided between two phases when married people are compared: before and after marriage. Following Andrew Abbott (1997), synchronization can be defined as a presumed division into two trajectories, i.e. phases characterized by distinct ‘regimes of probability’. This is the second property of multiphase sequences.

Obviously, there can be more than one turning point in what appears to be a single sequence (e.g. an individual career), which is then divided into three or more phases. Synchronization can be generalized to n phases. Every sequence in a set can be defined as a succession of n phases such as $A = (\zeta_A^1, \zeta_A^2, ..., \zeta_A^p, ..., \zeta_A^n)$ and $B = (\zeta_B^1, \zeta_B^2, ..., \zeta_B^p, ..., \zeta_B^n)$, where $\zeta_A^p$ is the phase $p$ in sequence $A$ and $\zeta_B^p$ is the phase $p$ in sequence $B$. Take tennis matches for example. To visualize matches as sequences of games (each time unit is a game, each state in the alphabet is the number of points in a game), each last point of a set can be regarded as a turning point. Thus, each match can be divided into five phases (the highest possible number of sets) to indicate that it is not only a sequence of games but, above all, a sequence of sets of games. This toy example points out two properties of multiphase sequences. First, equivalent phases often vary in length from one sequence to another. There can be six games in the first set of match $A$ and ten games in the first set of match $B$. The end of the set announces in each case the second set. Even if complete sequences are of equal length, synchronization generally implies differences in phase lengths. If not, each turning point is met at the same time for the whole set of sequences. Such is the case if turning points are ages. Second, the length of a phase can be equal to zero. This phase is thus considered as an empty one. This can occur if two hypothetic idiosyncratic turning points are observed at the same time or if a supposed turning point is not yet observed, never observed or immediately observed at the beginning.
of the sequence. Match A can come to an end after three sets, while match B can last five sets. Within match A, sets 4 and 5 are empty phases.

This applies to the former example: occupational careers can be divided into more than two phases with respect to marriage. A first phases can be ‘being single’, a second one ‘being married’, a third one ‘being divorced or widowed’, a fourth one ‘being remarried’ and so on. Each of these phases necessarily follows the previous ones: ‘being remarried’ implies celibacy, marriage and divorce or widowhood. The length of these different phases can vary largely and can obviously be equal to zero, for example for people who never get married, for people who never get divorced or for people who get remarried during the same time unit (a month for example) they get divorced (two assumed turning points are met at the same time)\(^3\).

Let us summarize the four properties underlined:

1. Multiphase structure is not a result but a *postulate*, even if it can result from previous analysis.
2. Each phase is regarded as an *hypothetic trajectory*.
3. Equivalent phases often *differ in length*.
4. Phase length can be *equal to zero*. This does not affect the relevance of a constant multiphase definition for all sequences under study.

### 1.2 MPOM: a short definition

Let us now consider that we do not only want to visualize a set of \(n\)-phase sequences, but to compare them through optimal matching.

The main concern is to keep the multiphase structure. As Laurent Lesnard (2008, p. 463) has stressed, insertion/deletion operations ‘loosen the connection of processes with their temporal scale’. Dynamic Hamming Matching (DHM), the method suggested by the author (for details, see Lesnard, 2014), rests on two conditions to avoid such a loosening. First, each time unit is regarded as incommensurable with other time units: if A’s workday is compared to B’s one, what A is doing (working/not working) at 7PM can only be compared to what B is doing at the exact same time. Then, only substitution operations are used and insertion/deletion operations are excluded. Second, the cost of substitution for a state to another depends on the observed rate of transition between the two states at the time unit in question. Then, a cost of substitution between each pair of states is defined for each time unit. This solution, which does not preserve only one synchronization point but *each time unit synchronization*, is highly suited for sequences defined by a limited number of states, observed in each sequence and spanning over long periods, that is to say sequences varying from one another in timing and duration.

MPOM loosens the ‘connection of [sequences] with their temporal scale’ (Lesnard, 2008, p. 463) only within phases. In other words, phases, not time units, are regarded as incommensurable. Three features can be underlined:

\(^3\)Another simple example of multiphase sequence is a French academic career at University with turning points such as becoming *Maître de conférences* and becoming *Professeur des universités*.
The three basic operations of OM (Abbott and Forrest, 1986) – substitution, insertion, deletion – are kept and used to compare equivalent phases from one sequence to another (ζA to ζB). Length variations resulting from synchronization induce several complications. While the 'core program' (Gauthier and al., 2014, p. 5) of sequence analysis 'mostly refers to sequences of equal length, with age as a time axis and year as a time unit' (Ibid.), analysts of sequences of unequal length are often mostly preoccupied, since the seminal study by Andrew Abbott and John Forrest (1986), by normalizing sequences with respect to length or by minimizing distance due to length (Abbott and Hrycak 1990; Stovel and al., 1996; Stovel and Bolan, 2004). As Philippe Blanchard (2010, p. 57) has stressed, taking length differences into account implies a cautious arbitration between substitution costs and insertion/deletion costs in the search of their most relevant relative definition regarding the sequences under study.

Substitution costs as well as insertion/deletion cost (indel) can be defined for each phase. That involves a multiplication of cost-setting operations that may seem dubious, since many criticisms addressed to OMA focused on cost-setting operations (see the widely cited debate between Wu, 2000 and Abbott and Tsay, 2000). Transition-rates based substitution costs can be relevant in some cases and can be defined for each phase. If a pair of states can be observed in any phase, transition between these states can be defined as a combination between intra-phase transition rates and intra-sequence transition rates.

For each pair of sequences, the aim of the operation is to compute a distance per phase and then to compute an inter-sequences distance. The simplest way to do so is to sum OM-distances per phase, the resulting distance matrix being the sum of phase-distance matrices (see example below). Thus, each phase contribution to the full distance depends on differences in states-composition and in length. Another way to compute a total distance is to standardize OM-distances per phase with respect to maximal possible distance for each phase.

A two-phase example: competitors’ careers as ante-senior and senior phases

I used MPOM while preparing my PhD thesis on pâtissiers’ work in France since the 1970s. I was studying careers of participation in pâtissiers’ competitions in France, which mostly consist in sugar or chocolate sculptures competitions.

I was fishing for regular patterns, especially for cumulative patterns in terms of ranking. Cumulative models (DiPrete and Eirich, 2006), when applied to competitions, predict a close relation between length and structure (for a detailed account, see Collas, 2015): short careers’ patterns should mainly follow a ‘succession of failures’ pattern, long careers should even follow ‘successions of victories’ patterns – through indirect screening of candidates (Menger, 2009) – or progressive pattern – for example through learning-by-doing due to imperfect information on the competition during the first participations.
Despite of numerous cost setting operations, OMA appeared as the best solution to search for regular patterns:

- The first reason was instability: the sequences are characterized by a high instability from one time unit to another concerning ranking (one can rank first, then ninth, then third, etc.); insertion/deletion operations reduce distance due to some lags.
- The second reason was relations between states: a first rank is closer to a second rank than to a tenth rank. OM algorithm lies in the postulate of distance between states (through substitution costs) instead of strict difference between them.

### 2.1 Data

Data were gathered from 2060 rankings (120 competitions, recurring or not), mainly from trade press, but also from organizers’ archives for some major competitions. Data cover the period 1953-2012. Due to source heterogeneity, I focused on careers beginning after 1985 and ending before 2007 and thus kept 3927 names out of 6264.

I used OM only to compare participation careers counting two participations or more, that is 1258 careers. Career length varies from 2 participations to 21 participations.

Time unit is a participation in a competition: the time axis is thus a process one. Careers are defined with 24 states (Table 1, p. 6). Three dimensions have been taken into account to define the states:

- Recurring competitions preceded by pre-selection contests are regarded as distinct. That is the case of Championnat de France du dessert (CFD, a national ‘dessert on plate’ competition) for apprentice and for senior competitors, of Meilleur Apprenti de France (Best Apprentice in France) and Meilleur Apprenti du Monde (Best Apprentice in the World) – these two are put in a same category, BA –, of ‘Un des meilleurs ouvriers de France’ (MOF) competition and, finally, of senior international competitions with pre-selection contests that I put in a same category: CM. Competitions which do not verify these two conditions (recurrence and pre-selections) are categorized R2 and regarded as equivalent.
- Every state is defined by the rank occupied, in three categories: 1st rank (L), 2nd or 3rd rank (P) and 4th rank or beyond (H).

---

4Journal du pâtissier (published since 1978) mentions competitions organized in different areas in France, while the other sources mention mainly competitions taking place in Paris.

5The mean duration of career counting two participation or more and ending after 1980 is 5 years.

61263 careers counted two participations or more but I have not kept a first rank at the ‘Un des meilleurs ouvriers de France’ (MOF) competition if it was gained at the end of a career since 98 % of participation careers including this rank end with this rank. Then, it allowed me to compare MOF laureates’ careers with other participation careers.

7This can be translated as ‘one of the best craftsmen in France’ but the usual category is simply the French expression for ‘best craftsman in France’.

8Coupe du Monde (in Lyon), Grand prix international de la chocolaterie, World Chocolate Maser.
### Table 1. States definition

<table>
<thead>
<tr>
<th>State</th>
<th>Competition</th>
<th>Rank</th>
<th>Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>L-CFDAp</td>
<td>CFD</td>
<td>1st</td>
<td>Apprentice</td>
</tr>
<tr>
<td>P-CFDAp</td>
<td>CFD</td>
<td>2nd or 3rd</td>
<td>Apprentice</td>
</tr>
<tr>
<td>H-CFDAp</td>
<td>CFD</td>
<td>4th or beyond</td>
<td>Apprentice</td>
</tr>
<tr>
<td>L-BA</td>
<td>BA</td>
<td>1st</td>
<td>Apprentice</td>
</tr>
<tr>
<td>P-BA</td>
<td>BA</td>
<td>2nd or 3rd</td>
<td>Apprentice</td>
</tr>
<tr>
<td>H-BA</td>
<td>BA</td>
<td>4th or beyond</td>
<td>Apprentice</td>
</tr>
<tr>
<td>L-R2Ap</td>
<td>R2</td>
<td>1st</td>
<td>Apprentice</td>
</tr>
<tr>
<td>P-R2Ap</td>
<td>R2</td>
<td>2nd or 3rd</td>
<td>Apprentice</td>
</tr>
<tr>
<td>H-R2Ap</td>
<td>R2</td>
<td>4th or beyond</td>
<td>Apprentice</td>
</tr>
<tr>
<td>L-R2Ju</td>
<td>R2</td>
<td>1st</td>
<td>Junior</td>
</tr>
<tr>
<td>P-R2Ju</td>
<td>R2</td>
<td>2nd or 3rd</td>
<td>Junior</td>
</tr>
<tr>
<td>H-R2Ju</td>
<td>R2</td>
<td>4th or beyond</td>
<td>Junior</td>
</tr>
<tr>
<td>L-CFDSe</td>
<td>CFD</td>
<td>1st</td>
<td>Senior</td>
</tr>
<tr>
<td>P-CFDSe</td>
<td>CFD</td>
<td>2nd or 3rd</td>
<td>Senior</td>
</tr>
<tr>
<td>H-CFDSe</td>
<td>CFD</td>
<td>4th or beyond</td>
<td>Senior</td>
</tr>
<tr>
<td>L-CM</td>
<td>CM</td>
<td>1st</td>
<td>Senior</td>
</tr>
<tr>
<td>P-CM</td>
<td>CM</td>
<td>2nd or 3rd</td>
<td>Senior</td>
</tr>
<tr>
<td>H-CM</td>
<td>CM</td>
<td>4th or beyond</td>
<td>Senior</td>
</tr>
<tr>
<td>L-MOF</td>
<td>MOF</td>
<td>1st</td>
<td>Senior</td>
</tr>
<tr>
<td>H-MOF</td>
<td>MOF</td>
<td>unranked finalist</td>
<td>Senior</td>
</tr>
<tr>
<td>L-R2Se</td>
<td>R2</td>
<td>1st</td>
<td>Senior</td>
</tr>
<tr>
<td>P-R2Se</td>
<td>R2</td>
<td>2nd or 3rd</td>
<td>Senior</td>
</tr>
<tr>
<td>H-R2Se</td>
<td>R2</td>
<td>4th or beyond</td>
<td>Senior</td>
</tr>
</tbody>
</table>

4years 4 years void between two participations

- Every state is defined by the age category of contestants, in three categories again: Senior (Se), Junior (Ju) or Apprentice (Ap).

A state named ‘4years’ was added for every period lasting more than 4 years and less than 8 years between two successive participations.

These sequential data were characterized by high heterogeneity\(^9\), high instability\(^10\) and high length variance.

### 2.2 First senior competition as an assumed turning point between ante-senior phase and senior phase

In addition to that, it seemed dubious to compare these sequences from start to finish. Some competitions are for apprentices and junior competitors only. Furthermore,\(^9\)Amongst 1258 careers, we count 794 different patterns (mean occurrence is 1.56). Each sequence of length 6 or more (\(N = 174\)) is unique.

\(^10\)Mean complexity (Gabadinho and al., 2010) is 0.43. This metric varies from 0 to 1 and is based on the number of transitions and the on longitudinal entropy.
a first analysis pointed out a low rotation between these competitions and senior ones: the first participation in a senior competition implies no later participation in junior or apprentice competitions, except for 6% of senior contestants. That first analysis also stressed that an important part of individual careers did not include any senior competition (44% of the 557 sequences that include a junior or apprentice competition) and that a more important part did not include any junior or apprentice competition (69% of the 1017 sequences that include a senior competition).

Based on that analysis and on interviews with pâtissiers (N = 58), I assumed that the first participation in a senior competition represents entry into a career of evaluation which is not based on age or scholarship, but on the single fact of being identified as a pâtissier.

The sequences compared are defined as two-phase sequences verifying the aforementioned properties with the first participation in a senior competition as a supposed turning point. States observed before the first participation in a senior competition were regarded as incommensurable with states observed after that participation. There are an ante-senior phase (defined solely by participations in apprentice and junior competitions) and a senior phase (that can include any state in Table 1). The first phase is defined by 218 distinct patterns (mean occurrence is 2.6) and the second phase by 504 patterns (mean occurrence is 2.02).

Figure 1 shows a sample of 30 phases following that synchronization.

2.3 MPOM as a sum of OM-distances per phase

MPOM preserves synchronization while computing distance between sequences.

In this example, I define MPOM distance between two sequences as a sum of OM-distances per phase. Let us formalize it.

Following the presentation of OM distance by Cees Elzinga (2014. p. 55), let S1 and S2 denote two n-phases sequences and ζ denotes the set of n-postulated phases. For a phase ζp in {ζ1, ζ2, ..., ζp, ..., ζn} over the alphabet of states Σp = {λp, a1p, b1p, ...} in ζp (with λ denoting the empty state), let tζS1p, ζS2p = t1...tl denotes a series of admissible phase edits. For any pair of equivalent phases from one sequence to another, many distinct series of edits that transform ζS1p (the phase p in sequence S1) into ζS2p (the phase p in sequence S2) may exist and I write T(tζS1p, ζS2p) to denote the set of such edit-series. Furthermore, to each edit ti, a nonnegative cost of weight c(ti) is assigned and the cost of an edit-series C(tζS1p, ζS2p) equals the sum on the edits involved. The OM-distance per phase is defined as the minimum of the costs of the edit-series in T(tζS1p, ζS2p).

Thus, MPOM-distance dMPOM(S1,S2) between sequences S1 and S2 is defined as follow:

11 22% of the 311 competitors who participate in senior and apprentice or junior competitions, participate in junior or apprentice ones after a first participation in a senior one.

12 R software (R Core Team, 2015) and TraMineR R package (Gabadinho and al., 2011) were used to visualize sequences, to compute OM-distances, to extract sets of representative sequences and to compute other metrics related to sequences (length and complexity).
Fig. 1. Random sample of 30 sequences

N.B.: Due to a high number of states, visualization is a bit tricky, diversity has been impoverished to improve legibility: some states, which are rare states and for which substitution costs are low, are visualized with the same colors.

\[
d_{\text{MPOM}}(S_1, S_2) = \sum_{p=1}^{n} \min \left\{ C(t_{\xi_{S_1}^{\zeta_{S_1}^p}, t_{\xi_{S_2}^{\zeta_{S_2}^p}}}) : t_{\xi_{S_1}^{\zeta_{S_1}^p}, t_{\xi_{S_2}^{\zeta_{S_2}^p}} \in T(\xi_{S_1}^{\zeta_{S_1}^p}, \xi_{S_2}^{\zeta_{S_2}^p}) \right\}
\]  

(1)

2.4 Definition of substitution and insertion/deletion costs

In trying to uncover cumulative patterns, substitution costs based on transition rates would be of little help. Substitution costs between states have been defined with respect to their formal closeness: competitions with pre-selection contests are closer to one another than to competitions without pre-selection contests; a first rank is closer to a second rank than to a fourth; a second or a third rank is closer to a fourth rank than to a first rank (due to the singular position of ranking first).

Minimum substitution cost between two distinct states is 1 and maximum cost is 2. 80 % of substitution costs are superior to 1.6, which is the minimum substitution cost between two states differing by rank and by pre-selections. Due to the division into two phases, only 5 % of the costs differences between distinct states are due to a difference in age categories, 95 % are due to a difference in rankings and in types.
<table>
<thead>
<tr>
<th></th>
<th>L-BA</th>
<th>P-BA</th>
<th>H-BA</th>
<th>L-R2Ap</th>
<th>P-R2Ap</th>
<th>H-R2Ap</th>
<th>L-R2Ju</th>
<th>P-R2Ju</th>
<th>H-R2Ju</th>
<th>L-CFDSe</th>
<th>P-CFDSe</th>
<th>H-CFDSe</th>
<th>L-CM</th>
<th>P-CM</th>
<th>H-CM</th>
<th>L-MOF</th>
<th>H-MOF</th>
<th>L-R2Se</th>
<th>P-R2Se</th>
<th>H-R2Se</th>
<th>4years</th>
</tr>
</thead>
<tbody>
<tr>
<td>L-BA</td>
<td>1.6</td>
<td>0</td>
<td>1.6</td>
<td>1.84</td>
<td>1.92</td>
<td>1.94</td>
<td>1.98</td>
<td>1.65</td>
<td>1.99</td>
<td>1.05</td>
<td>1.65</td>
<td>1.93</td>
<td>1.98</td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P-BA</td>
<td>1.81</td>
<td>1.6</td>
<td>0</td>
<td>1.6</td>
<td>1.9</td>
<td>1.93</td>
<td>1.94</td>
<td>1.97</td>
<td>1.98</td>
<td>1.05</td>
<td>1.65</td>
<td>1.93</td>
<td>1.98</td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H-BA</td>
<td>1.88</td>
<td>1.64</td>
<td>1.6</td>
<td>0</td>
<td>1.88</td>
<td>1.92</td>
<td>1.95</td>
<td>1.93</td>
<td>1.9</td>
<td>1.05</td>
<td>1.65</td>
<td>1.93</td>
<td>1.98</td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L-R2Ap</td>
<td>1.93</td>
<td>1.92</td>
<td>1.9</td>
<td>1.88</td>
<td>0</td>
<td>1.6</td>
<td>1.92</td>
<td>1.64</td>
<td>1.98</td>
<td>1.95</td>
<td>1.96</td>
<td>1.95</td>
<td>1.98</td>
<td>2</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P-R2Ap</td>
<td>1.95</td>
<td>1.94</td>
<td>1.93</td>
<td>1.91</td>
<td>1.6</td>
<td>0</td>
<td>1.95</td>
<td>1.64</td>
<td>1.04</td>
<td>2</td>
<td>1.99</td>
<td>1.98</td>
<td>2</td>
<td>1.99</td>
<td>1.96</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H-R2Ap</td>
<td>1.92</td>
<td>1.88</td>
<td>1.64</td>
<td>1.04</td>
<td>1.92</td>
<td>1.95</td>
<td>0</td>
<td>1.88</td>
<td>1.91</td>
<td>1.92</td>
<td>1.88</td>
<td>1.92</td>
<td>1.92</td>
<td>1.88</td>
<td>1.94</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L-R2Ju</td>
<td>1.97</td>
<td>1.96</td>
<td>1.94</td>
<td>1.92</td>
<td>1.04</td>
<td>1.64</td>
<td>1.88</td>
<td>0</td>
<td>1.6</td>
<td>1.97</td>
<td>1.96</td>
<td>1.94</td>
<td>1.97</td>
<td>1.96</td>
<td>1.94</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P-R2Ju</td>
<td>1.99</td>
<td>1.98</td>
<td>1.97</td>
<td>1.95</td>
<td>1.64</td>
<td>1.04</td>
<td>1.91</td>
<td>1.6</td>
<td>1</td>
<td>1.99</td>
<td>1.98</td>
<td>1.97</td>
<td>1.99</td>
<td>1.98</td>
<td>1.95</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H-R2Ju</td>
<td>1.05</td>
<td>1.65</td>
<td>1.86</td>
<td>1.93</td>
<td>1.98</td>
<td>2</td>
<td>1.92</td>
<td>1.97</td>
<td>1.99</td>
<td>0</td>
<td>1.6</td>
<td>1.81</td>
<td>1</td>
<td>1.6</td>
<td>1.88</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L-CFDSe</td>
<td>1.05</td>
<td>1.65</td>
<td>1.65</td>
<td>1.9</td>
<td>1.97</td>
<td>1.99</td>
<td>1.88</td>
<td>1.96</td>
<td>1.98</td>
<td>1.6</td>
<td>1</td>
<td>1.6</td>
<td>1</td>
<td>1.6</td>
<td>1.84</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P-CFDSe</td>
<td>1.86</td>
<td>1.65</td>
<td>1.05</td>
<td>1.65</td>
<td>1.95</td>
<td>1.98</td>
<td>1.64</td>
<td>1.94</td>
<td>1.97</td>
<td>1.81</td>
<td>1.6</td>
<td>0</td>
<td>1.81</td>
<td>1</td>
<td>1.81</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H-CFDSe</td>
<td>1.05</td>
<td>1.65</td>
<td>1.63</td>
<td>1.93</td>
<td>1.98</td>
<td>2</td>
<td>1.92</td>
<td>1.97</td>
<td>1.99</td>
<td>1.6</td>
<td>1.91</td>
<td>0</td>
<td>1.6</td>
<td>1.81</td>
<td>1.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L-CM</td>
<td>1.65</td>
<td>1.05</td>
<td>1.65</td>
<td>1.9</td>
<td>1.97</td>
<td>1.99</td>
<td>1.88</td>
<td>1.96</td>
<td>1.98</td>
<td>1.6</td>
<td>1</td>
<td>1.6</td>
<td>1</td>
<td>1.6</td>
<td>1.84</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P-CM</td>
<td>1.86</td>
<td>1.65</td>
<td>1.05</td>
<td>1.65</td>
<td>1.95</td>
<td>1.98</td>
<td>1.64</td>
<td>1.94</td>
<td>1.97</td>
<td>1.81</td>
<td>1.6</td>
<td>1</td>
<td>1.81</td>
<td>1</td>
<td>1.81</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H-CM</td>
<td>1.05</td>
<td>1.65</td>
<td>1.86</td>
<td>1.93</td>
<td>1.98</td>
<td>2</td>
<td>1.92</td>
<td>1.97</td>
<td>1.99</td>
<td>1.6</td>
<td>1.81</td>
<td>1</td>
<td>1.6</td>
<td>1.81</td>
<td>1.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L-MOF</td>
<td>1.93</td>
<td>1.65</td>
<td>1.86</td>
<td>1.93</td>
<td>1.98</td>
<td>2</td>
<td>1.92</td>
<td>1.97</td>
<td>1.99</td>
<td>1.6</td>
<td>1.81</td>
<td>1</td>
<td>1.6</td>
<td>1.81</td>
<td>1.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H-MOF</td>
<td>1.95</td>
<td>1.65</td>
<td>1.65</td>
<td>1.9</td>
<td>1.97</td>
<td>1.99</td>
<td>1.88</td>
<td>1.96</td>
<td>1.98</td>
<td>1.6</td>
<td>1</td>
<td>1.6</td>
<td>1.6</td>
<td>1.6</td>
<td>1.84</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L-R2Se</td>
<td>1.98</td>
<td>1.97</td>
<td>1.95</td>
<td>1.93</td>
<td>1.05</td>
<td>1.65</td>
<td>1.92</td>
<td>1.04</td>
<td>1.64</td>
<td>1.93</td>
<td>1.92</td>
<td>1.92</td>
<td>1.93</td>
<td>1.92</td>
<td>1.88</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P-R2Se</td>
<td>1.99</td>
<td>1.98</td>
<td>1.96</td>
<td>1.65</td>
<td>1.05</td>
<td>1.95</td>
<td>1.64</td>
<td>1.04</td>
<td>1.95</td>
<td>1.94</td>
<td>1.95</td>
<td>1.94</td>
<td>1.93</td>
<td>1.95</td>
<td>1.91</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H-R2Se</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2. Substitution costs for senior phase
Table 3. Substitution costs for ante-senior phase

<table>
<thead>
<tr>
<th></th>
<th>L-CFDAp</th>
<th>P-CFDAp</th>
<th>H-CFDAp</th>
<th>L-BA</th>
<th>P-BA</th>
<th>H-BA</th>
<th>L-R2Ap</th>
<th>P-R2Ap</th>
<th>H-R2Ap</th>
<th>L-R2Ju</th>
<th>P-R2Ju</th>
<th>H-R2Ju</th>
<th>4years</th>
</tr>
</thead>
<tbody>
<tr>
<td>L-CFDAp</td>
<td>0</td>
<td>1.6</td>
<td>1.81</td>
<td>1</td>
<td>1.6</td>
<td>1.81</td>
<td>1.88</td>
<td>1.93</td>
<td>1.95</td>
<td>1.93</td>
<td>1.98</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>P-CFDAp</td>
<td>1.6</td>
<td>0</td>
<td>1.6</td>
<td>1.6</td>
<td>1</td>
<td>1.6</td>
<td>1.84</td>
<td>1.92</td>
<td>1.94</td>
<td>1.9</td>
<td>1.97</td>
<td>1.99</td>
<td></td>
</tr>
<tr>
<td>H-CFDAp</td>
<td>1.81</td>
<td>1.6</td>
<td>0</td>
<td>1.81</td>
<td>1.6</td>
<td>1</td>
<td>1.6</td>
<td>1.93</td>
<td>1.95</td>
<td>1.65</td>
<td>1.95</td>
<td>1.98</td>
<td>2</td>
</tr>
<tr>
<td>L-BA</td>
<td>1</td>
<td>1.6</td>
<td>1.81</td>
<td>0</td>
<td>1.6</td>
<td>1.81</td>
<td>1.88</td>
<td>1.93</td>
<td>1.95</td>
<td>1.93</td>
<td>1.98</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>P-BA</td>
<td>1.6</td>
<td>1.6</td>
<td>1.6</td>
<td>1.6</td>
<td>0</td>
<td>1.6</td>
<td>1.84</td>
<td>1.92</td>
<td>1.94</td>
<td>1.9</td>
<td>1.97</td>
<td>1.99</td>
<td></td>
</tr>
<tr>
<td>H-BA</td>
<td>1.81</td>
<td>1.6</td>
<td>1.81</td>
<td>1.6</td>
<td>0</td>
<td>1.6</td>
<td>1.93</td>
<td>1.95</td>
<td>1.65</td>
<td>1.95</td>
<td>1.98</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>L-R2Ap</td>
<td>1.88</td>
<td>1.84</td>
<td>1.6</td>
<td>1.84</td>
<td>1.84</td>
<td>1.6</td>
<td>0</td>
<td>1.88</td>
<td>1.91</td>
<td>1.05</td>
<td>1.93</td>
<td>1.96</td>
<td>2</td>
</tr>
<tr>
<td>P-R2Ap</td>
<td>1.93</td>
<td>1.92</td>
<td>1.9</td>
<td>1.93</td>
<td>1.92</td>
<td>1.9</td>
<td>1.88</td>
<td>0</td>
<td>1.6</td>
<td>1.93</td>
<td>1.05</td>
<td>1.65</td>
<td>2</td>
</tr>
<tr>
<td>H-R2Ap</td>
<td>1.95</td>
<td>1.94</td>
<td>1.93</td>
<td>1.95</td>
<td>1.94</td>
<td>1.93</td>
<td>1.91</td>
<td>1.65</td>
<td>1.96</td>
<td>0</td>
<td>1.96</td>
<td>1.65</td>
<td>2</td>
</tr>
<tr>
<td>L-R2Ju</td>
<td>1.93</td>
<td>1.9</td>
<td>1.65</td>
<td>1.93</td>
<td>1.9</td>
<td>1.65</td>
<td>1.05</td>
<td>1.93</td>
<td>1.96</td>
<td>0</td>
<td>1.88</td>
<td>1.91</td>
<td>2</td>
</tr>
<tr>
<td>P-R2Ju</td>
<td>1.98</td>
<td>1.97</td>
<td>1.95</td>
<td>1.98</td>
<td>1.97</td>
<td>1.95</td>
<td>1.93</td>
<td>1.05</td>
<td>1.65</td>
<td>1.88</td>
<td>0</td>
<td>1.6</td>
<td>2</td>
</tr>
<tr>
<td>H-R2Ju</td>
<td>2</td>
<td>1.99</td>
<td>1.98</td>
<td>2</td>
<td>1.99</td>
<td>1.96</td>
<td>1.65</td>
<td>1.05</td>
<td>1.91</td>
<td>1.6</td>
<td>0</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>4years</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

of competition. The only difference in the definition of substitution costs between the two phases (see Tables 2 and 3, pp. 9-10) is related to age categories: substitution costs between junior and apprentice competitions are higher during ante-senior phase than during senior phase.

Insertion-deletion cost (indel) is set to 1.3 for both phases, between minimum substitution cost for distinct states (1) and minimum substitution cost for states differing both in terms of ranking and pre-selection (1.6). In other words, it is less costly to turn a sequence ABC into AB than to turn ABC into ABD only if C and D are similar in ranking or in pre-selection contest organization. This indel definition takes into account the unequal length of sequences without making it the first criterion of distance between sequences.

After a comparison between several clustering methods\(^\text{13}\), the outcome of Ward (1963) algorithm appeared as the most suitable one. The dendrogram produced indicates a 9-clusters solution nested in a 3-clusters solution, itself nested in a 2-clusters solution. I comment on the 9-clusters solution from the figures (2 to 4) and tables (4 to 7) presented below.

### 2.5 Two-phase structure as a key to interpreting clustering

I briefly describe each cluster. Three key elements of interpretation arose: participation in senior competitions, length and ‘tonality’ (that is the most often reached rank). Regarding high heterogeneity of data, clustering is quite noisy.

Cluster 1 gathers sequences characterized by a short but not empty ante-senior phase. Cluster 2 is defined by at least one 4-years void before the first participation in a senior competition. Sequences in cluster 3 share a symmetrical intensity regarding participation in ante-senior and senior phases. The senior phase is mainly characterized by 1\(^\text{st}\) to 3\(^\text{rd}\) ranks. Cluster 4 gathers short to medium length senior sequences mainly characterized by podium positions (2\(^\text{nd}\) or 3\(^\text{rd}\) ranks). Cluster 5 gathers short to medium length senior careers too, but mainly characterized by 1\(^\text{st}\) ranks. Cluster 6 gathers short failure senior careers. Cluster 7 gathers senior careers characterized

\(^{13}\)Single, Complete, UPGMA, WPGMA, Ward and Beta-flexible (Maechler and al., 2016).
by a 4-years void after the first participation in a senior competition, that is mainly due to participation in specific competitions that are organized only every 4 years (the golden bricks on sequence index plots). Cluster 8 gathers mean to long senior careers of failures. Cluster 9 gathers long senior careers of success and is the closest to what can be called a cumulative pattern. Except for cluster 9, this clustering does not reveal a sharp connection between length and career structure.

How far does this clustering take synchronization into account? Four points can be stressed:

• First, the 2-clusters solution separates clusters 1 and 2 from the seven other clusters. In other words, the 2-clusters solution separates careers firstly defined by ante-senior participations from careers firstly defined by senior participations.
• Second, clusters 1 and 2, both characterized by ante-senior participations, are distinct from one another with respect to participation in senior competitions.
• Third, a quarter of sequences counting one or more ante-senior participations are not clustered in clusters 1 and 2. In other words, closeness does not only rest on the (non-)emptiness of phases, but also on phases’ composition (what I called tonality).
• Fourth, when, as here, synchronization is endogenous, multiphase structure simplifies greatly the interpretation. Once the phase mainly portrayed by each cluster has been highlighted, clustering’s interpretation is based primarily on ranking.

Conclusion

As is often the case, the structure of this paper is the exact reverse of the research story. What I have called MPOM from page 1 was first an ad hoc method suited to compare a set of careers of participation in pâtissiers’ competitions. It was a kind of
bricolage, a simple way of keeping synchronization while computing distances. That brought me to figure out what synchronization means. Let us underline two features.

First, synchronization means making phases a main character in the story. It is not at all a result, but a postulate made at the beginning of the study. Identifying what phases appear as the most important to explain differences can be regarded as a result. On this point, relations between phases and sequences could be investigated further.

Second, synchronization obviously means distorting the time axis to replace it with an odd sliced one, especially when the number of phases is superior to two. The aim of this calendar timing slaughter is to preserve an assumed social timing with phases regarded as the coherent trajectories within a career. MPOM can be an

\[14\] For sure, these are two heavy sociological postulates: something is a career – often because different events imply the same human being – and some others things are trajectories.
Fig. 4. MDS Sequence Index Plot for each cluster

1 - Short A-S
2 - Void - A-S
3 - Symmetry
4 - Short to Medium S - 2nd or 3rd
5 - Short to Medium S - 1st
6 - Short S - 4th or further
7 - Void S
8 - Medium to Long S - 4th of further
9 - Long S

N.B: Following Piccarretta and Lior (2010), sequences are sorted according to their score on the first factor derived by applying multidimensional scaling (MDS) to the dissimilarity matrix. A-S = Anter-Senior; S = Senior.
### Table 4. Mean state distribution by cluster within Ante-Senior phases for which length is superior to zero (in length percentage)

<table>
<thead>
<tr>
<th>N</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>288</td>
<td>132</td>
<td>13</td>
<td>19</td>
<td>9</td>
<td>11</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean/St. dev.</td>
<td>X</td>
<td>σ</td>
<td>X</td>
<td>σ</td>
<td>X</td>
<td>σ</td>
<td>X</td>
<td>σ</td>
<td>X</td>
</tr>
<tr>
<td>L-R2Ap</td>
<td>13.2</td>
<td>22.9</td>
<td>14.8</td>
<td>1</td>
<td>5</td>
<td>10.4</td>
<td>28.3</td>
<td>6.4</td>
<td>13.4</td>
</tr>
<tr>
<td>P-R2Ap</td>
<td>14.2</td>
<td>25.7</td>
<td>16.5</td>
<td>14.9</td>
<td>3.4</td>
<td>10.7</td>
<td>28.1</td>
<td>5.3</td>
<td>22.9</td>
</tr>
<tr>
<td>H-R2Ap</td>
<td>15.6</td>
<td>27.5</td>
<td>17.5</td>
<td>14.4</td>
<td>3.8</td>
<td>16.6</td>
<td>21.1</td>
<td>11.1</td>
<td>33.3</td>
</tr>
<tr>
<td>L-R2Ju</td>
<td>13.8</td>
<td>26.4</td>
<td>19.3</td>
<td>21.8</td>
<td>21.1</td>
<td>35.7</td>
<td>17.1</td>
<td>33.4</td>
<td>27.8</td>
</tr>
<tr>
<td>P-R2Ju</td>
<td>17.7</td>
<td>28</td>
<td>22.3</td>
<td>31.7</td>
<td>28.1</td>
<td>42.4</td>
<td>16.6</td>
<td>15.7</td>
<td>33.3</td>
</tr>
<tr>
<td>H-R2Ju</td>
<td>9.5</td>
<td>21</td>
<td>6.8</td>
<td>20.2</td>
<td>17.8</td>
<td>26.6</td>
<td>8.5</td>
<td>18.1</td>
<td></td>
</tr>
<tr>
<td>L-BA</td>
<td>2.3</td>
<td>9.7</td>
<td>0.3</td>
<td>2.9</td>
<td>3.8</td>
<td>16.6</td>
<td>17.9</td>
<td>25.1</td>
<td></td>
</tr>
<tr>
<td>P-BA</td>
<td>3.3</td>
<td>12.6</td>
<td>0.4</td>
<td>3.6</td>
<td>4.4</td>
<td>17</td>
<td>10.5</td>
<td>31.5</td>
<td></td>
</tr>
<tr>
<td>H-BA</td>
<td>8.2</td>
<td>19</td>
<td>9.9</td>
<td>19.6</td>
<td>16.5</td>
<td>7</td>
<td>21.2</td>
<td>11.8</td>
<td>31.6</td>
</tr>
<tr>
<td>L-CFDAp</td>
<td>0.2</td>
<td>3.9</td>
<td>0.3</td>
<td>2.9</td>
<td>1.9</td>
<td>13.7</td>
<td>5.3</td>
<td>22.9</td>
<td></td>
</tr>
<tr>
<td>P-CFDAp</td>
<td>1.1</td>
<td>9.2</td>
<td>1</td>
<td>5.7</td>
<td>5.3</td>
<td>22.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H-CFDAp</td>
<td>1</td>
<td>10.2</td>
<td>2.3</td>
<td>8.5</td>
<td>2.8</td>
<td>15.2</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4years</td>
<td>44.9</td>
<td>25.4</td>
<td>19.3</td>
<td>26.9</td>
<td>27.8</td>
<td>19</td>
<td>13.3</td>
<td>5.7</td>
<td>5.6</td>
</tr>
</tbody>
</table>

### Table 5. Mean state distribution by cluster within Senior phases for which length is superior to zero (in length percentage)

<table>
<thead>
<tr>
<th>N</th>
<th>49</th>
<th>140</th>
<th>25</th>
<th>251</th>
<th>201</th>
<th>163</th>
<th>118</th>
<th>51</th>
<th>27</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean/St. dev.</td>
<td>X</td>
<td>σ</td>
<td>X</td>
<td>σ</td>
<td>X</td>
<td>σ</td>
<td>X</td>
<td>σ</td>
<td>X</td>
</tr>
<tr>
<td>L-R2Se</td>
<td>51</td>
<td>45.3</td>
<td>16.7</td>
<td>33.8</td>
<td>39.3</td>
<td>24.7</td>
<td>13.1</td>
<td>18.8</td>
<td>44.4</td>
</tr>
<tr>
<td>P-R2Se</td>
<td>36.3</td>
<td>45</td>
<td>29.7</td>
<td>43.2</td>
<td>29.7</td>
<td>22</td>
<td>60.2</td>
<td>25.9</td>
<td>14.6</td>
</tr>
<tr>
<td>H-R2Se</td>
<td>3.6</td>
<td>11.6</td>
<td>41.8</td>
<td>47.1</td>
<td>13.4</td>
<td>14.5</td>
<td>11.9</td>
<td>19.4</td>
<td>14.4</td>
</tr>
<tr>
<td>L-CM</td>
<td>1.1</td>
<td>5.5</td>
<td>0.7</td>
<td>4.5</td>
<td>0.4</td>
<td>2.2</td>
<td>0.5</td>
<td>3.9</td>
<td>0.5</td>
</tr>
<tr>
<td>P-CM</td>
<td>0.9</td>
<td>6</td>
<td>1.4</td>
<td>5.2</td>
<td>1.6</td>
<td>7.5</td>
<td>1.9</td>
<td>8.5</td>
<td>0.5</td>
</tr>
<tr>
<td>H-CM</td>
<td>0.3</td>
<td>2.9</td>
<td>1.1</td>
<td>3.7</td>
<td>2.2</td>
<td>8.9</td>
<td>6.5</td>
<td>15.5</td>
<td>14.5</td>
</tr>
<tr>
<td>L-CFDSe</td>
<td>0.2</td>
<td>4.4</td>
<td>17</td>
<td>12.5</td>
<td>0.5</td>
<td>2.5</td>
<td>0.4</td>
<td>4.3</td>
<td>1</td>
</tr>
<tr>
<td>P-CFDSe</td>
<td>0.4</td>
<td>4.4</td>
<td>0.1</td>
<td>2.1</td>
<td>0.7</td>
<td>5.1</td>
<td>0.1</td>
<td>1.6</td>
<td>1.1</td>
</tr>
<tr>
<td>H-CFDSe</td>
<td>2</td>
<td>14.3</td>
<td>23</td>
<td>15.1</td>
<td>0.5</td>
<td>2.5</td>
<td>0.7</td>
<td>4.8</td>
<td>2.6</td>
</tr>
<tr>
<td>L-MOF</td>
<td>0.5</td>
<td>3.6</td>
<td>3.7</td>
<td>17.9</td>
<td>5.9</td>
<td>10.9</td>
<td>0.5</td>
<td>3.7</td>
<td>3.6</td>
</tr>
<tr>
<td>H-MOF</td>
<td>0.3</td>
<td>3.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L-R2Ap</td>
<td>0.5</td>
<td>3.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P-R2Ap</td>
<td>0.2</td>
<td>3.2</td>
<td>0.2</td>
<td>3.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H-R2Ap</td>
<td>0.2</td>
<td>3.2</td>
<td>0.7</td>
<td>5.5</td>
<td>0.3</td>
<td>3.9</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L-R2Ju</td>
<td>1</td>
<td>7.1</td>
<td>2.6</td>
<td>10.5</td>
<td>1.1</td>
<td>3.7</td>
<td>0.3</td>
<td>3.3</td>
<td>0.7</td>
</tr>
<tr>
<td>P-R2Ju</td>
<td>1</td>
<td>7.1</td>
<td>1.4</td>
<td>4</td>
<td>0.6</td>
<td>5.5</td>
<td>0.4</td>
<td>3.1</td>
<td>1.2</td>
</tr>
<tr>
<td>H-R2Ju</td>
<td>0.5</td>
<td>3.6</td>
<td>0.7</td>
<td>2.6</td>
<td>0.3</td>
<td>3.6</td>
<td>0.7</td>
<td>4.9</td>
<td>0.8</td>
</tr>
<tr>
<td>L-BA</td>
<td>0.1</td>
<td>1.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>P-BA</td>
<td>0.1</td>
<td>1.6</td>
<td>0.1</td>
<td>1.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H-BA</td>
<td>0.2</td>
<td>2.4</td>
<td>0.2</td>
<td>2.6</td>
<td>0.2</td>
<td>1.7</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4years</td>
<td>0.9</td>
<td>4.5</td>
<td>1.7</td>
<td>7.8</td>
<td>5</td>
<td>9.8</td>
<td>6.9</td>
<td>13</td>
<td>2.8</td>
</tr>
</tbody>
</table>

alternative to multiple-sequence analysis (Pollock, 2007; Gauthier and al., 2010) if one channel appears to be tightly structured along phases. MPOM can be combined with this definition of multi-channel distance if more than two channels are taken into account. For example, individual sequences can be defined as a combination

within this career – often because we consider that some events are more challenging than others for this same human being.
### Table 6. Some features of the 9 clusters

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Frequency</th>
<th>Mean value of three metrics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Distance</td>
</tr>
<tr>
<td>1 - Short Ante-Senior</td>
<td>288</td>
<td>22.9 %</td>
</tr>
<tr>
<td>2 - Void Ante-Senior</td>
<td>132</td>
<td>10.5 %</td>
</tr>
<tr>
<td>3 - Symmetry</td>
<td>25</td>
<td>2.0 %</td>
</tr>
<tr>
<td>4 - Short to Medium Senior - 2st or 3rd</td>
<td>251</td>
<td>20.0 %</td>
</tr>
<tr>
<td>5 - Short to Medium Senior - 1st</td>
<td>201</td>
<td>16.0 %</td>
</tr>
<tr>
<td>6 - Short Senior - 4th or further</td>
<td>251</td>
<td>20.0 %</td>
</tr>
<tr>
<td>7 - Void Senior</td>
<td>118</td>
<td>9.4 %</td>
</tr>
<tr>
<td>8 - Mean to Long Senior - 4th or further</td>
<td>53</td>
<td>4.2 %</td>
</tr>
<tr>
<td>9 - Long Senior</td>
<td>27</td>
<td>2.1 %</td>
</tr>
</tbody>
</table>

### Table 7. Sets of representative sequences for each cluster

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Ante-senior phase</th>
<th>Senior phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(H-R2Ap,1)</td>
<td>(P-R2Ju,1)</td>
</tr>
<tr>
<td>2</td>
<td>(P-R2Ju,1)</td>
<td>(4years,1)</td>
</tr>
<tr>
<td>3</td>
<td>(H-R2Ap,1)</td>
<td>(P-R2Ju,1)</td>
</tr>
<tr>
<td></td>
<td>(4years,1)</td>
<td>(L-R2Sc,2)</td>
</tr>
<tr>
<td>4</td>
<td>(P-R2Se,2)</td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>(L-R2Sc,2)</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>(H-R2Se,1)</td>
<td>(4years,2)</td>
</tr>
<tr>
<td>7</td>
<td>(H-R2Sc,1)</td>
<td>(L-R2Sc,2)</td>
</tr>
<tr>
<td>8</td>
<td>(H-R2Sc,3)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(P-R2Sc,1)</td>
<td>(H-R2Sc,1)</td>
</tr>
<tr>
<td></td>
<td>(L-R2Sc,1)</td>
<td>(H-R2Sc,1)</td>
</tr>
<tr>
<td></td>
<td>(H-R2Sc,1)</td>
<td>(P-R2Sc,2)</td>
</tr>
<tr>
<td></td>
<td>(P-R2Sc,1)</td>
<td>(L-R2Sc,1)</td>
</tr>
<tr>
<td></td>
<td>(P-R2Sc,2)</td>
<td>(H-R2Sc,1)</td>
</tr>
<tr>
<td></td>
<td>(L-R2Sc,1)</td>
<td>(H-R2Sc,1)</td>
</tr>
<tr>
<td></td>
<td>(P-R2Sc,2)</td>
<td>(H-R2Sc,1)</td>
</tr>
<tr>
<td></td>
<td>(P-R2Sc,1)</td>
<td>(L-R2Sc,1)</td>
</tr>
<tr>
<td></td>
<td>(P-R2Sc,2)</td>
<td>(H-R2Sc,1)</td>
</tr>
<tr>
<td></td>
<td>(L-R2Sc,1)</td>
<td>(H-R2Sc,1)</td>
</tr>
<tr>
<td></td>
<td>(P-R2Sc,2)</td>
<td>(H-R2Sc,1)</td>
</tr>
<tr>
<td></td>
<td>(P-R2Sc,1)</td>
<td>(L-R2Sc,1)</td>
</tr>
<tr>
<td></td>
<td>(H-R2Sc,2)</td>
<td>(L-R2Sc,1)</td>
</tr>
<tr>
<td></td>
<td>(L-R2Sc,1)</td>
<td>(P-R2Sc,2)</td>
</tr>
<tr>
<td></td>
<td>(H-R2Sc,1)</td>
<td>(L-R2Sc,1)</td>
</tr>
<tr>
<td></td>
<td>(P-R2Sc,2)</td>
<td>(H-R2Sc,1)</td>
</tr>
<tr>
<td></td>
<td>(L-R2Sc,1)</td>
<td>(P-R2Sc,2)</td>
</tr>
<tr>
<td></td>
<td>(H-R2Sc,2)</td>
<td>(L-R2Sc,1)</td>
</tr>
<tr>
<td></td>
<td>(P-R2Se,2)</td>
<td>(H-R2Se,1)</td>
</tr>
<tr>
<td></td>
<td>(P-R2Sc,1)</td>
<td>(H-R2Sc,1)</td>
</tr>
<tr>
<td></td>
<td>(L-R2Sc,1)</td>
<td>(H-R2Sc,1)</td>
</tr>
<tr>
<td></td>
<td>(P-R2Sc,2)</td>
<td>(H-R2Sc,1)</td>
</tr>
<tr>
<td></td>
<td>(L-R2Sc,1)</td>
<td>(H-R2Sc,1)</td>
</tr>
<tr>
<td></td>
<td>(P-R2Sc,2)</td>
<td>(H-R2Sc,1)</td>
</tr>
<tr>
<td></td>
<td>(P-R2Sc,1)</td>
<td>(L-R2Sc,1)</td>
</tr>
<tr>
<td></td>
<td>(P-R2Sc,2)</td>
<td>(H-R2Sc,1)</td>
</tr>
<tr>
<td></td>
<td>(L-R2Sc,1)</td>
<td>(P-R2Sc,2)</td>
</tr>
<tr>
<td></td>
<td>(H-R2Sc,2)</td>
<td>(L-R2Sc,1)</td>
</tr>
<tr>
<td></td>
<td>(P-R2Sc,2)</td>
<td>(H-R2Sc,1)</td>
</tr>
<tr>
<td></td>
<td>(L-R2Sc,1)</td>
<td>(P-R2Sc,2)</td>
</tr>
<tr>
<td></td>
<td>(H-R2Sc,2)</td>
<td>(L-R2Sc,1)</td>
</tr>
<tr>
<td></td>
<td>(P-R2Se,2)</td>
<td>(H-R2Se,2)</td>
</tr>
<tr>
<td></td>
<td>(H-R2Se,1)</td>
<td>(L-R2Sc,1)</td>
</tr>
<tr>
<td></td>
<td>(P-R2Sc,2)</td>
<td>(H-R2Sc,1)</td>
</tr>
<tr>
<td></td>
<td>(L-R2Sc,1)</td>
<td>(P-R2Sc,2)</td>
</tr>
<tr>
<td></td>
<td>(H-R2Sc,2)</td>
<td>(L-R2Sc,1)</td>
</tr>
<tr>
<td></td>
<td>(P-R2Se,2)</td>
<td>(H-R2Se,2)</td>
</tr>
<tr>
<td></td>
<td>(H-R2Se,1)</td>
<td>(L-R2Sc,1)</td>
</tr>
<tr>
<td></td>
<td>(P-R2Sc,2)</td>
<td>(H-R2Sc,1)</td>
</tr>
<tr>
<td></td>
<td>(L-R2Sc,1)</td>
<td>(P-R2Sc,2)</td>
</tr>
<tr>
<td></td>
<td>(H-R2Sc,2)</td>
<td>(L-R2Sc,1)</td>
</tr>
</tbody>
</table>

N.B.: The centrality criterion has been used to extract these sets of representatives (Gabadinho and Ritschard, 2013). Coverage threshold is 50 % and neighborhood radius is 30 %. In other words, in each cluster, the distance of at least one sequence out of two to one of the representative sequences is inferior to 30 % of the maximum distance within each cluster. Sequences are sorted by representativeness. This presentation of sequences follows Abbott and Hrycak (1990), what has been named State-Permanence Sequence (SPS) format (Aassve and al., 2007): each state is followed by its number of successive occurrences.

of employment and residential sequences divided into phases defined by a marital sequence.

MPOM is thus a simple by-product of OMA, a by-product which is heuristic if sequences are defined by a set of phases and which takes into account the succession of states within phases. That is a major difference with other methods making the postulate of a phase division, such as QHA (Deville, 1974).
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This paper is an exposition of an analysis of employment entry pathways. Through a sequential analysis it selects individuals who emerged with different career pathways than might have been expected considering their working position 3 years after leaving school. It identifies young people who have developed a secure career pathway through their vocational experience. The Céreq survey Génération was carried out in 2011 recording the monthly “occupational calendar” over a 7 year period of 12,365 young people who left the French school system in 2004. Sequential analysis has become increasingly popular following the work of Abbott (Abbott, 1983). Its success derives from the adoption of an holistic approach which focuses on the entire career of an individual (Elzinga, Studer, 2015 ; Studer, Ritschard, 2015 ; Robette, Bry, 2012). Sequential analysis is now frequently applied to vocational pathway studies (Massoni and al., 2009 ; Grelet, 2002). The relationship between different career pathways in identifying the most successful students has already been used in a number of studies indicating a strong link between the vocational pathway and the qualification gained (Céreq, 2007). In our analysis we take the opposite perspective, that of identifying individuals who exceed expectations during the period 2007-2011 in relation to their potential, job security (high/low or increasing/decreasing level), as identified by their vocational situation at 2007. An open-ended contract or a fixed-term contract are two current employment contracts in common use that are perceived as having different potentials in relation to establishing secure employment pathways. Potential is defined in this paper as the statistical probable pathway.

The aim is to compare the career pathway achieved by an individual with the statistically probable pathway that is representative of the expected pathway. Our problem naturally relates to defining the probability, based on empirical expectations, of reaching each point B in the future, starting at point A. Transitional approaches or Markovian Models lie within this overall approach. In sequential analysis a first approach is to translate any individual pathway as a Markovian model in order to be able to compare the actual career pathway with the expected pathway. A Markovien model for any individual pathway is achieved through Drifting Markov Model DMM (Massoni & al, 2010). Such an approach requires sufficiently rich individual information and therefore very lengthy sequences. The matrices of dissimilarity, as for Optimal Matching (Halpin, 2010 ; Studer and Ritschard, 2014), only compare actual pathways. They can’t define a distance between actual career pathways and probable career pathways. As an alternative approach, Euclidian metrics allow for the projection from the past to the future. Therefore for individuals defined by their affiliation to a group, the probable career pathway is the mean pathway of the group and the gap between the actual and probable pathways measures inertia. We therefore selected Euclidian metrics methods to use in our analysis. The chi-square distance, applied directly between sequences, allows for controlling frequencies effects and does not take into account the order of sequences (Robette, Thibault, 2008). Therefore the status of employment taken at two different points in time often had the same
potential for establishing secure employment pathways but not the same frequency. The methodology “emlt” outlined in Rousset and Giret (2007) and Rousset et al (2012) relates to our present work as it established a Euclidian metric between career pathways through the transitions matrix at every step giving weighting to the short and long term. An inter-pathway matrix enables the measurement of the distance to the probable pathway. From the point of view of our study, the position of individuals reflects their potential for developing more secure employment pathways, that is the probability of maintaining or making the transition towards status of employment or unemployment.

In terms of practical application, the literature indicates broadly that entry to the labour market in France is strongly linked to qualification, measured three years after the end of education. (Céreq, 2007). Our results show however, that the probable career pathway after three years is more closely linked to a more secure pathway than an insecure pathway which suggests that beyond the achievement of a qualification individuals remain active agents in the development of their career pathways. A typology of individuals according to their achievement in terms of degree of job insecurity referring to employment status and the gap between probable pathways illustrates this point. This analysis will be developed fully in the paper as will the potential for the development of security of professional status. In the first instance, the paper will expand on the methodological analysis of career pathways. It will show, through comparison with other methodological approaches, the link with transitions and its pertinence to vocational pathways. The second part of the article will examine the prediction of pathways. The third part will illustrate the findings applied to the establishment of secure career pathways.

1 The survey

The CEREQ ‘Generation 2004-7’ survey (2011) involved 12,365 young people exiting the school system in 2004. Over a period of 7 years (88 months) a monthly calendar of each individual’s position in the job market was produced according to five categories of employment or unemployment status: open-ended contract, fixed-term employment contract, qualification contract, temporary work, other subsidised employment contracts and respectively unemployment, not actively seeking employment, training or return to study.

2. Methodology

The emlt methodology employed is presented in detail and its application in sequential analysis is developed in Rousset and Giret (2007) and in Studer and Ritschard (2015). The reader can find the seqemlt function in Ritschard et al (2015).The following summary presents an overview of its principles. The methodology specifies in particular the metric for the Euclidean space of transitions and for those inferred for career pathways. For a more detailed technical description the reader is referred to articles by Rousset et al (2012) and to Joseph et al (2013) for an example of an application. This methodology proposes an alternative to methods such as Optimal Matching.

1 Open-ended contract : permanent employment contract
2 French Public policy for young people under 26 years old
(Abbott, 1983) and chi-square distance (Grelet, 2002) taking better account of transitions and of order and sequences. Beyond this it integrates two important points: that transitions develop over time and that transitions must be considered in one and several steps. In fact exchanges on Optimal Matching (Wu 2000); Halpin, (2010) reveal the difficulties of this method in taking account of transitions. As far as the chi-square distance is concerned, the co-concurrence which does not integrate the sequential order replaces the notion of transition. Harmonic analysis (Robette and Thibault, 2008) is designed to better adapt the approach through an interplay of windows where adherence to a window of time depends on sequential order. The methodology presented here goes further in defining the metric on the basis of transition rates at one and several steps by modulating the long and short term.

**Definition and encoding of sequences**

In the formal sense, the calendar of an individual $i$ gives rise to the status category that he occupies at each $t$ moment. The set $E$ of available outcomes of status $e$ is finite. The methodology is based on the transitions to one and several steps. These transitions are time-dependent, for example transitions to work are always greater in the months following exit from the school system and lessens over time. In order to take account of this, the status categories are indexed over time, and are then called ‘situations’. Subsequently, the term situation $s=\omega$, designates the position in status category $e$ at instant $t$. Probable career pathways and transitions: the realm of probable career pathways

Let us consider a situation $s=\omega$, and the set $\Omega_{s}$ of an individual who have experienced this situation. For each instant $t'>t$, we can identify empirically the probability of transition of $s$ towards the set of status categories $e'$ from $t'$ as the rate of individuals in $\Omega_{s}$ who have experienced the situation $s'=\omega'=\omega_{t'}$. We can then establish the probable career pathway of $s$ as the vector of transition probabilities for each $t'$ instant. Finally, we can identify the set of probable career pathways for the set of situations. We call this set ‘the realm of probable career pathways’. The realm of probable career pathways is defined by the matrix ($\Phi_{s}'$) which general term indicates the empirical probability to reach $s'$ starting at $s$. Each line corresponds to a situation $s$ and provides the probable career pathway from $s$.

\[
\Phi_{s}' = \begin{cases} 
0, & \text{if } t' < t \\
\frac{\sum_{i=1}^{Y} Y_{i}' Y_{i}}{\sum_{i=1}^{Y} Y_{i}}, & \text{otherwise}
\end{cases}
\]

where $Y$ has the value of 1 if individual $i$ has experienced situation $s$, otherwise 0

**A metric for the field of probable career pathways**

In the following we assess a situation and its own probable pathway that is also considered as its potential. The distance between two situations is defined as the one between two probable career pathways. A natural metric for defining the distance between two probable career pathways is the chi-square distance, such that the gap between two transitions does not depend on situational
frequency. The methodology enables us to balance time so as to give greater weight to correlations in the short-long term. When we need to balance the distance between transitional profiles of two situations by giving more weight in the short-term than in the long-term, we replace $\Phi_i'$ by its balanced value $\beta_i \Phi_i'$ where $\beta_i$ is a parameter that diminishes with time as in this study with $\beta_i = \frac{1}{t_i-t+1}$.

A metric for the space of sequences based on transitions

Instead of using directly this metric, Torgerson’s method (Torgerson 1958, Benzécri 1973) enables us to use the traditional Euclidean quadratic distance applied to transformed coordinates of situations. These coordinates are given by the sequent function. At that time, all Euclidean methods applied to this coordinates are available, giving a powerful tool for sequence analysis. The sequent function enables us to obtain transformed coordinates for achieved career pathways by defining a sequence as the sum of successive situations. The probably career pathway coordinates are then obtained averaging real pathways. The main aim of this paper is to show how this method defines, with the same metric, both the distance between actual and probable trajectories. In this way the study of global performance (one individual compared to others) and relative performance (one individual’s actual performance compared to his or her own expected performance) are based on the same criterion (the same metric).

Properties of the methodology

The fundamental property of this methodology is to draw on the transitions matrix in that the distance between the pathway trajectories is a Euclidean distance which is based on the space between transitions. It thus draws on the order of the data where others do not take it into account. In our application of this methodology to career pathways, the status of the individual is not what is written in his/her contract but his/her future potential, particularly in the short-term. The internal distance between probable pathways and the internal distance between achieved pathways as well as the distance between probable and achieved pathways is the same, and it is this which guarantees coherence of approach and results.

Comparison with other methods

In a general sense, the advantage of this method is that it brings together two status categories, not only if there are links between them but also if they have the same links in relation to other status categories and therefore they play the same role in the pathway. Rousset et al’s article (2012) presents a comparative study of employment access drawing on data from Génération after 7 years. The comparison in this article aims at an examination of the absolute performance of an individual in relation to others and not the relative performance in relation to his/her own individual potential. The graph (Figure 1), a chronogram, provides juxtaposition to cumulative histograms giving monthly details of the relative share that each status category has at a particular point in time. It thus represents the development over time (the abscissa) of the contribution of each status category of
each cohort participant. This type of representation gives a good picture of the development over time of a group of individuals. On the other hand, it masks the number of individual transitions by presenting an image of systematic and regular development. Figures 2, 3 and 4 show these latter results concerning the difference between the methodology presented here, optimal matching and the chi-square distance. The results show a greater ability to draw out tendencies, for example to show employment loss or Open-ended contracts (CDIs\(^3\)) loss. This is the only methodology that provides a category of lost CDI. We see that Optimal Matching gives a great deal of importance to frequencies extracted from CDIs, two categories are dedicated to accelerated access to CDIs. The chi-square distance gives much greater importance to rare situations (qualification contracts are more rare five years after end of study). These two methodologies each therefore reflect the effect of frequencies. For the first, the frequencies are more linked to coding than to actual reality: by separating CDIs and civil service posts or by aggregating temporary contracts with fixed-term contracts (CDD\(^4\)), the frequencies would have been different. The adjustment of frequencies by chi-square is not necessarily adequate either in cases where public policy is evaluated in the sense that public policy aims to increase the number of beneficiaries. The comparison of trends based on transitions (only for these are frequencies adjusted) limits the effect of frequencies: thus if CDDs and temporary contracts have the same transitions to stable employment, their impact will be added. This is why, in this article, we developed a methodology based on transitions which additionally enables us to work with probable trajectories.

Key to figures 1, 2, 3 and 4

| 9 | training or return to |
| 8 | national service |
| 7 | not actively seeking employment |
| 6 | unemployment |
| 5 | temporary work |
| 4 | other subsidised contracts |
| 3 | qualification contract |
| 2 | fixed-term contract |
| 1 | open-ended contract |

\(^1\) CDI: Contrat de Durée Indéterminée
\(^2\) CDD: Contrat à Durée déterminée
Figure 1: Chronogram of employment status of young people over 7 years, immediately following full-time education.

Figure 2: Typologie of career entry of young people after full-time education in 1998 over a 7 year period with the methodology presented here. Divided into 8 categories based on the seqemlt method (for key see key to figures 2, 3, 4).
3. The Forecast

The aim of the forecast is to define the probable future career pathway of individuals based on knowledge of their present and past. Section 2 outlines the properties of this research methodology. It assimilates the position of each individual, at each $t$ moment, with a potential for near and distant future. This potential is defined by the number of transitions as a whole. Furthermore, the distance between the achieved career pathway and the probable pathway is measured by a metric of associated space deduced from the transitions metric. The pathways are defined in Euclidian space. In this way, the mean of a group of individuals’ pathway indicates the probable pathway of individuals in that group.
Definition:

Considering the referring position at $t_0$, the probable future pathway of a group is defined as the expectation or the mean of pathways over the period $\{t_0, ..., T\}$.

Properties:

The constitution of a group may be the total number of individuals in the same situation at $t_0$, referred to as prediction in relation to the present moment $t_0$. In this first case, the probable pathway for the group of individuals in status $e$ at moment $t_0$ is specifically defined by the transitions $\Phi_s$, in section 2, where $s$ is the situation in status $e$ at moment $t_0$ and $t'$ each of the situations for $t > t_0$. This case is illustrated as follows. The distance between pathways is therefore exactly what enables us to define the distance between an actual pathway and a probably pathway. Remembering that this property guarantees the coherence of analysis for both actual and probably pathways.

The choice of the group may also be composed of individuals who have identical time sequences $\{t_0', ..., t_0\}$, in which case individuals are described as having a common past, or else as individuals who are re-grouped in relation to a secondary variable. In the first case of re-grouping in relation to a time sequence $\{t_0', ..., t_0\}$, a weighting may be used which gives more weight as $t_0$ gets closer in the same way as parameter $\beta$ in section 2.

The mean future pathway, i.e. probable pathway, and the mean past pathway, when put together constitute a mean pathway for the whole period. This property, which gives greater coherence to the whole analysis and which broadly allows for interpretations to be made, is not, for example, checked against the modal pathway: modal pathways over periods in the past and future do not necessarily constitute the modal pathway for the whole period.

4. Analysis of individuals who have over-performed

In our study, the forecast of a pathway enables us to identify individuals who have significantly over-performed in their expected pathway. The first result that we obtained through this method is to be able to measure the quadratic deviation between the achieved pathway and the probable pathway. In a group of individuals, the smaller the probability of deviation from the probable pathway, the lower will be the performance. In figure 5, employment signifies lower performance in the case of probable pathway 2 than in the case of probable pathway 1. This property is not verified either with the modal pathway which does not depend on the quadratic deviation.
In case of probable pathway 2, the rate of individual in employment increase more in time than in case of probable pathway 1. Therefore, the performance of “being in employment” is smaller than in case of probable pathway 1.

In the context of our application, we consider the position of 12,365 young people in the Generation study of 2004 in the labour market 3 years after the end of their studies according to a list of five employment and four unemployment status categories: open-ended contract, fixed-term employment contract, qualification contract, temporary work, other subsidised employment contracts and respectively unemployment, not actively seeking employment, training or return to study. We are seeking to find out if the employment pathway that they have achieved beyond this date corresponds to an expected pathway, an over-performing pathway, or an under-performing pathway. The expected pathway depends here on the position at a point 3 years after the end of schooling. Thus, an individual on a fixed-term contract after 3 years deviates from his/her expected pathway if the deviation $D$ between the achieved pathway and the probably pathway is great. The level of the deviation subsequently considered is given by the variable $D$.

In order to know if the pathway is over or under performing, the distance between achieved pathways and the 8 patterns of pathways, namely open-ended contract, fixed-term contract, temporary contract, qualification contract, other subsidised employment contracts, unemployed, not actively seeking employment, return to study. The principle component of these 8 variables is the indicator $Q$, chosen to measure the quality of status. The analysis of correlations shows that the indicator $Q$ contrasts open-ended contracts (correlation $-0.4$) with other less secure status categories (correlation between $0.4$ and $0.5$) and is thus an indicator of employment stability. Two classifications which emerge respectively from variables $D$ and $Q$ have been established. The intersection of typologies in Table 1 identifies the intersection of the two dimensions, $D$ in lines and $Q$ in columns.

It shows that, in most cases in the Table, there is a gap between the future trajectory achieved and the probable trajectory with the exception of young people who had already obtained an open-ended contract. This implies that after 3 years there is still substantial uncertainty around future trajectories and that young people’s efforts to find employment immediately after the end of their

---

$^1$ Open-ended contract: permanent employment contract

$^2$French Public politics for young people under 26 years old
schooling is of great importance to the trajectory. Only young people who obtained an open-ended contract during the first three years have a secure future and this corresponds to a low gap between the probable trajectory and high performance. These young people are in a group where absolute high performance can constitute relative performance in line with expectations. This observation justifies the identification of an intersection between relative and absolute performances. Thus in cases where the future is more or less determined, as for those with open-end contracts after three years, the level of the diploma or social features have been some of the main determining factors. For all the other cases, the gap between the probable and achieved pathway is medium or high and the security of the pathway has yet to be stabilised. Where qualifications or family characteristics have not sufficed, the efforts made by the young person or the initial working environment are the determining factors. In the rest of this article we will confine our analysis to that which pertains to employment status at the point 3 years after the end of schooling. Other factors, such as the characteristics of types of companies or discrimination will be the subject of further studies.

If we study the performance for each situation at a 3 year point, as pointed out above and examined in Table 2, the open-ended contract is the most secure. Eighty-four percent of young people achieve a very successful pathway with a small gap between the probably and actual pathway. The risk for young people with open-ended contracts is thus very low. Moreover, the gap between the probable and actual pathway would need to be very large for there to be significant under performance (2.5% of open-ended contracts). For employment with temporary status, fixed-term contracts are shown to have greater security potential than temporary work, as showed respectively in Tables 3 and 4. In effect, fixed-term contract show a medium gap in the probable pathway allowing for high and medium performances (respectively 23% and 22% of fixed-term contracts), while it allows essentially for average performance for temporary work (4% and 23% average). In the same way, with fixed-term contracts high performance is obtained with a large or medium gap (respectively 18% and 23%) as opposed to a high gap for temporary work (4% medium and 18% high). Nevertheless, for temporary as for fixed-term contracts, under-performance constitutes a large gap which shows that young people have a greater tendency to make their pathway secure by their own efforts to find employment rather than to fall into insecurity. What is more, underperformance is generally a result of insecure employment pathways where there is a low incidence of unemployment. In respect of subsidised work, we find a more uncertain configuration where most pathways show a large gap with probably pathways (77% of young people in the line 'high gap'), which reveals a situation of greater uncertainty that young people find themselves in. Nevertheless, 18% are able to gain more secure employment by obtaining an Open-ended contract which is evidence of high performance. Average performance correlates with a reduction in job insecurity, through a belated Open-ended contract (17%) or for 22% a less insecure status (resumption of studies, temporary work). The 37% of under-performing pathways correspond to pathways where the incidence of unemployment is at approximately 50% on average. Young people who are unemployed at the 3 year point, are equally in a very uncertain position since their future trajectories represent a large gap with the probable pathway (80% of young people are in the 'high gap line'). Furthermore, the population is divided into two more or less equal parts: 46% achieve medium performance often with an Open-ended contract at the end of the period, while 54% experience a pathway where employment is often temporary and unemployment accounts for more than half of the period.

Rousset, P., P. Trouvé, & S. Lawes
Key to tables 1 to 6

Table 1: Who is over/under-performing 3 years after leaving school? Chronogram of the cohort of school leavers in 2004. Employment pathways in terms of contracts: 1- Open-ended, 2- Fixed-term, 3- Qualification, 4- Subsidised work, 5- Temping, 6- Unemployment, 7- Inactivity, 8- Training, 9- Studies
Table 2: Who is over/under-performing 3 years after living school when the situation at 3 years is a **Open-ended contract**? Chronogram of the cohort of school leavers in 2004. Employment pathways in terms of contracts: 1- Open-ended, 2- Fixed-term, 3- Qualification, 4- Subsidised work, 5- Temping, 6- Unemployment, 7- Inactivity, 8- Training, 9- Studies

<table>
<thead>
<tr>
<th>Gap with probable pathway</th>
<th>High Performance</th>
<th>Medium Perf.</th>
<th>Low Perf.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td>84%</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td>4%</td>
<td>2%</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>7%</td>
<td>25%</td>
<td></td>
</tr>
</tbody>
</table>

Table 3: Who is over/under-performing 3 years after living school when the situation at 3 years is a **Fixed-term contract**? Chronogram of the cohort of school leavers in 2004. Employment pathways in terms of contracts: 1- Open-ended, 2- Fixed-term, 3- Qualification, 4- Subsidised work, 5- Temping, 6- Unemployment, 7- Inactivity, 8- Training, 9- Studies

<table>
<thead>
<tr>
<th>Gap with probable pathway</th>
<th>High Performance</th>
<th>Medium Perf.</th>
<th>Low Perf.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td>23%</td>
<td>22%</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>18%</td>
<td>8%</td>
<td>29%</td>
</tr>
</tbody>
</table>
Table 4: Who is over/under-performing 3 years after living school when the situation at 3 years is a Temporary work? Chronogram of the cohort of school leavers in 2004. Employment pathways in terms of contracts: 1- Open-ended, 2- Fixed-term, 3- Qualification, 4- Subsidised work, 5- Temping, 6- Unemployment, 7- Inactivity, 8- Training, 9- Studies

<table>
<thead>
<tr>
<th></th>
<th>High Performance</th>
<th>Medium Perf.</th>
<th>Low Perf.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>medium</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Gap with probable pathway
4% 23% 4%
22% 7% 41%

Table 5: Who is over/under-performing 3 years after living school when the situation at 3 years is Subsidised work? Chronogram of the cohort of school leavers in 2004. Employment pathways in terms of contracts: 1- Open-ended, 2- Fixed-term, 3- Qualification, 4- Subsidised work, 5- Temping, 6- Unemployment, 7- Inactivity, 8- Training, 9- Studies

<table>
<thead>
<tr>
<th></th>
<th>High Performance</th>
<th>Medium Perf.</th>
<th>Low Perf.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Low</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>medium</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Gap with probable pathway
18% 22% 37%

22% 7% 41%
Table 6: Who is over/under-performing 3 years after leaving school when the situation at 3 years is Unemployment? Chronogram of the cohort of school leavers in 2004. Employment pathways in terms of contracts: 1- Open-ended, 2- Fixed-term, 3- Qualification, 4- Subsidised work, 5- Temping, 6- Unemployment, 7- Inactivity, 8- Training, 9- Studies

Conclusion

A comparison of the pathway achieved by an individual with the probable pathway enables the potential that an individual achieves in his/her pathway to be taken into account. The method used in this article enables both an examination of the absolute performance of an individual in relation to others and also the relative performance in relation to his/her own individual potential. The essential contribution of this article is to explain how our method takes into account the potential of an individual and can draw simultaneously on the two criteria that are the absolute performance and gap with probable pathway. This contribution is derived directly from the method and the metric presented in the methodology section.

In terms of application, we have been able to classify young people entering the labour market in relation to their ability to improve their situation by capitalising on their activity in employment. The methodology, significantly, enabled us to distinguish performance in absolute terms, due to qualifications and social categories (as mentioned in several studies), and also to relative performance linked to young peoples’ proactive approach to job seeking. In this article we have highlighted the difference in potential between different employment status groups. Moreover, the methodology we employed offers numerous possibilities of further exploration beyond status categories. We intend to use it to analyse the impact of companies on the provision of secure jobs; in particular to verify if large companies, companies belonging to networks or family-owned companies have the same perspectives. The methodology should enable us to identify cases where a company is able to affect the potential of an individual, from a company that recruits young people who already show good potential. In the same way, through an analysis of perceived discrimination, it could enable us to resolve the traditional problem of distinguishing outcomes resulting from the negative impact of discrimination from outcomes that result from a personal feeling of failure.
References
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Abstract The successfulness of the transition from education into working life is closely related to further career success. Graduates with good access to jobs earn higher wages and have lower chances of being unemployed. Access to jobs at the start of the career is therefore an important determinant of early career success and of importance for the whole career. In this paper, we study the effect of job access on the mobility patterns of recent higher education graduates. We use a GIS to calculate a job accessibility index based on driving time and use sequence analysis to create spatial mobility histories for 13,621 recent graduates of higher education. We subsequently relate job access at the start of the career to spatial mobility histories to analyze whether a suboptimal starting location in terms of job access leads to differing spatial mobility trajectories. Finally, we analyze how job access and spatial mobility influence labor market outcomes.

1. Introduction

This paper studies the relation between access to jobs at the start of the career and spatial mobility and their combined effect on early career labor market success. Success of the transition from education into working life is of interest to graduates, employers and policymakers at both national and local levels of government. Generally, graduates will want to find a job matching their skill set in order to reap the full benefits of their education, whilst employers are interested in attracting the best graduates for their firms. Optimal allocation of human capital enables countries to enjoy sustained competitiveness in a globalizing world economy (OECD, 2012), whilst at a more local level attracting and retaining higher education graduates is associated with higher levels of economic growth (Berry & Glaeser, 2005; Faggian & McCann, 2006).

When local opportunities are insufficient, spatial flexibility (migrating for employment reasons or accepting a daily commute to a job at a distance) can benefit
graduates entering the labor market. Jobseekers are able to achieve better matches by extending their search radius beyond the local labor market (Van Ham, 2001). Migration and commuting are thus not only important for individual outcomes, but also for the functioning of the labor market as a whole (Haas & Osland, 2014; Zabel, 2012). Indeed, young workers and especially higher education graduates have long been known to be more mobile, both spatially (Venhorst, Van Dijk, & Van Wissen, 2011) and in terms of employment (Topel & Ward, 1992).

The decision to migrate or commute is tied to both regional and personal factors. Different theoretical frameworks and empirical approaches have been used to explain spatial mobility (Herzog Jr, Schlottmann, & Boehm, 1993; Venhorst & Cörvers, 2015). However, the general focus is on the effects of periods in and moves between certain locations on labor market outcomes (e.g. Ahlin, Andersson, & Thulin, 2014; van Ham, 2003; Venhorst et al., 2011). This approach ignores that mobility and local labor market circumstances may have different effects on labor market outcomes depending on their timing within the career start and their relation to other mobility. This paper uses sequence analysis to create ideal-typical spatial mobility histories and demonstrates how these typologies can uncover patterns that account for all states, and their relation to each other, in the period under study. This provides further insight into the effect of job access and spatial mobility on early career labor market outcomes. Moreover, it enables us to analyze timing within and simultaneousness of spatial mobility processes. The paper analyses whether job access at the start of the career influences how subsequent spatial mobility takes shape and to what extent effects of job access and spatial and job mobility on labor market outcomes differ, depending on spatial mobility trajectory.

The remainder of this paper is organized as follows. In the next section, the paper summarizes the relevant literature. Then, in Section 3, it presents the data and discusses the empirical strategy. Section 4 presents spatial mobility trajectories, followed by estimates of the influence of job access and various forms of mobility on wages. The final section discusses and concludes.
2. Literature

Jobs are increasingly more spatially concentrated than people, a phenomenon also known as spatial mismatch (Holzer, 1991; Kain, 1968). Access to jobs at the beginning of the career is an important determinant of early career success and career advancement throughout the life course (Van Ham, 2001; van Ham, 2003). Workers that live in areas that are spatially mismatched search less intensively for jobs, have longer unemployment spells, or are employed in lower quality jobs or jobs not matching their education (Détang-Dessendre & Gaigné, 2009; Gobillon, Selod, & Zenou, 2007; Hensen, de Vries, & Corvers, 2009). Finding and keeping suitable employment early in the career is important, because unemployment job mismatch and non-standard working arrangements hinder the accumulation of specific human capital, wage growth and are associated with lower levels of job security (Arulampalam, 2001; Kunze, 2002; Light & Ureta, 1995).

In neoclassical labor market theory, worker mobility balances regional labor markets as deficits in one region are supplemented by surpluses from another. However, in practice worker mobility is limited, thus limiting the effective size of labor markets and the extent to which imbalances can be equilibrated (Blau & Duncan, 1967; Phelps, 1969). For workers, the cost of covering distances between regional labor markets can be significant, both in monetary and psychological terms. In this sense, spatial mobility is a means for jobseekers to extend their reach onto other labor markets. Mobile workers are often compensated or rewarded for their effort by earning higher wages and tend to migrate to labor markets with better opportunities, higher economic growth and lower levels of unemployment (Herzog Jr et al., 1993). This implies that the decision to be mobile is a personal consideration of costs and benefits. Hence it is not surprising that young individuals with high levels of human capital (for instance, recent graduates of higher education) are known to be especially mobile (Faggian & Mccann, 2009; Venhorst & Cövers, 2015; Venhorst et al., 2011). Both the costs of staying in an inferior location and benefits of moving toward a more opportunity-rich location are higher, and young individuals have more time to change the costs of a move into the benefits of a better job (Sjaastad, 1962). Furthermore, recent graduates have relatively weak ties to the place where they have studied, which makes them more prone to be mobile (Fischer & Malmberg, 2001).

Several studies have linked job access, spatial mobility and (early) career success; we discuss a number of studies regarding The Netherlands. Van Ham (2003) finds that job access at the start of the career is related to higher occupational status and that the effect of job access increases with age. He hypothesizes that access to jobs at the start of the career gives jobseekers a head start over other workers, so that they accumulate human capital more rapidly through job mobility. Accepting a job at a distance from the residence is also related to higher occupational achievement, indicating that spatial mobility is beneficial for careers. In a study among Dutch graduates, Hensen et al. (2009) find that spatial mobility leads
to a better matching and higher quality job. Venhorst & Cörvers (2015) find positive returns of spatial mobility on wages, but note that this effect disappears after controlling for self-selection. This indicates that it is the higher human capital individuals who are spatially mobile and that this is driven by necessity (no suitable job opportunities nearby).

An alternative literature stresses the importance of considering migration and commuting as alternatives or substitutes (e.g. Eliasson, Lindgren, & Westerlund, 2003; Reitsma & Vergoossen, 1988). For instance, women often earn lower wages or have to balance work and family roles, making them generally less likely to commute long distances (Clark, Huang, & Withers, 2003). Home-owners on the other hand lack the spatial flexibility to migrate and therefore may have longer daily commutes (van Ham & Hooimeijer, 2009) and dual-earner households show a preference for rural regions that provide access to multiple urban labor markets within commuting distance (Green, 1997). Furthermore, for some commuting may precede migration, whilst for others this may be the other way around (Haas & Osland, 2014). The reciprocal relation between migration and commuting has long been acknowledged (e.g. Hanson & Pratt, 1988; van Ommeren, Rietveld, & Nijkamp, 1997), whilst from the previous it is apparent that timing and order are important characteristics of spatial mobility decision-making processes.

Currently, the literature lacks an approach to spatial mobility that accounts for order, simultaneousness and timing of migration and commuting. Spatial mobility is often included as an “ever mobile” variable in models, conceptualized as mobility probability or simply included as the distance between two locations, for instance place of residence and workplace (e.g. Faggian, Corcoran, & McCann, 2013). However, the decision to be spatially mobile and the form it takes—migration or commuting—will be related with personal factors and local opportunities, but also with previous mobility choices and changes in other life course domains, for instance housing and family careers (cf. Mulder & Hooimeijer, 1999). Hence, we conceptualize spatial mobility as a process that unfolds in time. Sequence analysis, a combination of methods that allows to study trajectories as wholes instead of focusing on durations, risks and transitions, has been proposed as a way to extend our knowledge of such processes (Aisenbrey & Fasang, 2010).

Studies using sequence analysis to uncover career patterns are manifold (see Dlouhy & Biemann (2015) for an extensive chronological overview). Most early studies were descriptive—in the sense that creating and analyzing the typology was the main goal of the study (e.g. Abbott & Hrycak, 1990; Halpin & Chan, 1998). Later studies had a more comparative approach and related the trajectories to hypotheses stemming from the literature. For instance, Brzinsky-Fay (2007) attempts to find grounds for a theoretical typology by comparing school-to-work transition trajectories in European countries and Schoon et al. (2001) compare two birth cohorts to identify differences in the extent and direction of changes in school-to-work transitions. A number of studies use the trajectories in further analysis, in order to identify how trajectories are related to other factors. Anyadike-Danes & McVicar (2005) relate observable background characteristics of
young men at birth, age 10 and age 16 to the likelihood of following a certain career trajectory in order to identify factors that predict negative career pathways. They find educational achievement and school disciplinary record at age 16, health and learning progress at age 10 and region of birth to be the strongest predictors of career paths. Biemann et al. (2012) use a panel, spanning 20 years of employment data, to distinguish six career patterns that deviate from the traditional career path of employment within a single firm. They then use multinomial logistic regression to relate individual characteristics and occupational sector at the start of the career to the probability of having one of the ‘new’ career patterns. They find that women, young, singles and higher educated more often have career patterns that deviate from the traditional path. Kovalenko & Mortelmans (2014) confront two juxtaposing theories about the effect of ‘transitional’ career patterns on objective and subjective career success. After constructing a career typology through sequence analysis, they relate the career trajectories to objective (wage and home-ownership) and subjective (satisfaction and disappointment) measures of career success. They find that neither of the competing theories is able to completely explain career outcomes, but that a synthesis of the two perspectives would provide an understanding that better matches the outcomes observed in their study.

Application of the methodology on socio-spatial phenomena has been limited and to our knowledge, sequence analysis has not been used to create and analyze spatial mobility trajectories. Coulter & Van Ham (2013) analyze sequences of moving desire and behavior and distinguish between eight types of mobility biographies. The use of sequence data highlights the importance of heterogeneity in experiences. Although for some respondents moves are followed by (desire for) more mobility, for others it does not. Furthermore, it stresses the importance of adopting a life course approach when studying mobility biographies as the results suggest that the impact of states on personal well-being are better understood in a broader context.

Taken together, the previous indicates that a sequence approach to spatial mobility during labor market entry can be of value for our understanding of the manner in which job access and various forms of spatial mobility interact to influence early career labor market success.
Data & Methods

Data and sample

The study draws on longitudinally linked registry micro-data, provided by Centraal Bureau voor de Statistiek (CBS; Statistics Netherlands). The micro-data files contain information on labor market states, jobs (size and type of contract, sector, location, wage), education and personal and household characteristics (such as place of residence) of all inhabitants of the Netherlands for the period 2006-2013. Job accessibility was calculated at level of five digit postal codes (PC5) using the LISA dataset, a database of business establishments. As there are 32,000 PC5 areas in The Netherlands, this is a highly detailed spatial resolution. ESRI’s 2008 StreetMap Premium road network dataset was used to calculate travel times for the GIS network analysis.

Our sample consists of all graduates of tertiary education and was refined to ensure that the selected persons have comparable career experience and did not leave education only for a very brief time. First, we selected all individuals between 20 and 30 years old that obtained a tertiary degree in the period May – August 2006 and were registered in the data as having the state ‘Student’ for at least five months between January and September 2006. The selection was then refined by excluding all graduates that were registered as ‘Student’ anytime between October 2006 and January 2007. We also exclude graduates from the sample who have missing values for labor market states, home locations or job information (when employed) during the period under study. It was unfeasible to exclude all graduates with missing job locations at any moment in the period under study, due to the way the job location is registered, as this would reduce our sample by 25 per cent. The final selection thus includes all graduates for whom we have complete information on labor market states, home locations and educational achievement, resulting in a sample of 13,621 graduates.

1 Job locations are only available for jobs that exist in the month December of a certain year. Originally, this meant that only about 17 per cent of all job-months had locational information. We imputed the locations of jobs based on a number of criteria. First, we checked whether a job had a known location in the previous year. If so, that location was used as the location of the job. Then, we checked if more than 80 per cent of all workers in a firm worked in one location in a given year. If so, that location was used as the location of the job. This raised the number of job-months with known locational information to 73 per cent.
Analytical approach

Our analysis consists of three parts; network analysis using a GIS to calculate job access at the career start, sequence analysis to define ideal-typical spatial mobility histories, and regression modeling to estimate the effect of job access and personal factors on spatial mobility trajectories and of mobility and access on labor market success (measured as hourly wage).

First, the number of full-time jobs and working age population were aggregated at the PC5 level and then geocoded. We calculate job access as an index that takes the following basic form:

\[
A_i = \sum_j \sum_k \phi J_{ji} P_{kj} \phi
\]

Where \( A_i \) is the job access index of a location \( i \), \( J_{ji} \) the number of full-time jobs in locations \( j \) within reach of location \( i \) and \( P_{kj} \) the working age population in locations \( k \) that is able to reach job location \( j \). The term \( \phi \) is a factor that controls for declining commuting tolerance as distance increases (i.e. as commuting time increases, less people are willing to travel to a certain location) by only counting the number of jobs and population within reach for a certain percentage, see table 1.

In a final step, we normalize the resulting access indexes by the (working population) weighted average of job access in The Netherlands, thus centering mean job access around 1.

Table 1. Commuting tolerance boundaries, reflecting the percentage of working persons traveling a certain amount of time to reach their job. Source: SCP (2007), own calculations.

<table>
<thead>
<tr>
<th>Travel time (minutes)</th>
<th>%</th>
</tr>
</thead>
<tbody>
<tr>
<td>&lt; 15</td>
<td>100</td>
</tr>
<tr>
<td>15 – 30</td>
<td>71</td>
</tr>
<tr>
<td>30 – 45</td>
<td>38</td>
</tr>
<tr>
<td>45 – 60</td>
<td>18</td>
</tr>
<tr>
<td>60 – 75</td>
<td>10</td>
</tr>
<tr>
<td>75 – 90</td>
<td>5</td>
</tr>
</tbody>
</table>

Figure 1, below, shows that job access is not spread evenly across the country. Although peripheral regions have, generally, the lowest access to jobs, there are also areas close to central locations such as Amsterdam that have low levels of access. Corridors of higher access can be discerned around important highways, whilst peripheral locations have low levels of access. We have no access to detailed employment information in neighboring areas but did minimize border effects by also including the road network in Germany and Belgium. Since cross-
border mobility is still limited, we are certain that our results are not distorted too much by this limitation. Although the colleges and universities at which they studied are mostly located in the larger cities of the Netherlands which are often located in areas with high levels of access, 65% of all graduates start their careers in areas that have an access index in the range of 0.75–1.25; this range corresponds to approximately 1 standard deviation around the mean (see table A1 in the appendix for more sample statistics by level of access).

![Job Access in The Netherlands](image)

**Fig. 1:** Job access in The Netherlands, 2006. Source: own calculations.

We then use sequence analysis to create spatial mobility trajectories. Sequence analysis roughly consists of three steps: defining the sequence, measuring dissimilarity between sequences and grouping similar sequences together. For our analy-
sis of spatial mobility histories, we follow the graduates during the first five years of their careers, plus an additional half year (from April – September 2006) to account for potential pre-graduation mobility. For migration, we consider the number of moves across provincial borders (max. 6 during the period under study). For commuting, we use two levels of commuting (Short $\leqslant$ 30 min. and Long: $> 30$ min.), and two types of missing (Not employed and No data).

Both sequences were analyzed in R using TraMineR and WeightedCluster (Gabadinho, Ritschard, Müller, & Studer, 2011; Studer, 2013). We use OM_future as proposed in (Studer & Ritschard, 2016) to calculate the dissimilarity matrices, because it weighs the dissimilarity by the probability of ending up in a certain state. To test the sensitivity of our results to the chosen distance costs and algorithm, we also calculate dissimilarities using the optimal matching algorithm and both weighted (based on theoretical similarity of states, indel costs of 1.5) and unweighted costs (substitution costs of 2, indel costs of 1.5). The dissimilarities were clustered using Ward’s (1963) clustering algorithm, which was shown to produce the best results for dissimilarity matrices (Dlouhy & Biemann, 2015). Although, according to the average silhouette width (Kaufman & Rousseeuw, 2005), a solution of two to three clusters would be preferred. However, these solutions only distinguish between the number of migrations across provincial borders (no migration, migration and, in the three cluster solution, multiple migration). We decide on using the six-cluster solution, as it also explains the dissimilarity matrix quite well and shows a trajectory that is defined by commuting.

Fig. 2: Average silhouette width, by number of clusters. Source: CBS, own calculations.
Results

Spatial mobility histories of higher education graduates

The trajectories resulting from our combined analysis of migration and commuting histories are presented below in figure 3a-f. The left panel of each graph describes the number of moves across provincial borders in the first five years after graduating, the right panel the commuting decisions during the same period.
The trajectory in figure 3a corresponds to the spatial mobility histories of approximately 60% of all graduates and is characterized by immobility. At any point in time, at most ten percent of all graduates are making long distance commutes to their job and moves across provincial borders are very rare and happen only in the last year, if at all. Graduates in the second trajectory (fig. 3b) are willing to commute long distances between home and the workplace, whilst moves across provincial borders happen rarely, if at all. At any moment in time, from one year after...
graduating onwards, 75% of all currently working graduates in this trajectory travel more than thirty minutes during a single commute. The trajectories in figure 3c and 3d are best characterized by their differences in timing. In both trajectories, commuting is only a temporary phenomenon, and a single move is made, sometimes followed by a very late second move. In the third trajectory (fig. 3c), the move happens earlier (within the first two years after graduating) than in the fourth trajectory (fig. 3d). Graduates in the fifth trajectory (fig. 3e) make several moves, and the second move follows the first move very quickly (usually within 18 months). Finally, graduates in the sixth trajectory (fig. 3f) are distinguished more by their labor market states than their spatial mobility choices. This group, a little under ten percent of the total sample, is not employed during the most part of the period under study. This does not mean that the group is homogeneous or that their careers are by definition unsuccessful (e.g. many of the graduates in this trajectory become self-employed). Since this trajectory is best defined by our lack of information on the graduates in it, we will not further discuss the graduates in this trajectory in the remainder of this paper.

Table 2. Percentage of graduates per spatial mobility trajectory, by education level and field and level of job access, October 2006. Source: CBS, LISA; own calculations.

<table>
<thead>
<tr>
<th>Education level</th>
<th>Immobile</th>
<th>Mobile Early</th>
<th>Mobile Late</th>
<th>Mobile Multiple</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt; College (BSc)</td>
<td>61.9</td>
<td>9.6</td>
<td>7.5</td>
<td>6.9</td>
<td>10.8</td>
</tr>
<tr>
<td>&gt; University (BSc)</td>
<td>50.6</td>
<td>6.3</td>
<td>10.2</td>
<td>6.6</td>
<td>6.3</td>
</tr>
<tr>
<td>&gt; University (MSc)</td>
<td>53.8</td>
<td>10.9</td>
<td>13.1</td>
<td>10.6</td>
<td>5.6</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Education field</th>
<th>Mobile Early</th>
<th>Mobile Late</th>
<th>Mobile Multiple</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt; Teaching</td>
<td>75.2</td>
<td>4.8</td>
<td>5.7</td>
<td>6.5</td>
</tr>
<tr>
<td>&gt; Agriculture</td>
<td>46.0</td>
<td>15.3</td>
<td>13.7</td>
<td>10.9</td>
</tr>
<tr>
<td>&gt; Natural sciences</td>
<td>59.1</td>
<td>12.3</td>
<td>8.0</td>
<td>8.0</td>
</tr>
<tr>
<td>&gt; Engineering</td>
<td>56.5</td>
<td>13.1</td>
<td>9.7</td>
<td>7.3</td>
</tr>
<tr>
<td>&gt; Healthcare</td>
<td>62.1</td>
<td>9.4</td>
<td>9.8</td>
<td>8.9</td>
</tr>
<tr>
<td>&gt; Economics</td>
<td>58.9</td>
<td>11.6</td>
<td>9.4</td>
<td>8.4</td>
</tr>
<tr>
<td>&gt; Law</td>
<td>55.6</td>
<td>6.9</td>
<td>16.4</td>
<td>11.1</td>
</tr>
<tr>
<td>&gt; Behavioral &amp; social</td>
<td>64.9</td>
<td>9.8</td>
<td>8.7</td>
<td>7.6</td>
</tr>
<tr>
<td>&gt; Language &amp; arts</td>
<td>39.5</td>
<td>6.4</td>
<td>10.0</td>
<td>8.0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Access</th>
<th>Mobile Early</th>
<th>Mobile Late</th>
<th>Mobile Multiple</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td>&gt; Low (&lt; 0.75)</td>
<td>57.8</td>
<td>13.1</td>
<td>10.3</td>
<td>7.3</td>
</tr>
<tr>
<td>&gt; Medium (0.75-1.25)</td>
<td>56.9</td>
<td>10.5</td>
<td>10.5</td>
<td>9.3</td>
</tr>
<tr>
<td>&gt; High (&gt;= 1.25)</td>
<td>60.7</td>
<td>7.9</td>
<td>8.4</td>
<td>7.9</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Total</th>
<th>Immobile</th>
<th>Mobile Early</th>
<th>Mobile Late</th>
<th>Mobile Multiple</th>
<th>Other</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>59.0</td>
<td>9.9</td>
<td>9.4</td>
<td>8.1</td>
<td>4.1</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>9.5</td>
</tr>
</tbody>
</table>
The propensity to have a particular trajectory differs by job accessibility and both level and field of education, as is shown in Table 2 (above). For instance, the percentage of university graduates that have an immobility trajectory is lower than the percentage of college graduates with the same trajectory. Sector of studies also is related to the propensity to be mobile and the specific type of mobility. Those with teaching backgrounds are the least mobile, the commuter trajectory is more common among those with backgrounds in agriculture and those with law degrees are more likely to move quickly after graduation. Interestingly, low levels of access seem related to higher percentages of those with a commuting trajectory, which may seem counterintuitive. However, this can at least partly be explained by the fact that jobs that are more than 30 minutes away are discounted for a large part in the accessibility measure. Long commutes are necessary to reach these jobs, which is why lower levels of job access may be related to a higher propensity to commute. Figure 4 confirms that commuters have job access levels slightly below the average. It also depicts that, on average, graduates who move across provincial borders do so in the direction of locations with higher levels of job accessibility. Interestingly, it seems that this is only a characteristic of the first move; further moves do not further increase average levels of job access, as depicted in the graph for the fifth trajectory (the multiple movers).

Fig. 4: Average versus trajectory levels of job access, in time (x = time in months, y = job access index), by trajectory. Red: average level of access in sample; Blue: level of access for graduates with trajectory. Source: CBS, LISA; own calculations.
Job access, spatial mobility and early career success

We use multinomial logistic regression to analyze how, net of other factors, level of job access and individual and education characteristics relate to the probability of following one of the spatial mobility trajectories. We test whether the trajectories can be seen as independent from each other, by executing the Small-Hsiao test of the IIA assumption and Wald tests for combining alternatives. Both indicate that the trajectories are suitable to be used as a dependent variable in multinomial logit analysis. Table 3 presents the average marginal effects derived from this model. Marginal effects have the benefit of allowing more straightforward interpretation of the effect of covariates on the probability of having a particular spatial mobility trajectory. In the case of categorical covariates, they are interpreted as the effect of a discrete change with respect to the base level. For job access and age, the only continuous variables in our model, the interpretation is as the effect of a one unit increase on the probability of belonging to a trajectory. We stress that since we cannot control for many factors, among which ability and ambition, the results should be interpreted carefully and in terms of association, not causation.

Although, in fact, a one unit increase (± 4 standard deviations) in job accessibility is very improbable, a ten percentage point higher level of access is related to a 2 percent higher probability of belonging to the immobility trajectory. This is reflected in particular in a negative correlation with the probability to become a commuter. University graduates are, indeed, more mobile than college graduates, although this relationship may be moderated by field of study as the differences between fields of study in their associations with trajectories are sometimes stronger than those between levels of education. For instance, a behavioral and social sciences college graduate has a higher probability to become a commuter than a university teaching graduate.

Although previous literature found higher propensities for women to be spatially mobile (e.g. Venhorst et al., 2011), we find a negative association with the probability of having the commuter trajectory and no statistically significant relationship with any of the three mobile trajectories. As expected, singles have a lower probability to be immobile, compared to graduates in other household situations. However, graduates with partners or still living with their parents seem more willing to accept a commute in order to bridge the distance between home and the workplace. The associations with other personal factors are small, if significant at all.
Table 3. Multinomial logistic regression results, average marginal effects; dependent variable: spatial mobility trajectory.

<table>
<thead>
<tr>
<th></th>
<th>Immobile</th>
<th>Mobile</th>
<th>Commuter Early</th>
<th>Late</th>
<th>Multiple</th>
</tr>
</thead>
<tbody>
<tr>
<td>Job access</td>
<td>.197***</td>
<td>-.101***</td>
<td>-.072***</td>
<td>.014</td>
<td>-.038***</td>
</tr>
<tr>
<td>Education level</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt; College (BSc)</td>
<td>ref.</td>
<td>ref.</td>
<td>ref.</td>
<td>ref.</td>
<td></td>
</tr>
<tr>
<td>&gt; University (BSc)</td>
<td>-.017</td>
<td>-.026</td>
<td>.021</td>
<td>-.006</td>
<td>.028*</td>
</tr>
<tr>
<td>&gt; University (MSc)</td>
<td>-.101***</td>
<td>.022***</td>
<td>.032***</td>
<td>.031***</td>
<td>.015***</td>
</tr>
<tr>
<td>Education field</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt; Teaching</td>
<td>.06***</td>
<td>-.057***</td>
<td>-.012</td>
<td>.009</td>
<td>.000</td>
</tr>
<tr>
<td>&gt; Agriculture</td>
<td>-.171***</td>
<td>.050***</td>
<td>.057***</td>
<td>.039**</td>
<td>.025***</td>
</tr>
<tr>
<td>&gt; Natural sciences</td>
<td>-.009</td>
<td>.013</td>
<td>-.022</td>
<td>-.003</td>
<td>.021*</td>
</tr>
<tr>
<td>&gt; Engineering</td>
<td>-.05***</td>
<td>.02*</td>
<td>.017</td>
<td>.005</td>
<td>.008</td>
</tr>
<tr>
<td>&gt; Healthcare</td>
<td>-.059***</td>
<td>-.003</td>
<td>.023*</td>
<td>.024**</td>
<td>.015*</td>
</tr>
<tr>
<td>&gt; Economics</td>
<td>-.074***</td>
<td>.009</td>
<td>.02**</td>
<td>.02**</td>
<td>.027***</td>
</tr>
<tr>
<td>&gt; Law</td>
<td>-.047**</td>
<td>-.038***</td>
<td>.046**</td>
<td>.015</td>
<td>.024**</td>
</tr>
<tr>
<td>&gt; Behavioral &amp; social</td>
<td>ref.</td>
<td>ref.</td>
<td>ref.</td>
<td>ref.</td>
<td></td>
</tr>
<tr>
<td>&gt; Language &amp; arts</td>
<td>-.097***</td>
<td>-.001</td>
<td>.034***</td>
<td>.037***</td>
<td>.026***</td>
</tr>
<tr>
<td>Gender</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt; female</td>
<td>.04***</td>
<td>-.033***</td>
<td>.001</td>
<td>-.004</td>
<td>-.004</td>
</tr>
<tr>
<td>Age</td>
<td>-.001</td>
<td>-.001</td>
<td>.006***</td>
<td>-.001</td>
<td>-.002**</td>
</tr>
<tr>
<td>Origin</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt; Dutch</td>
<td>ref.</td>
<td>ref.</td>
<td>ref.</td>
<td>ref.</td>
<td></td>
</tr>
<tr>
<td>&gt; Western</td>
<td>-.032*</td>
<td>.014</td>
<td>.005</td>
<td>-.004</td>
<td>.017*</td>
</tr>
<tr>
<td>&gt; non-Western</td>
<td>.026</td>
<td>.004</td>
<td>-.023**</td>
<td>.002</td>
<td>-.009</td>
</tr>
<tr>
<td>Household status</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt; single</td>
<td>ref.</td>
<td>ref.</td>
<td>ref.</td>
<td>ref.</td>
<td></td>
</tr>
<tr>
<td>&gt; couple</td>
<td>.132***</td>
<td>.027***</td>
<td>-.091***</td>
<td>-.009</td>
<td>-.028***</td>
</tr>
<tr>
<td>&gt; with parents</td>
<td>.123***</td>
<td>.021***</td>
<td>-.075***</td>
<td>-.015**</td>
<td>-.053***</td>
</tr>
<tr>
<td>&gt; other</td>
<td>.076***</td>
<td>.017</td>
<td>-.064***</td>
<td>.007</td>
<td>-.036***</td>
</tr>
<tr>
<td>High earning parents</td>
<td>-.027***</td>
<td>-.002</td>
<td>.009</td>
<td>.011**</td>
<td>.008*</td>
</tr>
<tr>
<td>Chi² (df = 120)</td>
<td>1592.6***</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>N (individuals)</td>
<td>11,839</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Figures 5 and 6 provide a naive idea of the effect of mobility trajectories on labor market outcomes. In figure 5, the percentage of graduates that are employed in ‘normal’ working arrangements (full-time or part-time jobs with fixed weekly hours) are depicted as deviations from the average. Overall, commuters have the highest levels of employment, but this may well be due to how commuters are defined (i.e. to be a commuter, one has to be employed). For the early movers, this percentage is decreasing over the course of the study period. Interestingly, the decrease seems to set in just before or around the time of the first move, twelve months into the study period. In figure 6, the same is done for wages. The steepest slope can be found among the graduates who move multiple times during the study period. Over the course of five years, they go from earning around or slightly below the average towards around €200,- more than average. The wages of those in the immobility trajectory lag in comparison.

![Fig. 5: Percentage in employment as deviations from the average, over time (x = time in months, y = deviation in percentage employed), by trajectory. Blue: deviation; Red: trend line. Source: CBS, own calculations.](image-url)
Of course, these effects may be as much or more due to personal factors explaining the selection into specific trajectories as to the trajectory self. To further probe the effect of job access and spatial mobility on labor market outcomes, we employ a fixed effects regression model. A fixed effects regression model eliminates estimate bias due to time invariant factors at the individual level by only explaining within-person differences in the dependent variable by within-person changes in independent variables. In this model, we regress (log of) hourly wage in October 2006-2013 on job access, spatial and job mobility, tenure in full-time (> 35 hours), part-time (20-35 hours) and non-standard (< 20 or flexible hours) employment. We also control for job and firm characteristics and include regional dummies. Table 4, on the next page, presents the results.

---

2 Job characteristics: type of contract (permanent, temporary, other), job size (full-time, part-time, small)
Firm characteristics: firm size (very small, small, medium, large, very large), firm broad sector, dummy: firm location unknown
Table 4. Fixed effects regression results; dependent variable: (log of) hourly wage.

<table>
<thead>
<tr>
<th></th>
<th>All</th>
<th>Immobile</th>
<th>Commuter</th>
<th>Early</th>
<th>Late</th>
<th>Multiple</th>
</tr>
</thead>
<tbody>
<tr>
<td>Job access</td>
<td>.059***</td>
<td>.044***</td>
<td>.023</td>
<td>.113***</td>
<td>.04</td>
<td>.132***</td>
</tr>
<tr>
<td>Mobility</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt; move</td>
<td>.032***</td>
<td>.009</td>
<td>.015</td>
<td>.052***</td>
<td>.045***</td>
<td>.048***</td>
</tr>
<tr>
<td>&gt; + job change</td>
<td>.013**</td>
<td>.003</td>
<td>.008</td>
<td>.053***</td>
<td>.02</td>
<td>.111</td>
</tr>
<tr>
<td>&gt; commute</td>
<td>.015***</td>
<td>-.004</td>
<td>.06***</td>
<td>.016***</td>
<td>.019**</td>
<td>.008</td>
</tr>
<tr>
<td>Job change</td>
<td>.028***</td>
<td>.032***</td>
<td>.016***</td>
<td>.012***</td>
<td>.027***</td>
<td>.021***</td>
</tr>
<tr>
<td>Tenure</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt; full-time</td>
<td>.076***</td>
<td>.074***</td>
<td>.082***</td>
<td>.082***</td>
<td>.072***</td>
<td>.081***</td>
</tr>
<tr>
<td>&gt; part-time</td>
<td>.051***</td>
<td>.061***</td>
<td>.048***</td>
<td>.043***</td>
<td>.034***</td>
<td></td>
</tr>
<tr>
<td>&gt; non-standard</td>
<td>.053***</td>
<td>.054***</td>
<td>.06**</td>
<td>.049***</td>
<td>.038***</td>
<td>.034***</td>
</tr>
<tr>
<td>Controls</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&gt; region</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>&gt; job</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>&gt; firm</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
<td>Y</td>
</tr>
<tr>
<td>R² (within)</td>
<td>.455</td>
<td>.518</td>
<td>.431</td>
<td>.518</td>
<td>.546</td>
<td>.474</td>
</tr>
<tr>
<td>N (obs)</td>
<td>88247</td>
<td>58460</td>
<td>9876</td>
<td>8738</td>
<td>7442</td>
<td>3731</td>
</tr>
<tr>
<td>N (individuals)</td>
<td>12291</td>
<td>8032</td>
<td>1355</td>
<td>1261</td>
<td>1090</td>
<td>553</td>
</tr>
</tbody>
</table>

In the first column, the results for all graduates are presented. Job access, spatial and employment mobility are all positively associated with wage level. The results show that living in areas with a ten percentage points higher job access level is associated with a 0.6% higher wage. The wage premium of a move across provincial borders (3.2%) is generally higher than that of long distance commuting (1.5%). Switching jobs can also be instrumental to career advancement (there is an associated wage gain of 2.8 %) and full-time jobs have higher hourly wages than part-time or non-standard employment.

However, we also find that the size of these effects can be quite different depending on spatial mobility trajectory. For those in the immobile trajectory, tenure effects are generally lower than for those in mobile trajectories, suggesting that they acquire less specific human capital in their jobs than graduates that are spatially mobile. However, the effects of job switching are more pronounced, which implies that some are able to achieve upward mobility by switching to other firms in their vicinity. For commuters, the effect of commuting is much higher than it is for other graduates and they also have high tenure premiums, whilst the benefit of switching jobs is relatively low. This may indicate that commuters are able to achieve good matches on the labor market relatively quickly and are aware of the value of their current position. Early movers have a high wage premium associated with a long distance move, especially when it is combined with taking up or switching jobs. The direction of the move is of importance too as there is a rela-
tively strong association with job accessibility. On average, early movers gain little over .15 points on the job access index during their first move, this leads to a wage premium between 1.5 and 2%. For many late movers, the move may in the end be related to other life factors (e.g. family formation), since they are in many respects more similar to the immobile than to early movers. For late movers, there is no wage premium associated with higher levels of job access and the effect of tenure is also low. Finally, the association between job access and wage is strongest for multiple movers.

**Conclusion**

This paper analyses how access to jobs at the start of the career influences the spatial mobility choices of graduates of higher education in The Netherlands. Although the reciprocal relationship between migration and commuting has been noted in previous research, this study is among the first to construct comprehensive trajectories based on migration and commuting histories. This paper focuses on a homogeneous group that is often considered highly mobile. Graduates of higher education embody high levels of human capital and suitable job opportunities are generally spread thin across the country. Graduates in areas with lower job accessibility thus can use spatial mobility as an instrument toward gaining a better job or accessing more advantageous labor markets.

Our study highlights a number of issues. First, although higher education graduates are usually depicted as highly mobile, only 35% is mobile during the first 5 years after graduating from college and only 15% is highly mobile (migrating several times or commuting long distances). This may not seem surprising and related to the study setting, as the Netherlands is a dense country and distances are relatively short. However, this is also reflected in our states: the average province is smaller than 3,000 km² and a thirty minute commute is considered short in many countries.

Second, access to jobs is negatively associated with spatial mobility and positively associated with early career success. Graduates in areas with better access to jobs are especially less likely to commute or migrate early. Graduates that live in areas with better access earn higher wages. This effect is stronger for graduates that move early or often than for immobile graduates. A statistically significant effect of access to jobs could not be found for late movers and commuters.

Finally, our study indicates that outcomes of mobility (in terms of wages) are heterogeneous toward the type and timing of mobility. Failure to account for different types of mobility and their timing may underestimate the effect of mobility on labor market outcomes. These results show that distinguishing between type and timing of mobility can be helpful in determining the value of mobility for graduates of higher education entering the labor market.
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Sample statistics

<table>
<thead>
<tr>
<th></th>
<th>Access</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
</tr>
<tr>
<td><strong>Education level</strong></td>
<td></td>
</tr>
<tr>
<td>&gt; College (BSc)</td>
<td>0.65</td>
</tr>
<tr>
<td>&gt; University (BSc)</td>
<td>0.03</td>
</tr>
<tr>
<td>&gt; University (MSc)</td>
<td>0.33</td>
</tr>
<tr>
<td><strong>Education field</strong></td>
<td></td>
</tr>
<tr>
<td>&gt; Teaching</td>
<td>0.11</td>
</tr>
<tr>
<td>&gt; Agriculture</td>
<td>0.04</td>
</tr>
<tr>
<td>&gt; Natural sciences</td>
<td>0.02</td>
</tr>
<tr>
<td>&gt; Engineering</td>
<td>0.15</td>
</tr>
<tr>
<td>&gt; Healthcare</td>
<td>0.07</td>
</tr>
<tr>
<td>&gt; Economics</td>
<td>0.25</td>
</tr>
<tr>
<td>&gt; Law</td>
<td>0.04</td>
</tr>
<tr>
<td>&gt; Behavioral &amp; social</td>
<td>0.21</td>
</tr>
<tr>
<td>&gt; Language &amp; arts</td>
<td>0.11</td>
</tr>
<tr>
<td><strong>Gender</strong></td>
<td></td>
</tr>
<tr>
<td>&gt; female</td>
<td>0.60</td>
</tr>
<tr>
<td><strong>Age</strong></td>
<td>23.99</td>
</tr>
<tr>
<td><strong>Origin</strong></td>
<td></td>
</tr>
<tr>
<td>&gt; Dutch</td>
<td>0.83</td>
</tr>
<tr>
<td>&gt; Western</td>
<td>0.09</td>
</tr>
<tr>
<td>&gt; non-Western</td>
<td>0.08</td>
</tr>
<tr>
<td><strong>Household status</strong></td>
<td></td>
</tr>
<tr>
<td>&gt; single</td>
<td>0.30</td>
</tr>
<tr>
<td>&gt; couple</td>
<td>0.26</td>
</tr>
<tr>
<td>&gt; with parents</td>
<td>0.40</td>
</tr>
<tr>
<td>&gt; other</td>
<td>0.04</td>
</tr>
<tr>
<td><strong>High earning parents</strong></td>
<td></td>
</tr>
<tr>
<td>N</td>
<td>13,621</td>
</tr>
<tr>
<td>%</td>
<td>100</td>
</tr>
</tbody>
</table>
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Sibling Similarity in Entry into the Labor Market

Aleksi Karhula, Jani Erola, Marcel Raab and Anette Fasang

Introduction

The effect of family background on labor market outcomes is the founding question in the research on intergenerational mobility. If social origin plays a significant role on labor market outcomes, we have failed to achieve one of the most universally accepted goals of every society: the equality of opportunity. Indeed the association between social origin and occupational destination often enforced through education has been one of the most studied in all social sciences.

However, the complete pathways of labor market entry have been researched surprisingly little with a holistic approach. Most of the existing literature concentrates on the final outcomes, i.e. the education or labor market outcomes at a certain age at which it is reasonable to assume that they have stabilized. This gives us an accurate picture of how the family background affects e.g. education (Branigan et al. 2013; Breen and Jonsson 2005; Sieben et al. 2001), labor market outcomes (Björklund et al. 2002; Erikson and Goldthorpe 2010; Solon 1992) and in more elaborate cases labor market outcomes through education (Blau and Duncan 1967; Hauser and Mossel 1985). In the first two cases these studies tell us very little, if anything at all, of the pathways to these final outcomes. Even in the case of education mediating the effect of family background, the description of trajectories is often very rough. The studies analyzing the educational and labor market trajectories holistically as a single entity are all together rare although there are some notable exceptions (e.g. Brzinsky-Fay 2007; Pollock 2007).
In this paper we return to this founding question of intergenerational mobility research analyzing the effect of family background on combined educational and labor market trajectories. Our aim is to analyze how much family background influences these trajectories in the early adulthood (from the age of 16 to 35). Furthermore we study how well the observed family background characteristics account for the total family background effect and what kind of trajectories are most strongly linked to family background. Last we claim that the use of labor market trajectories can broaden our view on intergenerational inequality and further show how much of the intergenerational transmission of inequality through trajectories would remain unseen analyzing only the outcomes at certain age as is often done. We utilize high quality yearly register data and the latest methodology of sequence analysis.

**Research questions and design**

To identify the family background effect we use a sibling comparison design as is often done in the research on social mobility (e.g. Björklund et al. 2002; Conley and Glauber 2008; Erola 2009; Mazumder 2008; Solon 1992). Most of the studies employing sibling methods use sibling correlations, but as this is not possible when considering sequences we employ dyadic regression approach we have previously applied on family formation (Raab et al. 2014).

We aim to expand the classical origin-education-destination (OED) - framework into holistic analysis of whole educational and occupational sequences. This way we can see the family background effect on the whole career pathways in young adulthood instead of concentrating on the outcomes at certain age. We are interested in four research questions:

1. Are entry into labor market trajectories of siblings more similar?
2. Can observed parental background characteristics account for sibling similarity?
3. In which way is siblings' labor market entry more similar?
(4) How much of the sibling similarity in trajectories would we miss by just looking at the outcomes at age 35?

In our research design we first compare the differences in siblings’ trajectories to differences in trajectories between one of the siblings and randomly assigned unrelated person (Figure 1). If the distances to siblings are smaller compared to distances to randomly assigned unrelated persons, we can conclude that family background has an effect on early career trajectories (RQ 1). Furthermore by matching the randomly assigned persons conditionally on family background characteristics in our quasi experimental design, we can see whether or not the measurable family background accounts for the smaller amount of differences (RQ 2). After analyzing the first two research questions we turn to third one by clustering the sequences and analyzing whether certain clusters are strongly influenced by family background, i.e. analyze whether the siblings are more likely to reside in same clusters in certain cases. Last but not least we match the sibling dyads with randomly assigned dyads with similar outcomes. This gives us an estimate of the family background effect on trajectories even, if the outcomes are identical between the dyads and thus the association with family background would be unseen without sequence measure.

We define the career trajectories as sequences with seven different states: studying, unemployed, otherwise outside workforce and income in four categories. The study category contains people who are studying fulltime according to registers. The unemployment is defined as being unemployed at the last work week of the year. People considered to be outside the workforce are those with no clear employment, unemployment or studies. These people consist mainly of parents staying home with children and in case of men people serving the mandatory military or civilian service (6 to 12 months). Four income groups are defined relative to the income quantiles at the age of 35 in our cohorts.
Siblings are linked through the mother and all the variables and information on family relations is based on register data from Statistics Finland.

**Results**

In the preliminary analysis we have used optimal matching with theory based substitution costs and indel cost to define the distances between persons. The distributions of distances in sibling and unrelated dyads according to sex can be seen in Figure 2. We can clearly see that the siblings resemble each other more compared to unrelated dyads (RQ 1). The sibling dyads have smaller distances especially when comparing the same sex dyads. This would imply that some of the family background effects are sex-specific. The results show clearly that family background has a strong effect on the career trajectories in early adulthood.
Figure 1. Random and conditional assignment of dyads (from Raab et al. 2014).
In the case of family formation surprisingly little of the similarity between siblings was explained by the measurable family background (Raab et al. 2014). In the case of career trajectories we expect stronger effect of measurable family background. However, when looking at the sibling similarity in our models (M1 and M2 in table 1), we can see that upon conditional assignment on family background the sibling similarity compared to unrelated dyads decreased surprisingly little although significantly (19 percent).
Table 1. Similarity of sibling dyads compared to unrelated dyads in different matching models.

<table>
<thead>
<tr>
<th></th>
<th>M1 Random Assignment</th>
<th>M2 Conditional Assignment on Family Background</th>
<th>M3 Conditional Assignment on earnings (at age 35)</th>
<th>M4 Conditional Assignment on education (at age 35)</th>
<th>M5 Conditional Assignment on both outcomes (at age 35)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sibling dyad</td>
<td>-5.52***</td>
<td>-4.45***</td>
<td>-4.27***</td>
<td>-3.59***</td>
<td>-2.72***</td>
</tr>
<tr>
<td></td>
<td>(0.17)</td>
<td>(0.17)</td>
<td>(0.15)</td>
<td>(0.16)</td>
<td>(0.15)</td>
</tr>
<tr>
<td>Observations</td>
<td>34,724</td>
<td>33,299</td>
<td>34712</td>
<td>34712</td>
<td>34712</td>
</tr>
</tbody>
</table>

In the last models (M3-M5) we can observe that matching the sibling dyad with a dyad with similar outcome at the end of our observation period at age 35, did not result into non-existing sibling effect (RQ4). It is noteworthy that in case of income (M3), education (M4) and both (M5) quite much of the sibling similarity remains in the sequences although no sibling similarity would be observed looking at the outcomes. This shows that a lot of sibling similarity would be missed when only looking at sibling similarity of the outcomes. This further implies that we do not capture intergenerational inequalities fully with only the end outcomes.

For the lack of space we do not present the results to our RQ3 (In which way is siblings’ labor market entry more similar?) in detail here. It suffices to say that sibling similarity seems to be strongest when it comes to disadvantaged trajectories and lessened in academic trajectories.

If we return to the equality of opportunity mentioned in the beginning, our results of sibling similarity indeed imply lack of it. It would seem that when it comes to trajectories we cannot identify clearly the reasons behind the similarities although we can identify many family background factors associated with the similarities. Further the similarity of trajectories is stronger in disadvantaged trajectories and is likely linked to other life events and accumulating disadvantage. Last but not least the fact that much of sibling similarity in trajectories would remain hidden when look-
ing at only the end outcomes underlines that low sibling similarity in the end outcomes does not necessarily imply equality of opportunity as is too often hastily assumed. Similarities in outcomes might result from seriously different and unequal trajectories leading to these outcomes.
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1 Introduction

The interest in the gendered patterns of labour market attachment and success has been stirring the social science research for decades. The explanations for women’s attachment to the labour market are more complex than those used for a masculinized workforce (Goldin 1990; Blau et al 1998). We now have the opportunity to map out the breathtaking advancement that women have made (Blau et al 1998; Goldin 2006; Coontz 2011) which is a continuous puzzle about the absence of full gender convergence in labour market and income trajectories (Gerson 2009, 2011; England 2010, 2011; Goldin 2014). An overview of the current literature reveals complex interactions that link personal preferences and structural constraints.

This paper explores the gender differences in labour market trajectories that are still present even in one of the pioneer countries of gender revolution. Denmark has undoubtedly been at the forefront of the gender revolution, encompassing profound changes both at the labour market and at the reproductive work (Esping-Andersen 2009 [2013], Esping-Andersen et al 2013), which makes it a case of great interest for anybody wishing to explore the process of women becoming intensely attached to the labour market and men starting to pick up their fair share of house and care work. According to the most of the common indicators of formal gender equality (such as the Gender Equality Index (UNDP 2015) or labour market participation rates (OECD Statistics 2016)), the Danish society seems very close to a complete gender convergence.

Yet despite the high participation rates and an early attitudinal shift towards gender egalitarianism (Jensen and Rathlev 2010), the Danish labour market is highly segregated by gender (Esping-Andersen 1993, Leth-Sorensen and Rohwer 2001, Statistics Denmark 2015). Women typically congregate in the public sector as care workers. Hence, we explore the extent of convergence of the labour market trajectories and closure of the gender gap in Danish labour market across a set of key cohorts. Examining the years during which care work passed from the private to the public sphere via increased gender egalitarianism and the advances of the Welfare State (Hernes 1987, Jensen and Rathlev 2010), we expect to map the gender revolution in the Danish labour market by comparing older Danish cohorts to younger cohorts.

There are three aspects of the methodical design of this analysis that contributes to the existing literature on how women construct their careers. The first one is choosing to compare women with their male peers. While throughout the years the labour market trajectories of men have served as the benchmark for women’s achievements (Moen & Roehling 2005), in only a few cases men are explicitly assumed to be the counterfactuals of women. More often women have been compared among themselves, emphasizing the differences between the married and unmarried, and women with and without children. The strategy of comparing women to their male peers has been applied for the highly educated (for example, Goldin 2014), but not that often across all social classes. Taking into account
that during the time period of interest also male labour market trajectories have changed towards less labour market attachment (mostly due to education expansion and earlier retirement (Leth-Sorensen and Rohwer 2001, Jensen and Rathlev 2010), this approach permits to avoid comparison with an ideal-typical male trajectory and do it with actual data instead.

The second contribution is that the use of longitudinal data. Such design ensures the capacity to analyze the working lives as a dynamic phenomenon, capturing the key moments of labour market trajectories with greater precision than any cross-sectional data ever could. The female labour market revolution is a relatively recent phenomenon, even in the countries, such as Denmark, that were among first to shift from women holding jobs to women having careers, also known as the quiet revolution (Goldin 2006). Due to the short time spell, longitudinal research on full labour market trajectories is becoming possible just now as the cohorts who pioneered the massive incorporation in the formal labour market reach the retirement age (see, for example, García-Manglano 2014).

The third contribution stems from the comparison of key cohorts, hence following the gradual change of milieu in the population and convergence in labour market outcomes for men and women. This is only possible, because we have access to the best available dataset containing very detailed, longitudinal data on labour market experiences of Danes on an individual level. The Danish registry data cover the period from 1986 till 2011. A large representative sample is drawn from these population data and sequence analysis followed by regression analysis is applied to assess the extent and conditions of gender convergence in labour market trajectories of Danish women throughout the years observed.

The rest of this paper is structured in the following way. Section two offers an overview of the state of art regarding longitudinal analysis of women’s labour market participation with a special focus of their relevance for Denmark. In section three we describe the data and the analytical methods we use. Section four contains all the empirical results, while section five discusses them. Conclusions and ideas for future development of this research question can be found in section six.

2 Background and relevance

In the West it has been taken as a given that women have some labour market experience, at least throughout the second half of 20th century (Goldin 1990, Blau et al 1998, Cooke 2011, Coontz 2011). Women are expected to enter the labour market before even considering the possibilities of opting out of it. The great majority of people with no labour market experience are among the youth who are yet to enter in the labour market.

The framing of paid work done by women has evolved. Participation rates have been rising up till the 1990s (Goldin 2006, 2014), especially for married women and women with young children (Cooke 2011). Also the significance of women’s paid work has changed. The idea of jobs that would sustain one until marriage, or help family budget in case of occasional need (Warren & Warren Tyagi 2004) has been replaced with that of careers,
bringing about more purposeful investment in human capital and establishment of a professional identity (Goldin 2006). And, while this change has been more obvious for highly educated women, Rubin (1994) observe a very similar discourse among the working class women who do paid work primarily because of the economic need. Therefore, the notion of having a career is used in its widest meaning. It implies an ongoing attachment to the labour market and the very idea that doing paid work is most likely not a transitory phase in a woman’s life (Goldin 2006).

This shift from jobs to career has been named the quiet revolution by Claudia Goldin (2006). For her the quietness of this change stems from the fact that it was not primarily driven by a discourse of labour market participation as an emancipatory practice in the battle for gender equality. Instead, it was a response to changes in patterns in union formation and fertility (such as reliable contraceptives and high divorce rates) and labour market characteristics (such as growth in administrative, service or institutionalized care jobs, and improvements in working hours and conditions). The trend towards convergence in women’s labour market trajectories that Goldin observes in the US starting from the 1970s is a change due to exogenous reasons. “As opposed to the noisy revolution [Civil Rights movement, anti-war protests, women’s liberation], the quiet revolution was accomplished by many who were unaware that they were part of a grand transformation. They were the unwitting foot soldiers of an upheaval that would alter women’s employment, education, and family” (Goldin 2006: 32-33). Therefore asking if one has ever worked for pay is not that relevant anymore.

After observing this shift from framing the female employment as jobs to that of careers (Goldin 2006), the question is about the what extent that attachment women have to the labour market are now equaling that of men. The research interest now lies in the characteristics of women’s careers. It is the entry and exit points, interruptions, length of the trajectories, intensity of dedication, professional growth during the years of attachment to the labour market that are the variables of interest. In some contexts the change towards the notion of career has effectively been labeled as the masculinization of women’s life course (Esping-Andersen 2009 [2013]).

It has been recognized that this revolution has its own steps that depend on the labour market context: participation that goes from (1) working at certain life stages to working throughout life, especially the reproductive years, (2) part time to full time work, (3) work in feminized sectors to dissipation of the notion of feminized/masculinized sectors. Each country that has undergone the transition towards a more gender equal labour force has had its own unique mixture of these aspects.

Depending on the socio-cultural context and historical contingencies, the patterns of participation vary a lot across countries. While most women in Scandinavia are attached to the labour market throughout their lives), the women in the US are obliged to decide between full attachment or exit from the labour market (Pfau-Effinger 2004, Goldin 2006, Esping-Andersen 2009 [2013], Cooke 2011). At the same time women in the UK
experience a bimodal distribution of attitudes towards labour market participation and attachment to it (Hakim 1996). In Germany women tend to opt for part-time work instead of full time attachment once they form a family, and in the Netherlands women seem to be moving away from housewifery followed by part-time pattern towards their own quiet revolution where the new ideal might be dual earner couples where both partners work part-time (Pfau-Effinger 2004).

Even among the vanguard countries of female employment a complete convergence with men is closer in some countries than in others. The female labour force participation in Finland was 0.96 of that of male participation rate in 2013. Norway, Iceland, Sweden and Denmark all had ratios above 0.9. It was 0.85 in the US, and 0.78 was the average for all the OECD countries (OECD 2016). These numbers signifies the fast pace of female convergence since the quiet revolution that changed the way how women relate to the labour market (Goldin 2006). For example, the ratio of the Civilian labour force participation rates in the US labour force for those over 16 was 0.39 in 1950, 0.54 in 1970, 0.75 in 1990 and 0.82 in 2010 (US Department of Labour 2015). At the same time an inquiry about the failure to achieve a complete convergence is also possible (Williams 1999; Stone 2007; Gerson 2009, 2010; Cha 2010, 2013; Goldin 2014; Pedulla & Thébaud 2015). The pay gap – the other star indicator of women’s progress in paid work – is experiencing exactly the same dynamics. The gap has been closing consistently if looking at the nation-wide averages while maintaining pockets of yawning gaps in certain professions (Goldin 2014).

Recognizing that the change in women’s labour market attachment was the first step in the revolution, we focus on that. Figure 1 shows the labour market participation rates of women and men in different age groups from 1940 to 2010’s. The graph clearly shows that women in all age groups have increased their labour market participation from below 40 per cent to more than 80 per cent. Yet part-time work is still rather prominent for Danish women, despite the fact that hour-wise these are typically “long part-time hours” (Blossfeld and Drobnič 2001b). It is not the almost half of all working women that it was in the 1970s (Bonke 1997) - and still is in Germany and Austria, and to a greater extent in Netherlands and Switzerland (Eurostat 2016) – but it ought to have an impact on the overall labour market outcomes for Danish women. While the impact should not be as severe as for typical British, Dutch or German women (Hakim 1996, Esping-Andersen 2009 [2013]), it is still a prominent gendered difference in the Danish labour market.

Figure 1: Changes in the rates of active population in Denmark between 1940 and 2014 between ages 15 and 64 by gender. Source for data until 1983: Bonke (1997). The values for women in 1950 are imputed due to missing data and the age groups used there are wider than in the OECD data. Source for data starting from 1983: OECD Statistics (2016).

At the same time, the understanding of what constitutes a standard work week has changed. Since the early 1990s, normal weekly hours of 37 and overtime premiums have been established through collective bargaining (OECD 1998, Lee 2004), a change that started with the Metal Working Industry Agreement and later spread to other sectors. While this change has made shorter hours the mode of the duration of a full-time work-week (Bishop 2004, Lee 2004), in early 2000s almost a third of the men and 10 per cent of the women employed reported having a work-week over 40 hours (Bishop 2004).

The care work was crowded out by the welfare state and is now taken care of mainly by women employed by the public administration (Jensen and Rathlev 2010) in a very formalized way (Jensen et al 2010, Jensen and Rathlev 2010, Pfau-Effinger et al 2010), hence there was no obvious need for changing the care work patterns inside the families (Blossfeld and Drobnic 2001b). The ideal-typical model of the Danish family is having two breadwinners and the state serves as the major care-provider (Esping-Andersen 1999, Jensen et al 2010, Jensen and Rathlev 2010, Pfau-Effinger et al 2010). An example of this ideal is reflected in the parental-leave policies. In comparison with Norway and Sweden that have had generous maternity-leave arrangements since the early 1960s, Denmark has
opted for using public childcare instead. The relatively short maternity leave coupled with a high coverage by public day-care institutions “helps to preserve women’s close contact with the labour market and their human capital investments during maternity” (Jensen and Rathlev 2010: 46).

Aligned to this is also the tax system. There is no fiscal incentive for the breadwinner-homemaker model from the highly individualized Danish taxing system (Blossfeld and Drobnič 2001b, Leth-Sorensen and Rohwer 2001), as having two incomes does not undermine the benefits and tax returns, and high income earners pay a larger share of their income than low income earners. The expansion of the Danish welfare state has created a virtuous loop of public employment for women, boosting the participation rates. In the late 1990s, 30 per cent of all employees worked in the public sector, and almost 45 per cent of all employed women (Leth-Sorensen and Rohwer 2001, Statistics Denmark 2015).

While Danish women have partly overcome the part-time hurdle and the country is characterized by an early attitudinal shift towards gender egalitarianism (Jensen and Rathlev 2010), Denmark at the same time has a highly gender segregated labour market, both sectorial and occupational (Esping-Andersen 1993). Even more, at least back in the 1990s some would confirm that,

Although [Denmark and Sweden] have proactively tried to integrate married women with children in the labour force via full-time work, reduced full-time work, and part-time work, ‘the wife’s role as a supplementary worker has hardly changed’ (Bernhardt 1993). It is generally acknowledged that Scandinavian women are less dependent on their husbands or partners in financial terms than women in many other Western European countries, but they, by and large, still suppress their own long-term job opportunities, earning profiles, and other job-related interests when they raise young children. (Blossfeld and Drobnič 2001a: 7)

The more recent work suggests that Denmark has undergone a full gender revolution in intra-couple behaviour since then (Esping-Andersen [2009] 2013, Esping-Andersen et al 2013), converging in the amount of housework done. Yet the tensions between careers and family life described are at recent if not present and have been a reality for many of the women who are still active in the labour market.

We set up three hypotheses that we test empirically:

Hypothesis 1: The labour market trajectories are not gender-neutral, but a gradual convergence is observable across the birth cohorts. It is expected that the regression analysis will confirm the hypothesis that the extent to which gender is a strong predictor of a labor market attachment-based cluster membership is fading out with subsequent birth cohorts (Han and Moen 2001).

Hypothesis 2: Women with higher education credentials are more likely to have trajectories closer to those typical of men. It has been established that one of the most important predictors of labour market attachment is larger investment in education (Han and Moen 2001, Goldin 2014). In previous Swedish research the authors found that higher education for women reduce risks of labour market exits, increase the likelihood of re-entries and speeds up the return (Henz and Sundstrom 2001). For Denmark it has been
found that less education is linked to higher risk of experiencing unemployment and exiting form the labour market (Leth-Sorensen and Rohwer 2001). Despite the educational expansion that has taken place across the cohorts of our interest, we expect that there will be differentiation by education level in all birth cohorts.

Hypothesis 3: For women the presence of young children in the family has a much stronger impact on work trajectories than for men and are more likely to be towards less intense labor market attachment (Blossfeld and Drobnič 2001a). A major hindrance to career success for women is children, both for those that exit the labour market and those that return (Stone 2007, Cooke 2014). Previous results suggest that – while the institutional framework mediates the intensity of the effect – even in the most family-friendly national contexts there are significant effects (Aisenbrey et al 2009). In Sweden, having small children increases the likelihood of part-time work and labour market exits of women (Henz and Sundström 2001). Also for Denmark, having children have been found to decrease the likelihood of uninterrupted presence in the labour market for women (Leth-Sorensen and Rohwer 2001). For older cohorts in the US, Han and Moen (2001) found that strong labour market attachment for women even precluded stable unions and vice versa, while it did not impact the labour market trajectories of men (2001).

In light of the move towards more gender-egalitarian patterns of sharing the care work at home (Esping-Andersen et al 2013), we expect to observe a gradual change across the cohorts. We expect that the labour market trajectories of younger Danish women will be less negatively affected by parenthood, while men’s will begin to experience a negative impact similar to that of women. Among older cohorts we foresee a bimodal tendency. Only women with significant human capital, or in urgent need of resources, will adopt a fully attached working life whereas men’s labour market trajectories are not expected to be sorted by union or fertility events.

3 Data and Methods

The optimal data for an analysis that is able to assess a full labour market trajectory are those covering the whole life course and at the same time containing a wealth of additional information. Cross-sectional data would offer only a glimpse at an individual’s connection to the labour market instead, as proposed, to examine the complete development of women’s careers. Previous research has found women’s labour market trajectories to be dynamic to an extent that preferences stated early in life, or even behavior at some point, hold little prediction value over the later life course (Gerson 1985; Hakim 2002; García-Manglano 2014).

The Danish register data maintained by Statistics Denmark permits to carry out a longitudinal research design. The unique datasets follows the entire population since the mid-1980s and contain individual, yearly, greatly detailed information on, among other variables, labour market participation (For a more detailed description see, for example,
Leth-Sorensen and Rohwer 2001). In comparison to the second-best data which would be longitudinal panels, register data offer more precision due to the fact that the data are not self-reported, why we avoid attrition problems. Because the data are not retrospective, we also avoid recall bias. The drawback from the register data is that there is no information on attitudes or interpretations of the behaviors, such as the reasons behind retreat from the labour market or choice of work sector. Furthermore, the fact that the work with these sensitive data has to occur on the Statistics Denmark servers, the computational capacity required for the chosen methodology obliges us to select a smaller random sample to work with instead of the entire population of birth cohorts of interest. The final sample is still a large sample though, of 10,000 observations per subsample.

Aiming at analyzing only the complete labour market trajectories of women born in 1940s and after, there are very few cohorts available for such research design. The literature agrees that the quiet revolution in the US started with women born during the 1940s (Gerson 1985; Goldin 2006; Coontz 2011; Garcia-Manglano 2014), which was also true for Denmark (Koch-Nielsen 1998, Blossfeld and Drobnic 2001b, Henz and Sundstrom. 2001, Pfau-Effinger 2005). Therefore, it is reasonable to take these cohorts as the baseline for the evolution of the women’s labour market trajectories in the last decades of the 20th century, and then follow the subsequent cohorts.

Due to data limitations, we are unable to work with full labour market trajectories, as the 1940’s birth cohorts entered in the labour market in the late 1950s and early 1960s when the registers were not yet set up. Additionally, some of the younger cohorts that are currently still in the labour market are only half-way through, hence their full labour market trajectories are not available either. The register data available allows us to observe 26 consecutive years between 1986 and 2011. In order to work with sequences meaningful to our research question the final sample is restricted to individuals who immigrated in Denmark no later than 1998 and individuals who died after 1999, assuring that they have been “present” for at least half of the observed years. Individuals with missing data on labour market attachment (most probably due to having spent time abroad) have been excluded. Individuals are included in analysis from the moment that the individuals are 17 years old, due to the fact that late teens are the years when divergence among labour market trajectories start.

Due to data limitations, until 1994 it’s impossible to distinguish the type of paid work that the person observed is engaged in. Only from then on we are able to distinguish between employment in public or private sector, part-time work and full-time work. Despite the fact that until then the only labour market dynamic observable is being in paid work versus different reasons for being out of it, we opt to include these years in our analysis. For the oldest cohort – the most affected by this limitation – it is still analytically interesting to look at the dichotomy between paid work and absence from the labour market, even if there are no other details available.
Recognizing that we work with a complex dataset where the variables of interest reflect both cohort and period effects, we work with four separate segments of the sample. We end up with four subsamples of the birth cohorts grouped as follows: (1) born 1941-1950, (2) 1951-1960, (3) 1961-1970, and (4) 1971-1980. For the sake of simplicity from now on we will be referring to these groups as “birth cohorts”.

For each of the cohorts there is a common chunk of 17 (fifteen for the youngest cohort) years observed for all subsamples, and we choose to expand it including all the available data (see Table 1). While accepting that the results will be based on fewer cohorts on the tails of the sequences, this approach allows us to make the most of the available observed years and achieve an almost full vision of the adult lives of the three older birth cohorts.

<table>
<thead>
<tr>
<th>Birth Cohorts</th>
<th>Total age range observed</th>
<th>Common age range</th>
<th>Number of common observed years for all observations</th>
<th>Number of observed years for each observation</th>
</tr>
</thead>
<tbody>
<tr>
<td>1941-1950</td>
<td>36-70</td>
<td>45-61</td>
<td>17</td>
<td>26</td>
</tr>
<tr>
<td>1951-1960</td>
<td>26-60</td>
<td>35-51</td>
<td>17</td>
<td>26</td>
</tr>
<tr>
<td>1971-1980</td>
<td>17-40</td>
<td>17-31</td>
<td>15</td>
<td>15</td>
</tr>
</tbody>
</table>

As the literature has shown (Gerson 1985; Hakim 1996, 2002; Stone 2007; García-Manglano 2014), there is a lot of change during the life course and a lot of heterogeneity among women. To carry out this research design, the method of choice has to be one that maintains the complexity of trajectories in a longitudinal analysis (Widmer & Ritschard 2009; Barban 2011). As much of the sociological thinking explains phenomena as sequences and interactions, it makes sense to work with a method that addresses that directly (Abbott 1995). It also has to be a method that is able to capture the patterns behind the sequences (Abbott 1995). Sequence analysis permits all of this (Abbott 1995; Abbott & Tsay 2000; Billari 2001; Aassve et al 2007; Widmer & Ritschard 2009; Barban 2011; Barban & Billari). Sequence analysis is especially relevant for analyzing life courses, as it captures the complex lives of people as heterogeneous sequences in different states (Billari 2001). Aassve, Billari & Piccarreta (2007) have carried out a similar design to ours for the trajectories of women in the UK, finding the method fruitful and the results relatively easy to interpret.

Sequence analysis serves as a purely descriptive technique, permitting the construction of whole sequence of diverse events without any assumption about them (Abbott & Tsay 2000). We use it to create two longitudinal trajectories (R Development Core Team 2011, Gabadinho et al 2009, 2011), one of labour market related activity and the other of household composition. The Labour market sequence includes the relationship with the labour market, the intensity of that attachment if the individual is working and, for the specific case we are analyzing, if the paid work is carried out in the private or public sector.
There are 12 possible sequence states: (1) working full-time in the public sector, (2) working full-time in the private sector, (3) working part-time in the public sector, (4) working part-time in the private sector, (5) working but with further details unknown (this is the state for everybody working until 1994 due to data limitations, see above for explanation), (6) being on a leave (sick, maternity, sabbatical, etc), (7) being unemployed, (8) being in school, (9) being out of the labor market (retired or otherwise not active), (10) dead, (11) not yet in Denmark (for those who immigrate during the observed period), and (12) missing due to data limitations regarding the years observed.

The Household sequence captures partnership status and number of children under 18 in the household. The register data permits to include all couples that are sharing a dwelling, be they married or cohabiting. The importance of cohabiting in Scandinavia (Bracher and Santow 1998, Henz and Sundstrom 2001, Leth-Sorensen and Rohwer 2001) makes sharing a dwelling more appropriate than using civil status. The only care aspect included is the number of children. Taking into account the fact that Danish families have a relatively small care burden due to the high levels of formalized care by the welfare state (Jensen and Rathlev 2010), the number of children raised in the household is the most straightforward and common stratifier of amount of care demanded from a person. There are 11 sequence states of household composition: (1) living with parents, (2) single, (3) living with a partner, (4) single with a child, (5) in a union with a child, (6) single with two children, (7) in a union with two children, (8) single with three or more children, (9) in a union with three or more children, (10) unknown (implies exit from the sample mostly due to death), (11) missing due to data limitations regarding the years observed.

First we provide a description of the typical activity in the labour market and household composition trajectories at the observed ages for each of the birth cohorts. We cluster each of our subsamples according to the most common trajectories (Studer 2013). Across the four cohorts, the optimal number of clusters for the Labour market sequence is three, though there are slight differences due to the different age spans we are observing for each cohort. For the same reason the number of clusters for Household sequence varies for each cohort. Once the clusters are created, we explore the correlation between the two sets of clusters for each cohort descriptively and apply regression analysis to examine the variables that predict cluster membership.

In the following we first provide a description of the typical work and family trajectories at the observed ages for each of the birth cohorts, and the way those two trajectories correlate. Second, we assess to what extent the Labour market cluster membership is predicted by gender and Household cluster membership.

The key results of the regression analysis (See tables 6-9 in the Annex) is the predicted margins of the likelihood of the Household cluster membership depending on the effects of the three-way interaction among gender, education level, and Household cluster membership. These are presented in the graphical form in the Results section below (Figures 18-29).
4 Results

4.1 The 1941-1950 Birth Cohorts and Labour Market

The years between 1986 and 2011 for the 1941-1950 birth cohorts, observed between ages 36 and 70, are dominated by paid market work and gradual move into retirement. The patterns observed in the figure 2 confirm the gendered division between private and public sectors. It is an index plot summarizing all 10,000 sequences for this cohort. Five blue hues represent different types of paid work while a range of other colors represent the rest of states. It can be observed that the trajectories of men (left side of figure 2) are dominated by private sector jobs while those of women (right side of figure 2), especially of the older cohorts (upper part of the figure), are dominated by work in the public sector. Part time work is not randomly distributed either. It is more prevalent among women. We do not distinguish between different types of exits from the labour market, but we can observe that trajectories of women become dominated by being out of the labour market sooner than those of men.

The most typical trajectories confirm the gendered differences in exit from the labour market and in the likelihood of working in either the private or public sector. These are the 20 most common trajectories, covering 14% of all male trajectories and 10% of all female. There is a total 6608 unique sequences in this birth cohort. The elevated number is partly due to the unequal length of the observed sequences, partly due to the heterogeneity of the population. Yet it is clear that for a Danish man born in the 1940s the typical trajectory has been to work continuously and mostly (while not exclusively) in the private sector, followed by retirement from the labour market in their sixties or later. The most typical women’s trajectories range between continuous paid work and permanent absence from the labour market. Work in the public sector dominates the trajectories of women participating in the labour market. Retirement among those is experienced earlier than among their male counterparts working in the private sector, and is common already in their fifties.

The mean years spent in each state is another way of observing the same divisions in the labour market. The great heterogeneity among the observations is confirmed by the fact that in no state, any of the genders spend more than ten years on average. Paid work in all its different modalities dominates the trajectories, followed by having exited from the labour market. Men spend more years in paid work (in all work categories together) than women, while women are the ones spending more years out of the labour market. Also evident is the gendered differences between public and private sectors and part-time and full-time work. While all categories are present in the sample, it is clear that the auxiliary categories of being on a leave, unemployed, in education, already dead and not yet in Denmark, only unemployment has a significant appearance among average years spent in different states.
As specified above, deaths and arrivals to Denmark have been censored, while being in education and on leave are not states relevant to this birth cohort.

Division in clusters reveal divisions created along the lines of trajectories dominated by private or public sector work for clusters 1 and 2, and between continuous labour market attachment (clusters 1 and 2) and a less typical cluster that gathers trajectories marked by absence from the labour market and early retirement, unemployment and part-time work. 38 per cent of the sample is sorted in the first cluster, 32 in the second one, and 30 per cent in the third. Taking into account that this is the birth cohort that we observe entering into retirement, the elevated “population” of the third, marginal, cluster is not surprising.

Fig. 2: Labour market sequence full-sequence index plots for the 1941-1950 birth cohorts.
4.2 The 1941-1950 Birth Cohorts and Household Composition

Though the heterogeneity of the trajectories is high (7460 unique sequences, the twenty most common cover 9 per cent of male trajectories and 8 per cent of female), when it comes to the household composition at these ages, we mainly observe the process of “emptying the nest” (see figure 4). Most households start with having children under 18 living with them and then move towards living with their partner or alone.

According to the mean years at each state, men and women follow similar dynamics of mostly spending these years with their partners. One of the visible gendered differences is that women on average spend more time being unpartnered but with a child, confirmation that single mothers are more common than single fathers. Yet men on average spend more time with a partnered household maintaining two or more minors.

Clustering divides the sample in two (see figure 5). Cluster 1 is dominated by singlehood and cluster 2 – by being in a partnership. The great majority of the population (78 per cent) is sorted into the cluster of being in a partnership.
Fig. 4: Household sequence full-sequence index plots for the 1941-1950 birth cohort.

Fig. 5: State distribution plots by Household cluster for the 1941-1950 birth cohort.
4.3 The 1941-1950 Birth Cohorts’ Labour Market Activity and Households

The two cluster memberships are not homogeneous across each other (See Table 2). The majority of the sample is people whose trajectories are dominated by being in a union during the time span observed, 78 per cent of men and 77 per cent of women are sorted in the Union cluster. The Labour market cluster membership is not gender neutral, though. Most men (52 per cent) belong to the cluster characterized by full-time private sector employment, and the rest is evenly divided between full-time public sector work and absent-intermittent trajectories. The proportion of private sector cluster members is even bigger among the men from the Union cluster (56 per cent). Yet among the members of the household cluster characterized by singlehood, the most numerous group is that of Absence-intermittence – grouping together labour market absentees and retirees – members (44 per cent).

Women of this birth cohort are mostly members of Public sector and Absence-intermittence cluster (39 and 37 per cent respectively), while only a quarter belong to the Private sector cluster, the most common among men. The distribution of Labour market cluster membership among women from the Union cluster mirrors that of the total sample. But women with trajectories dominated by singlehood follow a similar pattern than the men from that cluster. Those single tend to be also the ones belonging to the Absence-intermittence cluster (44 per cent), followed by the full time cluster characteristics to one’s gender (38 per cent of women in the Public sector and 37 per cent of men in the Private sector). This initially counterintuitive finding is in line with previous findings of Leth-Sorensen and Rohwer (2001) linking lack of success at the labour market for men with decreased likelihood of having experienced fatherhood.

Table 2: A contingency table between Labour market and Household clusters for the 1941-1950 birth cohort.

<table>
<thead>
<tr>
<th>Household clusters</th>
<th>C1</th>
<th>C2</th>
<th>Total</th>
<th>C1</th>
<th>C2</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Men (22)</td>
<td>Men (78)</td>
<td>Total (100)</td>
<td>Men (23)</td>
<td>Women (77)</td>
<td>Total (100)</td>
</tr>
<tr>
<td>Labour market clusters</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>C1 Private</td>
<td>37</td>
<td>56</td>
<td>52</td>
<td>18</td>
<td>26</td>
<td>25</td>
</tr>
<tr>
<td>C2 Public</td>
<td>19</td>
<td>26</td>
<td>24</td>
<td>38</td>
<td>39</td>
<td>39</td>
</tr>
<tr>
<td>C3 Absence-Intermittence</td>
<td>44</td>
<td>18</td>
<td>24</td>
<td>44</td>
<td>34</td>
<td>37</td>
</tr>
<tr>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Items may not sum exact 100 due to rounding.
4.4 The 1951-1960 Birth Cohorts and Labour Market

The age range observed of those born between years 1951-1960 is 26-50. While their trajectories are peppered with part-timing, schooling, leaves, unemployment and exits, for both men and women they are dominated by full-time work (figure 6).

An inspection of the most common trajectories confirms the predominance of uninterrupted work. Covering 28 per cent of men and 21 per cent of women in the sample (from a total of 6687 unique sequences), it also reiterates the gendered division between public and private employment. While the division is not exclusive, of course, it’s much more common for women to work in the public sector than it is for men. The mean years spent in each state illustrate the dominance of paid work. The gendered differences are largely the same as in the oldest birth cohort. Women do more public sector work and more part time work. They are also spending more time out of the labour market and on leaves.

The clustering of this birth cohort follows the same logic as with those born between 1941-1950, yet the proportions of cluster membership are different (figure 7). Cluster one – dominated by private sector employment – include 47 per cent of the sample. Cluster two - dominated by the public sector employment – covers 39 per cent. The Absence-intermittence cluster becomes a residual cluster (14 per cent) of trajectories vaguely attached to the labour market and marked part-time work, leaves, unemployment and absence from the labour market.

Fig. 6: Labour market sequence full-sequence index plots for the 1951-1960 birth cohort.
4.5 The 1951-1960 Birth Cohorts and Household Composition

Between their late twenties and early fifties those born between 1951 and 1960 have lived through a great variety of family arrangements (figure 8). There are 8726 unique sequences, and the 20 most common cover only 7 per cent of sequences for men and 4 per cent for women. While most of the sequences are dominated by living with a partner, there are periods of singlehood both at the beginning and the end of the trajectories.

The mean number of years spent in each state reveals the diversity of states. None average above seven years yet it is distributed among having had a differing number of children inside a partnership. The observable gendered differences are that men have been somewhat more likely to live with their parents while among women there is greater prevalence of single parenthood.

The clustering of the family trajectories is done based on the same logic as that of the oldest birth cohort. Cluster 1 separates the trajectories dominated by singlehood (20 per cent of the sample), and cluster 2 to 4 sort people according to the number of children in the household during most of the time span observed (figure 9). Cluster 2 gathers the childless and those with one child (26 per cent). Cluster 3 gathers those who have mostly had two children (37 per cent), and Cluster 4 is for partnerships that have been living with three or more minors under their roof (16 per cent).
Fig. 8: Household sequence full-sequence index plots for the 1951-1960 birth cohort.

Fig. 9: State distribution plots by Household cluster for the 1951-1960 birth cohort.
4.6 The 1951-1960 Birth Cohorts’ Labour Market Activity and Households

When it comes to the burden of care work, most of the people during this period have had a household with two or more minors (See Table 3). 36 per cent of men belong to the cluster 3, characterized by households that have had two children, and additional 16 per cent belong to the cluster 4, implying having raised 3 or more children. For women the respective percentages are 38 and 17. Yet Household clusters seem to be loosely connected with the Labour market cluster membership. Across all Household clusters, the most common Labour market cluster for men is the one dominated by full-time employment in the private sector (ranging from 47 to 66 per cent) and the most common Labour market cluster for women is the one dominated by full-time public sector work (40 to 57 per cent of all women in the sample). It is true, though, that public-sector cluster membership is more common among women with the most care burden, and so it is also among men. 30 per cent of the Household cluster 4 members form part of the Public-sector Labour market cluster.

Table 3: A contingency table between Labour market and Household clusters for the 1951-1960 birth cohort.

<table>
<thead>
<tr>
<th>Labour market clusters</th>
<th>C1 Private</th>
<th>C2 Public</th>
<th>C3 Absence-Intermittence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Men</td>
<td>47</td>
<td>22</td>
<td>30</td>
</tr>
<tr>
<td>Men</td>
<td>67</td>
<td>26</td>
<td>7</td>
</tr>
<tr>
<td>Men</td>
<td>66</td>
<td>30</td>
<td>4</td>
</tr>
<tr>
<td>Men</td>
<td>63</td>
<td>30</td>
<td>7</td>
</tr>
<tr>
<td>Men</td>
<td>61</td>
<td>27</td>
<td>12</td>
</tr>
<tr>
<td>Men</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Labour market clusters</th>
<th>C1 Private</th>
<th>C2 Public</th>
<th>C3 Retired, marginal</th>
</tr>
</thead>
<tbody>
<tr>
<td>Women</td>
<td>24</td>
<td>40</td>
<td>36</td>
</tr>
<tr>
<td>Women</td>
<td>35</td>
<td>50</td>
<td>15</td>
</tr>
<tr>
<td>Women</td>
<td>37</td>
<td>55</td>
<td>7</td>
</tr>
<tr>
<td>Women</td>
<td>26</td>
<td>57</td>
<td>18</td>
</tr>
<tr>
<td>Women</td>
<td>33</td>
<td>51</td>
<td>16</td>
</tr>
<tr>
<td>Women</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Items may not sum exact 100 due to rounding.
4.7 The 1961-1970 Birth Cohorts and Labour Market

The Labour market sequences for those born between 1961 and 1970 (observed between 17 and 50 years) reveal entrance in the labour market and strong attachment to it (figure 10). Yet there is a lot of variance (8089 unique sequences, the twenty most common covering 19 per cent of men and 9 per cent of women).

Analysis of the most common sequences show that for both men and women the most common has been to work full time in the private sector. Public sector work has been, however, more common among women than men also during the observed years of this birth cohort. The so far marginal categories of education, unemployment of leaves appear for the first time in the most common trajectories. Yet leaves – most probably maternity – appears only for women and unemployment only for men.

Nevertheless, the mean amount of years spent in each state show that men and women have spent on average the same years in unemployment while women have had more time on leaves. The gendered differences by sector show that women on average have spent only slightly more years in private sector than in the public while men have spent significantly more in the private sector.

The clustering logic for the Labour market sequences is the same as with the previous birth cohorts (See figure 11). Cluster 1 includes trajectories dominated by private sector work and covers 57 per cent of the sample. Cluster 2 is driven by trajectories dominated by public sector work (32 per cent). And Cluster 3 – of trajectories marked by part-time work, unemployment and absence – is of 11 per cent of the sample.

Fig. 10: Labour market sequence full-sequence index plots for the 1961-1970 birth cohort.
4.8 The 1961-1970 Birth Cohorts and Household Composition

The 1961-1970 birth cohorts are observed during the process of emancipation and family formation (ages 17-50) (figure 12). Most start out from the household of their parents, and, following a spell of singlehood, form unions, have children, and see even their own children leaving the nest. The sequences observed are very heterogeneous. There are 9553 unique sequences, and the twenty most common sequences cover only 3 per cent for men and 2 per cent of the women in sample.

The diversity of household arrangements for this birth cohort is clear when analyzing the number of mean years spent in each state. On average, men have spent most of the time being single, followed by being in a partnership and raising a child. The state that the average woman has spent most years is being in a partnership and raising a child. Most significant gendered differences are observed when it comes to emancipation and single parenthood. On average, men have spent more time living with their parents while women have spent more time being a single parent.

The clustering of the family trajectories follows the logic of the family trajectories of the birth cohorts described above (Figure 13). Cluster 1 encompasses trajectories dominated by singlehood and, differently from the previous ones, late emancipation from the parental home (30 per cent of the sample). Cluster 2 gathers trajectories dominated by having one or
two children in a partnered household (47 per cent). Cluster 3 covers households that have had three or more children (23 per cent).

Fig. 12: Household sequence full-sequence index plots for the 1961-1970 birth cohort.

Fig. 13: State distribution plots by Household cluster for the 1961-1970 birth cohort.
4.9 The 1961-1970 Birth Cohorts’ Labour Market Activity and Households

In this birth cohort the care burden of women does differentiate the Labour market cluster membership (See Table 4). Among all women the most common (46 per cent) is Labour market Public sector cluster membership, followed by the Private sector cluster membership (42 per cent). When analyzed by the care burden, only those with the least care burden (Single Household cluster) are more likely to find themselves in the Private sector Labour market cluster (44 per cent), followed by the Public sector cluster membership (36 per cent). This dynamic is also observed on the other end of the care burden spectrum. Most women (52 per cent) that have raised three or more children form part of the Public sector Labour market cluster.

Among men Private sector Labour market cluster membership is the case for most of the sample, going up to 80 per cent for up to two children households. Absence-interruption Labour market cluster membership is negligible for men with care burden.

Table 4: A contingency table between Labour market and Household clusters for the 1961-1970 birth cohort.

<table>
<thead>
<tr>
<th>Household clusters</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Men</td>
<td>Men</td>
<td>Men</td>
<td>Men</td>
</tr>
<tr>
<td>Single Men</td>
<td>(39)</td>
<td>(41)</td>
<td>(20)</td>
<td>(100)</td>
</tr>
<tr>
<td>C1 Private</td>
<td>62</td>
<td>80</td>
<td>77</td>
<td>72</td>
</tr>
<tr>
<td>C2 Public</td>
<td>19</td>
<td>17</td>
<td>17</td>
<td>18</td>
</tr>
<tr>
<td>C3 Absence-Intermittence</td>
<td>20</td>
<td>2</td>
<td>7</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Labour market clusters</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Women</td>
<td>C1</td>
<td>C2</td>
<td>C3</td>
<td>Women</td>
</tr>
<tr>
<td>(21)</td>
<td>(54)</td>
<td>(25)</td>
<td></td>
<td>(100)</td>
</tr>
<tr>
<td>C1 Private</td>
<td>44</td>
<td>46</td>
<td>32</td>
<td>42</td>
</tr>
<tr>
<td>C2 Public</td>
<td>36</td>
<td>47</td>
<td>52</td>
<td>46</td>
</tr>
<tr>
<td>C3 Absence-Intermittence</td>
<td>21</td>
<td>8</td>
<td>15</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
</tr>
</tbody>
</table>

Items may not sum exactly 100 due to rounding.

4.10 The 1971-1980 Birth Cohorts and Labour Market

The youngest cohort (1971-1980) – observed between the ages of 17 and 40 – are seen during their formative years and entrance in the labour market. As seen in figure 14, their
trajectories start by either work or being in education and then develop into attachment to the labour market.

The twenty most common sequences (out of 9083 unique sequences) cover 9 per cent of men and 3 per cent of women. The most typical ones for both men and women is continuous work in the private sector. Nevertheless, due to the fact that for most of this birth cohort data on full or part time work is available from the very beginning of the trajectory, we can appreciate the importance of part-time work in the private sector as a strategy to enter in the labour market. Also education appears in the most typical sequences and – only for women – full time work in public sector.

Only in this birth cohort the mean number of years spent working full-time in the private sector during the observed period is higher than work in the public sector for both men and women. Yet the difference between the two genders is striking, because for women, as observed above, work in the public sector is still much more common.

Also for the youngest birth cohort the Labour market cluster solution is one of three clusters (See Figure 15). Private sector cluster (57 per cent of the sample) gathers trajectories dominated by full- and part-time work in the private sector. Public sector cluster (37 per cent of the sample) covers trajectories of full-time public sector works, part-time work in both sectors and somewhat more education. The Absence-interruption cluster (11 per cent) is dominated by absence from the labour market and unemployment while none of the paid work modalities is salient.

Fig. 14: Labour market sequence full-sequence index plots for the 1971-1980 birth cohort.
4.11 The 1971-1980 Birth Cohorts and Household Composition

When it comes to household composition sequences, the 1971-1980 birth cohorts so far have emancipated from the parental households and, mostly after spells of singlehood, have formed unions and had children (figure 16). This transition has not been uniform, though. There are 9328 distinct sequences and the twenty most common cover 3 per cent of male trajectories and 2 per cent of female trajectories.

This diversity is reflected by the mean years spent in each state. Only being single for men surpass an average of five years. For men, the following largest on average spells have been spent at the parental home and in union without children. For women, the three states with largest on average spells are the same but in the following order: being single, in union with no children, and in the parental home.

As with the other birth cohorts, the clustering of household sequences separates singles and those in union (figure 17). Here the Singlehood cluster is dominated by trajectories with long spells of singlehood after emancipation and late, if any, union formation. It covers 36 per cent of the sample. The Early unions cluster gathers individuals whose emancipation from the parental home was very soon followed by union formation and childbearing (64 per cent of the sample).
Fig. 16: Household sequence full-sequence index plots for the 1971-1980 birth cohort.

Fig. 17: State distribution plots by Household cluster for the 1971-1980 birth cohort.
4.12 The 1971-1980 Birth Cohorts’ Labour Market Activities and Households

Among the youngest birth cohorts there are no big differences in Labour market cluster membership patterns between those entering in unions early (Household cluster 2) or delaying them (Household cluster 1) (Table 5). Most men belong to the Private sector Labour market cluster, although more so those that have established early unions than those who have enjoyed a longer spell of singlehood (79 and 64 per cent respectively). Women are divided between the Private sector and Public sector Labour market clusters, with slightly more being members of the Labour market cluster dominated by work in the public sector than in the private (43 vs. 39 per cent of the Singles and 46 vs. 43 per cent of the Early unions). As with the other birth cohorts, the Absence-intermittence cluster membership is correlated with being in the Household cluster dominated by singlehood.

<table>
<thead>
<tr>
<th>Household clusters</th>
<th>C1 Single Men</th>
<th>C2 Union Men</th>
<th>C1 Single Women</th>
<th>C2 Union Women</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total Men (100)</td>
<td>73</td>
<td>39</td>
<td>43</td>
<td>42</td>
</tr>
<tr>
<td>Total Women (100)</td>
<td>18</td>
<td>43</td>
<td>46</td>
<td>45</td>
</tr>
</tbody>
</table>

Table 5: A contingency table between Labour market and Household clusters for the 1971-1980 birth cohort.

4.13 Regression Outcomes for the 1941-1950 Birth Cohorts

Among those in the Single Household cluster, men of all levels of education are more likely than women to be in the Private sector Labour market cluster (figure 18). Among those in the Union Household cluster, men with only secondary education or less are the ones most likely to find themselves in the Private sector Labour market cluster, followed by men with post-secondary education and then men with tertiary education. Women with post-secondary and tertiary education who are in union are the ones least likely to be in the Private sector Labour market cluster. This likelihood is not significantly different between
these two groups of women, though it is significantly smaller than that of women with less education.

![Predictive Margins of dst1h2#gend#educate with 95% CIs](image.png)

Fig. 18: Predictive margins of the Household cluster, gender and education level interaction for the Private sector Labour market cluster, birth cohort 1941-1950.

The “profile” that is the most likely to find themselves in the Public sector Labour market cluster almost mirrors that of the Private sector Labour market cluster. Those most likely to be in the Public sector cluster are women with post-secondary and tertiary education, both single and in union (figure 19). The difference is that they are followed by men with post-secondary and tertiary education. Those least likely to be in this Labour market cluster are men and women with least education, both single and in unions.

Altogether those in the Single Household cluster are more likely to form part of the Retired-Absence Labour market cluster (figure 20). Among the singles, it’s men and women with the least education that are the ones most likely to find themselves in this Labour market cluster. In the Union Household cluster, it’s only the least educated women who are the ones clearly most likely to be in the Retirement-Absence cluster. There are no significant differences among the rest of gender/education groups.
Fig. 19: Predictive margins of the Household cluster, gender and education level interaction for the Public sector Labour market cluster, birth cohort 1941-1950.

Fig. 20: Predictive margins of the Household cluster, gender and education level interaction for the Absence-Intermittence Labour market cluster, birth cohort 1941-1950.
4.14 Regression Outcomes for the 1951-1960 Birth Cohorts

The characteristics that make one likely to be in the Private sector Labour market cluster are similar to that of the previous birth cohort (figure 21). There is some variance, though, in the correlation between the unions and care burden experienced during the observed years. The differences are insignificantly small among the Single Household cluster members. However, in the Union clusters men with least education are the ones most likely to find themselves in the Private sector Labour market cluster. Women with little education have similar likelihood than men with post-secondary and tertiary education. Irrespective of the care burden, women with more education are the ones least likely to form part of the Private sector Labour market cluster.

Fig. 21: Predictive margins of the Household cluster, gender and education level interaction for the Private sector Labour market cluster, birth cohort 1951-1960.

Women with post-secondary and tertiary education are the ones most likely to find themselves in the Public sector Labour market cluster, especially so the ones with post-secondary education (figure 22). And here increase in care burden at home raises the likelihood of membership in this cluster. This dynamic is also true for women with less education, but the probabilities are significantly lower, lower than those of post-secondary and tertiary educated men. The gender/education group least likely to be part of the Public sector Labour market cluster is men with secondary education or less. However, for men there is no clear pattern linking care burden and Labour market cluster.

The pattern for the likely Retirement-Absence Labour market cluster membership in these cohorts is very similar – if only clearer – to that of the previous one (figure 23). Women with little education across the different household structures are the ones most
likely to find themselves in this cluster. However, it is especially the single ones – as are single little-educated men and the rest of the gender/education groups, but to a much smaller extent – that are the ones most likely to be in the Retirement-Absence Labour market cluster.

Fig. 22: Predictive margins of the Household cluster, gender and education level interaction for the Public sector Labour market cluster, birth cohort 1951-1960.

Fig. 23: Predictive margins of the Household cluster, gender and education level interaction for the Absence-Intermittence Labour market cluster, birth cohort 1951-1960.
4.15 Regression Outcomes for the 1961-1970 Birth Cohorts

The predicted probabilities for the Private sector Labour market cluster membership in the 1961-1970 birth cohorts reveal differential patterns by care burden at the household (figure 24). While ordering of the Single Household cluster members according to gender and education is rather unclear due to overlapping confidence intervals, there is a clear dispersion of probabilities for those in unions. Increased care burden clearly diminishes the likelihood that a woman with post-secondary credentials finds herself in the Private sector Labour market cluster. For other women the pattern is not that clear, while for men it’s the reverse. Men of all educational levels, and especially the less educated, are more likely to be in this cluster when they have a partner and children.

As observed in the other cohorts, increased care burden for women increase the likelihood of them being in the Public sector Labour market cluster (figure 25). These increased probabilities are the most clear for women with post-secondary education or less while women with post-secondary education or more are the ones most likely to find themselves in this cluster across the Household clusters. Men with Secondary education or less are the ones least likely to be in this cluster. Among men there is little correlation between Household care burden and Labour market clusters.

As with the previous cohorts, the least educated women are the ones most likely to find themselves in the Retirement-Absence Labour market cluster (figure 26). In case of singles, it’s also the case for the least educated men.

Fig. 24: Predictive margins of the Household cluster, gender and education level interaction for the Private sector Labour market cluster, birth cohort 1961-1970.
Fig. 25: Predictive margins of the Household cluster, gender and education level interaction for the Public Sector Labour market cluster, birth cohort 1961-1970.

Fig. 26: Predictive margins of the Household cluster, gender and education level interaction for the Absence-Intermittence Labour market cluster, birth cohort 1961-1970.
4.16 Regression Outcomes for the 1971-1980 Birth Cohorts

For the youngest cohort, there are few differences between the two Household clusters when it comes to likelihood of Labour market cluster membership. For the Private sector Labour market cluster, early entrance in union disperses the likelihood of membership in this Labour market cluster (figure 27). Partnered low educated men are more likely to be in the Private sector cluster than their single counterparts. And partnered women with post-secondary or tertiary education – especially the ones with post-secondary credentials - are clearly less likely to be in this cluster than less educated women or men of any educational level.

These women are much more likely to be in the Public sector Labour market cluster, the ones with post-secondary education more than tertiary educated, especially among the ones in unions (figure 28). For women of least education, being in union from early on increases the likelihood of being in this cluster, but it still below that of higher educated men. As for all other cohorts, the least educated men are the ones least likely to form part of this cluster.

Replicating the pattern described above, the least educated women are the ones most likely to find themselves in the Retirement-Absence Labour market cluster (figure 29). In case of singles, it’s also the case for the least educated men. For the rest of the gender/education groups, the likelihood of being in this cluster is negligible.

Fig. 27: Predictive margins of the Household cluster, gender and education level interaction for the Private sector Labour market cluster, birth cohort 1971-1980.
Fig. 28: Predictive margins of the Household cluster, gender and education level interaction for the Public sector Labour market cluster, birth cohort 1971-1980.

Fig. 29: Predictive margins of the Household cluster, gender and education level interaction for the Absence-Intermittence Labour market cluster, birth cohort 1971-1980.
5 Discussion

According to our Hypothesis 1, we expected to find evidence of both gendered labour market participation patterns and gradual dissipation of those in the most recent birth cohorts. We do find gender to be of great importance in predicting the likelihood of being in one Labour market cluster or other. However, nothing in the analysis we have done suggests disappearance of the gendered patterns captured in this paper. For all four birth cohorts women are much more likely to be in the Labour market clusters dominated by public sector work and absence/loose attachment/early retirement from the labour market. We observe that gender interacts with other variables, namely, the level of education achieved and the composition of the household. Hypothesis 1 is partly confirmed: there are important gender differences, but no sign of closing the gendered sectorial divide.

Our Hypothesis 2 predicted that higher education would increase the likelihood of more men-typical trajectories for women. In the operationalized terms of our research it would mean higher likelihood of being in the Private sector Labour market cluster. While it is true that the post-secondary educated women are the ones least likely to form part of the Private sector Labour market cluster, under none of the conditions that we have specified tertiary educated women are more likely to form part of that Labour market cluster than women with secondary education or less. Hence Hypothesis 2 is rejected while admitting that there is a non-linear pattern of linking Private sector paid work with women’s education, namely that the trajectories of women with post-secondary education are the most different ones from male trajectories.

Hypothesis 3 was formulated to capture the impact of the care burden of the family life. We expected to find that having been in a partnership and having raised more children during the observed years would decrease the likelihood of women to have a male-typical career, i.e. form part of the Private sector Labour market cluster. However, across the four birth cohorts we find no evidence that the least care burden – singlehood – increases the likelihood of being in the Private sector Labour market cluster or that having raised more children increases the likelihood of Absence-intermittence Labour market cluster membership. It is true, though, that Public sector Labour market cluster seem to be the refuge for women with higher care burden, especially among the birth cohorts of 1951-1960 and 1961-1970.

Only among the women with least education (and in the three older cohorts only) we actually observe that partnership and children tend to increase the likelihood of being in the Private sector Labour market cluster.

Only in one instance we find such dynamic for men. Among those born in 1951-1960, increased care burden does raise the likelihood of Public sector Labour market cluster membership for men with post-secondary education. For the rest of cohort/education groups of men a pattern of increased likelihood of Private sector Labour market cluster membership is observed. Hence Hypothesis 3 is partly confirmed: women’s Labour market
Cluster membership is more impacted by the household care burden than men’s yet there is no sign of a generational change of this pattern across the cohorts observed.

6 Conclusions and future research ideas

These findings allow us to conclude that the four cohorts we are observing have gone through similar dynamics during this time window. Women with post-secondary or higher education credentials tend to reconcile their care burden with paid work via public sector employment while for men unions and children have been a correlate for more private sector work. Both men and women with secondary education or less rely heavily on the private sector work that offers more opportunities for people for scarce educational credentials.

Despite the methodological limitations for overarching conclusions, the analysis carried out confirms the partiality of the apparent gender egalitarianism of the Danish labour market. While the strong labour-market attachment of Danish women is very clear, so is the fact that at least so far they have tended to build their careers in the more sheltered public sector. We find that more education – especially the post-secondary education that is not yet tertiary – make it more likely for them to find a position in this more family-friendly part of the economy. The most important finding is that across the years we observe all four cohorts follow the same pattern of clustering around the same three modes of relating with the labor market. Curiously enough, only one of the two key stratifiers of the work regime introduced in the analysis (the part-time/full-time division and public sector/private sector division) drives the clustering. While the distribution of part-time work is clearly gendered, it is not a salient part of the trajectories except for the youngest cohort where it is common to use part-time to reconcile work with studies. The preliminary conclusion with the data available is that, while a significant part of women are working part-time at any given moment in time, it serves as a transitory phase and women do not tend to stay in it. Our analysis so far permits us to conclude that gender convergence in the Danish labor market is at the point where both men and women work full-time for most of their lives and the major stratifier by gender is the sector of the economy. At least so far this difference does not show clear signs of disappearing with the most recent cohorts.

These data offer a rich material for further exploration and analysis. At the moment we are considering several options. One would be more detailed analysis of the characteristics of the gender-outliers, i.e. women that pursue a private-sector career, men that opt for public-sector work, and the extent to which the two profiles are similar.

Another path could be a reduced research design option that would allow to disentangle cohort and period effects would be to analyze only (a) trajectories between ages 25-34 comparing cohorts 1961-1977, (b) trajectories between ages 35-44 comparing cohorts 1951-1967, and (c) trajectories between ages 45-54 comparing cohorts 1941-1957.
Nevertheless, that would imply working with significantly reduced sequences, passing from the minimum sequence length of 15 years and maximum of 26 to a uniform trajectory length of 10 years. This design would also allow to use the transversal entropy (Billari 2001, Widmer and Ritschard 2009) as an alternative dependent variable able to measure the dissolving of the male breadwinner pattern into a range of diverse arrangements of reconciling paid work and family.

An alternative clustering of Household trajectories, forming them around theoretically reasoned ideal-typical paths (Elzinga and Liefbroer 2007) could enrich our understanding of household composition. Such approach would permit a clearer interpretation of the Household cluster membership and probably a more intuitive division too.

A way to add precision to the Labour market sequence could be a multichannel sequence analysis design that would add income to the Labour market-intensity sequence (Gauthier et al 2010). There is little doubt that income potential is a powerful stratifier of labour market trajectories (Henz and Sundstrom 2001), hence there are probably additional layer of complexity – except for the partial effect that we are capturing via education credentials – which we are not currently taking into account.

Another design change could be one that analyzes together the parallel trajectories of couples. An analysis of the intertwined trajectories of the unions would allow a more precise assessment of the complex interdependencies of the three careers of each couple (Han and Moen 2001), their “linked lives” (Elder): the two individual ones and the common (Hertz 1986, Reichart et al 2007, Gerson 2011). This is a feat that few data sets allow (Han and Moen 2001) to do but the Danish Register data offer an opportunity to fully track all the partners that a person has shared a household in Denmark with (Leth-Sorensen and Rohwer 2001).
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Table 6: Multinomial regression output for 1941-1950 birth cohorts
(DV reference category: Private sector Labour market cluster).

<table>
<thead>
<tr>
<th></th>
<th>Specification without interaction</th>
<th>Specification with interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Public sector Labour market cluster</td>
<td>Absence-Intermittence Labour market cluster</td>
</tr>
<tr>
<td>Gender: Woman</td>
<td>1.344*** (0.05)</td>
<td>1.325*** (0.06)</td>
</tr>
<tr>
<td>(Ref: Man)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Year of birth</td>
<td>-0.0575*** (0.01)</td>
<td>-0.317*** (0.01)</td>
</tr>
<tr>
<td>Immigration background: 1st or 2nd gen.</td>
<td>0.382** (0.15)</td>
<td>1.332*** (0.13)</td>
</tr>
<tr>
<td>(Ref: None)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Household cluster: Single</td>
<td>0.356*** (0.07)</td>
<td>1.089*** (0.07)</td>
</tr>
<tr>
<td>(Ref: Union)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education: Post-secondary</td>
<td>1.216*** (0.07)</td>
<td>-0.397*** (0.09)</td>
</tr>
<tr>
<td>(Ref: Secondary or less)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Education: Tertiary</td>
<td>1.477*** (0.11)</td>
<td>-0.251 (0.15)</td>
</tr>
<tr>
<td>(Ref: Secondary or less)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Single#Woman#Post-secondary</td>
<td>0.815* (0.37)</td>
<td>0.447 (0.53)</td>
</tr>
<tr>
<td>Single#Woman#Tertiary</td>
<td>-0.125 (0.47)</td>
<td>-0.402 (0.60)</td>
</tr>
<tr>
<td>Constant</td>
<td>110.8*** (18.90)</td>
<td>615.9*** (20.34)</td>
</tr>
<tr>
<td>Number of observations</td>
<td>10000</td>
<td>10000</td>
</tr>
<tr>
<td>pseudo R2</td>
<td>0.144</td>
<td>0.149</td>
</tr>
</tbody>
</table>

Standard errors indicated in parentheses.
* p<0.05  ** p<0.01  *** p<0.001

Table 7: Multinomial regression output for 1951-1960 birth cohorts
(DV reference category: Private sector Labour market cluster).

<table>
<thead>
<tr>
<th></th>
<th>Specification without interaction</th>
<th>Specification with interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Public sector Labour market cluster</td>
<td>Absence-Intermittence Labour market cluster</td>
</tr>
<tr>
<td>Gender: Woman</td>
<td>1.289*** (0.05)</td>
<td>1.259*** (0.07)</td>
</tr>
<tr>
<td>(Ref: Man)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Estimate 1</td>
<td>Estimate 2</td>
</tr>
<tr>
<td>--------------------------</td>
<td>------------</td>
<td>------------</td>
</tr>
<tr>
<td>Year of birth</td>
<td>-0.0727***</td>
<td>-0.0673***</td>
</tr>
<tr>
<td>Immigration background: 1st or 2nd gen.</td>
<td>0.151</td>
<td>1.573***</td>
</tr>
<tr>
<td></td>
<td>(Ref: None)</td>
<td></td>
</tr>
<tr>
<td>Education: Post-secondary</td>
<td>1.449***</td>
<td>-0.639***</td>
</tr>
<tr>
<td></td>
<td>(Ref: Secondary or less)</td>
<td></td>
</tr>
<tr>
<td>Education: Tertiary</td>
<td>1.306***</td>
<td>-0.831***</td>
</tr>
<tr>
<td></td>
<td>(Ref: Secondary or less)</td>
<td></td>
</tr>
<tr>
<td>Household cluster: Single</td>
<td>0.140*</td>
<td>2.111***</td>
</tr>
<tr>
<td></td>
<td>(Ref: Union 2)</td>
<td></td>
</tr>
<tr>
<td>Household cluster: Union 1</td>
<td>-0.0771</td>
<td>0.429***</td>
</tr>
<tr>
<td></td>
<td>(Ref: Union 2)</td>
<td></td>
</tr>
<tr>
<td>Household cluster: Union 3+</td>
<td>0.193**</td>
<td>0.728***</td>
</tr>
<tr>
<td></td>
<td>(Ref: Union 2)</td>
<td></td>
</tr>
<tr>
<td>Single#Woman#Post-secondary</td>
<td>0.152</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Ref: Union 2)</td>
<td></td>
</tr>
<tr>
<td>Single#Woman#Tertiary</td>
<td>-0.361</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Ref: Union 2)</td>
<td></td>
</tr>
<tr>
<td>Union 1#Woman#Post-secondary</td>
<td>0.244</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Ref: Union 2)</td>
<td></td>
</tr>
<tr>
<td>Union 1#Woman#Tertiary</td>
<td>-0.0252</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Ref: Union 2)</td>
<td></td>
</tr>
<tr>
<td>Union 3+#Woman#Post-secondary</td>
<td>0.626</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Ref: Union 2)</td>
<td></td>
</tr>
<tr>
<td>Union 3+#Woman#Tertiary</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(Ref: Omitted)</td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>141.0***</td>
<td>128.9***</td>
</tr>
<tr>
<td></td>
<td>Number of observations</td>
<td>10000</td>
</tr>
<tr>
<td></td>
<td>pseudo R-sq</td>
<td>0.149</td>
</tr>
</tbody>
</table>

Standard errors indicated in parentheses.
* p<0.05 ** p<0.01 *** p<0.001
<table>
<thead>
<tr>
<th>Specification without interaction</th>
<th>Specification with interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Public sector Labour market cluster</strong></td>
<td><strong>Absence of Intermittence Labour market cluster</strong></td>
</tr>
<tr>
<td>Gender: Woman (Ref: Man)</td>
<td>1.482***</td>
</tr>
<tr>
<td>(Ref: None)</td>
<td>(0.05)</td>
</tr>
<tr>
<td>Year of birth</td>
<td>-0.0589***</td>
</tr>
<tr>
<td></td>
<td>(0.01)</td>
</tr>
<tr>
<td>Immigration background: 1st or 2nd gen. (Ref: None)</td>
<td>0.427***</td>
</tr>
<tr>
<td></td>
<td>(0.11)</td>
</tr>
<tr>
<td>Education: Post-secondary (Ref: Secondary or less)</td>
<td>1.289***</td>
</tr>
<tr>
<td></td>
<td>(0.06)</td>
</tr>
<tr>
<td>Education: Tertiary (Ref: Secondary or less)</td>
<td>1.006***</td>
</tr>
<tr>
<td></td>
<td>(0.08)</td>
</tr>
<tr>
<td>Household cluster: Single (Ref: Union 1)</td>
<td>0.145*</td>
</tr>
<tr>
<td></td>
<td>(0.06)</td>
</tr>
<tr>
<td>Household cluster: Union 2 (Ref: Union 1)</td>
<td>0.267***</td>
</tr>
<tr>
<td></td>
<td>(0.06)</td>
</tr>
<tr>
<td>1.dst3h3#1.gend#1.educate</td>
<td>0.0212</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>1.dst3h3#1.gend#2.educate</td>
<td>-0.702*</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>3.dst3h3#1.gend#1.educate</td>
<td>1.444***</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>3.dst3h3#1.gend#2.educate</td>
<td>Omitted</td>
</tr>
<tr>
<td></td>
<td></td>
</tr>
<tr>
<td>Constant</td>
<td>113.8***</td>
</tr>
<tr>
<td></td>
<td>(17.35)</td>
</tr>
<tr>
<td>N</td>
<td>10000</td>
</tr>
<tr>
<td>pseudo R-sq</td>
<td>0.153</td>
</tr>
</tbody>
</table>

Standard errors indicated in parentheses.
* p<0.05  ** p<0.01  *** p<0.001
Table 9: Multinomial regression output for 1971-1980 birth cohorts  
(DV reference category: Private sector Labour market cluster).

<table>
<thead>
<tr>
<th></th>
<th>Specification without interaction</th>
<th>Specification with interaction</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Public sector Labour market cluster</td>
<td>Absence- Intermittence Labour market cluster</td>
</tr>
<tr>
<td></td>
<td>(Ref: Man)</td>
<td></td>
</tr>
<tr>
<td>Gender: Woman</td>
<td>1.414***</td>
<td>1.275***</td>
</tr>
<tr>
<td></td>
<td>(0.0526)</td>
<td>(0.0751)</td>
</tr>
<tr>
<td></td>
<td>(Ref: Woman)</td>
<td></td>
</tr>
<tr>
<td>Year of birth</td>
<td>0.0246**</td>
<td>-0.00229</td>
</tr>
<tr>
<td></td>
<td>(0.00884)</td>
<td>(0.0122)</td>
</tr>
<tr>
<td>Immigration background: 1st or 2nd gen.</td>
<td>0.312**</td>
<td>1.694***</td>
</tr>
<tr>
<td></td>
<td>(Ref: None)</td>
<td>(0.117)</td>
</tr>
<tr>
<td></td>
<td>Education: Post-secondary</td>
<td>1.736***</td>
</tr>
<tr>
<td></td>
<td>(Ref: Secondary or less)</td>
<td>-1.537***</td>
</tr>
<tr>
<td></td>
<td>(0.0576)</td>
<td>(0.150)</td>
</tr>
<tr>
<td></td>
<td>Education: Tertiary</td>
<td>1.567***</td>
</tr>
<tr>
<td></td>
<td>(Ref: Secondary or less)</td>
<td>-1.322***</td>
</tr>
<tr>
<td></td>
<td>(0.0682)</td>
<td>(0.159)</td>
</tr>
<tr>
<td>Household cluster: Single</td>
<td>0.102</td>
<td>1.356***</td>
</tr>
<tr>
<td></td>
<td>(Ref: Union)</td>
<td>(0.0555)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.0760)</td>
</tr>
<tr>
<td>Single#Woman#Post-secondary</td>
<td>0.215</td>
<td>-1.046</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.241)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.751)</td>
</tr>
<tr>
<td>Single#Woman#Post-secondary</td>
<td>-0.501*</td>
<td>-1.810***</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.204)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.479)</td>
</tr>
<tr>
<td>Constant</td>
<td>-50.90**</td>
<td>1.707</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(17.46)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(24.13)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>-50.74**</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(17.49)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>(24.19)</td>
</tr>
</tbody>
</table>

N  10000  10000  
pseudo R-sq  0.183  0.190

Standard errors indicated in parentheses.  
* p<0.05  ** p<0.01  *** p<0.001
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Introduction

The aim of this paper is to compare two methods for constructing typologies of life trajectories based on sequential data. The focus is put on the forms of causality that links together ascribed, antecedent positional factors, life trajectories and some outcome variable measured afterwards. By using the term “forms of causality”, we refer to the classification proposed by Godard and de Coninck (1990) about temporal forms of causality that are mobilized by life course researchers in order to give sense to the life trajectories they study. These authors distinguish three forms of causality, that they call respectively the archeological model, the processual model and the structural model. In the first model, the causal relation posits that trajectories ensue almost deterministically from the social position(s) individuals held at their starting point, for example at birth. This model promotes the historical or historicist explanation of individual life (Stinchcombe, 1968) or structuralist view of social life (Abbott, 2000) which is determined by social background of individuals. The brightest example relates to homogamous marriages as reproduction of social structures. In the second model, causal relations are based on the ways in which events and phases of the life courses are chained to one another, showing for example an underlying logic of cumulative advantages or disadvantages during the life course (Dannefer, 2009). The trajectories or “master narrative” result overarching of social process that has the character of coercing processes within it, and indeed of preventing those processes from creat-
ing combinations that disrupt it (Abbott, 2000). It is this coercive characteristic that makes trajectories master narratives (Abbott, 2000). The institutionalisation process exemplifies this model, as it begins with commitment of powerful individuals and ends with the domination of state institutions (Stinchcombe, 1968). In this perspective, individual trajectories, that is particular time varying participation profile (Levy & Widmer, 2013), may or may not change the initial situation.

The third model proposed by Godard and de Coninck (1990) makes links between life trajectories and the social context in which they occur and to question how social structures and institutions shape life trajectories over time. The social institutions as causal forces intervene in the process of self-generation of social structures (Stinchcombe, 1968). For example, industrial development increases the demands on the professional in the new industries and favours the education. The “routinization of innovation” and rationalisation (in Weber’s sense) are the traits of modernisation, which in turn promotes institutionalisation. The most audacious hypothesis in this purpose is that the process of institutionalisation (educational and occupational trajectories as the evidence) decreases the social inequality determined by social background.

In this article we empirically address the issue of the time related link existing between initial positional factors (e.g. gender), individual occupational trajectories and retirement benefits.

In this perspective, several studies realized in occidental countries demonstrated that retirement insurances are “life course sensitive” (Leisering, 2003). Life course sensitivity means that the level of retirement benefits is related to the occupational trajectories of individuals. In the case of Switzerland for example, those who had an occupational trajectories characterized by full time employment without interruptions get a higher level of retirement benefits than those that had trajectories characterized by discontinuous and part time employment. However, a rich body of research has also shown that the level of retirement benefits is related to social background of individual. For instance, the inequality of retirement benefits in Switzerland is reinforced by the gendered nature of individual life course. The gendered dimension of life course is theoretically framed among others with
the notion of master status (Levy & Kruger, 2001; Levy et al, 2006). It postulates that the institutions of the welfare state contribute to primary assign to women the role of caregivers and to men that of breadwinners. Therefore, female employment is legitimated only if it is subsidiary to domestic and cares responsibilities, while paid work remains the prerogative of men. Their involvement in family tasks is possible as long as their role as breadwinners is fulfilled (Levy, Widmer & Kellerhals, 2002; Levy & Widmer, 2013).

Research results are however ambiguous concerning the relations between positional factors, occupational trajectories and retirement benefits. Schematically, in the theoretical perspective linking welfare state institutions and the gendered master status, the predominant form of causality is the archaeological model. Indeed, gender differences lead to sex specific occupational trajectories from which depends the level of retirement benefit. In this case, the occupational career plays some sort of mediating role between gender and benefits. On the other hand, focusing on the life course sensitivity of retirement schemes calls for a processual model of cumulative disadvantages and advantages. In this perspective, an important share of women, but not all of them, have discontinuous occupational career mainly for family reasons with the consequence that eventually they will be disadvantaged in terms of retirement benefits in comparison to men who have a continuous full time career.

This raises the issue of which of the archeological and the processual models is most adequate to explain the links between positional factors, occupational trajectories, and retirement benefits? To answer to this question, we will compare results obtained using two different methodologies that are combined with sequence analysis in order to describe types of trajectories. The first one is the cluster-based approach which is broadly used in the literature on life course research (Gauthier et al. 2009) and second, the discrepancy analysis that was recently proposed by Studer et al (2011).

The cluster-based approach is a two-steps analysis. In a first step, a cluster analysis is performed on the matrix gathering all pairwise distances between individual trajectories stemming from sequence analysis in order to create homogene-
ous types of trajectories. In the second step the relation of clusters with initial individual positional characteristics is analyzed using for instance logistic regression or factor analysis. Initial characteristics are conceived as covariates that characterize social positions of persons before the starting time of the considered trajectory (gender, birth cohort, social class of origin, etc.). The discrepancy analysis is an ANOVA related method that also aims at delineating types of trajectories according to initial characteristics of individuals (Studer et al, 2011). This regression tree method that reveal in an ordered way the individual characteristics that best discriminate the trajectories at hand. Both methods create groups of trajectories, either based solely on their structural proximity (cluster analysis) or on individual characteristics (discrepancy analysis). Studer et al (2011) insist on the fact that discrepancy analysis allows making a direct link between individual characteristics and trajectories. In this sense such methodology supports the archaeological model presented above. Similarly, focusing uppermost on the comparison between trajectories prior to linking them with the initial characteristics of individuals, the clustering based approach reflects the processual model of causality underlying life trajectories proposed by Godard and de Cononck (1990).

In the following, we will address the comparison of these two methods in relation to retirement benefits. We make the assumption that the most adequate method along with the underlying form of causality, will be the one producing the lowest internal variability and the highest intergroup variability on an external variable as in this case the amount of retirement benefits. Before to develop tools we used and to present our result, we will succinctly present in the following section the retirement scheme of Switzerland. This presentation is necessary in the sense that the construction of sequences that we used for our analysis depends strongly of this scheme.

The retirement scheme in Switzerland

The life course sensitivity of retirement insurance implies that the institutional context determines opportunity of low or high retirement benefits. In order to pre-
scribe retirement benefits we relate Swiss regime of retirement insurance with occupational trajectories and social characteristics of individuals. The regime of social protection in Switzerland during the retirement includes three pillars: the oldness and survivor insurance or Assurance-vieillesse et survivants (AVS), the occupational benefit or Prévoyance professionnelle (PP) and personal private insurance.

The oldness and survivor insurance is universal and offers state allowance for all individuals achieving the mandatory age fixed in 2015 to 64 years for women and 65 years for men (www.avs-ai.ch.). Although this insurance remains income dependent, it’s mandatory for unemployed persons. Particularly, a husband’s realowance completes the contributions for unemployed wife. This insurance aims at covering the basic economic needs of individuals; its minimal amount is fixed 1’175 CHF and maximum is 2’350 CHF per month (www.avs-ai.ch.). In the case of divorce and widowhood never employed women keep the right for the part of allowance, which is calculated due to period and amount of contribution of their husbands.

Occupational insurance is compulsory in Switzerland since 1985 for the individuals earning more than 21’150 CHF per year (for 2015, cf. www.avs-ai.ch.). These contributions depend on the individual income during the work life and allow increasing of retirement benefits. Therefore, the prevalence of part-time work among married women, associated with caring commitment may exclude many women from occupational pension schemes. Particularly in Switzerland in 2008 56,8% women contribute to an occupational pension scheme (LPP) compared to 81,7% of men (Actualités OFS, 2011; SESAM data).

The capacity of women to obtain an adequate occupational pension is constrained by the unpaid domestic provisioning and caring they undertake for the benefit of others (Ginn & Arber, 1993). Wives who do not contribute to an occupational insurance scheme depend financially on their husband. Although married women may share the benefit of their husband’s occupational pension when they retire, widows receive about 60% their deceased husband’s pension depending on age at death and the matrimonial union regime (http://www.bsv.admin.ch/). Ac-
According to law (article 122 al. 1 CCS) divorced women may claim the half of their ex-husband’s occupational pension. Hence, pension schemes of all types depend to some extent on duration and level of earnings, making women more likely to have lower retirement benefits than men.

Self-employed individuals have not access to the LPP. They have to contribute to private pension funds in order to secure an adequate income in later life.

The final level of retirement benefits depends on the level and continuity of earnings obtained during one’s occupational career. Mostly the level of retirement benefits is related to the occupational insurance or the second pillar. This dependence presents a disadvantage for those, especially women, who have low wages and/or do not fit the profile of full-time continuous employment. Moreover, we consider that social characteristics of individuals, particularly the type of sexual division of labor influence their occupational careers and contribute to increase inequalities between the retired workers who fully contributed to the social welfare system and those who did less so or not at all.
Data and methods

We use the data from the Survey of Health, Ageing and Retirement in Europe (SHARE), particularly the retrospective biographic data SHARELIFE gathered during its third wave in 2009. The initial Swiss sample of SHARELIFE counts 1296 respondents aged of 50 years and more. We selected individuals born before 1949 and therefore were at least 60 years old at the end of the data collection. The resulting sample includes 833 respondents. This allows to precisely observing the ways in which individuals leave the labour market, possibly before the mandatory age of retirement (currently 65 for men and 64 for women). The trajectories allow observing simultaneously timing of transition between the states, duration and reversibility of states.

We first built the occupational trajectories of individuals, as a succession of unambiguous yearly states from age 45 to 70. We distinguished six possible occupational states. The first three states are linked with employment, namely: 1. “Full time employment with LPP contributions”, 2. “Full time employment without LPP contribution” and 3. “Part-time employment with and without LPP contribution”. The next states are linked with unemployment or situations in which individuals are out of the labour market, namely 4. “Insurances benefits including disability insurances and unemployment insurances”, 5. “At home or occupationally inactive due to personal reasons” and 6. “Retirement”.

Optimal matching analysis allows quantifying the level of dissimilarity (called distance) between a pair of individual sequences and hence eventually producing a matrix of all interindividual distances (Gauthier, 2013).

Secondly we developed the first method of classification of occupational trajectories - cluster analysis. Cluster analysis using the Ward method (Ward, 1963) performed on the distance matrix allows grouping the homologous sequences in to homogeneous groups in order to build sociologically meaningful types of individual occupational trajectories. Based on a standard clustering quality criterion (silhouette index =0.69) (Rousseeuw, 1987) and face value relevance, we retain a four-group typology (Figure 1).
Unsurprisingly, the resulting patterns of individual occupational trajectories are mainly structured by the various levels of occupational activity and by the fact that employment is associated or not with compulsory contributions to a pension fund.

Eventually, we realized regression analyses in order to link the types of occupational trajectories with a selection of social characteristics of individuals, namely sex, birth cohort, occupational status, educational status, marital status and nationality. Unfortunately, due to data separation regarding the distribution of sex and age between the groups, logistic regression provides aberrant regression coefficients. This situation occurs often, in particular when comparing trajectories that
are highly sensitive to certain variables, as it is the case when studying gender inequalities. For this reason we applied multiple correspondent analysis (MCA).

Thirdly, we develop the second method of classification of occupational trajectories - ANOVA discrepancy analysis (Studer et al, 2011). The discrepancy of sequences is directly measured from their pairwise dissimilarities computed using optimal matching analysis (OMA) (Gauthier, 2013). The discrepancy analysis is based on the effect of each new covariate, which is evaluated by discrepancy between this covariate and others covariates when this covariate is included in the model. The algorithm is based on the maximisation of the between groups discrepancy and is sensible to order in which the covariates are added in the model (Studer et al, 2011). We used the algorithm when all variables are included in the model and then each variable by turn is excluded from the model. The effect of each variable is evaluated by the minimisation of the between groups discrepancy, and calculated by ratio of the explained discrepancy once all covariates were included in the model to the residual discrepancy if the covariate removes from the model. The significant reduction of this ratio when the covariate is excluded from the model signifies it’s high influence on the individual’s trajectories.

Finally, we compare the logarithmic score of retirement benefits in the groups of individuals produced with cluster analysis and ANOVA discrepancy analysis. We evaluate these groups with criterium of within/between group homogeneity (median, mean, variance, skewness, kurtosis). Heterogeneity of scores of retirement benefits between groups and homogeneity of scores within the groups signifies the quality of groups.

All computations are made with the R environment for statistical computing (R core team, 2014). In particular, multiple correspondence analysis are done using the FactoMineR package (Husson, Lê & Pagès, 2009), sequence, discrepancy and regression tree analyses are based on the TraMineR package (Gabadinho, Ritschard, Müller & Studer, 2011).
Results

1. Cluster analysis

We can read from Figure 2, that patterns of individual occupational trajectories (or cluster types) are related to employment states with or without contributions to a pension fund or states of occupational inactivity.

Fig. 2: Cluster types of retirement transition
The first pattern “Full time employment with LPP contribution” (32% of the selected sample) includes individuals who are continuously full time employed and contribute to an occupational pension fund. This pattern represents highly standardized trajectories of both occupational careers and transitions to retirement. Individuals who follow this type of trajectories did not (or rarely) experience unemployment or disability during their career; only a few of them anticipated their retirement, but only at the age of 57 for the most precocious of them.

The second pattern “Full time employment without LPP contribution” (26% of the selected sample) includes individuals who are continuously full time employed, but who do not contribute to any occupational pension fund. This pattern presents less standardized trajectories of occupational careers and retirement. For them, the process of the transition to seniority starts as early as 45 years and one third of individuals belonging to this group left the labor market before the legal AVS age, sometimes progressively through part time employment and/or occupational inactivity.

The third pattern “Part time employment with and without LPP contribution” (19% of the selected sample) includes individuals who are part time employed, whatever they contribute or not to an occupational pension fund. This pattern presents also less standardized trajectories of occupational carrier and retirement. The transition to occupational inactivity due to unemployment, disability and/or occupational inactivity occurring more often around age 60, i.e. short before retirement age.

The fourth type that we named “At home” (23% of the sample) includes individuals who are occupationally inactive on the long run. This pattern presents de-standardized trajectories of occupational carrier and retirement. At the legal AVS age only one half of individuals declare their retirement, while the other half continues to consider themselves as occupationally inactive after that age. This underlines the high level of institutional exclusion these individuals are facing.

At the next step by application of MCA we link the patterns of occupational trajectories with social characteristics of individuals.
According to Figure 3 the first axe contrasts the patterns of full time activity with or without LPP contributions, and the patterns of part time activity and occupational inactivity. This opposition is also that of men and women trajectories. Men are involved in the trajectory characterized by a transition to retirement from a full time job with or without LPP contributions, while women follow trajectories characterized by a transition to retirement after an occupational inactivity or part time employment. The second axe marks an opposition between the pattern “Full time employment with LPP contributions” and the pattern “Full time activity without LPP contribution”. This opposition is strongly associated with the birth cohort of respondents. The individuals born before 1929 are more likely to belong to the pattern “Full time employment without LPP contributions” while the individuals born between 1940 and 1949 are more frequent in the pattern “Full time employment with LPP contributions”. The second axe reveals also the opposition between self-employed who did not contribute to LPP during their career and employed who contributed to the LPP. The level of education influences also on
probability to belong to the type. A low level of education is more often associated with the type “Full time activity without LPP contributions”, while a high level of education is frequent in the type “Full time activity with LPP contributions”.

2. ANOVA discrepancy analysis

As alternative way for classifying occupational trajectories we used ANOVA discrepancy analysis (Studer et al, 2011).

Table 1 shows the discrepancy of the trajectories due to the covariates or variables of social characteristics.

Table 1. Effect of the covariates on the occupational trajectories according to Multifactor Discrepancy Analysis.

<table>
<thead>
<tr>
<th>Variable</th>
<th>F</th>
<th>Pseudo-$R^2$</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex</td>
<td>55.78</td>
<td>0.119</td>
<td>0.000</td>
</tr>
<tr>
<td>birth cohort</td>
<td>5.35</td>
<td>0.023</td>
<td>0.000</td>
</tr>
<tr>
<td>occupational status</td>
<td>1.89</td>
<td>0.008</td>
<td>0.038</td>
</tr>
<tr>
<td>level of education</td>
<td>0.93</td>
<td>0.006</td>
<td>0.507</td>
</tr>
<tr>
<td>marital status</td>
<td>4.23</td>
<td>0.018</td>
<td>0.000</td>
</tr>
<tr>
<td>nationality</td>
<td>2.19</td>
<td>0.005</td>
<td>0.043</td>
</tr>
<tr>
<td>Total</td>
<td>9.19</td>
<td>0.216</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Note. Inconclusive intervals: 0.00724 <0.01 <0.0128; 0.04396 <0.05<0.0560.

The model with all included covariates explains 21.6% of total discrepancy ($R^2=0.216$). The variable sex is the most influential covariate on the individual occupational trajectories ($F=55.78$ and $p$-value $=0.000$). If we remove this variable, the $R^2$ value of the model decreases by 0.119, and the total discrepancy of the trajectories decrease by 11.9%. In opposite, other covariates are not influential or not significant, beside the birth cohort, which explains 0.02% of the total discrepancy of the trajectories ($R^2=0.023$). Although the multifactor analysis allows the recognition of the most influential social characteristics on the individual’s trajectories, it does not identifies what the effects are or how the trajectories change under influence of the
covariates. In order to visualize the link between the modifications of the occupational trajectories under influence of the covariates we applied the regression tree analysis. In order to make the number of regression tree groups equal to the number of cluster groups we limited the deep of tree to four branches.

![Regression Tree Diagram](image)

**Fig. 4**: The regression tree of the occupational trajectories

The model of the regression tree explained 16.9% of total discrepancy ($R^2 = 0.169$). We observed that sex is the most influential variable to discriminate occupational trajectories before the transition to retirement. Then, the occupational status is the most influential social characteristic to distinguish men trajectories; while it is the marital status for women. It confirms to a certain extent master status hypothesis. First branch (25.0%) includes employed men with advanced occupational status as legislator, occupational, technician. Second branch (21.0%) includes employed men as workers, and self-employed men, with all occupational status as legislator, occupational, technician, worker and unemployed. The third branch (43.0% in-
cludes married women.. The fourth branch (11.0%) includes divorced, widowed and single women..

3. Repartition individuals from the classified groups

We crossed the cluster groups and the regressions tree groups in order to examine if the individuals developing the equal occupational trajectories are included in the same groups (Table 2).

Table 2. Repartition of individuals in cluster and regression tree group
According to Table 2 the individuals developing the same occupation trajectories are mostly included in correlated clusters and regression tree groups. However, the regression tree groups include the individuals who don’t belong to the same clusters according to occupational trajectories. The first regression tree group “Employed legislator, professional men” includes about 70% of men belonging to the cluster “Full time employment with LPP contribution”. About 27% of men of this group belong to the cluster “Full time employment without LPP contributions” and the insignificant proportions of men of this group belong to the clusters: “Part time employment with or without LPP contribution” and “At home”. The second regression tree group “Employed workers and self-employed all prof. status men” includes 50% of men belonging to the cluster “Full time employment without LPP contributions” and the insignificant proportions of men of this group belong to the clusters: “Part time employment with or without LPP contribution” and “At home”. The third regression tree group “Married women” predominantly includes women who belong to the cluster “At home”. This group includes also 34% of women be-

<table>
<thead>
<tr>
<th>Cluster</th>
<th>Full time with LLP, %</th>
<th>Full time without LPP, %</th>
<th>Part time with or without LPP, %</th>
<th>At home, %</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Employed legislator, professional men</td>
<td>68.9</td>
<td>26.7</td>
<td>1.9</td>
<td>2.4</td>
<td>100</td>
</tr>
<tr>
<td>2. Employed workers and self-employed all prof. status men</td>
<td>38.6</td>
<td>50.0</td>
<td>7.4</td>
<td>4.0</td>
<td>100</td>
</tr>
<tr>
<td>3. Married women</td>
<td>9.0</td>
<td>12.4</td>
<td>34.1</td>
<td>44.5</td>
<td>100</td>
</tr>
<tr>
<td>4. Divorced, separated and single women</td>
<td>28.4</td>
<td>32.6</td>
<td>14.7</td>
<td>24.2</td>
<td>100</td>
</tr>
</tbody>
</table>
longing to the cluster “Part time employment with or without LPP contribution”. However about 20% of women of this group develop the strategies of full time employment and belong to the clusters “Full time employment without LPP contributions” and “Full time employment with LPP contribution”. The fourth regression tree group “Divorced, separated and single women” includes women who belong to different clusters, mostly to the clusters “Full time employment without LPP contributions”, “Full time employment with LPP contribution” and “At home”. Minority of women of this group belong to the cluster “Part time employment with or without LPP contribution”.

On the next step we compared the median personal income across the regression tree and cluster groups (Table 3).

4. Median personal income across the clusters and regression tree groups

We would have expected a strongest correlation of personal income inside of regression tree groups in case of a predominant archaeological model of the life course. And oppositely, we expected a strongest correlation of personal income inside of clusters groups in case of a predominant processual model of life course. The personal income derives from household income divided by number of household members (SHARE wave 2).
The variation of median personal income among the regressions tree groups shows that the income is weakly correlated with social characteristics of individuals as we would have expected from an archaeological model of the life course. In the regression tree group “Employed legislator, professional men” median personal income of employed full time with LPP contribution men is equal to median income of this group. However, there is heterogeneity of income distribution in the group “Employed workers and self-employed all professional status men”. Particularly, median income of men who are employed part time is differed from median income of this group. Again in the groups “Married women” and “Divorced, separated and single women” the income of employed full time women doesn’t correspond to median income of these groups. In opposite, in the clusters, especially in the two first clusters which unit the individuals developing the trajectories

Table 3. Median personal income or median level of the individual life

<table>
<thead>
<tr>
<th>Cluster 1</th>
<th>Cluster 2</th>
<th>Cluster 3</th>
<th>Cluster 4</th>
<th>Median cluster (all groups)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full time with LLP, %</td>
<td>Full time without LLP, %</td>
<td>Part time with or without LLP, %</td>
<td>At home, %</td>
<td></td>
</tr>
<tr>
<td>3500 (N=4)</td>
<td>3050 (N=5)</td>
<td>2050 (N=11)</td>
<td>4000 (N=4)</td>
<td></td>
</tr>
<tr>
<td>2675 (N=11)</td>
<td>2175 (N=30)</td>
<td>4500 (N=4)</td>
<td>2396 (N=4)</td>
<td></td>
</tr>
<tr>
<td>3600 (N=24)</td>
<td>2117 (N=30)</td>
<td>2700 (N=11)</td>
<td>2500 (N=4)</td>
<td></td>
</tr>
<tr>
<td>4500 (N=21)</td>
<td>2450 (N=20)</td>
<td>2533 (N=13)</td>
<td>2750 (N=17)</td>
<td></td>
</tr>
<tr>
<td>3400</td>
<td>2500</td>
<td>2633</td>
<td>2650</td>
<td></td>
</tr>
</tbody>
</table>

Note: we noted the weak size of category between the brackets.
of full time employment with and without LPP, median income correspond to occupational trajectories and predominantly corresponds to median income of these clusters. Such result promotes the processual model of causality rather than the archaeological model (Godard & de Coninck, 1990).

We also explored the variability of income inside of the groups and the clusters. For this purpose we computed Gini index of inequalities of income inside of the regression tree groups and the clusters (table 5).

**Table 5. Index of Gini**

<table>
<thead>
<tr>
<th>Cluster 1</th>
<th>Cluster 2</th>
<th>Cluster 3</th>
<th>Cluster 4</th>
<th>Median group (all clusters)</th>
</tr>
</thead>
<tbody>
<tr>
<td>%</td>
<td>%</td>
<td>%</td>
<td>%</td>
<td></td>
</tr>
<tr>
<td>Full time with LLP,</td>
<td>Full time without LPP, %</td>
<td>Part time with or without LPP, %</td>
<td>At home, %</td>
<td></td>
</tr>
<tr>
<td>27.81</td>
<td>33.97</td>
<td>(51.10)</td>
<td>(12.51)</td>
<td>30.36</td>
</tr>
<tr>
<td>26.17</td>
<td>37.39</td>
<td>(38.43)</td>
<td>(6.29)</td>
<td>34.19</td>
</tr>
<tr>
<td>22.81</td>
<td>38.63</td>
<td>22.08</td>
<td>34.56</td>
<td>30.57</td>
</tr>
<tr>
<td>26.75</td>
<td>35.27</td>
<td>16.41</td>
<td>24.39</td>
<td>29.12</td>
</tr>
<tr>
<td>27.69</td>
<td>37.40</td>
<td>27.38</td>
<td>32.30</td>
<td>31.80</td>
</tr>
</tbody>
</table>

Note: index of Gini of the category of weak size is noted between the brackets

According to table 5 there are more income distribution inequalities inside of the regression tree groups than inside of the clusters. This result shows that the degree of inequalities is more determined by social characteristics of individuals than by their occupational trajectories. As in the case of the median income variation among the clusters and the regression tree groups (table 4), these results rather
promote a processual interpretation of the equal classification than an archeological interpretation.

In the case of the trajectory of full time employment with LPP, inequality is weakest than in the case of the trajectories of full time employment without LPP, part time or staying at home. We can explain this difference by higher degree of institutionalisation of professional trajectories with LPP contributions. The law of pension fund promulgated in 1985 had for consequence the decrease of inequalities between workers and high status employees. The low level of institutionalisation in the case of part time employment or unemployment explains the high variance of personal income and inequality in the clusters “Part time with or without LPP” and “At home”.

Provisory conclusion

The aim of our paper was to investigate how to link the social background of individuals, their life trajectories (occupation), and an outcome, continuous variable (the level of retirement benefits). In order to investigate the causal relationship between these factors and personal income two methods were tested: the first, is the most diffused in actual social science research community, namely cluster analysis combined with sequence analysis; the second is the discrepancy analysis (Studer et al., 2011).

The application of these methods is based on the different methodology. The cluster analysis was applied to a matrix of distances between occupational trajectories, which was previously computed with a sequence analysis. The cluster analysis provides the groups of individuals due to proximity of their occupational trajectories. In a life course perspective the clusters result the influence of institutionalisation on the individuals trajectories. The social institutions such as employment, social insurances or unemployment influence on the individual trajectories together with background. The essential point of this processual model is
to consider that social institutions produce an impact on the individual trajectories. This model doesn’t favour the dominance of background and supposes the existence of social mobility in the society. For example, two persons with different background can have similar occupational trajectories through participation in the labour market and benefit similar income after retirement. In opposite, the application of the discrepancy analysis supposes the link between the individual background and the occupational trajectories. As the cluster analysis the discrepancy analysis was applied on the matrix of distance between occupational trajectories, but it allows splitting the groups of individuals based on the proximity of their occupational trajectories due to background characteristics. This archeological model supposes influence of the individual background on the occupational trajectories. This regard to the classification enhances the influence of background characteristics on the occupational trajectories and reduces the impact of institutionalisation.

We applied two methods of classification of occupational trajectories in order to compare the homogeneity of the groups, particularly, homogeneity of distribution of personal income among the individuals of the clusters and regression tree groups. Relating these methods to the forms of causality proposed by Godard & de Coninck (1990) we show that processual model analysing the relationship between occupational trajectories and personal income is centred on the more homogeneous groups. According to the results, the distribution of median personal income among cluster types is more homogeneous than the distribution of median personal income among the regression tree groups. Hence, the processual model promotes the more uniform groups in relation to income distribution.

The variation of personal median income, the index Gini, appears to be more equal inside the clusters than inside the regression tree groups. This result confirms the hypothesis that institutionalisation reduces the social inequalities determined by individual background.

Our results are limited by the application of the methods of classification of occupational trajectories before the retirement transition; the inclusion of other stages of life course in the analysis is also relevant.
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Abstract

The paper aims to prove how suitable the Sequence Analysis’ tools are for studying the complexity of Italian Higher Education System. Through longitudinal administrative data of a cohort (AY 2001-2002) of enrolled for the first time at Sapienza University of Roma, this approach permits to: (1) describe the phenomena of late graduate and late performance (retention); (2) identify different type of students’ dropping out (attrition); (3) evaluate others particular phenomena (that are frequent in Italy) that can delay the students’ career (as such as intra or extra faculty mobility).

Introduction

This paper aims to prove that the Sequence Analysis (SA) tools are suitable for studying the complexity of Italian higher education students’ careers (Blanchard, Bühlmann and Gauthier 2014; D’Alessandro 2015). The SA is an efficient method that involves examination of the ordered social process (such as university career, life course trajectory, etc.). Actually, SA is commonly used to study professional careers, occupation histories, school-to-work transitions, etc.

Italian university system is confronted by the three main problems (Benvenuto et al. 2012; Moscati and Vaira 2008): (1) low number of graduates; (2) excessively long university careers; (3) very high number of drop outs. In the course of the last fifteen years in Italy, “Bologna process” has introduced radical
reforms with the principal aim to control the phenomena of dropping out, perpetual students and low number of graduates. More specifically, the AY 2001-02 represents the transition from a university education based on a single level degree (4 or 5 year-courses) to a dual level degree: bachelor - BA (3 years)/master - MA (2 years) or other types of master (5 or 6 year-course, such as Architecture or Medicine).

For the purpose of our research, Sapienza University of Rome was identified as a representative case due to its dimensions (i.e. in AY 2015-16 there are 101,492 students - 6.1% of Italian university students and 3,555 professors - 6.9% of Italian university professors) and its variety, in terms of scientific and educational areas of academic training.

1 Research aims

This paper shows a secondary analysis of longitudinal administrative data. We use SA in order to (1) describe in detail the phenomena of late graduation and late performance (retention); (2) identify different kinds of students who are dropping out from the university (attrition); (3) evaluate other particular phenomena that could delay the careers (such as the mobility within and between faculties). Our interest is focused on the linearity of the university career. The non-linearity of career (mobility is a relevant aspect of retention), from a student’s point of view, can have a double value. On one hand, it might be a prelude to a successful outcome, in case that a student who is taking up a new university career obtains a degree; on the other, it might cause delay or even dropping out in a student’s career. From the university point of view, however, student mobility could determine important impacts, such as increasing the phenomena of late performance and dropping out, but also contributing to the creation of new graduates. The hypothesis is that different types of mobility could cause different outcomes. Mobility between faculties represents a greater educational transition than mobility within faculty.

The case study shows the construction of a longitudinal dataset of information extracted from the administrative archives of the Sapienza University, which refer to the registered students.

SA allows us to identify useful longitudinal measures for describing and analysing the students’ careers (Gabadinho et al. 2009; 2011). In particular, the main interests of this study are to 1) identify pattern of the entire sequences; 2) analyse their diffusion; 3) identify groups of similar careers; 4) highlight relations between career outcomes and students’ characteristics (micro-level variables); 5) characterize relation between career outcomes and university context characteristics (meso-level variables).

The SA approach has proven to be valuable for pointing out the relevance of phenomena in temporal order (Blanchard, Bühlmann and Gauthier 2014). The
main hypothesis is that the timing (i.e. the observation point when an event occurs) is the most relevant aspect which determines the career outcome. For instance, a change of study course during the first part of career could be more advantageous than the one performed in the central part of studies (McCormick and Carroll 1997). Indeed, an early change could be an admission of a choice of study course that does not correspond to a student's interest and aspiration (career reorientation); whereas, a late change could be a proof of a student's difficulties in reaching the attainment in the first enrolment study course.

2 Data

Due to the relevance of the AY 2001-02, since it represents the turning point for the passing from the old to the BA/MA university system, the analysis focuses only on this cohort (AY 2001-02) (23,854 students). Information concerns the students enrolled for the first time and without previous university career. The cohort was monitored until March 2014 (the end of AY 2013-14). Therefore, each student is monitored up to 25 semesters. It means that, even if a student graduated at the sixth semester, all his/her following states would be “graduate”.

Such information are collected for administrative purposes, like, for example, monitoring fee payments and exam registrations. However, the information are collected in different archives. These archives of Sapienza are related to four main areas: socio-economic profile, high school education, higher education career (first enrolment course, graduations, possible second enrolment course, etc.), and university performance indicators (number of exams, credits, etc.). This kind of (de)structuration is not suitable for the purpose of temporal dynamics studying.

Furthermore, the information are registered in a synchronic way (each information refers to a single moment) and this represents a further critical issue for temporal dynamics studying (Menard 2007; Scherer 2013). Indeed, the phenomena characterized by continuous process of change, such as university careers, can be studied in a more appropriate way through the use of longitudinal data (Blossfeld et al. 1989).

Starting from these archives, a unique dataset has been re-constructed in a longitudinal way, using the key codes (such as the identification numbers of the study course and of the students) in order to joint the data. Through the recording of the events related to each student’s career (payment of every semester fees from the first enrolment to graduation or dropping out, passing the exams, etc.), a longitudinal data vector for each student was created. By positioning the

---

1 Since the AY 2001-2002 was the first year of the “3+2 system” (in this way it is known the Anglo-Saxon university education system in Italy), in this cohort there are no students that enrol for the first time at Sapienza in a MA study course.
events on a chronologically ordered string, it is possible to control the dynamics of each academic career and to highlight specific phenomena (dropping out, stopping out, mobility, degree attainment, etc.). In fact, these data allow us to follow students’ careers from the enrolment until graduation (or dropping out).

The data query was very complicated and it required a large quantity of Structured Query Language (SQL) code writing in order to obtain a longitudinal data vector for each student from the first semester of AY 2001-02 to the first semester of AY 2013-14. Firstly, the dataset consisted of several vectors for each student. Every vector matched every degree course that student had taken up at Sapienza University (i.e. one for BA and one for MA). A unique data vector for each student was created with the use of the key codes. In this way, it was possible to reconstruct the entire career for each student, including the temporary stopping outs and mobility (between the different and within the same degree courses).

In the final dataset, the data referring to the socio-demographic characteristics and high school training are synchronic (registered at students’ first enrolment), whereas those referring to university career and performance indicators are diachronic (repeated for each semester of students’ university careers).

The used data encoding format is the STS (State Sequence). It is «a natural way of representing list is a (row) vector of k elements» (Ritschard et al. 2009, p. 159). In the dataset, the row vector has variables as moments of observation for each student’s career. Therefore, the column vector corresponds to a predetermined unit of time (the semester).

The structure of the database implies the persistence of the last observed state (dropping out or graduation) for the student throughout the following observation period. Indeed, the aim to observe how different types of careers within the University would lead to different outcomes is well accessible through the University monitoring viewpoint, which suggests the non-use of missing values.

3 Methodology

The basic idea is to list each student’s academic trajectories at Sapienza as an ordered list of administrative states, which are defined on a time axis. The time interval being used is the semester.

For the scope of this analysis, we consider ten different administrative “states”, that define the alphabet for the SA. They are: (1-4) four types of enrolment (due to the course length: 2, 3, 5 or 6 year-course); (5) continuation (after the previous semester); (6) graduation; (7) formal dropping out (with a formal request of study interruption, probably due to a transition to another university); (8) informal dropping out (due to no six-month fee payment); (9) change of
faculty (between two faculties); (10) change of the course (within the same faculty).

A distance matrix between each pair of careers was calculated by Optimal Matching (OM) algorithm (MacIndoe and Abbott 2004; Studer and Ritschard 2014; Blanchard, Bühlmann and Gauthier 2014). The OM produced a huge matrix, used for Wald cluster analysis (Studer 2013). The purpose is to achieve well-defined clusters and to characterise them with reference to the information regarding the students (i.e. personal data, high school information – micro-level variables) and the first year performance indicator (i.e. number of exams, number of university credits – micro-level variables), the university context (i.e. length of first enrolment study course and limited enrolment course – meso-level variables).

4 Results

The first step is to give an overview that takes into account the homogeneity/heterogeneity of the students’ careers within the University.

Students act within a regulated framework and their chances of action are limited in various ways. In a chart of ideal careers (each student enrolls and continues his/her career until graduation, Graph 1), immediately after the different types of enrollment (three different tones of green: soft green for BA, medium green for 5-year course, such as Architecture, and dark green for 6 year-course, such as Medicine), can be observed only continuation (yellow) and graduation (blue) states. In addition, there can be observed the graduation states in different points of students’ careers, coherently to study course length. In particular, the possible ideal careers for students enrolled in BA are two: the first one stops with graduation in the second semester of the third year (sixth moment of observation); the second one continues in MA from the seventh point of observation (first semester of the fourth year, very soft green in the middle of the plot) until the tenth point (second semester of the fifth year).

Graph. 1. Ideal index-plot

The matrix had about 566 million of cells.

---

2 The matrix had about 566 million of cells.
The Graph 2 represents the index-plot of the entire 2001-2002 cohort. Contrary to the ideal index plot, there is a preponderance of red color, which indicates dropping out in its two connotations (formal and informal). This outcome concerns particularly the BA students’ careers. Although the majority of dropouts are registered in the transition between the first and second year of the study course, many students experience dropping out later (even after many years).

The index-plot of the careers (4,804 students, 20.1% of them enrolled in 2001-02 cohort) with one or more mobility events (Graph 3), shows a much more complex situation. The careers look even more partitioned and it is difficult to highlight trends. Anyway, the states of mobility (change of faculty, marked by purple colour, and change of the course, marked by fuchsia) frequently involve students’ careers in the period immediately after enrolment.

The complexity in the right side of the graph, which refers to the end of the observation period and, therefore, to the outcomes of careers, could suggest an interesting association between the time of the change of the faculty or study course and the career outcome. Students who take a reallocation of study course in the years immediately following the enrolment are those that may stand more chances to complete successfully their career.
By splitting the entire cohort into groups according to the study course length (Graph 4), we can observe how the heterogeneity is different among the groups. Whereas in the entire cohort 42.5% of the career is represented by the 10 most frequent sequences (45.8% of the BA careers), for the six-year course students the homogeneity is greater: almost 70% of the careers can be expressed in terms of the 10 most frequent sequences. However, for the five-year course students, the share is close to 50% and thus the homogeneity is more in line with that registered for the BA students.

Among the 10 most frequent sequences (Graph 5) of students’ careers with mobility events, the fifth is a discontinuous career (0.77%, 37 cases): this is the case of a BA student who leaves (formally) the university for one semester,
changes faculty, there remains registered only for one semester and then drops out permanently (in an informal way). This is a very complex career that might suggest the attempts implemented by the students to pass the limited enrolment course test. Furthermore, similarity of this career with the second one is rather interesting. These pathways differ only for the administrative state during the second half of observation: continuation in one case; formal dropping out in the other.

Formal dropping out is relevant in BA careers: it becomes a definitive state as a result of a change of faculty (ninth most common sequence, 26 cases, 0.61%). The direct comparison among the three subgroups allows us to highlight how the BA students have the worst performance with regard to the retention. Indeed, for these students dropping out state appears in 4 out of 10 most common sequences, while for five-year students it appears only once, and not even once for the six-year students.

The homogeneity among subgroups is radically different. The most frequent sequence for BA students includes only 7.9% of the students; the first one of five-year course students 45.6%; the six-year course students 31.2%. This index plot shows that the courses with limited enrolment test (all the six-year and the majority of the five-year courses) could ensure a better chance for success in university career. Indeed, the students enrolled in longer study courses achieve graduation more frequently than BA students. The only exception among the 10 most frequent sequences is that the sixth career refers to five-year students: the outcome of the study course change is the informal dropping out.

Another interesting element is the consistency of delay (perpetual students) in study courses, especially for the students enrolled in the six-year study courses. Indeed, 3 out of the 10 most common sequences relate to students that are still enrolled after 25 semesters (15 cases, 15.6%). The phenomenon is more restrained for five-year course students (24 cases, 5.1%).

Through cluster analysis (Graph 6), performed on the OM distance matrix, six well-defined groups of students were identified. The majority (35.5%) of the
first group are the students that are still enrolled at the end of the observation period (25 semesters); part of them are drop outs (informal, 32.3%, and formal 8.3%) or graduates after 10 years since the enrolment (22.2%). The second and the fourth groups differ for the dropping out timing: the students of the second group keep postponing the dropping out decision until the 9th semester, whereas for the fourth group the dropping out occurs in the first half of the observation period. The second type of dropping out (the formal one) characterises the sixth group. In other words, the majority of these students drops out at the beginning of their career. The other two groups (the third and the fifth) are composed of students that end their career with graduation. Although the students of the third group graduate at the regular course length, the timing of graduation in the fifth group is slower.

Graph. 6. Index-plot for the six groups, cohort 2001-02

These six groups are used as dependent variables in a multinomial logistic regression model (ML) (Table 1). The ML includes two types of independent variables: micro-level variables [social characteristics of students (gender, age at enrolment, residence, family income), high school information (high school type and high school final mark) and first year performance indicators (credits and average mark)]; meso-level variables [university context information (length of first enrolment study course and limited enrolment course)].

The main result shows the importance of the warming-up in determining the development of each career. The first year performance indicators are the best predictors of success. Furthermore, the university context information, especially the length of first enrolment study course, are important: students enrolled in a 5 or 6 year-course stand more chances to graduate than BA students.
<table>
<thead>
<tr>
<th></th>
<th>Early informal dropouts</th>
<th>Late performers</th>
<th>Regular graduates</th>
<th>Late graduates</th>
<th>Early formal dropouts</th>
<th>Late informal dropouts</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gender</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>1.245 ***</td>
<td>0.823 ***</td>
<td>0.673 ***</td>
<td>0.048 ***</td>
<td>0.014 ***</td>
<td>0.017 ***</td>
</tr>
<tr>
<td>Female</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Age at enrolment</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>18 years</td>
<td>2.681 ***</td>
<td>1.424 ***</td>
<td>0.672 ***</td>
<td>0.751 ***</td>
<td>1.403 ***</td>
<td></td>
</tr>
<tr>
<td>20-24 years</td>
<td>1.814 ***</td>
<td>0.735 ***</td>
<td>0.352 ***</td>
<td>0.969 **</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25 year-courses or more</td>
<td>1.499 ***</td>
<td>1.224 ***</td>
<td>0.773 ***</td>
<td>0.909</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>High school type</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Technical-Professional</td>
<td>1.490 ***</td>
<td>0.732 ***</td>
<td>0.051 ***</td>
<td>0.497 ***</td>
<td>0.077 ***</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>1.500 ***</td>
<td>0.732 ***</td>
<td>0.051 ***</td>
<td>0.497 ***</td>
<td>0.077 ***</td>
<td></td>
</tr>
<tr>
<td><strong>High school final mark</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td>0.889 *</td>
<td>0.895 *</td>
<td>1.182 ***</td>
<td>1.183 ***</td>
<td>0.870 *</td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>0.713 ***</td>
<td>1.157 *</td>
<td>1.158 *</td>
<td>1.335 ***</td>
<td>0.655 ***</td>
<td></td>
</tr>
<tr>
<td><strong>Residence</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Regional</td>
<td>0.756 ***</td>
<td>1.176 ***</td>
<td>1.627 ***</td>
<td>0.771 ***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Out of region</td>
<td>0.685 ***</td>
<td>1.195</td>
<td>0.852</td>
<td>1.195</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Family income</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-10000 euro</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>10001-20000 euro</td>
<td>1.305 **</td>
<td>0.864</td>
<td>0.852</td>
<td>1.195</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20001-30000 euro</td>
<td>1.337 ***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>30001-40000 euro</td>
<td>1.313 ***</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>40001 euro or more</td>
<td>1.189</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Length of study course</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 years</td>
<td>0.758 *</td>
<td>1.643 ***</td>
<td>0.160 ***</td>
<td>2.620 ***</td>
<td>0.711 ***</td>
<td></td>
</tr>
<tr>
<td>6 years</td>
<td>0.295 ***</td>
<td>1.854 ***</td>
<td>0.013 ***</td>
<td>5.081 ***</td>
<td>0.571 *</td>
<td>0.306 ***</td>
</tr>
<tr>
<td><strong>Limited enrolment course</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>0.788 ***</td>
<td>1.239 ***</td>
<td>0.836 ***</td>
<td>1.255 ***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>No</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>First year credits</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1-15 Ects</td>
<td>0.705</td>
<td>3.184 ***</td>
<td>0.570 *</td>
<td>2.588 ***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>16-30 Ects</td>
<td>0.234 ***</td>
<td>5.292</td>
<td>4.238 ***</td>
<td>2.949 **</td>
<td></td>
<td></td>
</tr>
<tr>
<td>31-45 Ects</td>
<td>0.067 ***</td>
<td>15.837 ***</td>
<td>6.204 ***</td>
<td>1.769 **</td>
<td></td>
<td></td>
</tr>
<tr>
<td>46 Ects or more</td>
<td>0.025 ***</td>
<td>36.346 ***</td>
<td>4.836 ***</td>
<td>0.28 ***</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>First year average mark</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Low</td>
<td>0.643</td>
<td>2.244</td>
<td></td>
<td>1.490</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Medium</td>
<td>0.582 *</td>
<td>2.447</td>
<td></td>
<td>1.769 **</td>
<td></td>
<td></td>
</tr>
<tr>
<td>High</td>
<td>0.586 *</td>
<td></td>
<td></td>
<td>2.447</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Sig. Code: 0 '***' 0.001 '**' 0.01 '*' 0.05 '.' 0.1 ' ' 1
Through the use of the same clustering algorithm, performed on the OM distance matrix related to careers with one or more states of mobility, we obtain similar groups (Graph 7). Obviously, a greater complexity of careers, which has already been highlighted in the Graph 3, is also present in these subgroups. The discontinuity of career of the sixth group (early formal dropout) is very blatant. The index-plot for this group (Graph 7) highlights how the formal dropping out is very widespread. This phenomenon affects the students’ career in a different way respect to the informal dropping out: many students, after formally dropping out, enroll again at Sapienza, maybe in a different faculty or study course.

Graph. 7. Index-plot for the six groups, mobility students’ careers

Through the studying of the mobility among faculties/courses as a population migration and thinking of the institution (Sapienza) as a multitude of elements, variously connected among each other (Mohr and White 2008), the Social Network Analysis (SNA) tools are used to identify structure characteristics of the mobility (Graph 8).

In order to study the relevance of the connections among the events of each trajectory (such as within and between mobility), the OM analysis was performed on the careers with one or more mobility events. With the use of the previous clustering algorithm, we obtained similar groups. The SNA was used to identify attraction and repulsion nodes among the Sapienza study courses. The network among study courses allows us to visually observe how the core (stronger connections) is mainly occupied by the BA courses (in purple). The MA courses (in red) are arranged radially around the central core. This position is due to the links that some of these courses have with other different duration courses, particularly five-year courses. For instance, a well-defined group is composed by the six-year courses. These nodes are only the degree programmes in Medicine, which has a six-year term. The proximity of these courses to the rest of the network is given by the relations with some Pharmacy courses and some Mathematical, Physical and Natural Sciences courses (MMPPNNS).
This analysis allowed us to identify specific study courses (such as Life Sciences, BA course in MMPPNNSS faculty, and Pharmacy, five-year course) used by students to circumvent the admission tests of medicine courses.

Five-year courses (15 in total) do not resemble among each other, but they appear to be divided into small groups, and they are more similar to other BA courses, which partially share educational curricula: for example, Construction Engineering (BA) is similar to Architecture course (five-year course).

Graph. 8. Change of study course according to legal course length, entire cohort 2001-2002

A second ML aims to explain the outcome through temporal and spatial information. The dependent variable in the analysis is the career outcome: still enrolled (reference category), graduate and dropout. The dependent variables are all features related to the ongoing changes: time related (timing of change; difference in course length) and context related (type of change; difference in course scientific area). The timing of change is identified as the most relevant.
success predictor, confirming that the warming-up period is fundamental for the career outcome.

Table 2. ML for mobile students’ careers of BA*

<table>
<thead>
<tr>
<th>Outcome</th>
<th>T</th>
<th>Std. Err.</th>
<th>Wald</th>
<th>gl</th>
<th>Sign.</th>
<th>Exp(B)</th>
<th>Exp(B)-1*100</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>0.3</td>
<td>0.566</td>
<td>0.28</td>
<td>1</td>
<td>0.596</td>
<td>1</td>
<td>0.596</td>
</tr>
<tr>
<td>2th year</td>
<td>3.308</td>
<td>0.202</td>
<td>266.900</td>
<td>1</td>
<td>0.000</td>
<td>27.323</td>
<td>2632.303</td>
</tr>
<tr>
<td>3th year</td>
<td>2.753</td>
<td>0.219</td>
<td>158.568</td>
<td>1</td>
<td>0.000</td>
<td>15.683</td>
<td>1468.343</td>
</tr>
<tr>
<td>4th year</td>
<td>2.487</td>
<td>0.269</td>
<td>85.537</td>
<td>1</td>
<td>0.000</td>
<td>12.026</td>
<td>1102.604</td>
</tr>
<tr>
<td>5th year</td>
<td>2.523</td>
<td>0.319</td>
<td>62.521</td>
<td>1</td>
<td>0.000</td>
<td>12.468</td>
<td>1146.782</td>
</tr>
<tr>
<td>6th year</td>
<td>2.194</td>
<td>0.236</td>
<td>86.208</td>
<td>1</td>
<td>0.000</td>
<td>8.975</td>
<td>797.509</td>
</tr>
<tr>
<td>Beyond the 6th year</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Degree

<table>
<thead>
<tr>
<th>Type of change</th>
<th>T</th>
<th>Std. Err.</th>
<th>Wald</th>
<th>gl</th>
<th>Sign.</th>
<th>Exp(B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Faculty change</td>
<td>-0.183</td>
<td>0.203</td>
<td>0.812</td>
<td>1</td>
<td>0.368</td>
<td>0.596</td>
</tr>
<tr>
<td>Study course change</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Timing of change

<table>
<thead>
<tr>
<th>Type of change</th>
<th>T</th>
<th>Std. Err.</th>
<th>Wald</th>
<th>gl</th>
<th>Sign.</th>
<th>Exp(B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equal length</td>
<td>-0.740</td>
<td>0.520</td>
<td>2.021</td>
<td>1</td>
<td>0.155</td>
<td>0.477</td>
</tr>
<tr>
<td>Upper</td>
<td>-1.535</td>
<td>0.536</td>
<td>8.203</td>
<td>1</td>
<td>0.004</td>
<td>0.216</td>
</tr>
<tr>
<td>Lower</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Difference in course length

<table>
<thead>
<tr>
<th>Type of change</th>
<th>T</th>
<th>Std. Err.</th>
<th>Wald</th>
<th>gl</th>
<th>Sign.</th>
<th>Exp(B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equal length</td>
<td>0.387</td>
<td>0.21</td>
<td>3.401</td>
<td>1</td>
<td>0.065</td>
<td>1.473</td>
</tr>
<tr>
<td>Same sc. area</td>
<td>0.509</td>
<td>0.205</td>
<td>6.156</td>
<td>1</td>
<td>0.013</td>
<td>1.664</td>
</tr>
<tr>
<td>Different sc. area</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Difference in course scientific area

<table>
<thead>
<tr>
<th>Type of change</th>
<th>T</th>
<th>Std. Err.</th>
<th>Wald</th>
<th>gl</th>
<th>Sign.</th>
<th>Exp(B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Equal length</td>
<td>0.007</td>
<td>0.521</td>
<td>0.000</td>
<td>1</td>
<td>0.989</td>
<td>1.007</td>
</tr>
<tr>
<td>Upper</td>
<td>-1.674</td>
<td>0.541</td>
<td>9.558</td>
<td>1</td>
<td>0.002</td>
<td>0.188</td>
</tr>
<tr>
<td>Lower</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Dropout

<table>
<thead>
<tr>
<th>Type of change</th>
<th>T</th>
<th>Std. Err.</th>
<th>Wald</th>
<th>gl</th>
<th>Sign.</th>
<th>Exp(B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Faculty change</td>
<td>1.059</td>
<td>0.199</td>
<td>28.178</td>
<td>1</td>
<td>0.000</td>
<td>2.883</td>
</tr>
<tr>
<td>Study course change</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

a. Reference category: Still enrolled.
b. This parameter is zero due to redundancy
* the model refers only to the BA students and at the first career.
Cox & Snell pseudo $R^2$ 0.187; Nagelkerke pseudo $R^2$ 0.222; -2log final model 412.917 sig. <0.001
Firstly, the model parameters show that the timing of change is crucial: the chance to graduate rather than to remain registered is higher as soon as the change occurs.

The type of change (course or faculty) is not significant with reference to the probability of graduation or to the fact of still being enrolled, but it is related to the probability of dropping out: a change of faculty nearly doubles the probability of dropping out rather than being still enrolled with respect to a change of study course (Exp (B) -1 * 100 = 188.3). Therefore, we can confirm the assumption that a strong reorientation (which determines the faculty change) requires a higher investment compared to a weak reorientation (such as a change of study course within the same faculty), exposing more students at risk of dropping out.

Mobility between equal-length courses seems not to have a significant influence neither on the probability of graduating nor dropping out, compared to the probability of persistence inside the system. On the contrary, the “upper” exchange, i.e. the course change from a shorter to a longer one, reduces both the probabilities of graduation and dropping out, rather than the continuation (respectively with Exp (B) -1 * 100 = -78.4 for the graduation and -81.2 for the dropping out. This effect could be determined simply by the increased duration of the second course of study. However, with reference to the lower probability of dropping out, this effect could hypothetically also be determined by a strong motivation of these students.

Any difference between the scientific area of the original course and the scientific area of the second one has a double effect on the outcome: students who change course or faculty within the same scientific area are more likely both to graduate or to drop out rather than to continue (Exp (B) -1 * 100 47.3 for the graduation and 66.3 for the dropping out). However, only the dropping out effect is statistically significant. This evidence shows that the mobility between different scientific areas represents a higher chance of still being enrolled than the changes within the same area.

Summary and conclusions

This paper shows the value of transforming synchronic administrative information into diachronic data vectors. Throughout this transformation, we were able to obtain a longitudinal dataset of students’ careers and to investigate their dynamics by highlighting specific phenomena (dropping out, stopping out, mobility, degree attainment, etc.) and the connections among them.

The longitudinal structure allows us to study all the processes characterised by continuous changes, such as university careers. The students’ careers complexity was examined in detail with the use of SA. The main results show the importance of the warming-up period (in terms of study course reorientation and first year performance) in determining the success/failure of each career.
The SA and the SNA have allowed us to look into the events related to the university dispersion. For instance, these tools have allowed us to reveal how, almost all the changes, related to the medical courses take place in the early part of the career. In most cases, these changes are strategies applied by the students who fail the first time medical limited enrolment course test, and try again in subsequent years.

All this will lead to improper management of the resources by the University: while the medical courses are becoming increasingly competitive (students who attend medical test are not high school graduates but students already included in the university context), those of Pharmacy and MMPPNNSS courses constantly lose students.

The analysis is a pilot methodological study but it can easily be used for evaluation purposes. Universities, faculties or degree programs can adopt these tools in order to monitor the career dynamics (monitoring purpose) and to promptly intervene in order to contain the dispersion phenomena (action purpose).
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Abstract We are interested in the role tuition fees play in social reproduction. We use retrospective biographical data from a series of surveys on family events, long series on tuition fees and methods from event history analysis to study the effect of the level of tuition fees on university enrolment in two Canadian provinces, Quebec and Ontario. We focus on the variation of their effect on enrolment according to social origin, province, language and immigration status. Not considering age, the level of tuition fees increases enrolment for children of highly educated parents or immigrants, has no effect among the Quebec English-speaking, but decreases enrolment in all other groups. However, in most groups, the deterring effect increases with age. Among immigrants and their children, as well as among the Ontario English-speaking, the slope of the relation between the effect of tuition fees and age is markedly steep: In these groups, there seems to be a limited age window during which parents are willing to invest in their children’s education.

1 Introduction

The recent raise of tuition fees in many Western countries – among them England, the United States, Germany and Canada – is renewing interest for the effect of tuition fees on the access to postsecondary education, and especially their role in social reproduction. The most obvious topic is whether increasing tuition fees reduces overall access, but a more complex question is whether the effect of tuition fees on enrolment is the same across social groups. Higher tuition fees could discour-
age the less wealthy to pursue higher education because of the cost and of a pessimistic estimation of future gains, but they could encourage the wealthier to enrol because cost is not a problem and future gains believed to be high thanks to reduced competition. If this were true, the combination of two opposite effects could lead to a null or only very negative effect of increasing tuition fees on overall enrolment. In other words, knowing more about the variation of the effect of tuition fees on enrolment across social groups is important for understanding the role of postsecondary education in social reproduction, but also for understanding the evolution of overall enrolment.

In this article, we examine the variation of the effect of tuition fees on enrolment across social groups in two Canadian provinces over a 65-year period. We model the effect of tuition fees on university access using individual biographical data from four cycles of the General Social Survey and aggregate data on Quebec and Ontario tuition fees spanning from 1946 to 2009. Our approach makes use of the non-monotonic variation of tuition fees over the period to disentangle the effect of tuition fees on enrolment from the general growth in enrolment that occurred over the period. It also allows us testing the equality of the effect of tuition fees across social origin, language and immigration status. Our results show that the level of tuition fees has an impact on enrolling, and that this impact varies across social groups.

2 University education and social reproduction

Studies on the access to postsecondary education and, more generally, the sociology of education inequality as a whole, draw strongly on social reproduction theory. At the core of this view is the notion that despite the democratisation of postsecondary education, schooling is a key element of the intergenerational reproduction of the social structure. Since the seminal work on this topic (Bourdieu and Passeron, 1977, 1979; Bourdieu, 1984), numerous studies in numerous countries have used this perspective and benefited from its fruitfulness.

In its basic formulation, social reproduction theory focuses on social origin and family location in the class structure. Some extensions have proven important. Gender is now recognised as a structural difference of its own that induces differences in education pathways. While women have gained greater access to postsecondary education, their options still bear the mark of the gendered division of labour. (Duru-Bellat, 2001; Marry, 2004; Barone, 2011). In some societies, ethnicity, religion or language are additional components of the social structure. In the USA, race induces differences in education careers (MacLeod, 1987; Ogbu, 1994). In Canada, language – specifically, speaking French or English – is another source of social inequality, especially in education (Dandurand et al., 1980; Dandurand, 1986 et 1991; Laplante et al. 2014; Kamanzi and Doray, 2015). In Quebec, Dandurand was a precursor of a sort. As early as in the 1980s, he promoted that the
process of social reproduction was not driven only by social origin, but by gender and ethno-cultural differences as well. This insight is very close to what is now known at intersectionality (Adamuti-Trache and Andres, 2008; Collins and al., 2015; Beattie, 2002).

In contemporary Canada, immigration adds another dimension to the social structure. Canadian immigration policy overtly favours university graduates, with the consequence that the proportion of university graduates among immigrants is very high, especially among the older generations. Thus, a large fraction of children of immigrants is made of children of university graduates (Laplante et al. 2014).

3 Tuition fees as education policy

Tuition fees are an element of education policy. Assuming they reduce affordability and enrolment in university education, States may regulate them as a means of promoting accessibility (CMEC, 2007; Delaney and Kearney, 2015), This is, or has been, common in Europe. In North America, Quebec followed the European trend as part of a large-scale reform enacted in the 1960s. Tuition fees were ‘frozen’, which, in a context of moderate to high inflation, amounted to reduce them over time, this reduction being presented at the time as leading to their elimination in the near future. However, in Quebec as in many other jurisdictions, the will to curb public deficits and public spending more generally actually lead to reduce the public funding of universities and to increase their private funding by students and their families through increasing tuition fees. In Quebec as elsewhere, advocates of increasing tuition fees assured that higher tuition fees would not reduce accessibility because in jurisdictions where they had increased, for instance in neighbouring Ontario, enrolment had not decreased. Furthermore, as university graduates get higher wages because of their education, they should pay a large fraction of the cost of their education (e.g. Belzile, 2010; Kozhaya, 2004).

Not surprisingly, insights from scholarly research sometimes differ from those of advocacy. There is a large body of American literature on the effect of tuition fees on enrolment in postsecondary education. According to the meta-analysis by Leslie and Brinkman (1987), youth enrolment is more affected by fees than by financial help whatever its form. According to the studies they reviewed, increasing tuitions by 100 USD decreased enrolment by 0.7% among youth aged 18 to 24 and students from low-income families were more affected by changes in tuition fees. Heller (1997) updated Leslie and Brinkman’s meta-analysis by including 15 more studies and drew the same conclusions. More recently, Hemelt and Marcotte (2008) found similar results.

The recent introduction or increase in tuition fees in some European countries has fostered new research. In the UK, Dearden, Fitzsimons and Wyness (2011) found that increasing tuition fees by 1,000 GBP was associated with a 3.9% de-
crease in enrolment among youth ages 18 to 29. Croxford and Raffe (2012) less students from Scotland and Northern Ireland in English universities, those who come from tend Scotland attend elite universities. Wales (2013) found similar results in England: increasing fees by 10% was associated with a 1.7% decrease in enrolment. Bolton (2014) reports that applications have dropped in England, but not in Scotland. Universities UK (2014) report lower enrolment especially in part-time studies. Sá (2014) found a decrease in applications especially for programs that lead to lower salaries and lower employment rates, but no evidence of a larger reduction for students from disadvantaged backgrounds.

In Germany, the decision to implement tuition fees belongs to the länder, which created a natural experiment. Taking advantage of this setting, Hübner (2012) found a negative effect of tuition fees on enrolment, larger than in previous studies for European countries, but similar to those reported for the USA. Dietrich and Gerner (2012) found that the introduction of tuition fees reduced the propensity of high school graduates to enrol at a university and favoured the vocational training option, whereas Bruckmeier and Wigger (2014) found no evidence that the introduction of tuition fees had a general negative effect on enrolment.

During the 1990s, as advocates of higher tuition fees gained influence on education policy, tuition fees increased simultaneously in most Canadian provinces. This stimulated Canadian research on the effect of tuition fees on enrolment. Most Canadian studies found that tuition fees have an impact on enrolment (Hui, 2004; Michael, 1999; Coelli, 2004; Johnson et Rahman, 2005; Neil, 2009; Hansen et Liu, 2013). Several had mixed findings (Corak et al, 2003; Drolet, 2005; Finnie et al., 2004; Frenette 2005). These studies focused on the 1990s, the period of widespread increase. They looked at the evolution of enrolment in a time where tuition fees are increasing, but they did not estimate the effect of tuition fees on enrolment. Still, Finnie et al. (2004) and Frenette (2005) found that increasing tuition fees had a greater impact on people from more vulnerable background. Moreover Frenette (2005) found increasing inequality in the access to university education in provinces where the deregulation had been more thorough: among people from low-income families, access to university education decreased more in provinces where tuition fees for programs leading to organised professions such as medicine, dentistry and accounting have been deregulated and thus increased the most. Two studies concluded that there is no relation between tuition fees and enrolment. Compared to the bulk of the studies, these two are outliers. One focused on a very short period (Rivard and Raymond, 2004), the other on a period during which tuition fees were almost stable (Christofides, Cirello and Hoy, 2001).

# 4 Tuition fees and enrolment in Quebec and Ontario

We are interested in the effect of tuition fees on enrolment and more specifically in the differences in their effect across social groups defined by social origin, lan-
language and immigration. Comparing the effect of tuition fees in Quebec and in Ontario allows contrasting two societies that are reasonably similar, but whose governments have conducted different policies on tuition fees over the years (see below) and where language shapes the social structure in contrasted ways. The proportion of university graduates is the same within the French-speaking Quebec majority and within the English-speaking Ontario majority. However, in Quebec, the English-speaking minority is still concentrated in the upper classes and has a higher proportion of university graduates than the French-speaking majority, whereas the Ontario French-speaking minority is ‘underrepresented’ in the upper classes and has a lower proportion of university graduates than the English-speaking majority (Laplante et al. 2014).

Comparing tuition fees and enrolment rates in Quebec and Ontario to understand the relation between fees and enrolment may be tricky. First, the education systems are different. In Quebec, students graduate from secondary education after 11 years, go to college for two years and then may enter university where a typical program lasts three years. In Ontario, students go directly from high school to university, but a typical undergraduate program lasts four years. Second, Ontario secondary education underwent an important change in the 2000s: in 2003, the number of years students spent in primary and secondary education has been reduced from 13 to 12. Therefore, the number of students who enrolled into university in 2003 was about twice the number of the previous and the next year. Third, although most young Ontarians who enrol into university tend to do it in their early 20s, young Quebeckers tend to spread enrolment into university over all their 20s (Chenard and Doray, 2013). Because of this difference in timing, comparing Quebeck and Ontario using enrolment rates computed for people aged between 18 and 24 excludes a significant portion of Quebec enrolment. Finally, there is no reason to limit the comparison to the 1990s and 2000s. Tuition fees have been an important part of education policies at least since the beginning of the expansion of university education in the 1960s and there are data that allow reconstructing the series on tuition fees and enrolment rates from this period.
Figure 1 graphs enrolment rates – defined as the proportion of the population aged 18–29 which attends university in a given year – and tuition fees – measured in 2011 constant dollars – in Quebec and Ontario from 1946 to 2011. From the beginning to the end of the series, enrolment rates grew in both provinces, from 4.7% to nearly 22.2% from 1966 to 2009 in Quebec, and from 12.0% to 21.4% from 1972 to 2009 in Ontario. The growth was not steady over the whole period. In both provinces, the enrolment rates levelled off or decreased slightly in the 1990s, and did not resume their previous trend until the end of the decade.

Over the same period, tuition fees in constant dollars did not follow a simple trend, but rather waxed and waned, conveying changes and continuities in education policies. In Quebec, they decreased from 1968 to 1989, actually remaining constant in current dollars, implementing a recommendation of the ‘Commission
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Population aged 18–29: Statistics Canada, Table 051-0001 & 051-0026 – Estimates of population, by age group and sex, Canada, provinces and territories, CANSIM.

Enrolment: Association of Universities and Colleges of Canada.

Note: Ontario enrolment figures have been smoothed to reduce the impact of the 2003 “double cohort”.
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Fig. 1: Ratio of university enrolment to population aged 18–29, Quebec 1966–2009, Ontario 1972–2009, and average tuition fees, Quebec and Ontario 1966–2009 in 2011 constant dollars.
royale d’enquête sur l’enseignement dans la province de Québec’ (Royal Commission of Inquiry on Education in the Province of Quebec). Over that period, in 2011 constant dollars, they went down from nearly 3,700 CAD to about 800 CAD. The Quebec government increased tuition fees in steps from 1990 to 1994, raising them to nearly 2,400 CAD. They decreased anew in constant dollars between 1995 and 2006. From 2007 onwards, they increased steadily by 100 CAD each year, thus getting back in 2009 to what they were in 2004. The 2012 student protest followed that intent to increase further tuition fees so that, by 2016, they would have reached the level they were in 1968.

In 1966, the average tuition fees, in Ontario, were 3,500 CAD, slightly lower than in Quebec. The Ontario government kept tuition fees under strict control until the 1990s. They decreased in constant dollars from the late 1960s to the mid-1970s, and then levelled off until the beginning of the 1980s. They increased slowly through the 1980s, and sharply from the beginning of the 1990s onwards. By the end of the 2000s, they were closing to 6,300 CAD, about two and a half times those of Quebec.

Enrolment rates were increasing before the government of both provinces increased tuition fees in the 1990s. Soon after the increase in tuition fees, enrolment rates levelled off for a few years. Kozhaya (2004) dismisses that the Quebec increase in the tuition fees of the 1990s may have caused enrolment rates levelling off afterwards because the fees were not increasing when the enrolment rates levelled off. The argument is weak. The increase was sudden and substantial, and changed markedly the cost of university education. What happened in the following years is what could have been expected: breaking the increasing trend of university enrolment.

More interesting is that the effect of the increase in tuition fees was not to push down enrolment rates, but rather to stop their increase. Still more interesting is that they started increasing again a few years later. This should not come as a surprise. For an individual, enrolling into university is a decision that involves a variety of factors, among which tuition fees. At the aggregate level, however, the enrolment rate is a function of education policies not only on tuition fees, but also on the sustained increase of the supply of university education, and as well, of a strong trend in the economy towards increasing demand for university graduates. Enrolment rates levelling off soon after tuition fees had increased gives the naked eye a glimpse into the difference between the secular trend in increasing enrolment rates that depends on the transformation of the economy and the more mundane relation between tuition fees and enrolment rates.
Table 1. Descriptive statistics

<table>
<thead>
<tr>
<th>Proportion enrolling into university by cohort</th>
<th>Quebec</th>
<th>Ontario</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before1936</td>
<td>0.044</td>
<td>0.054</td>
</tr>
<tr>
<td>1936–1950</td>
<td>0.199</td>
<td>0.170</td>
</tr>
<tr>
<td>1951–1974</td>
<td>0.560</td>
<td>0.524</td>
</tr>
<tr>
<td>1975–1990</td>
<td>0.197</td>
<td>0.252</td>
</tr>
</tbody>
</table>

Independent variables

<table>
<thead>
<tr>
<th>Cohort</th>
<th>Quebec</th>
<th>Ontario</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before1936</td>
<td>0.126</td>
<td>0.122</td>
</tr>
<tr>
<td>1936–1950</td>
<td>0.204</td>
<td>0.184</td>
</tr>
<tr>
<td>1951–1974</td>
<td>0.465</td>
<td>0.471</td>
</tr>
<tr>
<td>1975–1990</td>
<td>0.205</td>
<td>0.222</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sex</th>
<th>Quebec</th>
<th>Ontario</th>
</tr>
</thead>
<tbody>
<tr>
<td>Male</td>
<td>0.492</td>
<td>0.489</td>
</tr>
<tr>
<td>Female</td>
<td>0.508</td>
<td>0.511</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sociolinguistic group</th>
<th>Quebec French-speaking</th>
<th>Quebec English-speaking</th>
<th>Quebec immigrants</th>
<th>Ontario French-speaking</th>
<th>Ontario English-speaking</th>
<th>Ontario immigrants</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quebec French-speaking</td>
<td>0.924</td>
<td>0.033</td>
<td>0.043</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quebec English-speaking</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quebec immigrants</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ontario French-speaking</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ontario English-speaking</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ontario immigrants</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Social origin</th>
<th>No PSE</th>
<th>Non-university PSE</th>
<th>University</th>
</tr>
</thead>
<tbody>
<tr>
<td>No PSE</td>
<td>0.691</td>
<td>0.157</td>
<td>0.152</td>
</tr>
<tr>
<td>Non-university PSE</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>University</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Data from cycles 10, 15, 20 and 25 of the General Social Survey. Weighted estimation.

5 Hypotheses

Most studies on the effect of tuition on enrollment in higher education find some negative effect. Some studies found the negative effect to be more important among children of less favorable background, such as those who come from low-income families, have low-educated parents or live in lone-parent families. We are interested in the variation of this effect across social groups. We look at variation across social origin, as in some of the studies we reviewed, but also across groups defined by province, language and immigration status. As we explain in the previous section, there are reasons to believe that the effect of tuition fees may vary
across the traditional dimensions of social structure, at least in Quebec. The political turmoil associated with attempts at increasing tuition fees, larger in Quebec than in the rest of Canada, could be a consequence of different effects of tuition fees on enrolment in the groups that comprise the population in each province. Specifically, if tuition fees were a stronger barrier among French-speaking Quebeckers than among English-speaking ones, and if immigrants and their children – who account for a large fraction of Ontario population – were not sensitive to tuition fees in the same way as French-speaking Quebeckers are, the policy consequences of increasing tuition fees, as well as the political aspects of implementing such increase, could be very different in the two provinces. If it were so, the differences in the politics of tuition fees between Quebec and Ontario – and maybe between Quebec and the rest of Canada – could be accounted for by different effects of tuition fees across social groups, and the relative importance of these social groups in the population of each province.

6 Data and method

Verifying our hypotheses requires disentangling the effect of tuition fees from that of the general growth in enrolment that was part of the massification of higher education, but also modelling this effect in a way that allows it to vary across social groups defined by parents’ education, language, province and immigration status. Furthermore, enrolling is an event that occurs or not over the life course, which itself requires proper modelling.

To disentangle the effect of tuition fees on enrolment from that of growth in enrolment, we use long series on tuition fees in which these vary non-monotonically, whereas we model the secular growth in the enrolment rate monotonically. We use event history analysis (i.e. survival models for the social sciences) to model enrolling as a life course event at the individual level. We model the effect of tuition fees conditional on parents’ education and on membership in groups defined by province, language and immigration status. Finally, we allow the effect of tuition fees to vary across the life course – i.e. over age – within each of the groups we are considering.

6.1 Data

Our study requires data on persons who may have enrolled into university between 1946 and 2011, and on tuition fees in Quebec and in Ontario for the same period.

Ideally, we need individual data collected from a population or a probabilistic sample: age at enrolment in university studies, date of birth, province of birth, province of residence at the time of enrolment and a series of sociodemographic
characteristics including mother tongue. There are several sources of individual data on education in Canada, but none includes all the data we need. We use data from four ‘cycles’ – 1995, 2001, 2006 and 2011 – from a retrospective survey on family which Statistics Canada carries out every five years or so since 1995 within the General Social Survey (GSS) program. Each cycle uses a probabilistic sample of the Canadian population aged at least 15 and living in a province. These surveys are not designed to gather information on education, but they do collect most of the information we need. They have already been used for studying education dynamics in Canada by McIntosh (2009), and also by Sen and Clemente (2010) and Turcotte (2011) who did it combining data from several cycles.

Our data on tuition fees for the 1972–2011 period come from Statistics Canada’s survey on ‘Tuition and Living Accommodation Costs for Full-Time Students at Canadian Degree-Granting Institutions’ (TLAC). These data are the average, weighted by enrolment figures and expressed in 2011 constant dollars, of the tuition fees paid by students enrolled full-time in undergraduate programs in each province. They are the best available estimates of the average tuition fees. For the 1946–1971 period, we gathered figures from publications of the Dominion Bureau of Statistics. These publications provide average tuition fees by year and by province, sometimes detailed by universities. We have not been able to gather complete annual series and have completed the series by interpolation within each province before converting all values in 2011 constant dollars. We provide references to these publications with Figure 1.

6.2 Method

We use an approach known, in the social sciences, as event history analysis. Our dependent variable is the age at which an individual enrols into a university program for the first time. We use the Cox’s relative risk model (Kalbfleisch and Prentice, 2002: 42–43, 95–147). This model allows estimating the effect of independent variables on the dependent variable taking into account that some people never enrol into university.

The Cox’s model may be written as

\[ h(t) = h_0(t)e^{\beta x}, \]

where \( t \) represents age, \( h(t) \) is the hazard, i.e. the probability of enrolling into university at age \( t \) if it has not occurred before, \( h_0(t) \) is the “baseline” hazard – i.e. the relation between hazard and age for the “reference” individual, i.e. the person who belongs to the reference category of each independent variable –, \( x \) is the vector of independent variables and \( \beta \) is the vector of the coefficients associated with the independent variables.

Some of the equations we estimate include conditional relations that involve qualitative and quantitative variables. In these equations, the effects of trend and
tuition fees are not represented by a single coefficient, but rather by one coefficient for each category of social origin or each sociolinguistic group. These equations may be written as

\[ h(t) = h_0(t) e^{A t} e^{D t} e^{\gamma_A t} e^{\gamma_D t}. \]  

(2)

where \( A \) is the trend, \( D \) stands for tuition fees, \( z \) represents the categories of social origin or the sociolinguistic groups, \( \gamma_A \) represents the coefficients associated with trend for each category of social origin or each sociolinguistic groups, and \( \gamma_D \) represents the coefficients associated with tuition fees for each category of social origin or each sociolinguistic group.

Some of the equations we estimate include conditional relations involving time-varying effects. In these equations, the effect of tuition fees varies according to age in a different fashion for each category of social origin or each sociolinguistic group. These equations may be written as

\[ h(t) = h_0(t) e^{A t} e^{D t} e^{\gamma_A t} e^{\gamma_D t} e^{\gamma_{DT} t}. \]  

(3)

where \( z \) represents again the three categories of social origin or sociolinguistic groups, vector \( \gamma_D \) represents the intercept of the relation between the effect of tuition fees and age for each category of social origin or each sociolinguistic groups, and vector \( \gamma_{DT} \) represents the slope of this relation for each category of social origin or each sociolinguistic group.

The GSS samples are probabilistic, but not simple random: their sampling design involves strata and sometimes clusters. Estimation must be done using sampling weights and standard errors must be estimated taking the sampling design into account. We use the sampling weights and we correct the standard errors using average design effects (Kish, 1995).

### 6.3 Variables

We define the birth cohorts so they represent, as much as can be, the evolution of the demographic, social, and economic context as well as the changes in education policies and in the education system. The oldest cohort, ‘Before 1936’, groups together people born before the baby boom; the second one, ‘1936–1950’, the people born about the first half baby boom – this cohort came of age during the 30-year period of growth that followed the end of World War II; the third one, ‘1951–1974’, the people born during the second half of the baby boom and a few years after it ended; the fourth one, ‘1975–1990’, the people born later and old enough in 2011 so that they could provide useful information for a study on university enrolment. Each cohort came of age in a different economic context. The two first cohorts reached the age at which people typically enrol in university for the first time before the expansion of the postsecondary education system in Quebec and Ontario, which occurred mostly in the late 1960s and the early 1970s. The two last
cohorts reached that age respectively at the time where the new system was taking shape or was already in place.

We define sociolinguistic groups by combining the respondent’s place of birth, their parents’ place of birth and mother tongue. The Quebec French-speaking and the Ontario English-speaking are people who were born in the province where they live. They speak the language of the majority, and have access to a well-developed network of universities in their own province. The effects of education policies are the most easily observed for these groups.

The Ontario French-speaking are the French-speaking people born in Ontario and living in Ontario at the time of survey. They are the linguistic minority and university training in their language in their province is in short supply: there is no French-language only university in Ontario and few academic institutions that offer university education in French. The Quebec English-speaking are the English-speaking people born in Quebec and living in Quebec at the time of survey. They are the linguistic minority, but, unlike the Ontario French-speaking, they have access to a complete supply of university training in their province and language: there are three English-language only universities in Quebec. In Ontario, there are no French-language only university and a limited number of programs given in French in bilingual or English-language universities.

We define and measure social origin through parents’ education level. People are grouped in three categories: 1) neither father nor mother has any postsecondary education—abbreviated as “No PSE” in the tables—, 2) at least one of the two parents has a non-university postsecondary diploma—“Non-university PSE”—, and 3) at least one of the two parents has a university diploma or degree—“University”.

We include gender in all our equations.

Using the Cox model allows using time-varying independent variables. We use two such variables: tuition fees and ‘trend’. As we explain above, tuition fees have a different value for each year and for each province. For a given individual, this variable takes a different value for each calendar year he or she was at risk of enrolling.

We are interested in the effects of tuition fees and of certain sociodemographic characteristics on individual enrolment. However, as we explain above, individual enrolment depends in part on the supply of university training and on demand for people having university education. There is no easy way to measure these. However, it is reasonable to assume that, unlike tuition fees that have fluctuated in a non-monotonic fashion over the period we are studying, both the supply of university training and the demand for people having university education of them have increased in a monotonic way. In our equations, we account for this growth using a trend. This allows disentangling the effect of tuition fees from those of the expansion of university education and of changes in the labour market. The trend variable increments by one each year, and thus varies from 0, in 1946, to 65, in 2011.
Table 2. Enrolment into university according to selected sociodemographic characteristics, tuition fees and trend. Ontario and Quebec, 1946–2011. Cox model.

<table>
<thead>
<tr>
<th>Cohort [1975–1990]</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Before1936</td>
<td>0.403***</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1936–1950</td>
<td>0.837**</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1951–1974</td>
<td>0.881***</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

| Sex [Male]        | 1.009 |      |      |
| Female            |       |      |      |

<table>
<thead>
<tr>
<th>Sex and cohort [Male, 1975–1990]</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female, Before 1936</td>
<td>0.331***</td>
<td>0.672*</td>
<td></td>
</tr>
<tr>
<td>Female, 1936–1950</td>
<td>0.886</td>
<td>1.48**</td>
<td></td>
</tr>
<tr>
<td>Female, 1951–1974</td>
<td>1.109</td>
<td>1.372***</td>
<td></td>
</tr>
<tr>
<td>Female, 1975–1990</td>
<td>1.573***</td>
<td>1.572***</td>
<td></td>
</tr>
<tr>
<td>Male, Before 1936</td>
<td>0.758*</td>
<td>1.532**</td>
<td></td>
</tr>
<tr>
<td>Male, 1936–1950</td>
<td>1.264**</td>
<td>2.11***</td>
<td></td>
</tr>
<tr>
<td>Male, 1951–1974</td>
<td>1.123</td>
<td>1.382***</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Sociolinguistic group [Quebec French-speaking]</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quebec English-speaking</td>
<td>1.077</td>
<td>1.068</td>
<td>1.070</td>
</tr>
<tr>
<td>Quebec immigrants</td>
<td>1.769***</td>
<td>1.763***</td>
<td>1.727***</td>
</tr>
<tr>
<td>Ontario English-speaking</td>
<td>1.039</td>
<td>1.041</td>
<td>1.076</td>
</tr>
<tr>
<td>Ontario French-speaking</td>
<td>0.826</td>
<td>0.821</td>
<td>0.848</td>
</tr>
<tr>
<td>Ontario immigrants</td>
<td>1.578***</td>
<td>1.592***</td>
<td>1.643***</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Social origin [No PSE]</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-university PSE</td>
<td>1.825***</td>
<td>1.832***</td>
<td>1.787***</td>
</tr>
<tr>
<td>University</td>
<td>4.22***</td>
<td>4.239***</td>
<td>4.12***</td>
</tr>
<tr>
<td>Trend</td>
<td></td>
<td>1.015***</td>
<td></td>
</tr>
</tbody>
</table>

| Tuition fees ($ thousands) | 0.970 |

*p < 0.05; **p < 0.01; ***p < 0.001. Reference categories between brackets. Coefficients expressed as relative risks ratios. Data from cycles 10, 15, 20 and 25 from the General Social Survey. Weighted estimation. Standard errors corrected using average design effect.

Age at enrolment was most delicate. Our data source records the age at which the highest diploma was awarded, not the age at enrolment in university. We do as is commonly done is such a case and determine the age at enrolment from the age at graduation. Dealing with people who never enrolled is easy. Dealing with people who got their diploma at the end of an uninterrupted trajectory is straightforward. Dealing with people who got their diploma later than the age at which such diploma would have been awarded to someone who attended school without interruption is more challenging. In such cases, we drew the age at enrolment from a normal distribution with mean at the most likely age at enrolment given the duration of the program and variance estimated from GSS data. Given that the draw is random, it does not induce a bias and can only increase the variance of the estimates of the coefficients associated with the independent variables.
7 Results

Table 2 shows results from the estimation of a series of equations relating the risk to enrol into university to sociodemographic characteristics, trend and tuition fees. The first equation provides the net effect of each characteristic. In the second equation, we combine sex and cohort. In the third, we add trend and tuition fees. Comparing equation 1 and 2 shows that the differences between men and women appear only when looking at their evolution across cohorts. Women’s hazards increase from the oldest to the youngest cohort. Men’s hazards peak within the 1936–1950 cohort, then decrease. In the youngest cohort, women’s hazard is about one time and a half that of men. Immigrants, whether in Quebec or Ontario, are more prone to enrol in university than all other sociolinguistic groups. Enrolment is strongly related to parents’ education level. Having at least one parent with a non-university postsecondary diploma increases the hazard of enrolling by about 80%. Having at least one parent with a university diploma increases it fourfold. According to equation 3, the hazard of enrolling increases as a function of age, i.e. over the life course, but tuition fees have no effect.

As the effect of sex that appears only when allowing it to vary across cohorts, the effect of tuition fees become apparent only when allowing it to vary according to dimensions of the social structure such as social origin and sociolinguistic groups. In equation 4 (Table 3), we estimate the effect of trend and tuition fees conditional on social origin. In equation 5, we estimate the effect of tuition fees conditional on social origin as a function of age. In equation 4 and 5, the effect of trend increases slightly with parents’ education level. In equation 4, the effect of tuition fees varies according to parents’ level of education. Tuition fees decrease the hazard of enrolment when parents do not have any university education, but increase it when at least one parent has a university diploma.
Table 3 Enrolment into university according to selected sociodemographic characteristics, tuition fees and trend. Ontario and Quebec, 1946–2011. Effect of tuition fees conditional on social origin. Cox model.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Female Before 1936</td>
<td>0.675*</td>
<td>0.773</td>
</tr>
<tr>
<td>Female 1936–1950</td>
<td>1.623***</td>
<td>1.688***</td>
</tr>
<tr>
<td>Female 1951–1974</td>
<td>1.436***</td>
<td>1.629***</td>
</tr>
<tr>
<td>Female, 1975–1990</td>
<td>1.594**</td>
<td>1.591***</td>
</tr>
<tr>
<td>Male, Before 1936</td>
<td>1.549*</td>
<td>1.766**</td>
</tr>
<tr>
<td>Male 1936–1950</td>
<td>2.308***</td>
<td>2.388***</td>
</tr>
<tr>
<td>Male 1951–1974</td>
<td>1.446***</td>
<td>1.641***</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Socio-linguistic group [Quebec French-speaking]</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quebec English-speaking</td>
<td>1.135</td>
<td>1.136</td>
</tr>
<tr>
<td>Quebec immigrants</td>
<td>1.770***</td>
<td>1.830***</td>
</tr>
<tr>
<td>Ontario English-speaking</td>
<td>1.113'</td>
<td>1.086</td>
</tr>
<tr>
<td>Ontario French-speaking</td>
<td>0.875</td>
<td>0.854</td>
</tr>
<tr>
<td>Ontario immigrants</td>
<td>1.684***</td>
<td>1.644***</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Trend by social origin</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>No PSE</td>
<td>1.010***</td>
<td>1.010**</td>
</tr>
<tr>
<td>Non-university PSE</td>
<td>1.016***</td>
<td>1.017***</td>
</tr>
<tr>
<td>University</td>
<td>1.023***</td>
<td>1.025***</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Tuition fees by social origin</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>No PSE</td>
<td>0.811**</td>
<td></td>
</tr>
<tr>
<td>Non-university PSE</td>
<td>0.932*</td>
<td></td>
</tr>
<tr>
<td>University</td>
<td>1.100***</td>
<td></td>
</tr>
</tbody>
</table>

| Tuition fees according to age by social origin| 4       |         |
|----------------------------------------------|---------|
| Intercept ($\gamma_D$)                       | 0.963** |         |
| Non-university PSE                           | 1.075***|         |
| University                                   | 1.264***|         |

| Slope ($\gamma_{DT}$)                        | 4       |         |
|----------------------------------------------|---------|
| Non-university PSE                           | 0.979***|         |
| University                                   | 0.980***|         |

* $p<0.05$; ** $p<0.01$; *** $p<0.001$. Reference categories are between brackets. Coefficients expressed as relative risks ratios. Data from cycles 10, 15, 20 and 25 from the General Social Survey. Weighted estimation. Standard errors corrected using average design effect.
In equation 5, the effect of tuition fees on enrolment is modelled as a function of age for each category of social origin. The results are best understood when presented in graphic form. Figure 2 shows the functions defined by the intercepts and slopes of equation 5. The functions appear as curves rather than straight lines because we present the effects as risk ratios, which are easier to interpret than their logarithms. The relative risk is 1 for an individual aged 15 whose parents do not have any postsecondary diploma. The three curves come on top of each other and do not intersect. Over the whole age range, the hazard of enrolling is the highest when having at least one parent holding a university diploma and the lowest when having two parents who do not hold any postsecondary diploma. The gap between categories is the largest for young people and decreases with age. The negative effect of increasing tuition fees by 1,000 CAD is larger when having one parent with a non-university postsecondary diploma than when having at least one parent with a university diploma, and even larger when having two parents who do not hold any postsecondary diploma. The hazard ratio decreases with age within each category: in other words, the negative effect of a 1,000 CAD raise in tuition fees increases with age in all categories.

Table 4 is similar to table 3, but focuses on relations conditional on sociolinguistic groups rather than on social origin. Thus, in equation 6, we estimate the effect of trend and tuition fees conditional on sociolinguistic groups, and in equation 7, we estimate the effect of tuition fees conditional on sociolinguistic groups as a function of age. The effect of trend is positive for all sociolinguistic groups. It is relatively low for the Ontario English-speaking and relatively high for the Ontario French-speaking. This is not unexpected. The trend variable captures not only the growth in contextual factors such as the supply of the university education and the demand for university graduates, but also all residual increase in enrolment not explained by other independent variables. This is not a bug, it is a feature, as we
use this variable to capture all trends. Here it captures the catching up of French-speaking Ontarians as well as the fact that enrolment among the English-speaking Ontarians was relatively high already in the oldest cohorts (Laplane et al. 2014). Equation 6 shows that tuition fees reduce the hazard of enrolling among the Quebec French-speaking and even more among the Ontario French-speaking.

Figure 3 depicts the relation between the effect of tuition fees and age within sociolinguistic groups. The relative risk is 1 for a Quebec French-speaking individual aged 15. The three curves have very different intercepts and slopes, all negative, and they intersect. The slope of the Quebec English-speaking is practically zero. For them, increasing tuition fees has no effect on the hazard of enrolment. The slope of the Quebec French-speaking is negative, but its intercept is practically equal to that of the Quebec English-speaking: for them, the negative effect of increasing tuition fees increases with age. The intercept and slope of the Ontario English-speaking are greater than those of the Quebec French-speaking are: the negative effect of increasing tuition fees is greater among the Quebec French-speaking than among the Ontario English-speaking for the conventional age of university enrolment, but the gap closes down with age and could reverse after age 35. The slope of the Ontario French-speaking is about the same as that of the Quebec French-speaking, but their intercept is smaller: for them, the negative effect of increasing tuition fees is comparatively large at age 15 and increases still with age. The intercept of Quebec immigrants is greater than that of the Quebec French-speaking and even greater than that of the Quebec English-speaking, but their slope is also greater. At age 15, the negative effect of increasing tuition fees is not as strong for them as for the natives, but it increases faster with age. The same can be said of the Ontario immigrants. Their intercept is higher than that of the Ontario English-speaking, and thus the highest of all groups, but their slope is steep, the steepest of all groups. At age 15, the negative effect on increasing tuition fees is smaller among them than in any other group, but it increases faster with age.
Table 4. Enrolment into university according to selected sociodemographic characteristics, tuition fees and trend. Ontario and Quebec, 1946–2011. Effect of tuition fees conditional on sociolinguistic group. Cox model.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Female Before 1936</td>
<td>0.692</td>
<td>0.804</td>
</tr>
<tr>
<td>Female 1936–1950</td>
<td>1.496**</td>
<td>1.576***</td>
</tr>
<tr>
<td>Female 1951–1974</td>
<td>1.399***</td>
<td>1.607***</td>
</tr>
<tr>
<td>Female, 1975–1990</td>
<td>1.577***</td>
<td>1.576***</td>
</tr>
<tr>
<td>Male, Before 1936</td>
<td>1.571*</td>
<td>1.813**</td>
</tr>
<tr>
<td>Male 1936–1950</td>
<td>2.137***</td>
<td>2.245***</td>
</tr>
<tr>
<td>Male 1951–1974</td>
<td>1.410***</td>
<td>1.619***</td>
</tr>
<tr>
<td>Social origin [No PSE]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Non-university PSE</td>
<td>1.789***</td>
<td>1.806***</td>
</tr>
<tr>
<td>University</td>
<td>4.100***</td>
<td>4.116***</td>
</tr>
<tr>
<td>Trend by sociolinguistic group</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quebec French-speaking</td>
<td>1.015***</td>
<td>1.016***</td>
</tr>
<tr>
<td>Quebec English-speaking</td>
<td>1.017**</td>
<td>1.017**</td>
</tr>
<tr>
<td>Quebec immigrants</td>
<td>1.023***</td>
<td>1.026***</td>
</tr>
<tr>
<td>Ontario English-speaking</td>
<td>1.007</td>
<td>1.007</td>
</tr>
<tr>
<td>Ontario French-speaking</td>
<td>1.032***</td>
<td>1.031***</td>
</tr>
<tr>
<td>Ontario immigrants</td>
<td>1.019***</td>
<td>1.019***</td>
</tr>
<tr>
<td>Tuition fees by sociolinguistic group</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quebec French-speaking</td>
<td>0.900**</td>
<td></td>
</tr>
<tr>
<td>Quebec English-speaking</td>
<td>0.881</td>
<td></td>
</tr>
<tr>
<td>Quebec immigrants</td>
<td>0.950</td>
<td></td>
</tr>
<tr>
<td>Ontario English-speaking</td>
<td>1.038</td>
<td></td>
</tr>
<tr>
<td>Ontario French-speaking</td>
<td>0.721**</td>
<td></td>
</tr>
<tr>
<td>Ontario immigrants</td>
<td>1.025</td>
<td></td>
</tr>
<tr>
<td>Tuition fees according to age by sociolinguistic group</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intercepts ($\gamma_0$)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quebec French-speaking</td>
<td>1.008</td>
<td></td>
</tr>
<tr>
<td>Quebec English-speaking</td>
<td>0.935</td>
<td></td>
</tr>
<tr>
<td>Quebec immigrants</td>
<td>1.094</td>
<td></td>
</tr>
<tr>
<td>Ontario English-speaking</td>
<td>1.217***</td>
<td></td>
</tr>
<tr>
<td>Ontario French-speaking</td>
<td>0.818</td>
<td></td>
</tr>
<tr>
<td>Ontario immigrants</td>
<td>1.271***</td>
<td></td>
</tr>
<tr>
<td>Slopes ($\gamma_{10T}$)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Quebec French-speaking</td>
<td>0.988*</td>
<td></td>
</tr>
<tr>
<td>Quebec English-speaking</td>
<td>0.997</td>
<td></td>
</tr>
<tr>
<td>Quebec immigrants</td>
<td>0.982*</td>
<td></td>
</tr>
<tr>
<td>Ontario English-speaking</td>
<td>0.979***</td>
<td></td>
</tr>
<tr>
<td>Ontario French-speaking</td>
<td>0.987</td>
<td></td>
</tr>
<tr>
<td>Ontario immigrants</td>
<td>0.968***</td>
<td></td>
</tr>
</tbody>
</table>

* $p<0.05$; ** $p<0.01$; *** $p<0.001$. Reference categories are between brackets.
Discussion and Conclusions

In Quebec and Ontario, over the last two decades, tuition fees have mostly increased even in constant dollars. Enrolment has increased over that period. However, there are reasons to believe that increasing tuition fees decreases enrolment. There is also a set of sound reasons to believe that enrolment should have increased over this period even if the net effect of increasing tuition fees is to decrease enrolment. The proportion of foreign-born Canadians has been increasing steadily over that period. A large fraction of immigrants to Canada are selected on their education level, which increases the proportion of university degree-holders in the Canadian population and fosters enrolment of children from immigrants either because of simple intergenerational transmission, or because immigrants invest highly in their children’s education as a means of social and professional integration (Zéroulou, 1988). The transformation of the economy towards knowledge-based production of value convinced parents and children of the virtues of higher education. The demand for higher education has been strong despite its rising cost. Disentangling the effect of tuition fees from those of other factors is an intricate problem.

As we saw earlier, some researchers acknowledged this difficulty. Some relied on comparing provinces with different levels of tuition fees and increases. Some used long series, as we do. Our strategy was using long series of tuition fees that include non-monotonic variation, and model the growth in enrolment net of the effect of tuition fees and of the other variables that we included in our equations.
This allowed us isolating the effect of tuition fees. However, this solved only the first part of the problem.

Enrolling into university is an event that occurs, or not, over the life course. Although a large fraction of students enrol in their early twenties, enrolling later has become more common, and, in Canada, more so in Quebec. Furthermore, previous researches lead to believe that the effect of tuition fees on enrolment could vary across social origins and across groups defined by their immigration status, language and province. Modelling the effect of tuition fees while taking all these aspects into account and especially its variation over the life course, had not been attempted before, although there were sound reasons to think it could a rather complex function of all these factors. Our results show that indeed, the effect of tuition fees varies across social groups and, within social groups, as a function of age.

Tuition fees have a negative effect on enrolment and this effect increases over the life course. When comparing groups define by their social origin, as measured by parents’ level education, the effect of tuition fees varies in a relatively simple fashion. The effect of increasing tuition fees by 1,000 CAD is positive when having at least one parent with a university diploma, but negative when having one parent with a non-university postsecondary diploma, and more so when having two parents who do not hold any postsecondary diploma. However, these effects vary according to age with a negative slope within each group. Considering this variation provides a different picture. Tuition fees have a positive effect on enrolment for children from families where at least one parent has university education up to age 25, but have a negative effect on older children. They have a positive effect for children from families where at least one parent has non-university PSE up to age 20, but the effect turns negative afterwards. The effect is negative for children form families where parents do not have any postsecondary education and this effect increases with age.

When comparing sociolinguistic groups, the effect of tuition fees varies in a more complex way. For the Quebec English-speaking, increasing tuition fees has no effect on enrolment. For the Quebec French-speaking, the negative effect of increasing tuition fees increases with age. The negative effect of increasing tuition fees is greater among the Quebec French-speaking than among the Ontario English-speaking for the conventional age of university enrolment, but the gap closes down with age and could reverse after age 35. For the Ontario French-speaking, the negative effect of increasing tuition fees is comparatively large at age 15 and increases still with age. These differences do not come as surprises. The Quebec English-speaking are concentrated among the upper strata of society and money may not be the most important factor when considering enrolment. The cost of university education is a greater concern for the Quebec French-speaking, and a growing one as age increases, which is of some consequence in a group that is known for enrolling late. Tuition seem to be less of a problem among the Ontario English-speaking for the young, but it becomes one later on for those who did not enrol early in the life course.
Among children of immigrants, as among the Ontario English-speaking, the effect of tuition fees is strongly related with age. At younger ages, the effect of high tuitions fees, when comparing with native, seems to attract rather than deter, but their negative effect increases faster with age than among native groups. Apparently, parents, who are likely those who pay when the children are young, believe that money spent of university education is worth it for their children, but do not believe that it is worth spending money on older children or on themselves later. Immigrants, behave as if investing in education was worthwhile for the young, and presumably their children, rather than on adults.

The general finding is that the level of tuition fees has a negative effect on enrolment, except for children of highly educated parents and for children of immigrants. Even for these children, the effect becomes negative after the conventional enrolment age. Apparently, their parents are willing to pay some kind of education premium when they are young—maybe as long as they look ‘promising’—but not afterwards. Our results suggest that in an era where university education contributes to social reproduction, this process is age-dependent and children from favoured background are not allowed missing the window of the age of reproduction.

The political implications are straightforward. Tuition fees are a real concern for children whose parents have little or no postsecondary education, especially if they do not enrol early. There may be several reasons for this, ranging from limited resources to limited understanding of the costs and benefits of higher education (Boudon, 1974; Usher, 2005). Nevertheless, whatever the mechanism that leads children of low-educated families to be less prone to enrol in higher education and whatever the motives for raising them, tuition fees seem to be a barrier to intergenerational mobility and increasing them may simply strengthen social reproduction.

The differences between sociolinguistic groups are revealing of the differences between Quebec and Ontario, and maybe most of Canada outside Quebec, on tuition fees. About 80% of the Quebec population belongs to a group for which tuition fees are a concern. For this very reason, increasing tuition fees in Quebec, whatever the motives for doing so, is not an easy political task. In their vast majority, Quebec English-speaking and immigrants — for whom tuition fees are not a concern — support the Liberal party, which supports increasing tuition fees. However, the French-speaking vote is spread across four parties. This configuration makes likely that tuition fees will remain a divisive political issue in Quebec for the near future. Things are different in Ontario, where a large fraction of the population belongs to groups for whom tuition fees are not a concern. This does not mean that high tuition fees do not have adverse effects on enrolment for children from low-educated families outside Quebec. However, it implies that promoting affordable university tuition fees as evidence-based policy, difficult in Quebec, is likely to remain even more difficult elsewhere in Canada. Advocacy for increasing tuition fees, despite not being based on solid evidence, matches very well the in-
terests of some social groups. Whether something similar could be found in England, the United States or Germany is an open question.
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Extended abstract

Increases in tuition fees have been a major recent trend in higher education in many developed countries (OECD, 2014). In some countries, university tuition fees are long-established and have been the subject of research into the effect of tuition fees on the access to higher education, the pursuit of studies and the outcomes for students. In France, on the contrary, university tuition fees are set by the government, at a level that makes them almost free, contrary to the practice in most English-speaking countries.

In this article, we study the first experience of increased tuition fees in a French public university – the University Paris 9-Dauphine – and we assess the effect of these tuition fees on the academic pathways selected by this university and consequently on the characteristics of the student populations concerned. Dauphine was the first university to obtain the status of grand établissement (prestigious research and higher education institutions). This status, acquired in 2004, allows it to create what are called diplômes de grand établissement, Master’s degree programmes for which the university is free to set the tuition fees. Some of the national Master’s degree courses (for which the tuition fees are still set by the public authorities) were therefore transformed into masters d’établissement, for which the university sets the tuition fees. At Dauphine, the scale of tuition fees ranges from 0 to 4000 euros per year depending on the parents’ income. The first courses concerned began in 2010/2011.

Although Dauphine can be seen as an experiment in a new system, the subject of this article – the link between university tuition fees, student pathways and outcomes – is particularly important in the new French university context. Having been given greater autonomy, French universities are facing a lack of financial resources; there is a strong temptation to collect additional funds by making students participate in their tuition costs. The subject is also important from a theoretical viewpoint: the results presented in the literature are often contradictory about the
effects of tuition fees. It is therefore possible that context plays a decisive role in the effects of tuition fees. From this perspective, a detailed study of France, with its institutions and conceptions of higher education that differ so greatly from those of the English-speaking countries, should be rewarding. In addition to this unusual national setting, our approach is original in that we consider the whole academic pathway, not just the access to education as a function of its cost. To our knowledge, this global approach is unique in the literature. And yet it seems difficult to exclude a priori the existence of path dependency, particularly at an advanced level of education like the Master’s degree. This path dependency is expressed through the modes of selection used by the university and the applications and past choices made by students.

To study students’ pathways, we use an optimal matching method (Abbott and Forrest, 1986). This is based on a calculation of distances between trajectories, on the basis of which we establish a typology of student pathways. We then seek to determine, using an unordered multinomial logit model, the extent to which the type of trajectory can be related to the socio-economic characteristics of the students and the extent to which the tuition fees increase at Dauphine may have changed the types of pathways favoured for admission to these Master’s degrees at Dauphine. Lastly, we study the effect of this tuition fees increase on graduation outcomes. For some authors (see for example Gary-Bobo and Trannoy, 2008), a rise in success rates should be expected when tuition fees are increased: higher tuition fees lead to greater self-selection of students, who are more exacting as regards the quality of the services provided and more motivated (to avoid wasting the financial resources invested in their studies). From this perspective, we evaluate the effects of the tuition fees increase on outcomes, using the difference-in-differences method adapted for a non-linear model (Puhani, 2012).

The methodology used allowed us to identify four types of pathway and to bring to light the potential effects of segregation and inequality on student pathways generated by the introduction of tuition fees, and the absence of any positive effect of these elite programmes on graduation rates. More precisely, we shown that the introduction of tuition fees has had contrasting effects on the pathways of students selected by Dauphine. The pathways that procure the lowest probability of access to the fee-paying Master’s are those with a relatively high proportion of students from disadvantaged social backgrounds and of scholarships on social criteria and with a low proportion of foreign students. Conversely, the pathways giving the highest probability of access to these fee-paying Master 2 programmes are those followed by the students from the most well-off social categories. Added to which, pathways with time spent outside the university system also favour enrolment in these Master 2 programmes, probably because the students who follow these pathways are more familiar with fee-paying studies.

The revelation of this segregating effect of the rise in tuition fees at Dauphine is all the more interesting because the rise was progressive. Scholarship students, although not directly concerned by the rise in tuition fees, are indirectly affected, since the academic pathways they follow are less likely to lead to one of these...
prestigious Master’s now they are fee-paying. This result emphasises the need to analyse the complex mechanisms that cause students from disadvantaged backgrounds to be penalised by the introduction of tuition fees, even when these tuition fees are determined according to the parents’ income. More generally, it also raises questions about the specificity of Dauphine in the French university landscape, and the difficulties that ensue, before drawing conclusions as to whether the experiences of this establishment are more widely applicable. Its prestigious status as a quasi “grande école” and its particularly prosperous catchment area constitute one of the most favourable contexts for the apparently “successful” introduction of tuition fees (along with that of Sciences Po Paris). And yet, if a segregation effect can already be identified within the setting of this experiment, despite the fact that the tuition fees are determined according to the parents’ income, it is highly probable that this effect will be much stronger if such a policy is extended to the national level. Finally, beyond the question of segregation effects, and as suggested by Flacher et al. (2013), it is essential to consider the issue of the introduction or increase in tuition fees within a broader context, taking into account the institutional frameworks specific to each country.
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A Typology of Delayed Graduation:

Using Sequence Analysis of Enrollment Data to Uncover Heterogeneous Paths to a Degree
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Abstract Taking more than the “traditional” amount of time to graduate is an increasingly common path for undergraduate students at both the baccalaureate and associate levels. The expectation that these degrees can be earned in four and two years respectively is less likely to hold for students, especially those at public universities. This study uses transcript data from a large, urban public university system to examine patterns of enrollment among delayed completers. For the purposes of the analysis, delayed graduation is defined as more than six years for a baccalaureate degree and four years for an associate degree.

Traditional Time to Degree is Increasingly Unrepresentative

Large proportions of undergraduates in American colleges and universities fail to complete a degree within the “ideal” time frame: two years for an associate degree and four years for a baccalaureate degree. Even when allowing a six-year time frame for graduation, nationwide only 21.6% of entrants to associate programs and 61.8% of entrants to baccalaureate programs have finished a degree (NCES 2011). Many policy makers and researchers view these low numbers as indicating serious flaws in our system of higher education, harming both the students involved and our nation’s economic competitiveness (Goldin and Katz 2009). Additionally, graduation rates differ between ethnicities, with Black and Hispanic students graduating at lower rates compared to their White and Asian counterparts (Massey et al., 2011).

This paper will present an analysis of patterns of enrollment of students who earn a degree, but not necessarily “on-time.” For the purposes of this analysis, on-time graduation is defined as earning a certificate or associate degree within eight se-

1 An earlier version of this paper appeared as a chapter in my dissertation The Measure of a Man: The Role of Measurement in Shaping Our Understanding of College Graduation along Ethnic Lines. This paper was made possible with generous support from the National Science Foundation (NSF).
mesters or a baccalaureate degree within 12 semesters. Sequence Analysis is used for this paper instead of a more traditional, regression-based method in order to attempt to uncover possible heterogeneity in the paths students take to their graduation. The intent is to construct a policy-relevant typology of student pathways that could provide the basis for further analysis and eventual interventions to improve student outcomes. While other methods exist for uncovering heterogeneity, they would either measure other aspects of a students pathway or they lack the potential interpretability of a typology arrived at by Sequence Analysis. For example, a Growth Mixture Model of student credit earning would allow a researcher to look for subgroups within student populations that earn credits at different rates. But because it focuses on credits instead of graduation, it does not allow us to compare patterns of students who earn different types of degrees or multiple degrees in the same way that the state space described below does. A type of model that would allow us to directly measure time to degree would be Survival Analysis. However, any subgroups identified by using a mixture model version of a Survival Analysis would not be as directly interpretable as those uncovered by Sequence Analysis.

**Using Sequence Analysis on Educational Data**

The way that the university semester system discretizes time means that longitudinal educational data is especially well suited to applications of Sequence Analysis. Sequence Analysis requires that time be measured in ordered, discrete units as opposed to continuously. At each point of measurement in the data under analysis, each subject is in one and only one of the states described below. The data used to create the sequences comprises 20 semesters of enrollment and graduation variables. The total number of observations is 125,515. Each semester is coded as one of the following states:

- Enrolled Full-Time (12 or more credits) without earning a degree
- Enrolled Part-Time (fewer than 12 credits) without earning a degree
- Stopped Out Before a Graduation Outcome
- Transferred Out to a Non-System Institution
- Earned a Certificate Degree
- Earned an Associate Degree
- Earned a Baccalaureate Degree
- Not Enrolled, Post-Graduation

While there are ways of dealing with missing data in sequences, for the purposes of this analysis it is not a problem. This is because not being enrolled in a given semester is an influential factor in student outcomes. It is a source of information, not a source of missingness. Further, there are effectively two types of non-enrollment in this study: expected and unexpected. After a student graduates, we
would not expect them to still be enrolled in the university system. Many of the system’s students come back for further education, but for the purposes of this study, those who have received at least one degree are a success. However, students who are not enrolled but have not yet received a degree are unexpectedly not enrolled.

A student may be enrolled in the semester in which they earn a degree, but for the purposes of this analysis, the type of degree they earn in a semester is far more important than the number of credits they were attempting in that semester. Because graduation is ultimately the outcome of interest, this aspect of a student’s college career is the most salient feature of the state a student can be in during a given semester. For example, given three students observed in a particular semester:

- Student A: Attempted 15 credits, earned a baccalaureate degree
- Student B: Attempted 15 credits, but earned no degree
- Student C: Attempted 9 credits, earned a baccalaureate degree

I argue that student C is more similar at this point of observation to student A than is student B, regardless of the difference in credits attempted.

The fourth possible state, transfer to an outside institution, uses data collected by the university system from an outside source to measure whether or not a student who started within the system enrolled at a college or university outside of the system. The National Student Clearinghouse (NSC) provides enrollment records for students at participating colleges. For students who began college in the university system under study but did not earn a credential within the system, a query was made to the NSC to see if they turned up at another institution. This query was conducted by the institutional research office of the system and the results were provided in the data set used for analysis. The NSC also provides graduation data for students who earn a degree at participating colleges but the number of colleges that participate in the degree reporting is smaller than the number of colleges that report enrollment. Because their graduation coverage is not as comprehensive as their enrollment coverage, I am not including graduation outcomes at non-system colleges in the state space. This choice was made because the lack of equal coverage means that graduation at non-system colleges will necessarily be undercounted. For the purposes of this analysis, the fact that a student transferred to another college is sufficient information to differentiate them from students who remain within the system or who drop out of higher education entirely.

The effect of this on the coding schema that I use is that I don’t have a way to differentiate between non-enrollment prior to earning a degree and non-enrollment after earning a degree for students that transfer. Because of this, I make the choice to code all semesters after which a student has an enrollment at a non-system college and does not subsequently return to the system as equivalent. Thus a semester
after the observed point of transfer in which a student is not enrolled is treated as an equivalent state to a semester for which the NSC has an enrollment record. This has the effect of eliding some differences in patterns for transfer students but I argue that this is more desirable than mistakenly lumping in students who graduate from a college that participates in enrollment report but not degree reporting to the NSC with those students who transfer to a non-system college and do not earn a degree.

This choice has the side effect of making transfer cumulative thus affecting its interpretation. A student who transfers out of the system after two years will have a sequence that ends with sixteen semesters of transfer, regardless of how many enrollment records were found in the NSC. Thus an analysis of the distribution of states over time may show higher proportions of transfers (as well as stop outs and non-enrollment post-graduation). It is important for the interpretation of this distribution to keep in mind that, for cumulative states, an increase in later semesters may indicate a higher incidence of earlier experience of that state, not that students are experiencing that state for the first time later in their career. So the proportion of students who are in a cumulative state such as transfer in nineteenth semester will include a mixture of those who experience that state for the first time in that semester and those who experienced it earlier.

The Sequence Analysis is completed using the TraMineR package in R (Gabadinho et al., 2011). The data set I use for this analysis provides historical, longitudinal data on all first-time freshman, undergraduate students at the system’s campuses. Students who attended another college prior to entering the university system are not included in this data set. The data set includes students who entered between September of 1999 and September 2002. These cohorts were chosen because they are the ones for whom a 10-year window of opportunity to graduate exists in the data. Admittedly, a shorter time frame would allow for more cohorts to be included, but as noted above, students often graduate in a longer time frame than what is considered traditional. A time frame longer than 10 years is not possible at this time due to the constraints of the data set.

**Degree Bands**

Most research on higher education distinguishes between community college students and baccalaureate students. Of this, there is research that investigates how well community college students who transfer to the baccalaureate level fare compared to either their community college compatriots or to those students who started off as baccalaureate students. Not enough research includes the reverse phenomenon, downward transfer, in its analyses. In order to fully capture the
variation in student trajectories through higher education, the type of degree pursued must be measured both at entry and at exit.

To this end, I separate out these students into degree bands. Those students who ended up at the certificate level (as well as those who started there) are sufficiently few and outside of the analytic scope of this study that I am excluding them from analysis. Associate and baccalaureate degree attainment are the main focus of this analysis. The final analytic sample is separated into degree bands based on initial and final degrees sought. This allows me to include a more complete set of possible degree paths in the analysis. The degree bands used in this analysis are as follows:

- Baccalaureate at entry to and exit from the system (BA1)
- Baccalaureate at entry to and Associate at exit from the system (BA2)
- Associate at entry to and exit from the system (AA1)
- Associate at entry to and Baccalaureate at exit from the system (AA2)

As noted above, the total number of observations in the data set is 125,515. Of these, 69.01% entered the system initially seeking an associate degree. 30.99% initially sought a baccalaureate degree in the system. Of those who initially sought an associate degree, 63.66% were still pursuing an associate degree upon departure from the system, regardless of whether that departure was due to graduation, drop out, or transfer. 36.34% initially associate-seeking students transferred up to the baccalaureate level by the time of their departure from the system. Of those who initially sought a baccalaureate degree, 89.51% were still pursuing a baccalaureate degree upon departure from the system and 10.49% transferred down to the associate level.

**Describing the Patterns**

Figure 1 shows that for initially baccalaureate students who stay at the baccalaureate level, the most common pattern is 7 semesters of full-time enrollment, followed by a semester in which they receive their baccalaureate degree. This pattern is followed by 10.4% of the BA1 population (3,618 students). 9 of the top 20 patterns for this degree band involve graduation. Further, all of those graduation patterns involve graduation within 6 years. Another 4 patterns in the top 20 involve transfer (the yellow blocks). Finally, there are 7 patterns in the top 20 that do not involve graduation or a transfer outcome. These are students who have dropped out of the higher education system during the window of analysis. The orange blocks represent semesters of non-enrollment before receiving some sort of degree. The reader will also note that there are two patterns that involve part-time enrollment (lavender). This type of enrollment is not very prevalent among the top 20 patterns for BA1 students.
Fig. 1 Top Twenty Patterns, BA1

Fig. 2 Top Twenty Patterns, BA2
Fig. 3 Top Twenty Patterns AA1

Fig. 4 Top Twenty Patterns, AA2
The top twenty patterns for the other degree bands told a rather different story. Figure 2 shows the top twenty patterns for BA2 students. Of the twenty patterns, only two involve graduation, seven involve dropping out, and eleven involve transfer. Only three of the top twenty patterns for AA1 students involve graduation and the rest involve dropping out (Figure 3). The patterns look better for AA2 students (Figure 4). Almost half of the patterns (nine) involve graduation and the remaining patterns involve transfer. None of these student’s top twenty patterns involve dropping out.

As interesting as they are, the top 20 patterns for a degree band do not tell the whole story. The top 20 patterns for BA1, BA2, AA1, and AA2 only represent 44.52%, 12.75%, 42.56%, and 13.23% of their respective degree bands. These percentages indicate that students who stay at the degree level they started at are a lot more homogeneous than those who change level. This is evident from the fact that the top 20 patterns of those who stayed at the level they started at represent almost 45% and 43% of the students at the baccalaureate and associate levels respectively. On the other hand, of those who changed level, only around 13% of the students are represented by the top 20 patterns, regardless of starting level. The absolute number of students represented by these top 20 patterns is also worthy of note. For those who stayed at the same level that they started at, 15,516 and 23,520 students followed the top 20 baccalaureate and associate patterns respectively. For those who changed levels, 521 and 4,167 students are represented by the top 20 initially-baccalaureate and initially-associate patterns respectively.

Another way to examine the central tendencies of pattern data is to analyze the distribution of states over time. This distribution is not indicative of any sequence in the data much less the most common pattern. What the distribution can elucidate is general trends in state as the time window progresses. Figure 5 shows state distribution for the BA1 group of students (those who pursue a baccalaureate degree at entry to and exit from the system). In the figure, we can see that the proportion of students in the stop out state starts to grow in the second semester and peaks around the eighth semester. Around the same time as the peak of stop out, the baccalaureate graduation state (rust) starts to grow. Consequently, the proportion of non-enrollment post-graduation starts to grow, peaking at 57% in the twentieth semester.

The state distribution for the BA2 students shows smaller proportions of positive outcomes (Figure 6). The state of stopping out grows much more quickly and ends up being a larger proportion than it did for BA1 students. It peaks at 48% in the tenth semester. The proportion of transfer states is greater for this subgroup than the BA1 students, topping out at 41% in the twentieth semester. That said, there is some graduation and thereby non-enrollment post-graduation for these students starting after the seventh semester and growing slowly but steadily to 20% by the end of the analytic window.
Fig. 5, State Distribution, BA1

Fig. 6 State Distribution, BA2
Fig. 7, State Distribution AA1

Fig. 8, State Distribution, AA2
Figures 7 and 8 show the opposite trend in comparison for those who start at the associate level. Those who start at the associate level have worse outcomes than those who transfer up to the baccalaureate level. This echoes findings in the literature that notes that students who manage to make it to the baccalaureate level from the associate level do as well or better than those who began at four-year colleges and stayed there. For AA1 students (those who were at the associate level at entry to and exit from the system), the proportion of students in the stop out state rises steeply beginning in the second semester then leveling out after the seventh semester. As a proportion of all states, stopping out peaks for these students at 75% in the tenth semester and remains around that level until the seventeenth semester where it declines slightly until the end of the analytic tracking window.

By contrast, AA2 students have increasing proportions of graduation, transfer, and non-enrollment post-graduation states starting in the fourth semester. Half of AA2 students are in a state of non-enrollment post-graduation by the end of the tracking window and a further 30% have transferred outside of the system.

Taken together, the top twenty patterns for a degree band, as well as the distribution of states over time gives a better indication of the central tendencies of the data than either measure alone. The top twenty patterns show commonalities in whole patterns while the distributions show changes in the composition of states in the subpopulation over time. The top twenty patterns point to the most common outcomes for students in a given group. The state distributions allow for comparisons at a given time point between groups. The differences between degree bands at a given time point as well as the distribution trends over time show how BA1 and AA2 students do systematically better than BA2 and AA1 students.

The average time spent in a given state is another useful measure of the central tendency of sequence data. Figures A.1 – A.4 in the appendix represent these measures calculated by degree band. On average, BA1 students spend slightly more than six semesters enrolled full-time and not quite six semesters not enrolled after graduating. BA2 students spend much less time enrolled full-time, more time stopped out, and much less time in post-graduation non-enrollment. AA1 students spend a distressingly long time in the state of being stopped out, which is likely due to dropping out early. In contrast, AA2 students average a similar amount of time enrolled full-time to BA1 students. They average less time not enrolled post-graduation but this is probably due to the effect of transferring programs (if not colleges) on delaying graduation.

While mean time in state tells us the proportion of a student’s career that they spend in a given state, it does not tell us how long they spent in that state in a single spell. That means that a student who is enrolled full-time for ten consecutive semesters and then stops out for ten consecutive semesters will have the same average time in the full-time and stopped out states as a student who alternates be-
tween the two every other semester. Nonetheless, the average amount of time that a student spends in a state is still useful information.

Table 1 presents this information in another form: the proportion of a sequence that students average in a state. While Figure A.3 tells us that an AA1 student spends 12.88 semesters out of 20 stopped out, this table shows that accounts for 64.41% of a student’s career. Compared to the 38.72% that BA2 students spend stopped out, the 23.97% that BA1 students spend stopped out, and the 17.77% that AA2 students spend stopped out, this paints a dismal picture for AA1 students. This table also shows that BA1 students spend the largest proportion of their time enrolled full-time and AA2 students have the largest proportion of part-time enrollment.

Table 1. Mean Time Spent in State by Degree Band

<table>
<thead>
<tr>
<th>State</th>
<th>BA1</th>
<th>BA2</th>
<th>AA1</th>
<th>AA2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full-time</td>
<td>30.97</td>
<td>23.80</td>
<td>15.06</td>
<td>29.01</td>
</tr>
<tr>
<td>Part-time</td>
<td>5.61</td>
<td>9.96</td>
<td>7.06</td>
<td>10.42</td>
</tr>
<tr>
<td>Stop Out</td>
<td>23.97</td>
<td>38.72</td>
<td>64.41</td>
<td>17.50</td>
</tr>
<tr>
<td>Transfer</td>
<td>8.70</td>
<td>17.36</td>
<td>4.85</td>
<td>17.77</td>
</tr>
<tr>
<td>Certificate</td>
<td>0.00</td>
<td>0.01</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>Associate</td>
<td>0.21</td>
<td>0.90</td>
<td>0.77</td>
<td>2.05</td>
</tr>
<tr>
<td>Baccalaureate</td>
<td>2.87</td>
<td>0.43</td>
<td>0.02</td>
<td>1.98</td>
</tr>
<tr>
<td>Non-Enrollment Post-Grad</td>
<td>27.66</td>
<td>8.83</td>
<td>7.81</td>
<td>21.26</td>
</tr>
</tbody>
</table>

**Clustering the Patterns**

It is important to note that, while there are generally accepted techniques for doing a cluster analysis, a certain amount of subjectivity is involved with a cluster analysis because of the necessity of choosing one algorithm over another. Further, the choice of a final number of clusters is ultimately based on theory and interpretability as much as it is upon any objective measure of cluster quality. Cluster analysis of sequence data requires that a matrix of distances be calculated to tell the researcher how close (by whatever measure) any two sequences are. The distance measure chosen for this analysis is the Optimal Matching distance as implemented by TraMineR. There is no consensus in the literature as to the single best way to weight the substitution, insertions, and deletions, but it is generally acknowledged that theory should be a guiding force in any weighting schema (Abbott and Tsay 2000; Gauthier et al., 2009; Lesnard, 2010). I chose to base the substitution cost on transition rates in order to have the difficulty of exchanging one state for another at any given time point be tied into how often this transition occurs from one time point to another. While this makes the weights less generalizable because the
clusters are more dependent on the transitions that occur in this particular data set, I argue that the benefit of not artificially imposing a substitution cost based on intuition outweighs the chance that the transitions occurring in this rather large data set are systematically different than those that might occur with a different data set. Tables A.5 – A.8 in the Appendix present the substitution cost matrices by degree band.

Once a distance matrix is calculated, a clustering algorithm needs to be chosen. In this analysis, I use Ward’s method to cluster patterns because of its wide usage (Murtagh and Legendre, 2014). Table 2 presents a variety of measures of cluster quality. While the cluster quality measures produced by TraMineR suggested a two-, three-, or four-cluster solution, these clusters were not very informative and were certainly not policy-relevant. Essentially those cluster solutions tell us that students graduate, drop out, and transfer and not much more. In order to find more interesting patterns, I look at larger numbers of clusters to see what groups would emerge from the data. In these clusters, I find interesting patterns of degree completion, transfer, and dropping out. Looking at the various cluster solutions, I arrive at the set of cluster solutions presented in Table 3 as the best balance of interpretability and sample size. That is, I looked at representative sequences from each possible cluster solution (up to 20 clusters) and interpreted the story of the members of that cluster based on the representative sequences. Different numbers of cluster solutions were chosen for each degree band because the different degree bands had differing amounts of heterogeneity and with some of the degree bands (AA1 in particular), it took a higher number of clusters for interesting sequences to separate out from the larger clusters present in cluster solutions with fewer numbers of clusters.

Table 2 Quality Measures of Best Cluster Solutions by Degree Band

<table>
<thead>
<tr>
<th></th>
<th>BA1</th>
<th></th>
<th>BA2</th>
<th></th>
<th>AA1</th>
<th></th>
<th>AA2</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Clusters Statistics</td>
<td>Clusters Statistics</td>
<td>Clusters Statistics</td>
<td>Clusters Statistics</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PBC</td>
<td>3</td>
<td>0.88</td>
<td>3</td>
<td>0.79</td>
<td>3</td>
<td>0.90</td>
<td>3</td>
<td>0.81</td>
</tr>
<tr>
<td>HG</td>
<td>3</td>
<td>0.98</td>
<td>3</td>
<td>0.91</td>
<td>3</td>
<td>0.99</td>
<td>4</td>
<td>0.94</td>
</tr>
<tr>
<td>HGSD</td>
<td>3</td>
<td>0.98</td>
<td>3</td>
<td>0.91</td>
<td>3</td>
<td>0.99</td>
<td>4</td>
<td>0.94</td>
</tr>
<tr>
<td>ASW</td>
<td>3</td>
<td>0.68</td>
<td>3</td>
<td>0.52</td>
<td>3</td>
<td>0.72</td>
<td>3</td>
<td>0.51</td>
</tr>
<tr>
<td>ASWw</td>
<td>3</td>
<td>0.68</td>
<td>3</td>
<td>0.52</td>
<td>3</td>
<td>0.72</td>
<td>3</td>
<td>0.51</td>
</tr>
<tr>
<td>CH</td>
<td>2</td>
<td>23492.5</td>
<td>3</td>
<td>1654.17</td>
<td>2</td>
<td>26219.23</td>
<td>2</td>
<td>13959.77</td>
</tr>
<tr>
<td>CHsq</td>
<td>3</td>
<td>66154.18</td>
<td>3</td>
<td>4511.72</td>
<td>3</td>
<td>85479.95</td>
<td>3</td>
<td>35738.92</td>
</tr>
<tr>
<td>HC</td>
<td>3</td>
<td>0.02</td>
<td>3</td>
<td>0.05</td>
<td>3</td>
<td>0.01</td>
<td>4</td>
<td>0.03</td>
</tr>
</tbody>
</table>

2 The cluster quality measures are as follows: Point Biserial Correlation (PBC), Hubert’s Gamma (HG), Hubert’s Somer’s D (HGSD), Average Silhouette Width (ASW), Average Silhouette Width – weighted (ASWw), Calinski-Harabasz index (CH), Calinski-Harabasz index squared (CHsq), and Hubert’s C (HC). For details, see Studer (2013).
### Table 3 Final Number of Clusters Chosen

<table>
<thead>
<tr>
<th>Degree Band</th>
<th>Number of Clusters</th>
</tr>
</thead>
<tbody>
<tr>
<td>BA1</td>
<td>10</td>
</tr>
<tr>
<td>BA2</td>
<td>8</td>
</tr>
<tr>
<td>AA1</td>
<td>12</td>
</tr>
<tr>
<td>AA2</td>
<td>8</td>
</tr>
</tbody>
</table>

Figures A.9 – A.19 in the Appendix present the representative sequences for all degree bands. For example, the subfigures in Figure A.9 show the ten representative sequences chosen by TraMineR to represent the ten clusters for the BA1 degree band in which graduation was the defining outcome. Unlike the top twenty sequences in Figures 1 – 4, the height of the representative sequences is proportional to how many students in the cluster followed a given sequence. The color scheme for this figure is the same as it was in the top twenty pattern figures.

Each subfigure within the larger figure represents a cluster that I have named based on the sequences presented. For example, in one cluster of BA1 students, the top ten sequences that TraMineR chose to represent this cluster all involved earning a baccalaureate degree by the sixth year from entry. As this was the characteristic that seemed to differentiate this cluster from the others, I labeled this cluster “On-time Graduates.” Figure A.9(a) shows the top ten representative sequences for this cluster.

I have arranged the clusters in the overall figure in order of how long it took the students to reach the graduation outcome. The biggest difference between (a) and (b) is the how many semesters it took the students to get there (4-6 years instead of 6-7 years). They are both otherwise characterized by mostly full-time attendance (green) with some part-time attendance (lavender) and some stop out (orange). The clusters represented by subfigures (c) and (d) represent graduation outcomes that occur in the 6-8 year range. They are differentiated from each other by the manner in which the students got to this outcome in that time frame. Students in subfigure (c) took a leave that lasted 3-6 semesters and graduated immediately upon returning to the system. Students represented by subfigure (d) were enrolled for a significant amount of time attempting fewer than twelve credits (part-time) on their way to graduation. This shows a difference in the manner in which students achieved their outcome, not simply in the duration to that outcome as we saw between (a) and (b). Subfigure (e) shows patterns that represent students who stopped out relatively early (within 2.5 years) and took a long break (2 - 6.5 years) before coming back to finish their degree.
### Table 4 Cluster Description and Frequencies, BA1.

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Cluster Name</th>
<th>N</th>
<th>Percent within Degree Band</th>
<th>Percent Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>On-time Graduates</td>
<td>6-7 year Graduates</td>
<td>16,269</td>
<td>46.73</td>
<td>81.6</td>
</tr>
<tr>
<td>7-8 year Graduates with Gap</td>
<td></td>
<td>2,176</td>
<td>6.25</td>
<td>52.4</td>
</tr>
<tr>
<td>Graduates</td>
<td>881</td>
<td>2.53</td>
<td>21.0</td>
<td></td>
</tr>
<tr>
<td>6-8 year Graduates with lots of part-time</td>
<td></td>
<td>804</td>
<td>2.31</td>
<td>10.0</td>
</tr>
<tr>
<td>7-10 year Grads with a long break</td>
<td></td>
<td>513</td>
<td>1.47</td>
<td>12.2</td>
</tr>
<tr>
<td>Transfers</td>
<td>Early Transfers</td>
<td>3,710</td>
<td>10.66</td>
<td>75.7</td>
</tr>
<tr>
<td></td>
<td>Late Transfers</td>
<td>567</td>
<td>1.63</td>
<td>41.4</td>
</tr>
<tr>
<td>Drop Outs</td>
<td>Early Drop Outs</td>
<td>7,490</td>
<td>21.51</td>
<td>77.2</td>
</tr>
<tr>
<td></td>
<td>Late Drop Outs</td>
<td>1,920</td>
<td>5.52</td>
<td>49.9</td>
</tr>
<tr>
<td>Other</td>
<td>Characterized by a lot of part-time</td>
<td>483</td>
<td>1.39</td>
<td>14.5</td>
</tr>
</tbody>
</table>

### Table 5 Cluster Description and Frequencies, BA2

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Cluster Name</th>
<th>N</th>
<th>Percent within Degree Band</th>
<th>Percent Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graduates</td>
<td>Associate Degree in 3-5 years</td>
<td>398</td>
<td>9.76</td>
<td>39.4</td>
</tr>
<tr>
<td></td>
<td>Associate Degree in 6-9 years</td>
<td>158</td>
<td>3.87</td>
<td>13.9</td>
</tr>
<tr>
<td></td>
<td>Earn Baccalaureate then Seek Associate</td>
<td>317</td>
<td>7.77</td>
<td>32.2</td>
</tr>
<tr>
<td>Transfers</td>
<td>Early Transfers</td>
<td>727</td>
<td>17.82</td>
<td>69.7</td>
</tr>
<tr>
<td></td>
<td>Late Transfers</td>
<td>304</td>
<td>7.45</td>
<td>52.3</td>
</tr>
<tr>
<td>Drop Outs</td>
<td>Early Drop Outs</td>
<td>1,049</td>
<td>25.72</td>
<td>41.3</td>
</tr>
<tr>
<td></td>
<td>Late Drop Outs</td>
<td>563</td>
<td>13.80</td>
<td>26.6</td>
</tr>
<tr>
<td></td>
<td>Porpoising Enrollment</td>
<td>563</td>
<td>13.8</td>
<td>8.0</td>
</tr>
</tbody>
</table>
Table 6 Cluster Description and Frequencies, AA1

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Cluster Name</th>
<th>N</th>
<th>Percent within Degree Band</th>
<th>Percent Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graduates</td>
<td>2-4 year Associate</td>
<td>5,776</td>
<td>10.47</td>
<td>64.9</td>
</tr>
<tr>
<td></td>
<td>5-7 year Associate because of break</td>
<td>1,001</td>
<td>1.82</td>
<td>13.8</td>
</tr>
<tr>
<td></td>
<td>5-7 year Associate because of part-time</td>
<td>794</td>
<td>1.44</td>
<td>22.1</td>
</tr>
<tr>
<td></td>
<td>7-10 year Associate because of long break</td>
<td>565</td>
<td>1.02</td>
<td>12.9</td>
</tr>
<tr>
<td>Transfers</td>
<td>Early Transfers</td>
<td>2,168</td>
<td>3.93</td>
<td>71.6</td>
</tr>
<tr>
<td></td>
<td>Middle Transfers</td>
<td>1,221</td>
<td>2.21</td>
<td>60.3</td>
</tr>
<tr>
<td></td>
<td>Late Transfers</td>
<td>1,042</td>
<td>1.89</td>
<td>59.1</td>
</tr>
<tr>
<td></td>
<td>Drop out within 2 years</td>
<td>27,541</td>
<td>49.94</td>
<td>100.0</td>
</tr>
<tr>
<td></td>
<td>Drop out in 2-4 years</td>
<td>9,090</td>
<td>16.48</td>
<td>71.0</td>
</tr>
<tr>
<td></td>
<td>Drop out in 3-5 years with part-time</td>
<td>3,327</td>
<td>6.03</td>
<td>49.3</td>
</tr>
<tr>
<td>Drop Outs</td>
<td>Drop out in 4-5 years mostly full-time</td>
<td>1,813</td>
<td>3.29</td>
<td>56.4</td>
</tr>
<tr>
<td></td>
<td>Drop out in 6-7</td>
<td>810</td>
<td>1.47</td>
<td>14.7</td>
</tr>
</tbody>
</table>

Table 7 Cluster Description and Frequencies, AA2

<table>
<thead>
<tr>
<th>Outcome</th>
<th>Cluster Name</th>
<th>N</th>
<th>Percent within Degree Band</th>
<th>Percent Coverage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Graduate</td>
<td>2–4.5 year Associate, 4–5.5 year Baccalaureate</td>
<td>5,585</td>
<td>17.74</td>
<td>60.2</td>
</tr>
<tr>
<td></td>
<td>2.5–4 year Associate, 5–6.5 year Baccalaureate</td>
<td>8,476</td>
<td>26.93</td>
<td>28.0</td>
</tr>
<tr>
<td></td>
<td>3–5 year Associate, 5.5–8 year Baccalaureate, mostly part-time</td>
<td>2,123</td>
<td>6.75</td>
<td>5.5</td>
</tr>
<tr>
<td></td>
<td>3–5 year Associate, 8–9.5 year Baccalaureate</td>
<td>1,062</td>
<td>3.37</td>
<td>4.0</td>
</tr>
<tr>
<td>Transfers</td>
<td>Early Transfers</td>
<td>6,821</td>
<td>21.67</td>
<td>64.7</td>
</tr>
<tr>
<td></td>
<td>Late Transfers</td>
<td>2,446</td>
<td>7.77</td>
<td>49.6</td>
</tr>
<tr>
<td>Drop Outs</td>
<td>Drop out by year 5, staggered</td>
<td>3,578</td>
<td>11.37</td>
<td>36.4</td>
</tr>
<tr>
<td>Other</td>
<td>Mostly characterized by a large break</td>
<td>1,384</td>
<td>4.40</td>
<td>4.3</td>
</tr>
</tbody>
</table>
Tables 4 – 7 present the cluster solutions in detail. They are arranged by degree band, general outcome (graduation, transfer, drop out, or other). The within-degree-band percentage of students who fall into the cluster is presented along with the percentage of coverage for the representative sequences in the Figure A.9 – A.19. Alexis Gabadinho and Gilbert Ritschard define the level of coverage for a set of sequences within a cluster as “the percentage of cases that are within the neighbourhood of at least one of the patterns in the set” (2013).

In these tables we can see that earlier onset of outcome tends to be more common than later onset in terms of the number of students in a cluster. As an example, the most common graduation outcome for AA1 students is receiving an Associate degree in two to four years, with 10.47% of students in the degree band falling within this cluster (Table 6). However, only a further 4.27% of AA1 students are categorized in the other three graduation clusters. Despite this, it is still important to take note of these students as they are largely ignored by metrics that only measure “traditional” time to degree. For this degree band, however, the biggest group of concern is the 27.541 students (49.94%) who are in the “Drop out within two years” cluster.

As the two to four cluster solutions suggested by the measures of cluster quality mentioned above indicate, there are three general trends in outcome across all four degree band: Graduation, Transfer, and Dropping Out. This is significant variation within these group and some differences across degree bands, but overall most clusters fell into one of these three categories.

However, within each outcome there is a definite distinction to be made between clusters based on the number of semesters it took students to reach that outcome. As an example in the BA2 cluster solution there are two clusters that are characterized by transfer outside of the university system under study. The difference between the clusters appears to be that one group of students transfers rather quickly after leaving the system while the other group takes a long break before transferring. The Early Transfers time to outcomes ranged from one to three semesters after their last enrollment in the system while the Late Transfers had a gap in enrollment lasting between five and fifteen semesters.

In some of the degree bands, there was more heterogeneity among those clusters that involve taking longer to reach the eventual outcome. In the AA1 cluster solution there were 4 graduation clusters. Figure A.14 presents these clusters ordered by time to outcome. Similar to the graduation clusters for the BA1 degree band, there is an on-time cluster, two delayed-graduation clusters, and a very delayed graduation cluster. As with the BA1, the difference between the delayed graduation clusters is between students who mostly attend part-time and those who take a break. Also similar to the BA1 cluster solution, the extremely delayed graduation cluster is due to a lengthy break in enrollment (as opposed to taking a number of short breaks).
**Implications of the Cluster Solution**

The clusters indicated by the analysis presented here have a number of potential implications both for our understanding of graduation and for what policies might be implemented to improve student outcomes.

That there are students who take longer than what is traditional to graduate is not surprising given the previous work done in this area. However, I was expecting that there would be a larger variety of differences in how students got to their delayed graduation than was found in the analysis. I expected that there might be students who came in and out of the higher education system, taking breaks in order to work or for some other reason. However, I find in general that students who took more than six years to graduate did so because they were part-time for a large portion of their career in the university system or they took a multi-semester break, after which they returned and finished the degree. The length of the break for delayed students surprised me.

This second group of delayed graduates is potentially interesting from a policy standpoint because the difference between them and a dropout is that they came back. This implies that further work can be done to explore the systematic differences between dropouts and those students who succeed despite an absence from higher education.

The cluster solution for the BA1 degree band along with those for the other degree bands support the typology of delayed graduation that I am proposing:

- Those who have no delay
- Those who have a short delay
- Those who have a medium delay with a break
- Those who have a medium delay with part-time enrollment
- Those who have a long delay with a long break

This typology is potentially useful as the basis for further research that would inform a variety of interventions aimed at helping student graduation faster. For example, following up with students who had a long or short break before graduation could help administrators understand the reasons that ultimately successful students were not able to complete a degree in a contiguous manner.

Further, the existence of these delayed graduates whose pathway to degree includes a break implies a potential intervention for those students who have
stopped out of the system and have not yet returned to complete their degree. Checking in on a student who nearly has enough credits to graduate but is not currently enrolled would reveal a wealth of actionable information. It could allow administrators to discover if a student has stopped out because of family obligations, financial considerations, or some other factor outside the control of the institution. If, however, the reason a student stops out just shy of the necessary credits for a degree is something within the scope of influence of the institution (class availability, tutoring, etc.), then the institution can attempt to provide the necessary services to help the student see their degree to completion.

On the other hand, students who drop out early in their career (a large proportion of AA1 students) would be helped by interventions earlier in the process. If a comprehensive survey of the reasons a student drops out early could be found by following up with those students who drop out early, the institution could tailor supports to students who face similar obstacles at or before entry to college.

The difference between paths to degree for delayed graduates and the similarity between a delayed graduate and a drop out who has nearly enough credits to graduate implies the need for interventions to bring these students back into the fold. It is important to note that a single type of intervention will be less likely to work than a variety of interventions targeted at students based on their pathway through college. A student who struggles early on and is in danger of dropping out is likely to need different supports than a student who is nearly done with their degree but is having trouble crossing the finish line. The typology proposed in this paper has the potential to act as a framework for understanding students' path to degree and where in their careers students might need additional supports to complete in a more timely manner. While it is important not to judge students who take longer to earn their degree if that is their choice or is the best possible solution given their life circumstance, the sooner a student completes their degree the sooner they can reap the economic benefits it will afford them.
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Appendix

Fig. A.1 Mean Time in State, BA1

Fig. A.2 Mean Time in State, BA2.
Fig. A.3 Mean Time in State, AA1.

Fig. A.4 Mean Time in State, AA2.
Table A.5 Substitution Cost Matrix, BA1

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00</td>
<td>1.69</td>
<td>1.87</td>
<td>1.99</td>
<td>1.86</td>
<td>1.50</td>
<td>1.93</td>
<td>2.00</td>
</tr>
<tr>
<td>2</td>
<td>1.69</td>
<td>0.00</td>
<td>1.74</td>
<td>1.99</td>
<td>1.93</td>
<td>1.83</td>
<td>1.94</td>
<td>1.97</td>
</tr>
<tr>
<td>3</td>
<td>1.87</td>
<td>1.74</td>
<td>0.00</td>
<td>1.99</td>
<td>2.00</td>
<td>2.00</td>
<td>1.98</td>
<td>2.00</td>
</tr>
<tr>
<td>4</td>
<td>1.99</td>
<td>1.99</td>
<td>1.99</td>
<td>0.00</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
</tr>
<tr>
<td>5</td>
<td>1.86</td>
<td>1.93</td>
<td>2.00</td>
<td>2.00</td>
<td>0.00</td>
<td>2.00</td>
<td>1.93</td>
<td>1.29</td>
</tr>
<tr>
<td>6</td>
<td>1.50</td>
<td>1.83</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
<td>0.00</td>
<td>1.92</td>
<td>1.74</td>
</tr>
<tr>
<td>7</td>
<td>1.93</td>
<td>1.94</td>
<td>1.98</td>
<td>2.00</td>
<td>1.93</td>
<td>1.92</td>
<td>0.00</td>
<td>1.01</td>
</tr>
<tr>
<td>8</td>
<td>2.00</td>
<td>1.97</td>
<td>2.00</td>
<td>2.00</td>
<td>1.29</td>
<td>1.74</td>
<td>1.01</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table A.6 Substitution Cost Matrix, BA2.

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00</td>
<td>1.70</td>
<td>1.72</td>
<td>1.98</td>
<td>1.89</td>
<td>1.95</td>
<td>1.93</td>
<td>1.99</td>
</tr>
<tr>
<td>2</td>
<td>1.70</td>
<td>0.00</td>
<td>1.62</td>
<td>1.99</td>
<td>1.67</td>
<td>1.92</td>
<td>1.87</td>
<td>1.92</td>
</tr>
<tr>
<td>3</td>
<td>1.72</td>
<td>1.62</td>
<td>0.00</td>
<td>1.96</td>
<td>2.00</td>
<td>1.99</td>
<td>2.00</td>
<td>2.00</td>
</tr>
<tr>
<td>4</td>
<td>1.98</td>
<td>1.99</td>
<td>1.96</td>
<td>0.00</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
</tr>
<tr>
<td>5</td>
<td>1.89</td>
<td>1.67</td>
<td>2.00</td>
<td>2.00</td>
<td>0.00</td>
<td>2.00</td>
<td>2.00</td>
<td>1.44</td>
</tr>
<tr>
<td>6</td>
<td>1.95</td>
<td>1.92</td>
<td>1.99</td>
<td>2.00</td>
<td>2.00</td>
<td>0.00</td>
<td>1.99</td>
<td>1.09</td>
</tr>
<tr>
<td>7</td>
<td>1.93</td>
<td>1.87</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
<td>1.99</td>
<td>0.00</td>
<td>1.18</td>
</tr>
<tr>
<td>8</td>
<td>1.99</td>
<td>1.92</td>
<td>2.00</td>
<td>2.00</td>
<td>1.44</td>
<td>1.09</td>
<td>1.18</td>
<td>0.00</td>
</tr>
</tbody>
</table>
Table A.7 Substitution Cost Matrix, AA1

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00</td>
<td>1.71</td>
<td>1.70</td>
<td>2.00</td>
<td>1.82</td>
<td>1.94</td>
<td>1.96</td>
<td>2.00</td>
</tr>
<tr>
<td>2</td>
<td>1.71</td>
<td>0.00</td>
<td>1.60</td>
<td>2.00</td>
<td>1.83</td>
<td>1.93</td>
<td>1.82</td>
<td>1.98</td>
</tr>
<tr>
<td>3</td>
<td>1.70</td>
<td>1.60</td>
<td>0.00</td>
<td>1.99</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
</tr>
<tr>
<td>4</td>
<td>2.00</td>
<td>2.00</td>
<td>1.99</td>
<td>0.00</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
</tr>
<tr>
<td>5</td>
<td>1.82</td>
<td>1.83</td>
<td>2.00</td>
<td>2.00</td>
<td>0.00</td>
<td>1.96</td>
<td>2.00</td>
<td>1.39</td>
</tr>
<tr>
<td>6</td>
<td>1.94</td>
<td>1.93</td>
<td>2.00</td>
<td>2.00</td>
<td>1.96</td>
<td>0.00</td>
<td>2.00</td>
<td>1.08</td>
</tr>
<tr>
<td>7</td>
<td>1.96</td>
<td>1.82</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
<td>0.00</td>
<td>1.22</td>
</tr>
<tr>
<td>8</td>
<td>2.00</td>
<td>1.98</td>
<td>2.00</td>
<td>2.00</td>
<td>1.39</td>
<td>1.08</td>
<td>1.22</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table A.8 Substitution Cost Matrix, AA2

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00</td>
<td>1.67</td>
<td>1.82</td>
<td>1.99</td>
<td>1.73</td>
<td>1.47</td>
<td>1.96</td>
<td>1.96</td>
</tr>
<tr>
<td>2</td>
<td>1.67</td>
<td>0.00</td>
<td>1.78</td>
<td>1.99</td>
<td>1.73</td>
<td>1.79</td>
<td>1.95</td>
<td>1.89</td>
</tr>
<tr>
<td>3</td>
<td>1.82</td>
<td>1.78</td>
<td>0.00</td>
<td>1.94</td>
<td>2.00</td>
<td>1.97</td>
<td>1.99</td>
<td>2.00</td>
</tr>
<tr>
<td>4</td>
<td>1.99</td>
<td>1.99</td>
<td>1.94</td>
<td>0.00</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
<td>2.00</td>
</tr>
<tr>
<td>5</td>
<td>1.73</td>
<td>1.73</td>
<td>2.00</td>
<td>2.00</td>
<td>0.00</td>
<td>1.96</td>
<td>1.98</td>
<td>1.61</td>
</tr>
<tr>
<td>6</td>
<td>1.47</td>
<td>1.79</td>
<td>1.97</td>
<td>2.00</td>
<td>1.96</td>
<td>0.00</td>
<td>1.97</td>
<td>1.70</td>
</tr>
<tr>
<td>7</td>
<td>1.96</td>
<td>1.95</td>
<td>1.99</td>
<td>2.00</td>
<td>1.98</td>
<td>1.97</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>8</td>
<td>1.96</td>
<td>1.89</td>
<td>2.00</td>
<td>2.00</td>
<td>1.61</td>
<td>1.70</td>
<td>1.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>
(a) On-time Graduates

(b) 6-7 year Graduates

(c) 7-8 year Graduates with Gap

(d) 6-8 year Graduates with lots of Part-Time

(e) 7-10 year Graduates with a long break

Fig. A.9 Representative Sequences, Graduation Group, BA1
Fig. A.10 Representative Sequences, Transfer, Drop Out, and Other Groups, BA1
(a) Associate Degree in 3-5 years

(b) Associate Degree in 6-9 years

(c) Earn Baccalaureate then Seek Associate

Fig. A.11 Representative Sequences, Graduation Group, BA2
(a) 2-4 Year Associate

(b) 5-7 Year Associate because of break

(c) 5-7 Year Associate because of part-time

(d) 7-10 Year Associate because of long break

Fig. A.14 Representative Sequences, Graduation Group, AA1.
Fig. A.15 Representative Sequences, Transfer Group, AA1
(a) Drop out within 2 years

(b) Drop out in 2-4 years

(c) Drop out in 3-5 years with part-time enrollment

(d) Drop out in 4-5 years mostly full-time enrollment

(e) Drop out in 6-7 years

Fig. A.16 Representative Sequences, Drop Out Group, AA1
Fig. A.17 Representative Sequences, Graduation Group, AA2.

(a) 2-4.5 year Associate, 4-5.5 year Baccalaureate

(b) 2.5-4 year Associate, 5-6.5 year Baccalaureate

(c) 3-5 year Associate, 5.5-8 year Baccalaureate, mostly part-time

(d) 3-5 year Associate, 8-9.5 year Baccalaureate
(a) Early Transfers

(b) Late Transfers

Fig. A.18 Representative Sequences, Transfer Group, AA2

(a) Drop out by year 5, staggered

(b) Other, Mostly characterized by a large break

Fig. A.19 Representative Sequences, Drop Out and Other Group, AA2.
Session 14B: Sequence summary indexes
Measuring sequence complexity

A conceptual and empirical comparison of two composite complexity indices

Georgios Papastefanou
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For a causality oriented analysis of sequences, namely by estimating their covariation with exogenous social variables like social-economic status, gender, age or attributes of family of origin, structural pattern, which characterizes a sequence, has to be represented by a quantifying indicator. One way is to capture a sequence’s complexity, by constructing an indicator with a specific quantitative range. Two prominent approaches, Gabadinho et al. (2011) and Elzinga (2010) propose each a different approach to incorporate crucial features of sequence patterning like variety (qualitative differentiation of states), variability (temporal differentiation of states as episodes) and regularity (repetition of subsequences).

Gabadinho et al. (2011) propose this formula:

\[
C(s) = \sqrt{\frac{g(s) + b(s)}{\max g + \max b}}
\]

As formula 1 indicates, two dynamic structural features are involved in the complexity index, namely the temporal variability on the one hand, as measured by the change of frequency and variety, as measured by the Shannon entropy. Moreover, this index takes into account the fact that individual sequences may vary in their lengths. Linking of the two normalized components change intensity and entropy is done by geometric mean, i.e. the square root of the product of normalized change intensity and normalized entropy.

The complexity index of T Elzinga (2010) is calculated using the following formula -2:

\[
T(s) = \log_2 \left( \frac{s^2_{t,\text{max}}(s) \cdot \phi}{s^2_{t}(\text{xx}) + 1} \right)
\]

where:

\( \log_2 \) == logarithm to the base 2

\( \phi \) == number of sub-sequences with distinct successive states

\( s^2_{t,\text{max}}(s) \) == maximum variance of episode durations in a sequence for a given number of episodes

\( s^2_{t}(\text{xx}) \) == variance of the durations of episodes within a given sequence

Für \( s^2_{t,\text{max}}(s) \) applies: \( s^2_{t,\text{max}}(x) = (f_d(x) - 1) \left(1 - \bar{f}(x)\right)^2 \)
As both indicators want to be named as complexity indices, we will label the Gabadinho et al. approach as complexity C and Elzinga’s definition as complexity T.

In a detailed conceptual analysis we discuss the foundation and restrictions of their components like transition rate, normalized entropy, number of distinct successive states and normalized episode duration variability.

Further we examine interchangeability of C and T as is stated by Gabadinho et al (2011). We find – based on comparing C and T for nine systematically varied sequences – that there is nearly no co-variation between C and T.

<table>
<thead>
<tr>
<th>Sequence Nr.</th>
<th>Full sequence pattern</th>
<th>Distinct states sequence pattern</th>
<th>Transition rate</th>
<th>Normalized Entropy (sample-based)</th>
<th>Complexity C</th>
<th>Ranking by C</th>
<th>Phi (F DSS)</th>
<th>Variance factor</th>
<th>Complexity T</th>
<th>Ranking by T</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>ABB ABB ABB</td>
<td>ABABAB</td>
<td>0.30</td>
<td>0.42</td>
<td>7</td>
<td>13</td>
<td>1</td>
<td>7.63</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>ABB ABB ABB ABB</td>
<td>ABABAB</td>
<td>0.13</td>
<td>0.48</td>
<td>1</td>
<td>14</td>
<td>1</td>
<td>7.68</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>ABB ABB ABB ABB</td>
<td>ABABAB</td>
<td>0.17</td>
<td>0.48</td>
<td>4</td>
<td>15</td>
<td>1</td>
<td>8.11</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>ABB ABB ABB ABB</td>
<td>ABABAB</td>
<td>0.17</td>
<td>0.47</td>
<td>3</td>
<td>14</td>
<td>1</td>
<td>8.06</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>ABB ABB ABB ABB</td>
<td>ABABAB</td>
<td>0.17</td>
<td>0.39</td>
<td>2</td>
<td>15</td>
<td>1</td>
<td>8.15</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>ABB ABB ABB ABB</td>
<td>ABABAB</td>
<td>0.17</td>
<td>0.61</td>
<td>5</td>
<td>14</td>
<td>1</td>
<td>12.04</td>
<td>6</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>ABB ABB ABB ABB</td>
<td>ABABAB</td>
<td>0.17</td>
<td>0.61</td>
<td>6</td>
<td>15</td>
<td>1</td>
<td>12.34</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>8</td>
<td>ABB ABB ABB ABB</td>
<td>ABABAB</td>
<td>0.17</td>
<td>0.61</td>
<td>7</td>
<td>14</td>
<td>1</td>
<td>12.64</td>
<td>8</td>
<td>8</td>
</tr>
<tr>
<td>9</td>
<td>ABB ABB ABB ABB</td>
<td>ABABAB</td>
<td>0.17</td>
<td>0.61</td>
<td>8</td>
<td>15</td>
<td>1</td>
<td>12.34</td>
<td>9</td>
<td>9</td>
</tr>
</tbody>
</table>

Note: 1) number of distinct successive sub-sequences

The calculated rank correlation coefficient of these sample sequences is 0.02. This very low correlation means, that one gets quite a different complexity ranking of these sequences, if one uses T or C.

For a more extensive test of the substitutability of T and C we did an empirical analysis of 2000 sequences of leisure activities on Sunday, based on the German Time Use Survey of 2001/2002. As a starting point we take the issue of complexity of the personal leisure time on weekends (Papastefanou, Gruhler 2014). For this purpose, we make use of the data collected in the time use survey of the Federal Statistical Office from 2001-2002. As alphabet of leisure activities on Sunday following activities are defined: reading, listening to music, watch television, computers, pursue hobbies, sports, and the residual category "other activities". As indicators of the socio-structural situation, the following variables are taken in account: gender, age, marital status, household income (interval categories), household size, general secondary education, vocational education and occupational status. For ease of interpretation, we restrict the target group to persons aged over 17 years who are employed full-time.

First, we find a high co-variation of both complexity indices C and T: for the group of full-time employees over 17 years the Pearson correlation coefficient is r = .94. The two composites complexity indices so appear to be interchangeable.
But a multivariate modeling of T and C of leisure time sequences on Sunday as outcome of social determinants like gender, age, family status, net household income, household size, education status and occupational status reveal significant differences between the models (see table 2).

Tabelle 2: Socio-demographic covariates of complexity scores and of their components (separate OLS-Regressions, b, standard error)

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>Komplexität C (1)</th>
<th>Komplexität T (2)</th>
<th>Wechselrate (3)</th>
<th>rel. Entropie (4)</th>
<th>Log2(Varianzfaktor) (6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>gender</td>
<td>-0.0283***</td>
<td>-1.359***</td>
<td>-0.0133***</td>
<td>-0.0654***</td>
<td>-0.766***</td>
</tr>
<tr>
<td></td>
<td>(0.00472)</td>
<td>(0.245)</td>
<td>(0.00384)</td>
<td>(0.00870)</td>
<td>(0.141)</td>
</tr>
<tr>
<td>age</td>
<td>-0.002041</td>
<td>0.0226*</td>
<td>0.000106</td>
<td>0.000995**</td>
<td>0.0216***</td>
</tr>
<tr>
<td></td>
<td>(0.000239)</td>
<td>(0.0136)</td>
<td>(0.000211)</td>
<td>(0.000477)</td>
<td>(0.00778)</td>
</tr>
<tr>
<td>single</td>
<td>0.0105*</td>
<td>-0.0727</td>
<td>0.00463</td>
<td>0.0118</td>
<td>0.0494</td>
</tr>
<tr>
<td></td>
<td>(0.00635)</td>
<td>(0.331)</td>
<td>(0.00517)</td>
<td>(0.0117)</td>
<td>(0.190)</td>
</tr>
<tr>
<td>divorced</td>
<td>-0.00510</td>
<td>0.00606</td>
<td>-0.00782</td>
<td>-0.00822</td>
<td>-0.0378</td>
</tr>
<tr>
<td></td>
<td>(0.00746)</td>
<td>(0.384)</td>
<td>(0.00605)</td>
<td>(0.0137)</td>
<td>(0.220)</td>
</tr>
<tr>
<td>widowed</td>
<td>-0.0141</td>
<td>0.100</td>
<td>-0.00992</td>
<td>-0.00983</td>
<td>-0.274</td>
</tr>
<tr>
<td></td>
<td>(0.0210)</td>
<td>(1.072)</td>
<td>(0.0174)</td>
<td>(0.0393)</td>
<td>(0.615)</td>
</tr>
<tr>
<td>separated</td>
<td>-0.0174</td>
<td>-0.879</td>
<td>-0.00292</td>
<td>-0.0356</td>
<td>-0.412</td>
</tr>
<tr>
<td></td>
<td>(0.0183)</td>
<td>(0.954)</td>
<td>(0.0151)</td>
<td>(0.0343)</td>
<td>(0.547)</td>
</tr>
<tr>
<td>Size of household</td>
<td>-0.000589</td>
<td>-0.0905</td>
<td>-0.00336</td>
<td>-0.00119</td>
<td>-0.0300</td>
</tr>
<tr>
<td></td>
<td>(0.000185)</td>
<td>(0.0960)</td>
<td>(0.00151)</td>
<td>(0.00343)</td>
<td>(0.0551)</td>
</tr>
<tr>
<td>Middle educational status</td>
<td>0.00167</td>
<td>0.356</td>
<td>-0.000253</td>
<td>0.00224</td>
<td>0.351**</td>
</tr>
<tr>
<td></td>
<td>(0.00052)</td>
<td>(0.278)</td>
<td>(0.00431)</td>
<td>(0.00977)</td>
<td>(0.160)</td>
</tr>
<tr>
<td>High educational status</td>
<td>0.0110*</td>
<td>0.939***</td>
<td>0.00698</td>
<td>0.0192</td>
<td>0.722***</td>
</tr>
<tr>
<td></td>
<td>(0.00649)</td>
<td>(0.339)</td>
<td>(0.00527)</td>
<td>(0.0119)</td>
<td>(0.195)</td>
</tr>
<tr>
<td>Fachschule/Meister</td>
<td>-0.00107</td>
<td>0.204</td>
<td>-0.00334</td>
<td>0.00116</td>
<td>0.162</td>
</tr>
<tr>
<td></td>
<td>(0.00669)</td>
<td>(0.351)</td>
<td>(0.00541)</td>
<td>(0.0123)</td>
<td>(0.201)</td>
</tr>
<tr>
<td>University degree</td>
<td>-0.00629</td>
<td>-0.00485</td>
<td>-0.00310</td>
<td>-0.0135</td>
<td>0.0646</td>
</tr>
<tr>
<td></td>
<td>(0.00782)</td>
<td>(0.407)</td>
<td>(0.00630)</td>
<td>(0.0143)</td>
<td>(0.234)</td>
</tr>
<tr>
<td>Civil servant</td>
<td>0.0220***</td>
<td>0.769**</td>
<td>0.0116**</td>
<td>0.0410***</td>
<td>0.520**</td>
</tr>
<tr>
<td></td>
<td>(0.00708)</td>
<td>(0.278)</td>
<td>(0.00431)</td>
<td>(0.00977)</td>
<td>(0.160)</td>
</tr>
<tr>
<td>White collar</td>
<td>0.0233***</td>
<td>1.083***</td>
<td>0.0162**</td>
<td>0.0527***</td>
<td>0.696***</td>
</tr>
<tr>
<td></td>
<td>(0.00614)</td>
<td>(0.319)</td>
<td>(0.00497)</td>
<td>(0.0113)</td>
<td>(0.183)</td>
</tr>
<tr>
<td>Blue collar</td>
<td>0.0274***</td>
<td>1.388***</td>
<td>0.0190***</td>
<td>0.0538***</td>
<td>0.892***</td>
</tr>
<tr>
<td></td>
<td>(0.00694)</td>
<td>(0.363)</td>
<td>(0.00561)</td>
<td>(0.0127)</td>
<td>(0.208)</td>
</tr>
<tr>
<td>apprenticeship</td>
<td>0.0167</td>
<td>0.916</td>
<td>0.00877</td>
<td>0.0433***</td>
<td>0.311</td>
</tr>
<tr>
<td></td>
<td>(0.0112)</td>
<td>(0.584)</td>
<td>(0.00902)</td>
<td>(0.0204)</td>
<td>(0.335)</td>
</tr>
<tr>
<td>Military/ civil service</td>
<td>0.0167</td>
<td>1.064</td>
<td>0.00264</td>
<td>0.0338</td>
<td>0.716</td>
</tr>
<tr>
<td></td>
<td>(0.0206)</td>
<td>(1.074)</td>
<td>(0.0160)</td>
<td>(0.0363)</td>
<td>(0.616)</td>
</tr>
<tr>
<td>Constant</td>
<td>0.177***</td>
<td>1.472</td>
<td>0.0868***</td>
<td>0.352***</td>
<td>4.719***</td>
</tr>
<tr>
<td></td>
<td>(0.0201)</td>
<td>(1.050)</td>
<td>(0.0163)</td>
<td>(0.0370)</td>
<td>(0.602)</td>
</tr>
<tr>
<td>Observations</td>
<td>2.088</td>
<td>1.998</td>
<td>2.170</td>
<td>2.170</td>
<td>1.998</td>
</tr>
<tr>
<td>R-squared</td>
<td>0.033</td>
<td>0.032</td>
<td>0.016</td>
<td>0.045</td>
<td>0.043</td>
</tr>
</tbody>
</table>

In brackets: Standard error. *** p<0.001, ** p<0.01, * p<0.1

We find, that in the model of the complexity of T a linear effect of age is estimated to be significant, which is not estimated significantly in the model of complexity of C. For example, the estimation of the model of the complexity C suggests that unmarried persons show significant higher complexity of leisure activities on Sunday as married ones. Also, it should be noted that the Model T is to determine a clearer differentiation in the differences between the professional status groups officials, employees and workers. According to this model, workers had the highest complexity, while the three status groups are not essentially different from each other for the model with C.
In sum it seems, that T and C might represent (at least partially) substantially different processes of sequence patterning. This assumption finds support in modeling the social effects on the components of C and T separately. In sum, we conclude that it might be more adequate to analyse the components of C and T separately instead of their joint incorporation into C and T, because the components especially like normalized entropy and number distinct successive subsequences seem to represent different processes of sequence differentiation like variety and regularity.
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Measuring early employment insecurity and its effects
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Abstract In this paper we investigate the early employment insecurity of young people’s career by applying the “index of complexity”. This index measures the entropy and the number of transitions within a sequence (Gabadinho et al 2010). The entropy indicates the distribution of different positions within a sequence, hence its higher of lower degree of predictability; the number of transitions reveals the instability of the trajectory. This index is used to described the quality of young people’s trajectories in the UK using the UKHLS, also known as Understanding Society. The index is calculated for the trajectories covering the first four waves (2009-2013). The index is then used to unveil the relationship between a young person’s past trajectory and their labour market position in the fifth wave (2013-2014). We expect that young people with unstable trajectories are more likely to be out of the labour market or in temporary employment. This will confirm the scarring effect of early employment precariousness.
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1 Introduction

A large body of research recognised that first transitions in the labour market have become more hectic, less straightforward and more individualised (Vickerstaff 2006). In particular, transitions from temporary contracts into permanent contracts and their effects on the younger generations have found an increasing interest and stimulated prolific research (Scherer 2004; Gebel 2010; Ortiz 2010). Moreover, the crisis of the last few years has brought the challenge of youth employment again high on the agenda as the crisis has exacerbated the risk of downwards transitions or getting trapped into unemployment or inactivity for the younger generation (European Commission 2014; O’Reilly et al 2015).

Several studies have investigated the impact of the initial job position (Gebel 2010; Nickell et al 2002) as well as the impact of spending long spells in unemployment at the beginning of the work career (Hammarström and Janlert 2002; Strandh et al 2014). Findings confirm that first negative labour market experiences can have far-reaching negative impact on labour market opportunities but also several aspects of life (Cable et al 2008; Schmelzer 2011; Weish and Lewis 1998). This effect is known as “scarring effect” (Bell and Blanchflower 2011; Gregg and Tominey 2005; Tumino 2009).

2 Early job v. early employment insecurity

When condensing the increasing attention towards precariousness and churning (Standing 1999) particularly regarding young people, we argue that it is more interesting to switch the attention towards the concept of early-employment insecurity rather than of early-job insecurity. While the latter is limited to the single, though important, first work experience; the first is believed to better grasp the precariousness and the individual negotiated choices embedded in multiple changes overtime (Fuller 2009). Moreover, when considering the negative
consequences of precariousness - such as the deterioration of human capital, stigma, negative signalling and the status dependency (Ayllón 2013) -there is an important temporal dimension of accumulation that should not be overlooked and can be accounted for in longitudinal analysis.

3 Describing trajectories: some indicators

Looking at trajectories implies adopting a longitudinal perspective and adapted quantitative methods. Investigating trajectories has become increasingly common in the social sciences and in particular in life-course analysis looking at careers and social status (Abbott and Tsay 2000, Halpin and Cban 1998; Widmer and Ritschard 2009). A second generation of sequence analysis is being developed to answer the first criticisms and go beyond some initial limits (Aisenberg and Fasang 2010; Scherer 2001).

The quality of the trajectories investigated as been mainly assessed in terms of membership to clusters where one or more patterns could be easily identified. However, cluster analysis, on top of its arbitrary capacity of finding patterns even in unstructured data (Scherer 2001), has also the limit that the cluster membership is similar for all those individual observations belonging to that cluster. This implies that it does not provide a degree of quality for each single individual.

To our best knowledge, three contributions developed a measure to establish the quality of trajectories: the “turbulence” indicator developed by Elzinga and Liefbroer (2007), the “index of complexity” by Gabadinho et al (2010) and the volatility and integrative capability by Brzinsky-Fay (2007).

4 The quality of trajectories and scarring effect

Several aspects can be taken into account when looking at the trajectories: the type of statuses experience, their timing, the spell length of the statuses, the sequencing and the total time spent in a specific status (Studer and Ritschard 2014). Among these aspects, we expect that the number of statuses experienced and their distribution (i.e. time spent in specific status) are important in determining the instability and predictability of the trajectories. For this reason, we chose the “index of complexity” to measure the precariousness of a trajectory because it brings together two important aspects: entropy – i.e. the distribution of statuses within a sequence - and the number of transitions (Gabadinho et al 2010); besides, it implies manageable calculations and quite straightforward interpretation.

Taking into account the relevance of trajectories for future labour market outcomes and the current state of the art of the tools used for measuring the quality of trajectories, we argue that:

H: The more complex trajectories are, the more likely a young person will be to be unemployed, inactive or in temporary employment in the fifth wave.

5 Data analysis

The data used are a subsample drawn from the first wave of the UK Household Longitudinal Survey (Understanding Society) of young people, excluding students, in the early work career. Young people’s trajectories are investigated over four years and their labour market positions are grouped into six categories: « being employment on a permanent contract », « being employed on a temporary contract », « being in education/training/apprenticeship scheme », « being unemployed », « being inactive » (excluding maternity leave), and « other ».
The « index of complexity » (Gabadinho et al 2010) will be calculated for each individual trajectory and descriptive statistics will be used to show differences of the index according to the main socio-demographic variables.

The second step will be to adapt the index of complexity in order to make it suitable for being used as an explanatory variable in a series of logistic regressions. Because it is based on entropy and the number of transitions, a labour market trajectory only composed of a single employment spell will have an index of complexity equals to 0: no transitions and, as a results, no different proportions of different labour market statuses. A similar result would be obtained for a trajectory of a young person who spent the whole observation period in unemployment. The index of complexity would be, again, equal to 0. A solution based on a weighted entropy will be investigated where a subjective/utility of the spell is accounted for (Kannappan 1980) in order to account for the subjective utility of the spells.

Finally, to investigate the effect of the complexity of trajectories, the modified index of complexity will be then included, as an independent variable, in a set of logistic regressions investigating the probability of being in employment or outside the labour market in the fifth wave of the survey. The regressions will establish whether, all other things being equal, our hypothesis is validated or not.

6 Expected results

In line with the literature, we expect that young people with lower education, with a migrant background and with a fragile household position (e.g. namely single parents) will be more likely to have complex/precarious trajectories. Some other relationships between the quality of the trajectory and individual’s living environment are also likely to be explored.

We also expect to find that a higher degree of complexity as a negative effect on the probability of being employed in the last year of observation (fifth wave).
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Binary Sequence Dynamics applied to Career Quality

Anna Manzoni and Irma Mooi-Reci

Abstract In this paper we propose a measure to quantify successfulness in binary sequences that can be meaningfully interpreted as sequences of Successes and Failures. In order to operationalize the concept of successful and less successful sequences, we formulate some general properties that a measure of successfulness must adhere to, construct a measure that does fulfill these requirements and, finally, show that the measure can be modeled in a theoretically meaningful way. Furthermore, we show an application of our measure to model the successfulness of binary sequences on the labor market.
Turnover of individuals with similar career sequences as predictor of employer change

Katja Dlouhy, Torsten Biemann

University of Mannheim, Germany

Abstract Occupational career patterns are conceptualized as sequences that consist of individuals’ occupational states and employer changes. These sequences are often similar, as many careers are path dependent and follow general patterns. Our hypothesis is that employee turnover can be predicted by employer changes of individuals with similar career trajectories. We derived 1,651 career sequences that incorporate 20 years of individuals’ occupational positions from a large national panel. The similarity of career sequences was assessed with the optimal matching method. We then used the resulting similarity measures as weights for a novel predictor of individuals’ employer changes. In support of our hypothesis, employer changes in similar career sequences predicted turnover. The method introduced in this study could help in reinforcing the use of prospective, longitudinal designs in career literature.

1. Introduction

Research on employee turnover has a long tradition in the organizational sciences. Numerous studies analyzed how individual, organizational, and contextual factors influence individuals’ turnover intentions and actual turnover (Cotton & Tuttle, 1986; Crossley, Bennett, Jex, & Burnfield, 2007; Griffeth, Hom, & Gaertner, 2000). Accordingly, meta-analytic evidence offers a comprehensive picture of relevant antecedents, for example job satisfaction, pay, job content, or alternative job opportunities (Heavey, Holwerda, & Hausknecht, 2013; Tett & Meyer, 1993; Zimmerman, 2008). Following the rationale of behavioral consistency, the number of previous employer changes has been shown to be a valid predictor of voluntary turnover, too (Judge & Watanabe, 1995). However, reducing the working life to the total number of previous employer changes might be an oversimplification, as an individual’s occupational career contains much richer information.
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Applying sequence analysis to the study of academic autonomy

Pierre Benz, Felix Bühlmann & André Mach

Institute of Social Sciences (ISS) and Institute of International, Political and Historical Studies (IIEPH), University of Lausanne

1. Introduction

The rise of collaborations between scientific research and private industry holds a central place in contemporary debates on the autonomy of science and higher education. These collaborations can take various forms and evolve in time. This paper focuses on Swiss professors’ professional careers as a dimension of the ties that participate to define the changing boundaries between academic and private sector.

Little is known about historical trends of relations between universities and the economic sphere in Switzerland. If the academic field does not escape the movement of “economization” of higher education at the end of the 20th century (Jost, 2015: 130), it is likely that collaborations took other forms before, especially for engineering sciences, chemistry or, later, biotechnologies and life sciences. In a study about Swiss pharmaceutical research in the 20th century, Bürgi (2011) shows the importance of the ties between academic research and private industries in the development of chemistry and biotechnologies during the whole century. Focusing on the first part of the century, Tammi (1997) and Simon (1997) note that academic research and private interests have converged since the early development of chemical industry, notably through the recruitment of professors in private research institutes.

---

1 This work is part the research project « Academic Elites In Switzerland: Between Autonomy and Power » funded by the Swiss National Sciences Foundation.


1.1 The Changing Career Patterns of Professors

The scientific field has never been entirely autonomous from exogenous dynamics as the production of knowledge relies on extra-academic resources in various proportions. Autonomy therefore becomes a central concept for sociology of science to broach classification struggles to impose a definition of science and disciplines in their historical dimension (Gingras, 2012: 294).

The recent research on collaborations between academic and private sphere mostly focuses on the network dimension (i.e. co-publications, co-signatures of patents or research mandates2). Our purpose is to explore another dimension of connections through the study of professors’ careers. By using sequence analysis, we open an innovative perspective on the analysis of collaborations between scientific research and the private sector, both biographically and historically. Our research revolves around three main points of inquiry:

First, how do careers evolve biographically in terms of phases, turning points, rhythm? Second, how do careers change depending on historical period, i.e. how do they reflect institutional transformations? Third, can typical careers be identified for specific disciplines, or groups of disciplines?

Furthermore, concentrating on professor’s careers allows us also to shed new light on the changing autonomy of the academic field. Following Weber’s definition of openness and closure of social relations (Weber, 1995), we propose to consider professional careers as a dimension of exchange at the interface between scientific and economic spheres, and thereby as an indicator of autonomy. As defined by Lamon and Molnar (2002), boundary-work is either a way to protect professional autonomy against outside powers (political, economic), as well as a form of social control. Hence, we can analyse careers as a specific dimension of boundary-work through collaborations across fields.

This conceptual framework allows us to focus also on disciplinary boundaries, as we expect careers to be strongly differentiated between disciplines. Gingras (2012) states that the homogeneity of careers is an indicator of the degree of autonomy of disciplines. The more a scientific field is institutionalised, the more careers are buoyed. Again, careers function as a strategy to maintain scientific autonomy and at the same time as a way to strongly limit subversion strategies (Gingras, 2012: 290). A focus on typical career trends constitutes a way to comprehend the legitimacy of different types of capital among peers.

1.2 Why study the case of the EPFL

To study the careers of professors we concentrate on the case of the Ecole polytechnique fédérale de Lausanne (EPFL). The EPFL is one of two federal technical universities in Switzerland (Jost, 2015). It was recently rated in the top 15 of world’s

2 For some examples, see Grossetti & Milard, 2003; Callon & Gamberini, 2000; Barrier, 2014.
universities (top 5 of European universities) and it is widely renowned for cultivating close relations to the private sector. From 2000 to 2014, 192 start-ups were established, 129 inventions disclosed and 99 priority patents were filed. Moreover, the “EPFL Innovation Park” hosts currently several big companies such as Axa Technology services, Credit Suisse, Logitech, Siemens, Merck-Serono or Nestlé.

We chose to divide the history of the EPFL into three periods: The first period lasts from 1969 to 1980. Engineering sciences are developed together with scientific disciplines (chemistry, physics and mathematics), although all diplomas are delivered as engineer’s degree. During this first period, the EPFL remained the most disconnected from the University of Lausanne and the Swiss academic field in general.

The second period, from 1980 to 2000, is characterized by the progressive concentration of activities on engineering sciences, and the development of microengineering and computer sciences. Collaborations between EPFL and the University of Lausanne revive. Several projects of coordination are also developed with other Swiss universities. Biology is not a priority, in contrast to engineering physics and chemistry (Leresche et al., 2012: 194). Although some structures of collaboration with industries had been established since the 1970’s, they strongly increase from 1990. In year 2000, the EPFL hosts 47 private companies, including 37 start-ups, which have been founded at the EPFL (Pont, 2010: 106).

The last period starts in 2000 with the reorientation of the EPFL toward the development of biology and biotechnologies. Partnerships with industrial firms expand strongly, with a concomitant growth of new start-ups. The number of professors increases from around 150 in 2000 to more than 200 in 2010, significantly in the Faculties of basic sciences (chemistry and physics) and life sciences.

2. Data and strategy

We built an original dataset that includes all full, extraordinary and associate professors of the EPFL active at least at one of three benchmarks: 1980, 2000 and 2010. These benchmarks refer to the three periods presented in the precedent chapter.

Based on a positional approach (Mills (2010 [1956]) the inclusion criterion of our sample is the position held, namely the position of full, extra-ordinary or associate. We attempted to gather data on the entire career of each professor, including academic and extra-academic functions.

3 http://information.epfl.ch/chiffres (02.01.2016)
4 http://vpri.epfl.ch/files/content/sites/vpplnew/files/shared/Stat%202014/Personnel%202014.pdf (12.01.2016)
Table 1. Total number of professors of the EPFL

<table>
<thead>
<tr>
<th>Year</th>
<th>1980</th>
<th>2000</th>
<th>2010</th>
</tr>
</thead>
<tbody>
<tr>
<td>N</td>
<td>112</td>
<td>142</td>
<td>211</td>
</tr>
</tbody>
</table>

Table 1. Indicates the total number of professors holding a position of full and extraordinary (associate) professor for year 1980, 2000 and 2010. Some individuals may be present on two different dates if their mandate runs, for example, from 1978 to 2004.

We examined careers from the age of 20 to the age of 65 for all professors. The alphabet includes all the functions held within and outside the academic field. For each professor, we collected data for the year of nomination and departure of the function, the nature of the function, place and country of workplace. The alphabet is composed of 8 states.

Academic positions are divided into three states, related to the hierarchy of positions within academic institutions. The first state includes all full professors. The second state includes extra-ordinary and associate professors. The third includes all other academic positions namely post-doctoral fellowship, lecturer, senior lecturer, assistant professor, research positions, head of research.

Extra-academic positions are pooled into one single state: positions as engineer, researcher, head of research, director of research within private laboratories or companies and executive directors. Non-executive functions such as member of the board of directors are not taken into account; they are not considered to be full-time activities.

The third set of states is related to multipositionality, namely holding one of the three academic positions at the same time with an extra-academic position: ordinary professor + extra-academic position, extra-ordinary or associate professor + extra-ordinary position, other academic position + extra-ordinary position.

The last state is related to educational period running from the age of 20 to the date of the graduation. Namely doctoral degree or high degree diploma such as Licence, Master, diploma or equivalent in the case individual does not hold a doctoral degree.

Finally, missing data are added as a state when at the beginning or when resulting from a lack of data during the career. Missing data at the end of the career are not taken into account when they due to still going on career. The data on careers are completed by a set of biographical indicators such as date and place of birth and death, sex, nationality and educational degree (graduate diploma, PhD, discipline, place and year of acquisition).
3. First results and perspectives

Our analytical strategy is based on sequence analysis, mainly optimal matching and clustering. Our results on data for 1980 (N=112) rely on a TramineR clustering using a Ward method and a standard matrix, all substitution costs set at 1 (optimal matching using a constant method, including missing data). The sequences are defined from the age of 20 to the age of 65.

The results distinguish three relatively distinct types of careers: “academic careers” (Type 2, N=54), “extra-academic careers” (Type 1, N=43) and “part-time careers” (Type 3, N=15). Careers type 1 is characterized by a relative short period of education and a relative long career outside the academic field prior to the nomination of professor. What is more, out of 43 trajectories, 20 indicate a nomination as full professor directly following the extra-academic career and 18 indicate a nomination as extra-ordinary professor directly following the extra-academic career. Type 2 is composed of careers that follow a “full academic career”. Only eight trajectories include extra-academic functions with a meantime of two years. In comparison, the time of extra-academic functions is of 12 years in average for type 1. Type 3 contains trajectories of part-time careers until the age of 65, mostly extra-ordinary professors and some full professors keeping an extra-academic activity until the end of their career.

In the final paper we will have comparative data on all three years: 1980, 2000 and 2010.
To complete this first analysis for year 1980, we crossed three variables with each clusters, as shown in table 2.

Table 2. Characteristics of the three career types

<table>
<thead>
<tr>
<th>Variable</th>
<th>Type 1</th>
<th>Type 2</th>
<th>Type 3</th>
<th>(\bar{\theta})</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doctoral degree YES</td>
<td>0.30</td>
<td>0.89</td>
<td>0.47</td>
<td>0.60</td>
</tr>
<tr>
<td>Natural sciences YES</td>
<td>0.14</td>
<td>0.50</td>
<td>0.20</td>
<td>0.32</td>
</tr>
<tr>
<td>Foreign nationality YES</td>
<td>0.14</td>
<td>0.24</td>
<td>0.13</td>
<td>0.19</td>
</tr>
</tbody>
</table>

Table 2. All variables are dummies. Doctoral degree YES includes all professors holding a doctoral degree (60%). Natural sciences YES include chemistry, physics and mathematics department (32%) versus departments of engineering and architecture. Foreign nationality YES (19%) gathers all non-Swiss nationalities (18 Europe, two USA, one India). Total variable ratio is calculated through total of the variable on total population.

Comparing the characteristics of the three types, the percentage of professors with doctoral degree is much higher for Type 2 than for the average. Also the natural sciences and foreign professors are clearly overrepresented in Type 2. In comparison, Type 3 and particularly Type 1 are mostly composed of Swiss professors, engineering sciences and a relative low percentage of professors holding a doctoral degree.

This first descriptive analysis shows three interesting results. First, the average of professors holding a doctoral degree is of remarkably low 60%. Thus we may argue that at the EPFL, an extra-academic career is a substitute for a doctoral degree, and we may ask to what extend this is true for 1980. Second, the EPFL appears not to be as internationalized in 1980 as it is today, with 19% of foreign professors. This percentage is very likely to increase for the recent period together with a diversification of countries. Third, regarding closer to disciplines, the results show two different patterns. On one hand, natural sciences, highly represented in Type 2, are mostly linked with doctoral degrees and foreign origin. On the other hand, a low percentage of doctoral degrees together with a high proportion of Swiss professors and engineering sciences characterize the Type 1. We expect this opposition between natural sciences and engineering sciences to decrease in the recent period.

Finally, these first results bring us to formulate broader questions about career patterns and academic autonomy: What is the frequency and the biographical pattern of professor’s shifts between the corporate sector and the academic domain? Do professor change between business and academic mainly in the beginning of their career or only once they enjoy a stable academic position? Can we observe parallel careers between the private and the academic field?
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Pathways to the Power Elite - Career trajectories in the core of the Danish Networks of Power

Christoph Houman Ellersgaard, Anton Grau Larsen, Lasse Folke Henriksen and Jacob Aagaard Lunding
All of the Department of Business and Politics, Copenhagen Business School

This paper explores the career trajectories of the 423 individuals identified as the power elite in the core of the Danish Elite Network (Ellersgaard 2015; Larsen 2015) through sequence analysis. We identify patterns in four distinct sequences - sectorial, occupational, organisational and geographical - enabling us to explore the relationship between career path and current position within the different sectors of the power elite. The four sequences are used to explore how elite cohesion and oppositions are created through four different mechanisms: 1) inter-sectoral mobility 2) career slope 3) character formation through organisational adaption and 4) location in relation to the national and international power centers.

Methodologically, we identify career segments based on optimal matching (Abbott & Hryck 1990; Blair-Loy 1999) of the career trajectories in the four different types of sequences mentioned above of the 423 individuals in the core of the elite network. We investigate the alignment between these multiple sequences. Furthermore, we identify other social characteristics of the segments such as their gender, social background and educational profile. Finally, we explore the relationship between cohesion based on social ties and cohesion based on similarities in career trajectory through distances in sequence patterns and sociometric geodesics derived from the network database (Ellersgaard & Larsen 2015). These analysis serves to explore cohesion and fragmentation across the elite based on career trajectories within the type of sequences.

The inter-sectoral mobility is analysed to discuss to what extent career path reflect current sector affiliation. Michael Hartmann (2010: 292) defines inter-sectoral mobility as the degree to which elite individuals have careers that span several of the key sectors in a society, which in turn creates larger homogeneity among the individuals at the very top. These patterns of revolving doors described by Mills (1956: 287) as ‘the heavy traffic between the … structures, often in very intricate patterns’ or ‘the interchangeability of positions’ add to the cohesion of the power elite. The exchange of a key position within one field to a key position in another has also been described though the term pantouflage by Pierre Bourdieu (1996). Furthermore, we access the flow and the direction of the flow - between sectors (Denord, Lagneau-Ymonet & Thine 2011:34). The Danish case is particu-
larly interesting as it is expected that there is comparatively little inter-sectoral mobility (Hartmann 2010).

The career slopes for each individual towards the position at the apex of the elite network is used to assess the velocity of career ascent. By identifying which occupational position and the hierarchy of promotions needed, the career progression of elite individuals can be compared across sectors. Again following Hartmann (2000) and Mills (1956) this may be tied to socialization within the same classes as dominate the sector or field, the elite individual is rising through. Furthermore, career slopes reveal the average time investment need to achieve a dominant position in the sector or field (cf. Bourdieu 1986).

The organisational adaptation follows the number and type of organisations within the career trajectories of elite individuals. We explore whether individuals are shaped by the same type of organisations, i.e. banks or the ministry of justice, thus creating a similar life experience, outlook and character within this group (Mills 1956). In particular, we investigate the importance of career positions in academies (Cappelli & Hamori 2005: 25), that is, certain firms or institutions endowing their former employees with an aura of excellence such as consulting giant McKinsey & Company or the grand corps in France (cf. Bourdieu 1996). Furthermore, we investigate how indicators of involvement in the political or organisational field may later lead to entry in these sectors.

The movement towards the power centre follows the location of employment of the elite individuals. Two different aspects are of interest here. First, the dynamics between center and periphery within Denmark. Who have to move around in the provinces before returning to the power centre of the capital and who manage to enter the elite network without having geographical ties to the capital. Second, to what extent have individuals gathered cosmopolitan capital (Weenink 2008, Bühlmam, David & Mach 2013). By looking at the specific area of employment or education abroad we differentiate between the status of areas based on their position in world system theory (Chase-Dunn, Kawano & Brewer 2000) and in the World City System (Alderson & Beckfield 2004).

In conclusion, we compare segments derived from each of the four types of sequences and discuss how the current sector affiliation of the elite individual is reflected in his or her career trajectory. Do careers and experiences intertwine, creating potential for shared understandings, personal ties and thus even stronger cohesion within the core group of the Danish elite network or do careers follow distinct paths in different sectors.

Our preliminary analysis suggests that career patterns overlap substantially with the current sector affiliation of the members of the elite networks. This even applies to careers within the very same organisations in these sectors. In particular,
the senior civil servants, the chief executives of the largest corporations, the scientists and the union leaders follow distinct paths. However, two groups appear to deviate from the sector specific career patterns. First, managers of organisations that themselves cross between sectors such as state-owned enterprises, national research centers or university based tech corporations. Second, a small group of multipositionals (cf. Boltanski 1973) bridge between the distinct career patterns found in different sectors. This group is further characterized by also holding the most central network positions, having attended the most typical university programmes for the elite and a having long careers. Thus we find a core within the core (cf. Denord, Hjellbrekke et al 2011) who holds the most senior positions within the field of power and both through current and former ties are well-connected to all key sectors within the Danish welfare state.
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Methodological approaches to profiling and modelling disadvantaged employment pathways. An application to employment trajectories in Australia

Danilo Bolano and Michele Haynes

Abstract This paper investigates the employment pathways of men and women in Australia and profiles the characteristics of individuals who are at risk of disadvantage defined by unstable employment histories and frequent transitions into unemployment. The paper focuses on the transitions of respondents, aged 15-64 years, between different employment states over a span of 13 years (2001-2013) using panel data from the Household, Income and Labour Dynamics in Australia survey. To describe employment trajectories and to analyse the likelihood of transition from one employment state to another, we will rely on sequence analysis and two probabilistic models that might account for state dependence: dynamic multinomial logit random effects models and Markov models. Sequence analysis was used to identify typology of employment pathways and the associated sociodemographic characteristics and intergenerational links. The preliminary results confirm the presence of gender differences in employment. Women are more likely to be employed part time or not in the labour force while men are more likely to experience stable employment trajectories of full time work. Women also experience a slightly higher proportion of employment transitions. Among the sociodemographic and background factors considered, mature age workers, those with health problems and less educated parents, in particular father-son and mother-daughter links, are mainly at risk of experiencing unstable employment pathways.

1 Introduction

Trends in unemployment are of interest due to the financial and social costs borne by individuals. Some of the cost are absorbed by welfare payments but many of which
are faced directly by families and communities who may not have the capacity to absorb them. Unemployment not only means a loss of economic security but also feeds poverty and social dislocation as the ties of civil society are severed. In general, unemployment removes an important set of social relationships without which many people have little support or security in dealing with often profound economic hardship. The longer the duration in transition from unemployment to employment, the more these hardships are exacerbated. Therefore unstable employment histories with long periods of unemployment can be considered as a measure of social disadvantage.

Unstable employment history can lead to labor market disadvantages too. The longer the period of time spent in unemployment, the lower an individual’s likelihood of gaining employment. On the supply-side of the labor market, employers may be reluctant to employ the long-term unemployed, in which case economic policies aimed at reducing unemployment may have limited success (ABS, 2001). And on the supply side, absences from employment are associated with loss of human capital, under use and underdevelopment of skills (Vickery, 1999), limited occupational advancement (Burbidge, 2005). These can lead to the deterioration of labour market prospects, or scarring, in the form of relatively poor prospects of finding work (ABS, 2001; Saunders and Brown, 2004), loss of income whilst unemployed and lower wages on return to the workforce (Arulampalam, 2001; Green and Leeves, 2009; Stevens, 1997).

A range of personal characteristics are known to be associated with transition in and out the labor force and the duration of unemployment spells. In particular, we focus on the difference in employment trends for men and women. Women have often indicated a preference for part-time work as a way of attempting to combine child bearing and child rearing, home and non-child related caring responsibilities, for which women still bear the overwhelming responsibility (ABS, 2009; Hakim, 2000).

The paper has three objectives. First, to describe the different employment pathways of men and women in Australia. Second, to profile individuals at greater risk of disadvantage by demographic characteristics and family background, where disadvantage is defined in terms of unstable labor market history and transitions out of the labor force. Third, to review and compare statistical approaches to analyze employment trajectories. These approaches include sequence analysis, generalized linear mixed model in the form of a dynamic multinomial logit random effects model with lagged dependent variable to account for state dependence and Markov-based models.

2 Data and Methods

We use data from the first thirteen waves of the Household, Income and Labour Dynamics in Australia (HILDA) panel survey. It is a household-based panel study which began in 2001. Information are collected annually from each person in the
Employment pathways in Australia

household aged 15 and more. The first wave was carried out from a sample of 13,969 individuals from 7,682 households (Watson and Wooden 2002).

This paper investigates employment trajectories and potential sociodemographic and family determinants of disadvantaged employment transition pathways. Therefore, we select only individuals of working age (15 to 65 years old) who participated in at least to two waves of the HILDA survey since Wave 1 (mean number of observations per individual = 9.92). The final sample consists of 10,941 respondents (52.14% of women, n=5,705). The mean age at the first observation was 38.5 years (median = 39).

The response variable is employment status defined by five categories: ‘Being Full Time Student’ (EduFT - defined as those who are enrolled in full time education and not employed), ‘Employed Full Time’ (FT), ‘Employed Part Time’ (PT), ‘Looking for a job (LookingJob)’, ‘Not in the Labor Force’ (NotLabourForce). Non responses have been included as an additional category (‘Non Respond’). In the final version of the paper, we will analyse in more details the missingness patterns.

32.8% of respondents (3,584 individuals) are in the same employment state over time and 67.5% of them (2,419 individuals) declare to be employed full time at each wave (it is worth recalling now that the number of observations for each individual can vary from 2 up to 13). Pooling together the 13 waves of HILDA survey (Table 1), we observe the predominance of situations of full time employment (51.2%) and part time jobs (21.7%). However, the share of times spent outside the labor force is also reasonably high (20.27%).

Table 1 Distribution of states, pooled waves 1-13

<table>
<thead>
<tr>
<th>State</th>
<th>Frequency</th>
<th>Percentage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Full time student (EduFT)</td>
<td>1,776</td>
<td>1.64</td>
</tr>
<tr>
<td>Full time employed (FT)</td>
<td>55,557</td>
<td>51.19</td>
</tr>
<tr>
<td>Part time employed (PT)</td>
<td>23,503</td>
<td>21.66</td>
</tr>
<tr>
<td>Looking for a job (LookingJob)</td>
<td>2,953</td>
<td>2.72</td>
</tr>
<tr>
<td>Not in labour force (NotLabourForce)</td>
<td>21,994</td>
<td>20.27</td>
</tr>
<tr>
<td>Non respond (NonRespond)</td>
<td>2,740</td>
<td>2.53</td>
</tr>
<tr>
<td>Total data points</td>
<td>108,523</td>
<td></td>
</tr>
</tbody>
</table>

To investigate potential sources of disadvantage in employment transitions, a set of demographic and human capital characteristics of the respondents, health condition, socio-economic indicators (Socio-Economic Index for Areas and AUSEI), relevant life transitions (transition to parenthood) and socio-economic backgrounds (parental educational level, socio-economic status, parents occupation) will be included in the final analysis. The paper aims not only to identify the key factors associated to employment transitions between working statuses but also to review and compare different approaches for analyzing individual patterns. We will consider both descriptive tools (sequence analysis) as in this abstract and probabilistic models as Markov models and generalized linear mixed models with random effects (see e.g., Haynes et al. 2008).
3 Clustering using Sequence Analysis and Preliminary Results

With a holistic approach (Billari, 2001), the unit of interest is the entire individual trajectory and holistic studies mainly rely on sequence analysis (SA, Abbott, 1995). Using a sequence analysis approach, working trajectories are described as an ordered sequence of labour market states. Looking at the entire set of individual transitions among states occurred over time (potentially over an entire lifetime career) as a unique sequence of observations, sequence analysis can discover, describe and explain different individual life course patterns being more informative then focusing on one single working transition.

SA has been applied to study different types of social processes. Studies on work trajectories and pathways from school to work include McVicar and Anyadike-Danes, 2002; Martin et al., 2008, Fasang 2010. As far as we know, the only extensive study on employment trajectories in Australia using sequence analysis is Fry and Boulton (2013). This paper extends their work in several ways. The paper uses all the waves of HILDA survey available at the time of writing this abstract (13 waves, 2001-2013), compares different competitive statistical models and takes a life course approach. The papers controls for demographic characteristics, life events and socio-demographic background to identify the factors that are more likely associated to employment mobility and situation of working disadvantages.

The length of employment history considered for each individual can vary from 2 up to 13 years. For 5,246 individuals—47.9% of our sample—we have complete sequences. The most frequent pattern is being full time employed. Such stable working condition concerns 1,253 individuals. Only 220 respondents (2% of the entire sample) are outside the labour force and not in education during the entire period from 2001 and 2013.

Table 2 Most common working subsequences. Ordered by frequency for the whole sample.

<table>
<thead>
<tr>
<th>Subsequence</th>
<th>Entire sample (n=10,941)</th>
<th>Female (n=5,705)</th>
<th>Male (n=5,236)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Freq</td>
<td>Percent</td>
<td>Freq</td>
</tr>
<tr>
<td>Full Time Employed over the 13 waves</td>
<td>1253</td>
<td>11.45</td>
<td>260</td>
</tr>
<tr>
<td>FT- FT</td>
<td>226</td>
<td>2.07</td>
<td>73</td>
</tr>
<tr>
<td>Not in the labour force over the 13 waves</td>
<td>220</td>
<td>2.01</td>
<td>169</td>
</tr>
<tr>
<td>FT FT- FT</td>
<td>153</td>
<td>1.4</td>
<td>50</td>
</tr>
<tr>
<td>NotLabourForce- NotLabourForce- NotLabourForce</td>
<td>128</td>
<td>1.17</td>
<td>79</td>
</tr>
<tr>
<td>Part Time Employed over the 13 waves</td>
<td>96</td>
<td>0.88</td>
<td>96</td>
</tr>
</tbody>
</table>

The stability in working trajectories in Australia is confirmed looking at the transitions between labour market states over two consecutive waves (Figure 1) and the most common (sub)sequences reported in Table 2. On average, people experiences less than 2 working transitions (mean of 1.848) over the life span considered and
in 3,952 cases (45.19% of the total transitions) the respondent remains in the same labour market states (i.e., we observe no transitions) over two consecutive periods.

It is not surprising that women seem to follow more complex working trajectories experiencing a higher percentage of working transitions (see Figure 1) and spending more time outside the labour market or in a part time job (Figure 2). As reported in Table 2, only 4.56% of women declare to be full time employed from 2001 and 2013 against 19% of men. And, more than 6% of women spent at least two consecutive periods outside the labour force. In particular, almost 3% of women between 15 and 65 years old included in our sample never entered in the labour market in any of the waves considered.

Figure 3 shows graphically the working trajectories of 10 individuals (top right panel for the entire sample and bottom panels by gender) and the cross sectional distribution of states for the whole sample (top left panel). Figure 4 shows instead the differences between genders in the most common working trajectories. The R package TraMineR (Gabadinho et al., 2011) has been used for the analysis. As discussed before, respondents tend to be in the same state over time but men are more frequently in a stable full time position (violet in the graph) while women are commonly either outside the labour force (blue state) or in a part time job over time (red state). Moreover, the pictures seem suggesting a greater between-individual variations among employment trajectories for women.

Sequence analysis can be used not only to describe and represent trajectories but also to compare patterns and cluster individuals in homogeneous groups according to their pathways. Using the Optimal Matching distance as a measure of similarity between working trajectories (Abbott and Forrest 1986), we have identified four typologies for each gender. For women, the first cluster represents those are most time in a part time job (1,406 individuals). The second cluster, that is the most common one (n=1,913), groups women who are frequently outside the labor force during the period of observations. Women employed in full time o jobs are represented in
group 3 (n=1,664). The remaining 722 female participants characterized by higher variability in working trajectories are grouped in cluster 4.

For men, the clusters are less differentiated with cluster two (n=1,292) and three (n=1,729) representing situations of long term full time employment. Cluster 4 includes 578 individuals who are outside labor force for several years. Finally, cluster 1 groups shorter sequences and individual who has several periods of part time job. Further analysis will be performed accounting for the patterns of missing responses.

More sophisticated techniques in sequence analysis allow to analyze the factors that better discriminate between different pathways. Using discrepancy analysis, we might test for instance the share of discrepancy between employment trajectories explained by human capital (see Studer et al. 2011 for a detailed discussions on discrepancy analysis). According to our first results (not shown in this abstract), the education level of respondents explains 1.3% of discrepancy in working trajectories in Australia among male respondents and 1.6% among women. Similarly, the socio-demographic background explain less than 2% of discrepancy between pathways. On the other hand, the age of respondents explains 10% of the differences among trajectories observed for men.

To identify profiles at risk of having unstable and uncommon working trajectories a regression tree model can be used. The regression trees (Figure 6 and Figure 7) allow to test the association between the observed working trajectories and a set of individual characteristics. The socio-demographic background plays a central role in explaining the differences observed in the trajectory (i.e., between individual variations) determining the first split in the tree. Individuals with a better social background (i.e., a parent with a minimum level of education) experiences longer
Employment pathways in Australia

Fig. 3 Graphical representations of working trajectories in Australia. Cross-sectional distribution (top panel left-hand side). 10 random working trajectories (top right). Individual sequences by gender on the bottom.

Fig. 4 Most common working trajectories. 2001-2013. Divided by gender.

periods of full time or part time job (Figure 6). The age of the respondents is, as expected, another key factor. Older cohorts are more likely retired or outside labor force (the blue state in the graphs) with respect to respondents between 14 and 54
years old. Finally, the health condition has a strong influence on labor force participation. For instance, looking at the bottom right corner of Figure 6, a male respondent aged 14 - 54 with a father with a minimum level of education, is more likely outside the labor force or in part time job if reports a fair or poor health condition.
Thus these preliminary results confirm that relevant gender differences in labor force participation and stability in working trajectories still exist nowadays in Australia. It is interesting to notice another gender-related factor with respect to the family background of the respondents. The results show that a significant intergenerational relationship through same gender parent-child. For a male respondent, it is the level of education of the father that is the more associated with a stable working trajectory. For a female respondent, the participation to the labor force seems associated with the level of education of the mother. Such father-son and mother-daughter relationship should be investigated further also taking into account the missing information on parent level of education. On the other hand, educational level seems to be less relevant such as area-level indicators of disadvantages (SEIFA). However more sophisticated analysis will be performed in the final version of the paper to explore better on the effect of sociodemographic and background characteristic on working trajectories in Australia.

As briefly shown, Sequence Analysis allows to represent, describe and identify the factors associated to unusual and unstable employment trajectories. However, as most data mining techniques, it does not make any assumption about the ‘social process’ that have generated the trajectories. We will then explore alternative (stochastic) methods such as Markov models (see Billard 2001 for an introduction) and generalized linear mixed effect models (GLMM. See for instance Wooldridge 2002, Haynes et al. 2008). Using SA and stochastic models we might be able to...
identify both between-individual differences in employment trajectories and within individual variations.

In the Markovian perspective for example, life trajectories are considered as the result of a stochastic process in which the probability of occurrence of a particular state or event depends on the sequence of states observed so far and, eventually, on a set of covariates. In other words, considering life trajectories as sequences of mutually exclusive states—e.g., sequences of employment statuses—the Markovian perspective focuses on the successive transitions and attempts to depict the life history of an individual by means of the probabilities to switch to the different states of interest given the state history lived so far. The focus is more on the transitions than on the entire trajectories. By the means of probabilistic models, we might then investigate the effect of the socio-economic background of the respondents in transitions out of unemployment (i.e., the probability of observing the transition ‘Out of labor force - Employed’) and the accumulation of human capital as potential protective factor against ‘falling out’ the labor force (i.e., of observing the transition ‘Employed - Not Employed’). Then, we might profile individuals at greater risks of disadvantages.
The generalized linear mixed model (GLMM) often used to analyse nominal variables with repeated observations is the dynamic multinomial logit random effects model. For such model, the response distribution is defined conditionally on the random effects that are assumed to arise from a multivariate distribution. For a conventional multinomial logit model, let $Y_{it}$ denote the $t$th observation for individual $i$ with $J$ possible states (6 working states in our case), $Pr(Y_{it} = j | X_{it})$ is the probability of being in state $j$ at time $t$ given a set of exploratory variables. Among them, we will also include the employment status in the previous wave (e.g., lagged dependent variable) in order to include explicitly the time dependence between observations.

The multinomial model can be expressed as follows

$$\pi_{itj} = Pr(Y_{it} = j | X_{it}) = \frac{e^{X_{it} \beta_j}}{\sum_{k=1}^{J} e^{X_{it} \beta_k}}$$

The logit model pairs each response category with an arbitrary baseline category. For instance if the first response (state $j_1$) is set as reference, the multinomial logit model will have the form

$$\log \left( \frac{\pi_{itj}}{\pi_{it1}} \right) = X_{it} \beta_j \quad j = 2, 3, ..., J$$

We might interpret the logit as sort of utility function in a decision making process. We define the utility of choosing a particular response, a certain employment state, by the random variables $U_{itj}$ ($j = 1, ..., J$), with the function $U_{itj} = X_{it} \beta_j + e_{itj}$. An individual will choose the response $j$, for example he/she will decide to not participate to the labor market, if the utility in staying in this state is the greatest. In other words if $U_{itj} = \max_{1 \leq k \leq J} U_{itk}$. We will also consider another model specification introducing individual-specific random effects to model spurious dependence. The random effects $\alpha_i = \{ \alpha_{ij}, ..., \alpha_{ij} \}$ capture non-observable individual effects that are specified to arise from a multivariate normal distribution. The multinomial logit random effect model is then defined as

$$\log \left( \frac{\pi_{itj}}{\pi_{it1}} \right) = X_{it} \beta_j + Z_{itj} \alpha_{ij} \quad j = 2, 3, ..., J$$

Where $Z_{itj}$ denote a vector of coefficients for the random effects.

The paper intends not only to illustrate different methodological approaches for analyzing longitudinal data but also to show how such approaches, investigating the socio-demographic and background factors leading to situation of disadvantages, may provide guides to policy makers who are interested in addressing labor market disadvantages.
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Abstract

Based on latent transition approach we investigate evolution of debt possession patterns in Poland. We obtain intertemporally comparable segments of debt holders and show highly significant role of autoregressive and life-cycle factors in shaping transitions between the segments. With data from three waves (2011 – 2015) and over 36,000 responses from the biennial panel study Polish households – Social Diagnosis - we show that: (1) transition probabilities from any of the indebted states to any other indebted state are higher than transition probabilities to non-active state; (2) households located in a given segment are most likely to remain in the segment, if not for other factors; (3) transitions between segments are shaped by socio-economic covariates - age of household head, income and number of household members; (4) their role differs very considerably between the segments showing that different socio-economic traits shape the evolution of segments; (5) probabilities of mortgage debt, debt for durables or renovation are positively related to income and in line with life cycle predictions, which indicates the role of long term factors in their acquisition; (6) consumption debt is less age related and in some groups also inversely related to income, which shows its short term dependence. The results of the study indicate also that (1) relationship between debt and income depends on relative prevalence of segments on the market and (2) that influence of life-cycle factors can be missing at the aggregate level if mortgage debt does not dominate.

Keywords: household debt, segmentation, latent transition
1. Introduction

We could picture a situation, where household financial markets operate without frictions and market imperfections remain absent. In such a case there would be no need to distinguish between different kinds of household assets or liabilities. In extreme, as (Bertola & Hochguertel, 2007) claim “there would not even be a need to distinguish owning from renting, ..., savings from borrowing, as each of them could be costlessly and instantly converted from one form to another and from there to consumption.” Yet, it is commonly observed that households use credit to finance their purchases but also to bridge temporary drops in income in a very diversified way (Białowolski, 2014). In addition, they rely on a very complex process of acquisition of financial products, which is especially visible in the case of debt (B. Kamleitner & Kirchler, 2007; Bernadette Kamleitner, Hoelzl, & Kirchler, 2012; Kirchler, Hoelzl, & Kamleitner, 2008). In consequence, they end up with differentiated credit instruments addressing their specific needs (Bertola & Hochguertel, 2007).

The scope for consumption motives, which are eventual cause for credit behaviour, was primarily addressed by Keynes (1936). He pointed to Enjoyment, Short sightedness, Generosity, Miscalculation, Ostentation and Extravagance as primary motives for consumption. However, as the life-cycle theory (Friedman, 1957; Modigliani & Brumberg, 1954) became the workhorse of economics, recollection of the behavioural nature of consumption (and credit) proposed by Keynes started to fade. However, the life-cycle theory encountered many problems in explaining household financial behaviour both with respect to saving and debt. Remedies to the household misbehaviour in the basic model comprised various amends and covered among others introduction of liquidity constraints (Hall & Mishkin, 1982; Jappelli & Pagano, 1989), durable goods in utility (Browning, 1989; Mankiw, 1985), uncertainty mostly associated with future income path (Parker & Preston, 2005; Zeldes, 1989) or habit formation (Campbell & Cochrane, 1999; Carroll, Overland, & Weil, 2000). Even though these theory developments seemed to introduce
new and more sophisticated framework to analyse life-cycle behaviour, they still failed to provide sufficient evidence that life-cycle approach is the proper one to analyse household behaviour. Liquidity constraints might be in force but still there might be a group of households simply unwilling to participate in any saving or credit activities, which is corroborated by various survey data (Białowolski & Dudek, 2014). Durable goods play an important role but in the current world the durability of various goods – probably apart from house/apartment – has shortened significantly (Davidson & Bates, 2002) rendering a diminished role for the durables in shaping the life-cycle behaviour with respect to savings and debt. Finally, there is little support for habit formation (Dynan, 2000) or an important role of uncertainty.

Some answers to the puzzling financial market behaviour of households were addressed by introduction of behavioural concepts into the analysis. Developments in the area of self-control pointing to impatience of consumers (Thaler & Shefrin, 1981) led to better understanding of consumer behaviour. Yet, the most recent trend is towards reconciliation of the two approaches, where two types of behaviour (life-cycle and behaviourally driven) meet. One of the approaches was proposed by (Bertaut, Haliassos, & Reiter, 2009), who with the accountant-shopper model try to solve the puzzle of existence of a groups of individuals holding both short-term debt and liquid assets. They suggest that each consumer makes consumption choices in two stages (Bertaut et al., 2009). In the first stage, when she adopts a role of accountant, plans expenditures and makes basic payments. In the second stage, the shopper comes into the stage. He is also rational but less patient. As the accountant is aware of shoppers attitudes, he does not want to leave too much space to the shopper and thus holds positive short-term debt. Based on this approach it is possible to show that households would maintain positive short-term debt even in the light of increasing incomes and financial assets. In the same strain remains the approach of Kahneman (2011) comprising two systems, where duality of human decision making approach is captured with two selves - rational undertaking life-cycle choices and impulsive prone to various behavioural biases.

In this paper we show that neither purely life-cycle nor purely behavioural approach are adequate for an analysis of household financial behaviour.
with respect to debt taking. Our goal is to show that there is a finite number of segments, which define in probabilistic terms household debt behaviour. Till present there has been very little evidence presented that such patterns can be discerned. Works of (Białowolski, 2014; Gunnarsson & Wahlund, 1997; Vianu & Roland-Lévy, 2000) comprise exceptions to this rule. By showing that segments are intertemporally comparable we shape way for analysis of transitions between segments. Distinction of comparable groups allows us to verify, whether postulated by theory relationships like curvilinear shape of debt vs. age (Bernadette Kamleitner et al., 2012; Ngwenya & Paas, 2012; Paas, Bijmolt, & Vermunt, 2007) or lower use of debt among single person households (Chien & Devaney, 2001) are observed universally or present only in certain groups of debt takers. With segmentation approach it is also possible to disentangle confusing relations between income and credit, as households within groups are allowed to behave differently. It is especially important in light of ambiguity in the behaviour of aggregates. Crook (2006) indicates to positive relationship between income and debt, while Gunnarsson & Wahlund (1997) indicate lack of such relationship.

In order to meet the goals, adopted approach should enable to distinguish the number of distinct patterns of behaviour (groups), investigate invariability of these patterns, and intertemporal transitions between them. Additionally, it is essential to provide valid arguments for the source of market evolution and distinguish between household migration between groups associated with inertia and intrinsic modes of credit use, but also investigate a role of household socio-economic characteristics. Hence, we adopt latent transition approach, which enables to capture not only multitude of paths with respect to credit, which can be either lifecycle or behaviourally driven, but also allows to capture intrinsic fuzziness of approach to credit of a given household. With such an approach it is possible to show existence of a mixture of behaviours even at the most basic, household level. To evaluate the credit paths we use data from the largest household panel in Poland – Social Diagnosis Survey and limit our attention to its last three waves 2011, 2013, and 2015.

This paper features at least two innovative points. First, to the best of our knowledge, it is the first approach based on latent transition models,
which tries to evaluate stability of changes between patterns of various debt possession, while at the same time investigating plausibility of the assumption of intertemporal pattern comparability. Second, to the best of our knowledge, it is the first attempt to show that households might exhibit both behaviourally and life-cycle driven paths of their credit market behaviour.

To meet these objectives, the paper is organised as follows: in Section 2, we present background for the analysis describing the situation in the area of household debt in Poland – the market subject to subsequent analysis in the paper. A detailed description of methods, including the dataset from the Social Diagnosis Survey, selection of measures and methods used for the analysis follows in Section 3. In Section 4, we describe results obtained with multi-group latent class models and latent transition models. We investigate the determinants of households’ participation in the credit market and latent class (segment) membership, while taking into account strength of both transitions and socio-economic variables. Section 5 presents the conclusions of the study.

2. Background – data and measures

Household indebtedness in Poland rose quickly from the beginning of 2000 till the onset of the financial crisis (Figure 1). The indebtedness of households went from merely 12% of the Polish GDP in 2003 to 35% in 2015. During the period, the ratio of households’ debt to GDP in the EU27 countries averaged at the level of 60% (Pyykkö, 2011) and, from this perspective, the indebtedness of Polish households remained low. Between 2003 and 2009 there was a rapid growth in the penetration rates of credit in all areas – consumer, housing and other. However, just after the outburst of the financial crisis the consumer credit market started to contract in relative terms. Nevertheless, household debt still grew till 2011 due to mortgages. It should be stressed that in the period 2009 – 2011 Polish carry traders were considerably affected by depreciation of the Polish zloty and significant share of indebtedness growth during that period can be attributed to this phenomenon.
The level of household indebtedness in Poland did not exceed debt levels observed in any of the developed economies. Additionally, the growth trend of debt-to-GDP stopped, which requires further scrutiny and poses additional questions about the reasons for that. However, from the perspective of further analysis the household debt-to-GDP ratio seems to have achieved relative stability during the period 2011 – 2015, which allows to pick that period as reference frame for analysis of debt possession patterns.

Results of the largest panel study in Poland – the Social Diagnosis (Czapiński & Panek, 2015) – confirm that since 2009 a constant decrease in the use of credit market is observed among Polish households (Figure 2). Trends indicate that, although there is a constant growth of total value of household debt, the share of participating households is shrinking. It has decreased from 41.6% at its peak in 2007 to 34.1% in 2015. For the purpose of analysis we limit our attention to three waves of the survey. They cover the state of households’ credit portfolios for the period from 2011 – 2015 and are gathered in a panel-type study.
During the period of interest the number of households participating in the Social Diagnosis Survey ranged between 11,703 in 2015 and 12,354 in 2013. Ca. 60% of households remained in the panel between consecutive waves.

For the purpose of our study we utilize description of household debt possession patterns in three dimensions: debt source, objectives for taking debt and the value of the debt. The evolution of the share of households with respect to all of the dimensions is presented in Table 1.

Data in Table 1 confirms the decline in the share of debt holders among Polish households between 2011 and 2015. With respect to the debt value, there is a constant trend of increase, which is manifested by growing number of shares of households with debt exceeding their yearly incomes. However, with respect to the source of credit little variability has been noted apart from a considerable increase in the share of households using other financial institutions between 2011 and 2013. As noted by (Bertola & Hochguertel, 2007) household credit portfolios are not very diversified with respect to the product and source, which is confirmed by overwhelming dominance of banks among debt sources. However, household debt behaviour seems to significantly differ with respect to the purposes the debt serves (Białowolski, 2014). With respect to credit target, there is still visible an upward trend in possession of mortgage – indebtedness for house/flat purchase - but also more indebted households tend to finance their holidays. On the other hand consumption related credit starts to decline. It is hard to explain this behaviour solely by the life-cycle patterns as expected high path of income growth strongly favours increase in the share of debt takers and the use of debt for various purposes – also consumption related.
Table 1  The percentage of households with respect to the value, source and target of a loan/credit (among borrowers) between 2011 and 2015

<table>
<thead>
<tr>
<th>Wave</th>
<th>2011</th>
<th>2013</th>
<th>2015</th>
</tr>
</thead>
<tbody>
<tr>
<td>Share of debt holders</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>&lt; 1</td>
<td>39.0%</td>
<td>36.8%</td>
<td>34.1%</td>
</tr>
<tr>
<td>1 – 3</td>
<td>22.1%</td>
<td>19.4%</td>
<td>16.7%</td>
</tr>
<tr>
<td>3 – 6</td>
<td>16.7%</td>
<td>17.0%</td>
<td>15.7%</td>
</tr>
<tr>
<td>6 – 12</td>
<td>14.8%</td>
<td>13.1%</td>
<td>11.5%</td>
</tr>
<tr>
<td>above 12</td>
<td>23.8%</td>
<td>30.3%</td>
<td>36.2%</td>
</tr>
<tr>
<td>debt value (in the value of monthly income, among debt holders)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Banks</td>
<td>90.6%</td>
<td>87.8%</td>
<td>90.6%</td>
</tr>
<tr>
<td>other financial institutions</td>
<td>11.8%</td>
<td>15.8%</td>
<td>12.3%</td>
</tr>
<tr>
<td>family/friends</td>
<td>5.1%</td>
<td>5.4%</td>
<td>4.4%</td>
</tr>
<tr>
<td>credit source (among debt holders)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>credit target (among debt holders)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>current consumption expenditures (e.g., food, clothing)</td>
<td>17.5%</td>
<td>15.5%</td>
<td>13.5%</td>
</tr>
<tr>
<td>fixed charges (e.g., house maintenance)</td>
<td>8.0%</td>
<td>8.2%</td>
<td>6.2%</td>
</tr>
<tr>
<td>purchase of durable goods</td>
<td>36.7%</td>
<td>34.0%</td>
<td>32.3%</td>
</tr>
<tr>
<td>purchase of a house/flat</td>
<td>18.0%</td>
<td>22.8%</td>
<td>26.1%</td>
</tr>
<tr>
<td>renovation of a house/flat</td>
<td>31.1%</td>
<td>30.2%</td>
<td>30.2%</td>
</tr>
<tr>
<td>medical treatment</td>
<td>6.4%</td>
<td>7.1%</td>
<td>6.2%</td>
</tr>
<tr>
<td>purchase/rent of working equipment</td>
<td>2.6%</td>
<td>3.0%</td>
<td>2.9%</td>
</tr>
<tr>
<td>Vacation</td>
<td>2.6%</td>
<td>3.0%</td>
<td>3.8%</td>
</tr>
<tr>
<td>repayment of previous debts</td>
<td>8.0%</td>
<td>8.2%</td>
<td>6.7%</td>
</tr>
<tr>
<td>development of own business</td>
<td>5.6%</td>
<td>4.6%</td>
<td>5.0%</td>
</tr>
<tr>
<td>education/training</td>
<td>3.3%</td>
<td>4.3%</td>
<td>3.8%</td>
</tr>
<tr>
<td>other purposes</td>
<td>10.5%</td>
<td>11.7%</td>
<td>12.0%</td>
</tr>
</tbody>
</table>

Source: Own calculations in Mplus based on data from The Social Diagnosis.
3. Methods

3.1. Statistical approach

The segments of households with respect to debt possession patterns are revealed with latent-class modelling, its multi-group extension and latent transition modelling. These techniques allow for accounting for an unobserved heterogeneity in the multidimensional data set. Dimension reduction is primary performed with introduction of a single latent variable describing segments.\(^1\) Multi-group approach (McCutcheon, 2002) is an extension of latent class modelling, which enables additional testing of segment homogeneity and allows for direct comparison of segments between groups. In this paper, different groups correspond to different time points of analysis. Latent transition modelling enables to track changes in segment membership and relate them to socio-economic characteristic.

A multi-group latent class model can be defined with \(N\) manifest variables \(A_1, A_2, ..., A_N\) (answers to \(N\) questions), each having \(M_1 (m_1=1..M_1; m_2=1..M_2; ...; m_N=1..M_N)\) answer categories, one latent variable \(X\) with \(k=1,...,K\) classes and one grouping variable \(T\) with \(t=1,...,L\) groups. In this setting, it is possible to define \(L\) cross-tables each with \(N\) dimensions that represent interrelations between manifest variables in each group (in our case at each time point). Including latent variable \(X\) leads to the following form of the model:

\[
\pi_{A_1 A_2 ... A_N X | T} = \pi_{A_1 | X} \pi_{A_2 | X} \pi_{A_3 | X} ... \pi_{A_N | X} \pi_{X | T} \pi_{A_1 | X T} \pi_{A_2 | X T} ... \pi_{A_N | X T} \quad (1),
\]

\(^1\) More detailed description of the latent class modelling can be found in (Muthén, 2004) or (Białowolski, 2014). Its advantages over other segmentation techniques are well depicted in Vermunt & Magidson (2002). Estimation of the latent class models is performed with a maximum likelihood estimator following the EM algorithm, in which the information on latent class membership is considered missing and thus is derived from the data (Muthén, Shedden, & Spisic, 1999).
where $\pi_{m_{1}m_{2}...m_{k}}^{A_{1}A_{2}...A_{N}|X}$ defines the conditional probability that a respondent with the set of answers $(m_{1}, m_{2}, ..., m_{N})$ given in period $t$ belongs to latent class $k$, while $\pi_{k}^{X|T}$ defines the conditional probability of belonging to class $k$ given period $t$, and $\pi_{m_{k}t}^{A_{i}|X}$ defines the probability of providing answer $m_{i}$ to item $A_{i}$ given class membership $(k)$ and given the period of analysis $(t)$. Latent class models in such a specification are based with an assumption of local independence, which implies that the answers to manifest questions ($A_{1}, A_{2}, ..., A_{N}$) are independent of each other, given the latent class $k$.

Multi-group latent class allows to establish comparability of groups between periods and can be described by the following formula:

$$
\pi_{m_{1}m_{2}...m_{k}}^{A_{1}A_{2}...A_{N}|X} = \pi_{k}^{X|T} \pi_{m_{k}}^{A_{1}|X} \pi_{m_{2}k}^{A_{2}|X} ... \pi_{m_{N}k}^{A_{N}|X}
$$

(2)

In this specification, the indicator variables – answers to questions – are not directly dependent on the grouping variable (time). The understanding of latent classes (segments), as expressed by its indicators (questions), is invariant of the grouping variable. At this level of measurement invariance, a change in the probability of answering a given question depends only on the latent class membership (not on the time). However, latent class membership probability can change between time points.

Finally, the most elaborate form of analysis reported here is latent transition model, where class membership in a given point of time depends on both previously reported class membership and other socio-economic covariates. As it is only the class membership that is subject to autoregressive processes and influenced by socio-economic characteristics, probability of class membership is only subject to influence by those factors:
\[ \pi_{i2}^{(X)} = \frac{e^{\text{thresh}_{j,k}^{(X)} + \sum_{p=1}^{k-1} \alpha_{j_{p,k},-1} x_{j_{p,k},-1}^{(X)} + \sum_{p=1}^{k-1} \beta_{p,k,1} v_{p,1}^{(X)}}}{1 + \sum_{i=1}^{K-1} e^{\text{thresh}_{i,1}^{(X)} + \sum_{p=1}^{i-1} \alpha_{j_{p,i},-1} x_{j_{p,i},-1}^{(X)} + \sum_{p=1}^{i-1} \beta_{p,i,1} v_{p,1}^{(X)}}} \]

where \( \{a_{j_{1,1},...,j_{1,1}}\} \) is a set of explanatory variables in period t-1, while \( \alpha_{j_{1,1}} \) represents the estimated parameters, which are set to zero for a selected, reference class. Additionally, \( \{a_{j_{1,1},...,j_{1,1}}\} \) represents a set of binary variables representing class membership in period t-1 with \( \beta_{p,k,1} \) being parameters associated with transition from class p to k between t-1 and t.

### 3.2. Modelling strategy

Our approach to analyse debt possession patterns is based on the following assumptions: (1) there is a possibility to detect distinct patterns of credit use and those patterns are comparable intertemporally, (2) distinct patterns are driven, with varying strength, by both autoregressive processes and socio-economic characteristics of households. To verify these assumptions we use the following step-wise approach. At first, we determine the number of classes and subsequently verify the hypothesis of equal intertemporal meaning of latent patterns in the area of household debt possession patterns. Second, we check the influence of segment membership in t-1 on segment membership in t and subsequently search for covariates of latent patterns.

---

2 Because the transitions are multiple we modify the approach traditionally used for estimation of the latent transition model. We conduct the analysis stepwise allowing the description of classes to be defined in the first step and not influenced by transition \((\beta_{p,k,1})\) and socioeconomic covariates \((\alpha_{j_{1,1}})\). In order to maintain the latent character of class membership, we multiply impute the class membership following the latent class membership probabilities obtained in the first step. For this purpose we use set of 10 multiple imputations.
At each step of the analysis, we adopt the approach based on Bayesian Information Criterion (BIC) (Schwarz, 1978) following the procedure: (1) the optimal number of groups is established in the model with measurement invariance (i.e. satisfying eq. 2) and without measurement invariance (eq. 1); (2) For the final solution, a quality check with the entropy measure is performed; (3) the selected segmentation model is first checked for importance of previous period latent class membership, it is done with the use of information on previous period class membership \(\{a_{t,1}, \ldots, a_{t,K}\}\) and \(\beta_{p,k,t}\), coefficients are being estimated; (4) the class movement coefficients are checked for equality in the intertemporal setting, i.e. constraint \(\forall p, j, k; a_{j,k} = a_{j,k,2}\) is imposed on the parameters; (4) socio-economic covariates of class membership are introduced to the model in the stepwise manner starting from age of household head, and following by income, number of household members, education of household head, and place of residence, (5) each covariate is first introduced unconstrained, i.e. diverse impact between periods is possible, then constrained solution in intertemporal setting is checked \(\forall p, j, k; a_{j,k} = a_{j,k,2}\), finally insignificant estimates are constrained to zero and those for adjacent categories, if observed to be insignificantly different between each other, are constrained equal.

4. Results

4.1. Number of classes

To detect the number of homogeneous segments at all time points, latent class models are initially estimated separately for 2011, 2013 and 2015. During the estimation process, it was established that the best
fitting model for 2011 are those with 10 classes, and for 2013 and 2015 the best-fitting model have 9 classes (see Appendix 1). In order to ascertain comparability of latent classes in the intertemporal setting two types of models are estimated - models with unconstrained conditional response probabilities and models with constrained ones. In the latter specification, the probabilities of class membership in different groups (time points) can be compared because the meaning of the latent classes is preserved for all of the periods of the analysis. The values of the BIC for the two specifications of the model are presented in Table 2.

<table>
<thead>
<tr>
<th>BIC</th>
<th>Heterogeneous – latent classes have different meaning</th>
<th>Partially homogeneous – latent classes are comparable between periods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Different no. of classes</td>
<td>278608.3</td>
<td>278608.3</td>
</tr>
<tr>
<td>11 classes</td>
<td>279168.5</td>
<td>275013.8</td>
</tr>
<tr>
<td>10 classes</td>
<td>278709.9</td>
<td>274969.8</td>
</tr>
<tr>
<td>9 classes</td>
<td>278957.9</td>
<td>275798.3</td>
</tr>
</tbody>
</table>

Source: Own calculations in MPlus.

Based on the results, the best fitting model is the 10-class specification with constrained response probabilities, i.e. intertemporally comparable latent classes. The fit of the model also proves to be very good, which is confirmed by the value of the entropy measure (0.976). Item response probabilities, calculated in line with Formula (2) for each latent class in the final model, are presented in Table 3. The final model comprises an implicit description of the latent classes of households in Poland in the credit market. There are ten distinct segments of households active in the credit market (classes 1 – 9) and one segment not active on the market. In order to understand transitions between different segments, we need to provide a more detailed description of those:

---

4 Due to very large number of observations it is highly unlikely that the effect observed by Lukočienė, Varriale, & Vermunt (2010) was present. They state that the smaller the sample size, the less likely that one finds the correct number of classes.
Table 3  Response probabilities in latent classes (2011 – 2015)

<table>
<thead>
<tr>
<th>Response probabilities</th>
<th>c.1</th>
<th>c.2</th>
<th>c.3</th>
<th>c.4</th>
<th>c.5</th>
<th>c.6</th>
<th>c.7</th>
<th>c.8</th>
<th>c.9</th>
<th>c.10</th>
</tr>
</thead>
<tbody>
<tr>
<td>credit value (in the value of monthly income)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zero</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>&lt;1</td>
<td>.026</td>
<td>.349</td>
<td>.081</td>
<td>.063</td>
<td>.357</td>
<td>.417</td>
<td>.222</td>
<td>.29</td>
<td>.156</td>
<td>0</td>
</tr>
<tr>
<td>1 – 3</td>
<td>.035</td>
<td>.294</td>
<td>.14</td>
<td>.118</td>
<td>.297</td>
<td>.331</td>
<td>.244</td>
<td>.323</td>
<td>.235</td>
<td>0</td>
</tr>
<tr>
<td>3 – 6</td>
<td>.053</td>
<td>.174</td>
<td>.22</td>
<td>.185</td>
<td>.182</td>
<td>.143</td>
<td>.205</td>
<td>.204</td>
<td>.207</td>
<td>0</td>
</tr>
<tr>
<td>6 – 12</td>
<td>.084</td>
<td>.099</td>
<td>.225</td>
<td>.193</td>
<td>.092</td>
<td>.064</td>
<td>.161</td>
<td>.109</td>
<td>.191</td>
<td>0</td>
</tr>
<tr>
<td>above 12</td>
<td>.801</td>
<td>.085</td>
<td>.333</td>
<td>.441</td>
<td>.072</td>
<td>.045</td>
<td>.169</td>
<td>.074</td>
<td>.212</td>
<td>0</td>
</tr>
<tr>
<td>credit source</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Banks</td>
<td>.994</td>
<td>1</td>
<td>.995</td>
<td>.99</td>
<td>0</td>
<td>.267</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>other financial institutions</td>
<td>.027</td>
<td>0</td>
<td>.017</td>
<td>.318</td>
<td>.712</td>
<td>1</td>
<td>.058</td>
<td>.042</td>
<td>.041</td>
<td>0</td>
</tr>
<tr>
<td>family/friends</td>
<td>.021</td>
<td>.003</td>
<td>.016</td>
<td>.191</td>
<td>.318</td>
<td>0</td>
<td>.013</td>
<td>.037</td>
<td>.013</td>
<td>0</td>
</tr>
<tr>
<td>credit target</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>current consumption expenditures (e.g., food, clothing)</td>
<td>.011</td>
<td>.041</td>
<td>.011</td>
<td>.503</td>
<td>.367</td>
<td>.052</td>
<td>.061</td>
<td>.623</td>
<td>.038</td>
<td>0</td>
</tr>
<tr>
<td>fixed charges (e.g., house maintenance)</td>
<td>.006</td>
<td>.004</td>
<td>0</td>
<td>.379</td>
<td>.203</td>
<td>0</td>
<td>.007</td>
<td>.271</td>
<td>.004</td>
<td>0</td>
</tr>
<tr>
<td>purchase of durable goods</td>
<td>.116</td>
<td>1</td>
<td>.246</td>
<td>.494</td>
<td>.115</td>
<td>1</td>
<td>.129</td>
<td>.033</td>
<td>.236</td>
<td>0</td>
</tr>
<tr>
<td>purchase of a house/flat</td>
<td>1</td>
<td>.003</td>
<td>.052</td>
<td>.091</td>
<td>.04</td>
<td>.004</td>
<td>0</td>
<td>.014</td>
<td>.014</td>
<td>0</td>
</tr>
<tr>
<td>renovation of a house/flat</td>
<td>.111</td>
<td>0</td>
<td>.132</td>
<td>.468</td>
<td>.324</td>
<td>.129</td>
<td>0</td>
<td>.104</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>medical treatment</td>
<td>.006</td>
<td>.017</td>
<td>.024</td>
<td>.232</td>
<td>.117</td>
<td>.03</td>
<td>.024</td>
<td>.23</td>
<td>.034</td>
<td>0</td>
</tr>
<tr>
<td>purchase/rent of working equipment</td>
<td>0</td>
<td>.002</td>
<td>.319</td>
<td>.031</td>
<td>.009</td>
<td>.011</td>
<td>.008</td>
<td>.005</td>
<td>.002</td>
<td>0</td>
</tr>
<tr>
<td>Vacation</td>
<td>.01</td>
<td>.012</td>
<td>.024</td>
<td>.173</td>
<td>.041</td>
<td>.031</td>
<td>.012</td>
<td>.038</td>
<td>.017</td>
<td>0</td>
</tr>
<tr>
<td>repayment of previous debts</td>
<td>.009</td>
<td>.013</td>
<td>.104</td>
<td>.524</td>
<td>.1</td>
<td>.005</td>
<td>.026</td>
<td>.121</td>
<td>.033</td>
<td>0</td>
</tr>
<tr>
<td>development of own business</td>
<td>.008</td>
<td>.002</td>
<td>.622</td>
<td>.051</td>
<td>.014</td>
<td>.005</td>
<td>0</td>
<td>.005</td>
<td>.001</td>
<td>0</td>
</tr>
<tr>
<td>education/training</td>
<td>.009</td>
<td>.015</td>
<td>.035</td>
<td>.177</td>
<td>.043</td>
<td>.021</td>
<td>.031</td>
<td>.083</td>
<td>.024</td>
<td>0</td>
</tr>
<tr>
<td>other purposes</td>
<td>.015</td>
<td>0</td>
<td>.074</td>
<td>.291</td>
<td>.155</td>
<td>.014</td>
<td>1</td>
<td>.019</td>
<td>.053</td>
<td>0</td>
</tr>
</tbody>
</table>

Source: Own calculations in MPlus based on data from The Social Diagnosis.
Class 1 (MORTGAGE DEBTORS) – Households that are extremely highly indebted (80% possess debt exceeding their annual incomes). These households’ sources of credit are mostly banks (99.4%) and rarely other institutions. These households comprise the first group of those indebted to finance the purchase of a house or flat (100%). They rarely also use debt to finance the renovation of a house or flat (11.1%) or to purchase durables (11.6%).

Class 2 (BANK FINANCED DURABLE GOODS CONSUMERS) – Households that have a relatively low value of debt (64.3% with debt below their quarterly incomes). These households’ acquire their debt from banks (100%) and almost never from elsewhere. The debt is devoted almost solely to purchases of durables (100%).

Class 3 (HOUSEHOLD-BUSINESS DEBTORS) – Households with debts above average that were acquired from a bank (extremely rarely supported by a loan from other source). The debt is designated for development of own business (62.2%), purchase of working equipment (31.9%) and sometimes for the purchase of durables (24.6%).

Class 4 (OVERINDEBTED CONSUMERS) – Households that have high probability of debt in many categories with respect to the purpose and very often with a high value of debt (63.4% with debt exceeding their semi-annual incomes). These households’ sources of credit are mainly banks (99%), but they also often search for credit from other financial institutions (31.8%) and from their friends and family (19.1%). In this group, there is a very high probability of credit for current consumption (50.3%) and for repayment of previous debts (52.4%) but also for fixed charges (37.9%), the purchase of durables and renovation of a flat (each of the last two approaching 50%). Due to a very high value of debt and the goals associated with current consumption (or repayment of debts), this group of households can be classified as over-indebted.

Class 5 (NON-BANKING SECTOR CONSUMERS) – Households that have a low value of debt (65.4% below their quarterly incomes) but who acquire it from outside the banking sector. 71.2% declare loans from other financial institutions and 31.8% from private persons. These households devote their loans mostly to consumption (36.7%) and fixed charges (20.3%) but also to renovation of a flat (32.4%), purchase of durables (11.5%) and medical treatment (11.7%).
Class 6 (NON-BANKING SECTOR DURABLE GOODS CONSUMERS) – Households with lowest value of debt (74.8% with debt below their quarterly incomes). These households’ acquire their debt from other financial institutions (100%) and sometimes from banks (26.7%). The debt is devoted almost solely to purchases of durables (100%), rarely to renovation of flat (12.9%) or current consumption (5.2%).

Class 7 (OTHER PURPOSE DEBTORS) – Households that have slightly below-average value of debt. These households’ acquire their debt from banks (100%), and they very rarely support the debt with a loan from other sources. They use the debt to finance other purposes (100%) and rarely to purchase durables (12.9%).

Class 8 (LOW-VALUE CONSUMPTION DEBTORS) – Group of households with below average value of debt (61.3% report debt below their quarterly incomes). These households’ sources of credit are almost entirely banks (100%). Although the debt is low, there is a very high probability of debt for current consumption (62.3%) or fixed charges (27.1%). Repayment of previous debts is present in the group of 12.1% members of the segment. Additionally, financing of health care expenditures is present among 22.3% of group members.

Class 9 (RENOVATION DEBTORS) – Households that have a slightly lower than average value of debt. These households’ acquire their debt from banks (100%) and rarely from elsewhere. The debt is always devoted to renovation of apartment (100%). Sometimes supported by the purchase of durables (23.6%).

Class 10 (NON-ACTIVE) – Households with no debt.

There is a distinct diversity of credit market participation patterns with very different values of debt, sources and motives for its acquisition. However, each segment is characterised by a distinguishable primary motive for debt possession or clear-cut combination of motives. It is natural that for larger sums, households tend to switch towards the banking sector. It is especially visible in acquisition of debt for housing purposes, which is usually associated with considerable debt values. However, with respect to financing consumption or small durable purchases one can observe competing strategies and banks face competition from the non-financial institutions.
4.2. Evolution of segments in time

Comparable pattern of credit market behaviour enables to trace the evolution of the composition of the market between 2011 and 2015. In Figure 2, we present the results of the latent class segmentation providing the composition of the group of active debt holders.

Figure 2  Debt possession patterns among Polish households between 2011 and 2015

During the period of analysis, the share of indebted households was decreasing. However, also the relative role of segments has been changing. MORTGAGE DEBTORS became the dominant group of debt holders, while the BANK FINANCED DURABLE GOODS CONSUMERS have been constantly losing their market share. The groups of households indebted for pure consumption or even over-indebted have been also declining. The declining role of non-banking forms of borrowing is confirmed by the gradual disappearance of the group of households that borrows from the non-banking sector.

In the latent transition approach, the total change in the market structure is attributed to the time evolution of the market and socio-economic characteristics of households that influence participation in the credit market. Following the modelling strategy presented in 3.2 in the model we first
included transitions between latent states. As the model with intertemporally equal transition coefficients proved to be superior in terms of BIC, table 4 depicts odds ratios for transitions between classes in consecutive periods.

Table 4  Odds ratios for transitions between latent classes in consecutive periods

<table>
<thead>
<tr>
<th></th>
<th>c.1</th>
<th>c.2</th>
<th>c.3</th>
<th>c.4</th>
<th>c.5</th>
<th>c.6</th>
<th>c.7</th>
<th>c.8</th>
<th>c.9</th>
<th>c.10</th>
</tr>
</thead>
<tbody>
<tr>
<td>c.1</td>
<td>94.25***</td>
<td>5.27***</td>
<td>9.47***</td>
<td>15.39***</td>
<td>2.46*</td>
<td>3.06**</td>
<td>7.92***</td>
<td>4.02***</td>
<td>12.40***</td>
<td>ref.</td>
</tr>
<tr>
<td>c.2</td>
<td>2.51***</td>
<td>9.23***</td>
<td>4.98***</td>
<td>4.62***</td>
<td>4.03***</td>
<td>6.23***</td>
<td>6.06***</td>
<td>4.53***</td>
<td>5.73***</td>
<td>ref.</td>
</tr>
<tr>
<td>c.3</td>
<td>3.43***</td>
<td>5.14***</td>
<td>52.46***</td>
<td>9.54***</td>
<td>2.57**</td>
<td>1.97</td>
<td>8.83***</td>
<td>6.63***</td>
<td>5.02***</td>
<td>ref.</td>
</tr>
<tr>
<td>c.4</td>
<td>17.89***</td>
<td>8.00***</td>
<td>13.44***</td>
<td>108.09***</td>
<td>15.67***</td>
<td>8.13***</td>
<td>18.71***</td>
<td>19.99***</td>
<td>15.93***</td>
<td>ref.</td>
</tr>
<tr>
<td>c.5</td>
<td>1.54</td>
<td>3.35***</td>
<td>1.07</td>
<td>9.68***</td>
<td>16.64***</td>
<td>6.29***</td>
<td>6.39***</td>
<td>4.51***</td>
<td>5.10***</td>
<td>ref.</td>
</tr>
<tr>
<td>c.6</td>
<td>4.23***</td>
<td>5.77***</td>
<td>1.72</td>
<td>11.00***</td>
<td>7.36***</td>
<td>10.39***</td>
<td>4.62***</td>
<td>3.48***</td>
<td>5.47***</td>
<td>ref.</td>
</tr>
<tr>
<td>c.7</td>
<td>7.40***</td>
<td>7.21***</td>
<td>7.58***</td>
<td>15.86***</td>
<td>5.97***</td>
<td>2.49</td>
<td>23.69***</td>
<td>7.32***</td>
<td>7.17***</td>
<td>ref.</td>
</tr>
<tr>
<td>c.8</td>
<td>6.62***</td>
<td>5.85***</td>
<td>5.16***</td>
<td>24.29***</td>
<td>7.36***</td>
<td>3.99***</td>
<td>8.97***</td>
<td>21.85***</td>
<td>8.70***</td>
<td>ref.</td>
</tr>
<tr>
<td>c.9</td>
<td>7.27***</td>
<td>5.64***</td>
<td>5.20***</td>
<td>14.94***</td>
<td>6.46***</td>
<td>5.32***</td>
<td>6.94***</td>
<td>7.29***</td>
<td>21.28***</td>
<td>ref.</td>
</tr>
<tr>
<td>c.10</td>
<td>ref.</td>
<td>ref.</td>
<td>ref.</td>
<td>ref.</td>
<td>ref.</td>
<td>ref.</td>
<td>ref.</td>
<td>ref.</td>
<td>ref.</td>
<td>ref.</td>
</tr>
</tbody>
</table>

Source: Own calculations in MPlus based on data from The Social Diagnosis.
Note: *** significant at 0.01 level; ** significant at 0.05 level; * significant at 0.1 level.

Estimates of the odds ratios – mostly significant and all larger than one – indicate that being a debt holder increases transition to the same or other debt holding segment with respect to the NON-ACTIVE segment. It shows a behavioural trait in household behaviour indicating that being a debt holder works in the direction of higher debt holding probability in the following period. It shows that once a household enters in a debt holding pattern, it is more likely to carry on with debt in the following periods. One can also observe very high probabilities of transition to the same debt holding state. Especially high odds ratios are recorded for households remaining in the MORTGAGE DEBTORS, HOUSEHOLD-BUSINESS DEBTORS and OVERINDEBTED CONSUMERS states. In all cases the odds ratios for remaining in the same state vs. transitioning to the NON-ACTIVE state exceed 50.\(^5\) Although in the case of

---

\(^5\) It should be underlined that the state of overindebtedness does not necessarily have to lead to default on debts. It is more likely income shocks (unemployment) or negative household events (e.g. divorce) that stimulate difficulties with repaying debts (Jentzsch &
MORTGAGE DEBTORS it seems quite natural to remain in a given state as mortgages are products with extremely long maturities, in the case of OVERINDEBTED CONSUMERS very high transition probability indicates strong persistence of debt.

4.3. Influence of socio-economic factors on segment evolution

Additionally to the autoregressive nature of transitions between debt possession states, there is a natural tendency of the state membership to be influenced by the socio-economic variables. Following the procedure depicted in 3.2 we started the evaluation of potential influence of age of the household head, income and number of household members. Among those only the first three were found significant factors influencing the class transition. The odds ratios for transition to a latent in the final model with a set of covariates are presented in Table 5.

In the case of seven out of nine classes the probabilities of transition to a debt holding segment from NON-ACTIVE was at least partially influenced by age. MORTGAGE DEBTORS tend to be extremely strongly influenced by age and it is much more likely to transition to the class for households with head aged 45 or less than for households with older heads. The odds for over 65 year olds are more than six times smaller than for the reference group (25 – 34 years). Very strong life cycle patterns are also observed in the case of HOUSEHOLD-BUSINESS DEBTORS and OVERINDEBTED CONSUMERS. However, in the case of the latter group the odds for being in the class drop significantly only after the age of 55. Moderate life cycle patterns are observed in the groups of BANK FINANCED DURABLE GOODS CONSUMERS and RENOVATION DEBTORS. Both these groups exhibit much lower transition probabilities after the head reaches age of 45 years. There are no groups in which a reversed debt-age pattern would have been observed.

Riestra, 2006). Consequently, very high transition probabilities pointing to remaining in this state.

6 The last class serves as reference class.
Table 5  Odds ratios for transitions to a given latent class for socio-economic variables

<table>
<thead>
<tr>
<th></th>
<th>c.1</th>
<th>c.2</th>
<th>c.3</th>
<th>c.4</th>
<th>c.5</th>
<th>c.6</th>
<th>c.7</th>
<th>c.8</th>
<th>c.9</th>
<th>c.10</th>
</tr>
</thead>
<tbody>
<tr>
<td>no. of people in household (4 – ref.)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.61***</td>
<td>0.62***</td>
<td>0.52**</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>0.75***</td>
<td>ref.</td>
</tr>
<tr>
<td>2</td>
<td>0.74**</td>
<td>0.78**</td>
<td>1.00'</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>0.75***</td>
<td>ref.</td>
</tr>
<tr>
<td>3</td>
<td>1.00'</td>
<td>1.00'</td>
<td>1.00'</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>1.00'</td>
<td>ref.</td>
</tr>
<tr>
<td>5 or more</td>
<td>1.00'</td>
<td>1.00'</td>
<td>1.71***</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>1.00'</td>
<td>ref.</td>
</tr>
<tr>
<td>real income per equivalent unit in PLN (above 1500 PLN up to 2000 PLN – ref.)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>below 500</td>
<td>0.40***</td>
<td>0.67**</td>
<td>--</td>
<td>--</td>
<td>3.49***</td>
<td>1.00'</td>
<td>--</td>
<td>--</td>
<td>1.34**</td>
<td>0.54***</td>
</tr>
<tr>
<td>500 – 999</td>
<td>0.59***</td>
<td>1.00'</td>
<td>--</td>
<td>--</td>
<td>2.23***</td>
<td>1.00'</td>
<td>--</td>
<td>--</td>
<td>1.34***</td>
<td>1.00'</td>
</tr>
<tr>
<td>1000 – 1499</td>
<td>1.00'</td>
<td>1.00'</td>
<td>--</td>
<td>--</td>
<td>1.62***</td>
<td>1.00'</td>
<td>--</td>
<td>--</td>
<td>1.34***</td>
<td>1.00'</td>
</tr>
<tr>
<td>2000 – 2999</td>
<td>1.71***</td>
<td>1.00'</td>
<td>--</td>
<td>--</td>
<td>1.00'</td>
<td>0.48***</td>
<td>--</td>
<td>--</td>
<td>0.64***</td>
<td>1.00'</td>
</tr>
<tr>
<td>3000+</td>
<td>3.14***</td>
<td>1.00'</td>
<td>--</td>
<td>--</td>
<td>1.00'</td>
<td>0.48***</td>
<td>--</td>
<td>--</td>
<td>0.64***</td>
<td>1.00'</td>
</tr>
<tr>
<td>age of the head of household in years (35 – 44 years – ref.)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>up to 24</td>
<td>1.00'</td>
<td>1.00'</td>
<td>1.00'</td>
<td>1.00'</td>
<td>--</td>
<td>1.00'</td>
<td>--</td>
<td>--</td>
<td>1.00'</td>
<td>1.00'</td>
</tr>
<tr>
<td>25 – 34</td>
<td>1.00'</td>
<td>1.00'</td>
<td>1.00'</td>
<td>1.00'</td>
<td>--</td>
<td>1.00'</td>
<td>--</td>
<td>--</td>
<td>1.00'</td>
<td>1.00'</td>
</tr>
<tr>
<td>45 – 54</td>
<td>0.50***</td>
<td>0.77**</td>
<td>1.00'</td>
<td>1.00'</td>
<td>--</td>
<td>1.00'</td>
<td>--</td>
<td>--</td>
<td>1.00'</td>
<td>0.79**</td>
</tr>
<tr>
<td>55 – 64</td>
<td>0.38***</td>
<td>0.75***</td>
<td>0.57***</td>
<td>0.70**</td>
<td>--</td>
<td>1.00'</td>
<td>--</td>
<td>--</td>
<td>1.00'</td>
<td>0.80**</td>
</tr>
<tr>
<td>65 and over</td>
<td>0.15***</td>
<td>0.51***</td>
<td>0.29**</td>
<td>0.42***</td>
<td>--</td>
<td>0.61***</td>
<td>--</td>
<td>--</td>
<td>0.79**</td>
<td>0.47***</td>
</tr>
</tbody>
</table>

Source: Own calculations in Mplus based on data from The Social Diagnosis; f = fixed parameters.
However, in the case of NON-BANKING SECTOR CONSUMERS and OTHER PURPOSE DEBTORS there is no distinct relationship with age. It strongly suggests that behaviour in these groups is not driven by life cycle relationship but rather depends on something else – like behavioural traits of household.

With respect to income, also significant differences between groups are observed. As the debt value is measured relatively to the household income, the larger the influence of income, the more it is expected that exclusion and uncertainty to play a role. Households with relatively low incomes are banned from some types of credit but also experience anxiety related to higher probability of job loss and repayment problems. These two phenomena manifest the most in the group of MORTGAGE DEBTORS. The odds for transitioning to the segment are over three times higher for households with incomes above 3000 PLN than for the reference group (1500-2000 PLN). The group of MORTGAGE DEBTORS is the most affected by the incomes in the direction supported by extensions to the life cycle theory associated with liquidity constraints and uncertainty. In other groups the impact of incomes on participation membership is significantly lower, with examples of some exclusion related to very low incomes in the groups of BANK-FINANCED DURABLE GOODS CONSUMERS and RENOVATION DEBTORS and other examples where the influence of incomes is reversed - NON-BANKING SECTOR CONSUMERS, NON-BANKING SECTOR DURABLE GOODS CONSUMERS and LOW-VALUE CONSUMPTION DEBTORS.

In the case of BANK-FINANCED DURABLE GOODS CONSUMERS and RENOVATION DEBTORS there is a notable exclusion of very low income earners, which is consistent with the fact that households from these groups have acquired their debts always from banks, which are very cautious in supplying debt to very low-income households. A different pattern noted from non-banking sector consumers NON-BANKING SECTOR CONSUMERS suggests that these consumers tend to satisfy their consumption needs but fail to obtain financing from banks so they are strongly motivated to search for alternatives – the lower incomes they have the more likely is their transition to the segment. In the group of NON-BANKING SECTOR DURABLE GOODS CONSUMERS the role
of low-incomes is not discriminatory but the high incomes tends to limit activity in the sector. Finally, LOW-VALUE CONSUMPTION DEBTORS, who are often indebted in banks, have a limited ability to obtain credit if exhibiting low incomes, so the odds for participation do not increase with decreasing incomes so much as in the NON-BANKING SECTOR CONSUMERS but participation in the group is strongly limited among higher income households. The last relation that turned out to be significant is related to the number of household members. However, it proved to be significant only for the groups of MORTGAGE DEBTORS, BANK-FINANCED DURABLE GOODS CONSUMERS, HOUSEHOLD-BUSINESS DEBTORS and RENOVATION DEBTORS. Households with more people have to face larger needs – especially related to housing (mortgages and renovation), transportation (cars comprising large durables) or fostering their small business. Thus, their transitions to the groups of debt holders mentioned above are self-sustaining with the assumptions of life-cycle theory. In other groups, the motives for taking debt are less life-cycle related and thus there is no observed relationship between the number of household members and the odds for being in the group.

5. Conclusions

In this article, we presented an analysis of households’ behaviour with respect to the possession of debt in the longitudinal perspective. We tracked household indebtedness patterns and traced its sources to life-cycle patterns but also to self-persistent behaviour related to transition drivers related to previously exhibited indebtedness pattern. In the scope of the analysis, we identified nine distinct patterns of debt possession in Poland and one group of households without debt. With a latent transitions framework, we demonstrated that models in which the rules of segmentation of the market remain constant in all the periods of analysis are superior to the models in which the rules change over time, which enabled to conduct a valid tracking of time evolution of debt behaviour. One of the most interesting developments from the study is that there is a very strong persistence in credit behaviour. It is not only related to
staying within one group of debt behaviour but also shows that transitions between any group of debt holders is more likely than transitions to the NON-ACTIVE state. Yet, the role of life-cycle factors cannot be ruled out. There is a very strong presence of those factors in the group of MORTGAGE DEBTORS. In this group all factors that proved to be significant (age, income and number of household members) point to a very strong life-cycle behaviour and additionally indicate that extensions of the LCPIH associated with liquidity constraints play a crucial role. It is also visible, but to a lesser extent, in the purchases of durables and renovation expenditures with the use of bank credit. However, groups of households for which the main driver of credit behaviour is consumption are much more inclined to exhibit an inverse probability of debt to income relation, which although to some extent is supported by the findings of the life-cycle theory with respect to the consumption smoothing but also, in the light of very high probabilities of transitioning to the same classes, shows that such behaviour might be intrinsically driven. In some groups transitions cannot be resolved by the life cycle model. It is especially the case of OTHER-PURPOSE DEBTORS but also to some extent manifests itself within the group of OVERINDEBTED CONSUMERS. Their debt behaviour pattern is neither income motivated nor are they liquidity constrained, it does not depend on the number of household members. Transition to this group seems however to be constant during the working life time and only diminish close to retirement age. However, this paper faces also some limitations. It is still unclear whether the discovered debt behaviour patterns are universal or only observed in Poland, which was subject to analysis. Second, Polish household credit market is still affected by limited availability of credit in the first years of the transition to the market economy. Thus many households did not have a chance to obtain credit during the period, which due to strong persistence of credit might have effects even now.
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## Appendix 1. Latent class model BICs for the periods of analysis.

<table>
<thead>
<tr>
<th>No. of latent classes</th>
<th>BIC for unrestricted model</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2011</td>
</tr>
<tr>
<td>2 classes</td>
<td>76549.666</td>
</tr>
<tr>
<td>3 classes</td>
<td>74588.002</td>
</tr>
<tr>
<td>4 classes</td>
<td>73199.089</td>
</tr>
<tr>
<td>5 classes</td>
<td>72343.302</td>
</tr>
<tr>
<td>6 classes</td>
<td>71686.767</td>
</tr>
<tr>
<td>7 classes</td>
<td>71205.349</td>
</tr>
<tr>
<td>8 classes</td>
<td>70948.634</td>
</tr>
<tr>
<td>9 classes</td>
<td>70692.260</td>
</tr>
<tr>
<td>10 classes</td>
<td><strong>70471.353</strong></td>
</tr>
<tr>
<td>11 classes</td>
<td>70474.126</td>
</tr>
</tbody>
</table>

Source: Calculations in Mplus 6.1.
Think Fast, Feel Fine, Live Long: A 29-Year Study of Cognition, Health, and Survival in Middle-Aged and Older Adults

Stephen Aichele, Patrick Rabbitt, and Paolo Ghisletta

Abstract In a 29-year study of 6203 individuals with ages ranging 41–96 years at initial assessment, we evaluated the relative and combined influence of 65 mortality risk factors—which included socio-demographic variables, lifestyle attributes, medical indices, and multiple cognitive abilities. Reductions in mortality risk were most associated with higher self-rated health, being female, fewer years smoking, and smaller life span decrements in processing speed. Thus, two psychological variables—subjective health status and processing speed—were among the top survival predictors. We suggest that these psychological attributes, unlike more narrowly defined risk factors, are indicative of (and influenced by) a broad range of health-related behaviors and characteristics. Information about these attributes can be obtained with relatively little effort or cost and—given the tractability of these measures in different cultural contexts—may prove expedient for prevention, diagnosis, and treatment of conditions related to increased mortality risk in diverse human populations.
A phase-type model of cohabiting union duration

Jean-Marie Le Goff

Centre for Life Courses and Inequality Studies (Lines), University of Lausanne, and Swiss National Center of Competencies in Research Overcoming Vulnerability: Life Course Perspectives (Lives), Switzerland

Abstract We propose a phase-type model to analyze the duration of non-conjugal cohabiting unions. This model is a compartment model with two competing events: the marriage with the partner and the separation of the couple. We suppose that a non-marital union can be characterized by two hidden phases. The first begins at the start of the union and at each moment, people have the possibility to move from this first phase to the second phase during which hazard rates of marriage and of separation differ from the first phase. Investigations on data from the British 1958 National Child Study and the 1970 British National Study show that the proposed model fits well with data about the first cohabiting union of interviewed people. Results show that processes of marriage and separation differed between the two cohorts.

1 Introduction

Our aim in this paper is to investigate cohabiting union duration with a phase-type model (Aalen, 1995; Aalen & Gjessing, 2001; Lindqvist, 2013; Lindqvist & Amundrustad, 1998). Phase-type models are duration models with two peculiarities: first, they are compartment models in which one or several states of a studied system are hidden, i.e. non-observed; second, transition hazard rates from one state to another, hidden or not, are considered to be constant (Cox, 1962; Aalen, 1995). Phase-type models are much developed in reliability theory as well as in health sciences, for example to analyze the process of degradation of a machine or
the progression of an illness (Aalen et al, 2008; Lindqvist & Amundrustad, 1998). They are potentially interesting in life course research in which notions of phases and transitions between phases are important (Levy & the Pavie team, 2005).

The model we propose to analyze cohabiting union duration is a competing risk model with two kinds of cohabitation termination: the marriage of the couple or its separation. In the next section (section 2), we sketch the interest to develop an approach of cohabiting unions with a phase-type model. In the following section (section 3), the proposed model is presented. This section is followed by a brief presentation of data we used in this paper; first, the 1958 National Child Study, and second, the 1970 British National Study (section 4). In section 5, we present and discuss our results and finally we offer a conclusion.

2 Marriage and cohabiting union formation as composed of different hidden phases

Compartment models with hidden phases are scarce in the literature of family demography. One exception is the model of first marriage that was proposed by Coale and McNeil in the early 1970s (Coale & McNeil, 1972). In this model, it is considered that people progress in a succession of different social states before the marriage: access to the marriage market at the end of adolescence, period of partner search, dating, and engagement (figure 1). All these intermediary states, in the model of Coale and Mac-Neil, present the peculiarity of being “hidden” because of their difficulty to be delineated in data collection (Coale & McNeil, 1972; Coale, 1977). This model can be considered as a kind of Erlang process (Cox, 1962) in the sense that marriage can occur only if persons cross all of these hidden different stages before being married.

![Fig. 1: The Coale and McNeil model of marriage as a compartment model](image)

According to Coale and McNeil (1972), their model is very well suited to marriage distribution in developed countries from the Second World War to the beginning of the seventies. However, in a lot of these countries, the process of marriage and union formation transformed strongly starting in the seventies with the apparition and diffusion of extra-marital unions. Several authors proposed a sche-
ma-type of evolution of links between marriage and cohabitations in which each of these two kinds of union changed of their meaning (Villeneuve-Gokalp, 1990; Toulemon, 1997; Manting, 1996). In a first period, some precursors adopted cohabitation as an alternative to the marriage. These precursors originated from the contestation milieu in youth during the end of sixties and the beginning of seventies. They envisaged extra-marital cohabitation as an alternative to bourgeois marriage (Manting, 1996). Often, these precursors were students, and lot of them, starting from the end of seventies, became managers or exercised intellectual professions (Villeneuve-Gokalp, 1990). It is from this milieu that cohabitating unions diffused to middle and lower classes of societies. The meaning of cohabitation in the life course changed during this period of diffusion. It became a prelude to the marriage; couples experimented with living together before eventually deciding to marry. In this perspective, marriage remains an engagement to form a family. Starting from the seventies and eighties, several countries experimented with an increase in extra-marital births, which indicated that several couples no longer wished to marry when they wanted to have children. Cohabitation replaced marriage.

This approach, in which cohabitation is considered to have had a different succession of meanings according to its diffusion in a population, is often proposed by authors that are next to the theory of the second demographic transition (Lesthaeghe, 1995). According to this theory, demographic changes observed in developed countries since the end of the baby boom are related to the passage of an industrial to a post-industrial society. However, an alternative to this theoretical approach of cohabitation diffusing through society is present in the literature (Reiss & Lee, 1988; Perelli-Harris & Gerber, 2011). In this approach, the choice of cohabitation is constrained by economic reasons. Because marriage is expensive and because young people from lower classes often experiment with precarious jobs in the labor market, couples prefer to cohabit before marriage.

Whatever the characteristics of extra-marital unions in a country or in a social group (chosen or constrained, preceding a marriage or alternative to it), its emergence and its diffusion means a change in the process of marriage as a succession of hidden stages, as it was initially proposed in the Coale and McNeil model. In a country or in a social group in which the extra-marital union is a norm accepted by a large segment of the population, one can consider that the phase of entry on the union market is a phase that occurs before the cohabitation, as well as the phase of dating, while engagement seems to form a stage that occurs after the entry into cohabitation. This phase could have split into several phases. In this paper, we hypothesize that there are two hidden phases: a first phase corresponding to a period of trial that precedes the second phase, which can be considered as a “true” period of engagement. During this second phase of engagement, couples decide to marry, if the cohabiting union is a prelude to marriage, or remain living in cohabitation, if cohabiting union has the meaning of an alternative to the marriage. This conception of cohabiting unions into two hidden phases is the base of the model we propose to develop.
3 A compartment model for analyzing cohabitation duration

Manting (1996) and Toulemon (1997) envisaged that the hazard rate of marriage of a cohabiting couple was related to the meaning of cohabitation. In this paper, we will enlarge this point of view by: 1) taking into account that a cohabiting union can lead not only to a marriage but to a separation; and 2) supposing that the shape of the distribution of marriage and separation across the time is related to the social meaning of a cohabiting union.

We propose to develop a compartment model in which a cohabiting union is separated into two hidden phases. From each of these two phases, there is the possibility to end this cohabiting union with a marriage or a separation (figure 2). There are three possible events from the first phase of the cohabiting union: marriage, separation, and transition to the second phase of cohabiting union. From the second phase, there is the possibility to experiment a marriage.

Fig. 2: phase-type model of cohabitation duration

The difficulty with such a model is that durations in the first phase and in the second phase are, by definition, non-measured. We do not have any information that allows us to know when a person is in the first phase or in the second phase of a cohabiting union. The only information we can generally collect in demographic surveys is the duration of each cohabiting union of respondents and how this unions ended (if it ended), with a marriage or a separation. By hypothesis, we will consider that each transition rate is time constant across the time, which means that the process is Markovian. Transition hazard rates of marriage from the first and the second phases will be denoted \( a \) and \( d \), those of separation, \( b \) and \( e \), while the transition rate from the first to the second phase will be denoted \( c \) (figure 2). As there is the possibility to experiment with both events from each stage of the cohabiting union, the proposed model belongs to the family of the Coxian models (Aalen, 1995).
A matrix approach allows for estimating the cumulative distribution functions (CDF) of transition to marriage and separation (Aalen, 1995; Lindqvist & Amundrustad, 1999; Lindqvist, 2013). Suppose a transition Markovian time infinitesimal matrix, in which each line $i$ and each column $j$ represent the different states possible. In our case, this transition matrix $M$ can be represented by:

$$
M = \begin{bmatrix}
-a & -b & c & a & b \\
0 & -d & -e & d & e \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
$$

0 means that there is no transition possible from the state $i$ to the state $j$, or on the diagonal of the matrix that any individual can leave the state $i$. It has been shown that the exponential of a phase-type model matrix times $t$ gives the set of cumulative distribution function from one phase to another phase (Neuts, 1981). In the present case:

$$
\exp(tM) = \begin{bmatrix}
P_{00}(t) & P_{01}(t) & P_{02}(t) & P_{03}(t) \\
0 & P_{11}(t) & P_{12}(t) & P_{13}(t) \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\end{bmatrix}
$$

where $P_{ij}(t)$, $i\neq j$, represents the cumulative probability to have transited from phase $i$ to phase $j$ at time $t$, while $P_{ii}(t)$ represents the survival probability in phase $i$ at time $t$. In the present case, the cumulative distribution functions $P_{02}(t)$ and $P_{03}(t)$ are of most interest for us, as they represent the cumulative probabilities at time $t$ from the beginning of the union at time $t_0$ for, respectively, the marriage and separation. We used possibilities of symbolic computations implemented in the software Mathematica to develop formulas of each cumulative distribution function starting from the matrix $M$ (Aalen, 1995; Wolfram Alpha, 2016). The basic hypothesis of a constant hazard rate of transition from state $i$ to state $j$ can be considered very simplistic, as it means that a transition is without memory of the past, at least of the duration of the first phase of the cohabiting union. Even if the starting matrix is simple, formulas of cumulative distribution of marriage $P_{02}(t)$ and separation $P_{03}(t)$ appear to be quite tedious:

1 As an alternative, cumulative distributions of marriage and separation can be written with a matrix equation (Lindqvist, 2013). This alternative form presents the advantage to be flexible in a sense that a large family of phase-type models can be written by this way. However, the process of estimation of such general models in which there is the necessity to compute numerically the matrix expo-
The sojourn function in cohabiting union $S(t)$ (in phase 1 or in phase 2) can then be computed by:

$$P_{02}(t) = -\exp\left(-d + c \cdot e \cdot \frac{d}{(a + b + c - d - e) \cdot (d + e)} \right) + \exp\left(-a + b + c \cdot e \cdot \frac{-a \cdot e}{(a + b + c) \cdot (d + e)} \right) + \exp\left(-a + b + c \cdot e \cdot \frac{-a \cdot e}{(a + b + c - d - e) \cdot (d + e)} \right)$$

$$P_{03}(t) = -\exp\left(-d + e \cdot c \cdot e \cdot \frac{e}{(a + b + c - d - e) \cdot (d + e)} \right) + \exp\left(-a + b + c \cdot e \cdot \frac{-b \cdot e}{(a + b + c) \cdot (d + e)} \right) + \exp\left(-a + b + c \cdot e \cdot \frac{-b \cdot e}{(a + b + c - d - e) \cdot (d + e)} \right)$$

The sojourn function in cohabiting union $S(t)$ (in phase 1 or in phase 2) can then be computed by:

$$S(t) = 1 - P_{02}(t) - P_{03}(t)$$

Despite the complexity of formulas, such an approach with two hidden phases during the cohabitation allows envisaging different meanings of cohabiting unions, according to the level of initial hazard rates. We propose here four simulated and non-exhaustive scenarios, each of them differing by their shape of cumulative distribution of marriage and separation (table 1 and figure 3).

In the first scenario, hazard rates of marriage and separations are high compared to the transition to the second phase (hazard rate of marriage being higher in this example than the one of separation), while they become low when couples enter the second phase of cohabiting unions (figure 3, type 1). Such a set of hypotheses about the different hazard rates would correspond to a type of cohabitating union in which remaining in this union after a trial period corresponding to the first phase of cohabiting unions is scarce. In this case, the model is very similar to an exponential model with two competing events (Aalen et al., 2008). Cumulative distributions of marriage and cohabitation increase very quickly at the beginning of the process. This increase is much slower in the scenario of a higher hazard rate of hidden transition from the first phase of cohabiting union to the second one and the same level of hazard rates of marriage and separation from the first and second phases of cohabiting unions (figure 3, type 2). Such a scenario would correspond to a model of cohabiting unions as an alternative to the marriage in which a lot of couples after a trial period decide to remain cohabitant (transition to the second phase), marriages and separations becoming rare. In this case, processes of marriage and separation are slowed down by the fact that many couples enter the second phase of cohabiting unions. Processes are not terminated at the end of the period of observation—because of marriages and separations that occur when couples are in the second phase of cohabiting union—even if hazard rates are low exponential is very long at the opposite of the estimations of the model as it is expressed by this equation.
during this second phase. A third scenario is opposed to the first one (figure 3, type 3). It corresponds to a model in which there is a trial period during the first phase of cohabiting union in which marriages as well as separations are scarce. After this trial period, there is a transition to the second phase of cohabiting union, in which hazard rates of marriage and separations become high. In this case, during the first period in which a majority of couples are yet in the first phase of cohabiting union, the cumulative distribution for each event increases slowly and then increase more quickly as soon as couples enter the second phase of cohabiting unions. The fourth type corresponds to a scenario in which the first phase of cohabiting unions correspond to a trial period, during which a lot of couples separate (figure 3, type 4). This trial period ends when couples enter the second phase of cohabiting union from which a lot of couples marry. In such a scenario, the cumulative distribution of separation is higher than the one of the marriage while a majority of couples are in the first phase of cohabitation. But when the remaining majority of cohabiting couples have transited to the second phase of the cohabiting union, the cumulated proportion of marriage can become higher than the one of separation.

Fig. 3: Different scenarios of the role of cohabiting unions
Table 1: Different scenarios of hazard rates of the model of cohabitation

<table>
<thead>
<tr>
<th></th>
<th>Type 1</th>
<th>Type 2</th>
<th>Type 3</th>
<th>Type 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>a</td>
<td>0.15</td>
<td>0.15</td>
<td>0.01</td>
<td>0.01</td>
</tr>
<tr>
<td>b</td>
<td>0.08</td>
<td>0.08</td>
<td>0.01</td>
<td>0.15</td>
</tr>
<tr>
<td>c</td>
<td>0.01</td>
<td>0.20</td>
<td>0.20</td>
<td>0.20</td>
</tr>
<tr>
<td>d</td>
<td>0.01</td>
<td>0.01</td>
<td>0.20</td>
<td>0.15</td>
</tr>
<tr>
<td>e</td>
<td>0.01</td>
<td>0.01</td>
<td>0.15</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Other scenarios can be envisaged, such as the opposite of the fourth type in which the hazard rates of marriage and separations are respectively high and low during the first phase of the cohabiting union, and the inverse during the second phase. However, all scenarios show that the rate of hidden transitions from the first phase to the second one plays a major role in the shape of cumulative distributions of marriage and separation.

We then draw several ideal types of cohabiting unions with two hidden phases. It becomes interesting to test the fit of the model on real data. Which scenario of cohabiting union corresponds to reality?

4 Data and model estimation

We estimated our model on first cohabiting union duration in Great Britain. Data we used come from two very similar survey databases: the National Child Development Study (NCDS) and the 1970 British Cohort Study (BCS70). The NCDS is a panel survey that interviews more or less regularly men and women (N=circa 17 000) that were born on a specific week of March 1958 (CLS, 2015). Several topics have been developed in questionnaires of the different waves, often in relation to the phase of the life course of respondents: early development, childhood, health transition to adulthood, professional career, and unions and marriage. The BCS70 follows persons born during a specific week of 1970 with aims very similar to the ones of the NCDS. These two surveys are managed by the Center for Longitudinal Studies (CLS) in London. Data of these two surveys are downloadable from the website of UK data service, the data archive center in the UK (UK data service, 2015).

Among all data files available, we specifically use for each survey a file on the history of unions that was built by the CLS team (Hancock, 2011a, 2011b). In these data files, union spells of each respondent were recorded with information about the type of union at its beginning (marriage or cohabiting union) and, in the case of a cohabiting union, the outcome of this union (marriage, separation, or remaining cohabitant at the last interview). We then selected all first unions that began with a cohabiting union. We computed durations from the beginning of the union to marriage or to separation for respondents that end their union with one of these events. For those who did not experiment with any of these events during
their observation, censored duration taken into account was the time between the beginning of the union and the last interview. We also censored the rare cases of death of the partner during the cohabiting union at the moment of the death. Durations were computed originally in months, but we converted them to years. Distributions of events and censoring in each cohort for men and women are reported in table 2.

Table 2: Events and censoring in each survey (in %)

<table>
<thead>
<tr>
<th></th>
<th>Marriage</th>
<th>Separation</th>
<th>Censoring</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cohort 58 men</td>
<td>67.06</td>
<td>7.02</td>
<td>25.92</td>
<td>2878</td>
</tr>
<tr>
<td>Cohort 58 women</td>
<td>68.72</td>
<td>5.58</td>
<td>25.70</td>
<td>2436</td>
</tr>
<tr>
<td>Cohort 70 men</td>
<td>50.37</td>
<td>32.96</td>
<td>16.67</td>
<td>4648</td>
</tr>
<tr>
<td>Cohort 70 women</td>
<td>54.59</td>
<td>32.10</td>
<td>13.31</td>
<td>4825</td>
</tr>
</tbody>
</table>

For the sake of simplicity, we will identify these two databases as the 1958 cohort and the 1970 cohort. To be born in 1958 means that those who experiment with a cohabitation union in the seventies were akin to early adopters. Forty-five percent of first unions in this cohort were cohabiting unions at their beginning, without significant differences between men and women. Other unions were direct marriages and are not taken into account in our investigations. This proportion reaches 85% in the 1970 cohort, which means that the cohabiting union became common for people of this cohort. We can then expect that the meaning of a cohabiting union will differ between the two cohorts. In the case of cohort 58, we suppose that the cohabiting union could have signified a prelude to marriage or an alternative to the marriage. In the case of the cohort 1970, it could have signified a trial period.

For each survey, we estimated the five parameters by the likelihood maximization method. In the case of a single event, each individual contributes to the likelihood by the density \(d(t)\) (which is the derivative of the cumulated distribution function of the event) if she experimented with the event and by the survival function \(S(t)\) if she did not. In the present case of competing events, the likelihood equation takes into account the density of the distribution of each event \(d_{02}(t)\) and \(d_{03}(t)\). These two densities are the derivatives of respectively \(P_{02}(t)\) and \(P_{03}(t)\). Despite the complexity of formulas for cumulative distributions, their derivatives are not complicated to compute. The likelihood equation can then be written as:

\[
L(a, b, c, d, e) = \prod_{i=0}^{n} d_{02}(T_i) \prod_{i=0}^{n} d_{03}(T_i) \prod_{i=0}^{n} S(T_i)
\]

where \(n\) represent the total of individuals; \(\delta_i = 2\) if the individual is married, \(\delta_i = 3\) if he is separated, and \(\delta_i = 0\) if the duration is truncated. \(T_i\) represents the duration associated with an individual. As usual, this is in fact the logarithm of this equation that is maximized. In order to avoid estimating negative hazard rates, we in fact will estimate logarithms of each hazard rate.
5 Results

Parameters were estimated in each cohort for men and women. We first estimated in each sub-population Aalen-Johansen estimators of the cumulative distribution of marriage and separation and survival function in cohabiting unions for men and women of each cohort (figure 3). Aalen-Johansen estimation is a non-parametric method that generalizes the Kaplan-Meier estimator in cases of competing event and multi-state models (Aalen & Johansen, 1978). It computes the cumulative distribution for each transition and the survival function in each “visible” state. In the present case, the cumulative distribution functions of marriage and separation as well as the “survival” function in a cohabiting union are estimated. The package etm in R was used to estimate these non-parametric estimations (Alignol et al., 2011). Results show that separations are rare in the 1958 cohort for men as well for women, while the marriage is more important for both sexes. A large part of cohabitations remain in this kind of union. In the case of the 1970 cohort, cumulative distributions of these two event were more balanced, even if marriages remained more important than separations. Remaining in cohabiting unions is less important in proportion at the end of the window of observation than in the case of the 1958 cohort.

Afterwards, we estimate our phase-type model of cohabiting unions on each sample. We used the command mle in the library stats4 in R to make likelihood estimations of the five parameters of the model. Results show very good fits of the model on each sample, which gives good reasons to validate the hypothesis of a cohabiting union divided into two phases (figure 4).

A view of estimated coefficients allows for understanding processes of marriage and separations (table 3). In the case of the 1958 cohort, the hazard rate of transition from the first phase of cohabiting union to marriage and to the second phase are high, while the transition to separation is rare. When persons are in the second phase, marriages become rare while separations remain scarce. Such results correspond well to the second scenario that we proposed (figure 3 and table 2), except that during the first phase, separations are rather rare. Cohabiting unions seem to have two roles: first a prelude to the marriage and, second, an alternative to the marriage. Processes are very similar between men and women.

In the case of the 1970 cohort, transitions to marriage and even to separation are high, while the transition to the second phase became scarcer, in comparison to the 1958 cohort (table 3). When people are in this second phase, marriages and separations are rare. It corresponds more to the first ideal type of cohabiting union that we proposed (figure 3 and table 2). As in the first cohort, results show two types of cohabitations. The first one is a trial period before the marriage, in which couple can marry or break. The second cohabitating union, corresponding to the second phase, is an alternative to the marriage. As in the 1958 cohort, there are no differences in behaviors between men and women.
Fig. 4: Fit of estimated coefficient

Table 3: Estimated coefficients and hazard rate of each transition

<table>
<thead>
<tr>
<th>Cohort 58</th>
<th>Men</th>
<th>Women</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>log(hazard)</td>
<td>Estimations</td>
</tr>
<tr>
<td>a</td>
<td>-1.23</td>
<td>0.03</td>
</tr>
<tr>
<td>b</td>
<td>-4.01</td>
<td>0.11</td>
</tr>
<tr>
<td>c</td>
<td>-1.98</td>
<td>0.05</td>
</tr>
<tr>
<td>d</td>
<td>-5.35</td>
<td>0.26</td>
</tr>
<tr>
<td>e</td>
<td>-5.19</td>
<td>0.23</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Cohort 70</th>
<th>Men</th>
<th>Women</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>log(hazard)</td>
<td>Estimations</td>
</tr>
<tr>
<td>a</td>
<td>-1.83</td>
<td>0.02</td>
</tr>
<tr>
<td>b</td>
<td>-2.77</td>
<td>0.03</td>
</tr>
<tr>
<td>c</td>
<td>-3.61</td>
<td>0.18</td>
</tr>
<tr>
<td>d</td>
<td>-4.10</td>
<td>0.55</td>
</tr>
<tr>
<td>e</td>
<td>-4.86</td>
<td>0.65</td>
</tr>
</tbody>
</table>
6 Conclusion

A phase-type approach of cohabiting union duration allowed us to propose some scenarios of links between distribution of union duration and the social meaning of these unions. The estimation of the model on real data permitted to understand the evolution of this kind of union in the British context. At the opposite of a more traditional approach in event history or survival analysis in social sciences, especially in life course research, we emphasized our purpose on the shape of the hazard rate while we neglected the effect of individual characteristics on the hazard rate, as it is often proposed in the literature via the hypothesis of the proportionality of the hazard rate, such as in the Cox model. Expectations about effects of individual characteristics on each hazard rate, however, also can be developed in a phase-type model by hypothesizing, for example, that each hazard rate depends on these characteristics, as well as an estimating coefficient associated with each of these characteristic. The classical proportionality assumption can be called upon for estimation of the effect of characteristics on the different hazard rates. Note that, in the present case, we just further tested our model, not only in distinguishing men and women, but also by differentiating them by their age at the beginning of the union or by the social class (observed by the profession of the father or the mother of the respondent). Results obtained did not reveal significant differences between categories.

In the first section of this paper, we indicated in our review of the Coale and McNeil model that phases crossed by persons during the process leading to marriage were difficult to delineate in a quantitative survey. It is also the same in the case of the two phases we envisaged in our example of cohabitating union. The notion of hidden or unobserved phases, however, requires some verification in order to avoid mistakes. At best, the development of a phase-type model and its fit to duration quantitative data should be accompanied by other investigations, such as qualitative interviews, in order to verify the existence and the meaning of the hidden phases.
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