ATMOSPHERIC AEROSOLS PHASE TRANSITIONS:

MEASUREMENTS AND IMPLICATIONS

Luca D’Angelo

Dissertation submitted for the degree of Philosophiæ Doctor (Ph.D.)

Supervisor: Prof. Ezio Bolzacchini

February, 2016
This work was supported by Fratelli Confalonieri Foundation, which provided a scholarship to the author.
“Dico, l’azzurro in che si mostra l’aria, non essere suo proprio colore, ma è causato da umidità calda, vaporata in minutissimi e insensibili atomi, la quale piglia dopo sé la percussion de’raggi solari e fassi luminosa sotto la oscurità delle immense tenebre della regione del fuoco, che di sopra le fa coperchio.”

“I say that the blue showed in the air cannot be its own color but it is caused by the warm moisture evaporated in minute and insensible atoms, which catches the solar rays fall and becomes bright under the infinite darkness of the fire region, which acts as cover”.

Leonardo da Vinci (1452 – 1519 A.D.)
ABSTRACT

The hygroscopicity is one of the main investigated properties of atmospheric aerosols. A number of works demonstrated that this property has a role in clouds formation, Earth’s radiation budget, atmospheric visibility and multiphase chemistry. The ability of atmospheric aerosols to adsorb and absorb water is strictly linked to their physical state. Once they are directly emitted or formed from gaseous precursors, aerosols experience a variety of aging processes and different air thermodynamic conditions. When the relative humidity (RH) of the surrounding air increases, deliquescence can occur and the water-soluble fraction of the aerosol particle changes its phase from solid to liquid. On the contrary, a decrease in RH can lead to the reverse process, i.e. crystallization.

These two transitions affect a number of processes. The aim of this work is to investigate the implications of the aerosols physical states. Although many methods were developed in order to infer them, most of the authors focus on the phase transitions of simplified aerosol systems, such as pure compounds or simple mixtures, in order to improve available models but still neglecting the real ones which are extremely complex in chemical composition. In addition, the available techniques allow to investigate single aerosol particles or narrow size ranges. This leads to a loss of information about their overall behavior.

For this purpose, in this work an improved method based on the conductive properties of real atmospheric aerosol particles – collected as PM$_{2.5}$ fraction in Milan (Po Valley, Italy) – allows the identification of the RH at which deliquescence and crystallization occur. Since no other method was able to provide similar information on real samples, a gravimetric method was used as comparison and to estimate the growth factor due to water uptake.

The most interesting result is the observed hysteresis which characterize the phase transitions: deliquescence occurs at higher RH with respect to the crystallization and a variability in RH average seasonal values of both these processes is identified and explained according to the chemical composition of the studied system.

Three chapters of this work are dedicated to show the implications of the aerosols physical states and their hysteresis. It is demonstrated that a wrong parameterization of the hygroscopic growth factor leads to substantial errors in remote sensing data retrieval – such as particle concentrations within the planet boundary layer – and in a further wrong parameterization of the most common parameters used in cultural heritage risk assessment.

Moreover, a study of the effects of aerosol contaminations on electronic circuits is described highlighting that corrosion and electrochemical migration of conductive metals occur far below the water condensation conditions and the influences of surrounding air temperature and RH changing rate are pointed out. These effects give the reason to take into account the corrosive
role of aerosols in the air cooling systems design, especially in data centers where energy saving by external air forced convection and corrosion prevention are needed.
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### List of Abbreviations

In this work some acronyms were used. Here, the main are reported.

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AEC</td>
<td>aerosol exposure chamber</td>
</tr>
<tr>
<td>AN</td>
<td>ammonium nitrate</td>
</tr>
<tr>
<td>AS</td>
<td>ammonium sulfate</td>
</tr>
<tr>
<td>CRH</td>
<td>crystallization relative humidity</td>
</tr>
<tr>
<td>DFC</td>
<td>direct-free cooling</td>
</tr>
<tr>
<td>DRH</td>
<td>deliquescence relative humidity</td>
</tr>
<tr>
<td>E-AIM</td>
<td>Extended-Aerosol Inorganic Model</td>
</tr>
<tr>
<td>ECM</td>
<td>electrochemical migration</td>
</tr>
<tr>
<td>FA</td>
<td>fall</td>
</tr>
<tr>
<td>GDC-ENI</td>
<td>ENI (Italian oil and gas company) Green Data Center</td>
</tr>
<tr>
<td>IC</td>
<td>ion chromatography</td>
</tr>
<tr>
<td>IT</td>
<td>information technology</td>
</tr>
<tr>
<td>PCB/PCBA</td>
<td>printed circuit board/ PCB assembly</td>
</tr>
<tr>
<td>PM</td>
<td>particulate matter</td>
</tr>
<tr>
<td>PTFE</td>
<td>poly-tetra-fluoro-ethylene</td>
</tr>
<tr>
<td>PUE</td>
<td>power usage effectiveness</td>
</tr>
<tr>
<td>RH</td>
<td>relative humidity</td>
</tr>
<tr>
<td>ROTOR</td>
<td>rotating impactor</td>
</tr>
<tr>
<td>SIR</td>
<td>surface insulation resistance</td>
</tr>
<tr>
<td>SP</td>
<td>spring</td>
</tr>
<tr>
<td>SU</td>
<td>summer</td>
</tr>
<tr>
<td>T</td>
<td>temperature</td>
</tr>
<tr>
<td>WI</td>
<td>winter</td>
</tr>
<tr>
<td>WS</td>
<td>water-soluble</td>
</tr>
</tbody>
</table>
CHAPTER I – INTRODUCTION

In this chapter a brief overview of the phase transition processes of water-soluble compounds forming atmospheric aerosols is given. Firstly, an introduction elucidates the main characteristic of atmospheric aerosols including their sizes (Sect. 1.1) and chemical composition (Sect. 1.2). Then, the aerosols phase transitions are defined according to the scope of this work (Sect 2) and a brief overview of the main models (Sect. 3) and the measurement techniques (Sect. 4) are then presented.

SECTION 1 – THE ATMOSPHERIC AEROSOLS

1.1 Definition and sizes

The term aerosol is commonly associated to the ancient Greek word for hydrosol (i.e. water suspension) to identify a suspension of particles in a liquid media. Aerosol refers to an assembly of liquid or solid particles suspended in a gaseous medium long enough to be observed or measured. Commonly, in aerosol science the term aerosol can be substitute by atmospheric particles or particulate matter (PM). Seinfeld and Pandis (2006) highlighted the importance in defining an aerosol particle as a single continuous unit of solid or liquid matter which is formed by many molecules held together by intermolecular forces; in addition, a single particle can consists of many of this unit structures kept together by interparticle adhesive forces.

The size range of atmospheric particles spans from very few nanometers (ultrafine mode or nucleation mode, i.e. 3-20 nm) to coarse mode (larger than tens of micrometers up to several hundreds of micrometers). Whereas many orders of magnitude differentiate ultrafine from coarse particles, the majority of the works is focused on the investigation of the properties of the fine and ultrafine particles, both because of their very different concentration within the troposphere (from ten to several thousand per cm$^3$ for particles smaller than 1 µm and less than 1 particle cm$^{-3}$ for particles larger than 1 µm) and because of the much more relevant effects of smaller particles on many field of interest such as health and climate forcing.

Atmospheric aerosols size distribution can be roughly divided in four modes. The smallest mode, nucleation mode, is due to aerosol particles formed from condensation of gaseous species and their nucleation processes to form new particles. Numerically, aerosols forming nucleation mode and Aitken nuclei mode (20-90 nm) are much more than the other particles but, due to their small size, they contribute to the aerosols mass very little. Once they are formed, these particles are lost since they easily aggregate or coalesce on bigger particles. The accumulation mode is due to particles typically sized from 90-100 nm to 2.5 µm and can be originated both directly by different sources and due to atmospheric reactivity between aerosols, moisture or gaseous species already present in the atmosphere (i.e. secondary origin). The name of this mode
is due to the fact that such sized aerosols have a longer residence time in the atmosphere than the other modes, since the removal mechanisms (wet and dry) are less efficient for them and this causes their accumulation. On the contrary, the coarse mode is constituted by large particles which are removed by settling mechanisms and they are easily removed from rainfall. They are mostly formed by mechanical processes such as soil erosion, abrasion, resuspension, sea-spray and other natural sources.

1.2 Aerosols chemical composition

The chemical composition of aerosols is strongly affected by the meteorological conditions and by both natural and anthropological sources which directly emit particles (primary particles) or gaseous precursors. Once in the atmosphere, these chemicals can react and generate new particles or change their chemical compositions. In the latter cases, these particles are usually termed secondary.

For example, many common gaseous species, such as NO₂ can solubilize in an aqueous droplet:

\[ 2\text{NO}_2(g) + \text{H}_2\text{O} \rightarrow \text{HNO}_2(g) + \text{HNO}_3(g) \]

Nitric acid can react with ammonia, forming ammonium nitrate (AN), one of the most widespread inorganic ionic compounds in the fine fraction of atmospheric aerosols:

\[ \text{HNO}_3(g) + \text{NH}_3(g) \rightarrow \text{NH}_4\text{NO}_3(s) \]

A similar path is followed by gaseous SO₂ that can first undergo oxidation and form sulfuric acid, then it can easily react with ammonia to form ammonium sulfate (AS):

\[ \text{H}_2\text{SO}_4(g) + 2\text{NH}_3(g) \rightarrow (\text{NH}_4)_2\text{SO}_4(s) \]

Therefore, AN and AS are both mainly secondary aerosols and they are among the most abundant contributing species of the fine fraction mass. Measurements of PM₂.₅ fraction, especially in urban ambient, stated that their mass percentage can represent up to about 40% of the total mass.

Atmospheric aerosols contain thousands of different chemical species. The most widespread and more important species (in term of mass fraction) are sulfates, nitrates and ammonium. On the other hand, the inorganic fraction only can be formed by a variety of chemical species and elements depending on its source. For example, dust fraction is crustal material constituted by Al, Si, Ca, Ti, Mg, Fe, Na, Sc and K, while road dust and resuspension matter can also present Cu, Pb, Cr, Co, Cd and V. Sea-spray contains Cl⁻, Na⁺, K⁺, Mg²⁺ and SO₄²⁻, in addition to many organic compounds (and other inorganic species).

As it was highlighted by Jacobson and co-authors (2000) a complete inventory of the carbonaceous compounds forming the aerosols was never carried out, since they can cover a wide range of chemical species. One of the most abundant is elemental carbon, i.e. amorphous or graphitic carbon, mainly produced in combustion processes. The discussion about definitions and differences among elemental carbon, black carbon, soot and soot carbon in Andreae et al.
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(2006), demonstrates that carbonaceous aerosols are a very active topic. Organic compounds include low molecular weight hydrocarbons, carboxylic acids, amines, polycyclic aromatics, humic-like substances, biopolymers, etc. For for organic compounds as well, the presence and the relative abundance of each compounds is strongly affected by the source of atmospheric aerosols or their precursors. For example, amines are emitted by many processes, both anthropic and natural. Their importance in atmospheric chemistry is due to the fact that amines are the only organic species able to neutralize aerosols acidity. Ammonia, methyl-amine, diethyl-amine and trimethyl-amine are often emitted by vegetation; other sources are fish processing, tobacco smoke, bacteria culture, incinerator, waste and sewage, biomass burning, automobiles, animal husbandry.

It is therefore obvious that atmospheric aerosols chemical composition changes in space both horizontally, since different sources characterized different sampling sites, and vertically due to aging processes and distance from direct sources. In addition, the contribution of the same sources are not constant in time and the chemical reactivity can change due to different meteorological and climatic conditions. An example of aerosols chemical variability is showed by Perrone et al. (2012), who characterized the fine fraction (PM$_{2.5}$) in three different site in the North of Italy: Milan (urban), Oasi Le Bine (rural) and Alpe San Colombano (remote) during winter (WI) and summer (SU) seasons. PM$_{2.5}$ fraction is constituted by aerosols with an aerodynamic equivalent diameter (equivalent to the diameter of a spherical particle with density of 1 g cm$^{-3}$ and with the same settling velocity) below the threshold of 2.5 µm, collected with an efficiency of 48% (for particles with diameter of 2.5 µm). The importance of this fraction is due to the fact that within polluted atmospheres, it represents the most abundant contributor to aerosols mass. In addition, this fine fraction is able to deeply penetrate into the respiratory tract.

Perrone et al. (2012) stated that elemental carbon accounted for 15.1% (weight/weight) and 10.9% in Milan during SU and WI, respectively, and decreased to 4.9% (SU) and 3.1% (WI) for the rural site and to 1.8% (SU) and 1.4% (WI) for a remote site. Conversely, the reactivity of aerosols led to a more oxidized states of the organic compounds in remote sites if compared to urban sites. In addition, whereas at Alpe San Colombano site (2280 m a.g.l.) sulfate fraction was seen to represent the major components of the inorganic fraction both during WI and SU, in Milan and Oasi Le Bine (located in the Po Valley) the prevalence of sulfate ions was recorded only during SU seasons while in WI nitrates prevailed. This is due to the fact that Alpe San Colombano site is above the mixing layer all year long and it is less influenced by NO$_x$ reactivity, strongly emitted by combustion sources. On the contrary, wintertime meteorological conditions in the Po Valley leads to stagnant conditions of the mixing layer, that is the layer in which aerosols are diluted due to air convection. The absence of wind, low precipitations and very low mixing height lead to high PM concentrations and high amount of nitrate ions in the fine fraction.
SECTION 2 – THE HYGROSCOPIC BEHAVIOR OF AEROSOLS

Within the atmosphere water can be present in gaseous phase as moisture, liquid when forming clouds droplets, fogs, rain and when it is condensed in aqueous aerosols, or in solid state as ice cirrus clouds, for example. The maximum content of water vapor in an air volume is termed as saturated vapor pressure and it is T-dependent.

A very important parameter in aerosol science is the saturation ratio of water in an air volume. In other word, the relative humidity (RH):

\[ RH = \frac{p_w}{p_w^*} \times 100 \% \]  

(Eq. 1.1)

where \( p_w \) and \( p_w^* \) are the partial pressure and saturated vapor pressure of water vapor, respectively.

Many atmospheric processes strongly depend on the presence and on the concentration of water in the atmosphere. The chemical reactivity of atmospheric aerosols is mainly affected by the presence of water within the atmosphere since many reactions can occur or they are more efficient in the aqueous phase (acid-base reactions, redox, etc.). In this regards, Kuwata and Martin (2012) observed that at low RH conditions the uptake of ammonia by solid and semisolid adipic acid is negligible whereas it increases at high RH, when an aqueous phase is present.

Moreover, it is a matter of fact that moisture affects the optical properties of aerosols. This is due to the fact that when air moisture is adsorbed to an aerosol particle it increases its size and changes its refractive index, which is a complex number that describes the light scattering (real part) and the absorption (imaginary part) efficiencies of a compound. For example, Michel Flores and co-authors (2012) measured the refractive index of a particle composed by AS and nigrosine (1:1 molar ratio) in dry condition (RH<3%) and at 80% RH. They found that both scattering and absorption efficiencies decreased at high RH (1.595+i0.154 and 1.469+i0.073, respectively).

The capability of atmospheric aerosols to uptake air moisture is called hygroscopicity. The amount of water adsorbed depends on the RH and temperature of the surrounding air and on the chemical composition of the aerosols. As it was explained in the previous section, atmospheric aerosols are composed by many chemicals species: many of them present a hygroscopic behavior whereas others are hydrophobic.

Thus, the hygroscopic property are usually described with two parameters, i.e. the hygroscopic growth factor (HGF) and the hygroscopicity parameter \( \kappa \).

The latter one was proposed by Petters and Kreidensweis (2007) in order to express the particle water content in the subsaturated regime with a unique parameter and to predict the conditions for cloud droplet activation.

In subsaturated conditions, i.e. RH<100%, the HGF is the parameter commonly used due to its easy calculation: it is based on the ratio between the measurement at a given RH condition
and the measurement in dry condition. Suppose that a particle diameter (d) measurement is carried out; the dHGF at a given RH would be calculate as follows:

$$d_{HGF}(RH) = \frac{d(RH)}{d_{dry}}$$  \hspace{1cm} \text{(Eq. 1.2)}

where $d(RH)$ is the particle diameter measured at a chosen RH and $d_{dry}$ is the one measured in dry condition. Usually, dry conditions are supposed at RH<40%\textsuperscript{27}.

A variety of different techniques were developed in the last decades in order to investigate the hygroscopic behavior of particles with different chemical compositions.

The hygroscopic tandem differential mobility analyzer (HTDMA) is one of the most widespread used techniques. This method allows to choose the dry electrical mobility diameter (equal to a spherical particle having the same mobility in an electric field) of interest from an polydisperse aerosol population to a monodisperse one forcing aerosols within a cylindrical capacitor (DMA). The monodisperse aerosol flow is then humidified and passed through a second DMA. The particle size distribution of the outlet flows from DMAs is usually observed coupling a condensation particle counters (CPC) to HTDMA. This allows to obtain a growth factor probability density function. Generally, the integral properties of the probability density function are reported discerning the modes identified, i.e. not, less or more hygroscopic particles. The increase in particle diameter is assumed to be due to the water vapor condensation on particles. The HTDMA technique allows the observation the hygroscopic growth of submicrometric particles from about 10 nm up to 900-1000 nm in electrical mobility diameter by ramping the DMA voltage with a time resolution of 20 min – 1 hour.

Another main technique consists in using an electrodynamic balance (EDB). This instrument is able to levitate a single particle in the range 1 – 100 µm balancing the gravitational force with an alternating electrical field. The variation in the mass of a levitated particle, which corresponds to a change in the gas phase RH, can be determined from the adjustment of the direct current electrical field that is needed to keep the particle levitated. Conversely to the HTDMA, the EDB technique allows to scan a chosen RH range (both increasing and decreasing) since the particle can be levitated for long time but, since only one particle can be analyzed, atmospheric particles can not be investigated.

The nephelometer method consists in measuring the light scattering coefficient of ambient aerosol. Also in this case, the air flow is firstly preconditioned at low RH and scattering coefficient is determined by nephelometer once. Then, the airflow is humidified at a chosen RH and again analyzed by nephelometer. With this technique a scattering hygroscopic growth factor is therefore obtained.

Other methods investigate the hygroscopic behavior of deposited particles with optical, infrared, environmental electron and transmission microscopy, attenuated total reflection Fourier transform infrared spectroscopy techniques, filter analysis gravimetry and tandem optical particle counters\textsuperscript{28–34}.
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The majority of the studies for single or mixture of hygroscopic compounds (such as AS, AN and sodium chloride) observed that an abrupt change in the investigated signal occurs both during increasing and decreasing RH conditions. These changes are associated to a change of physical state of the studied compounds.

2.1 – The aerosols phase transitions

In Figure 1 a schematic representation of the hygroscopic behavior of a single salt is shown. When a pure salt particle is exposed to increasing RH conditions, the Gibbs free energy of its solid state decreases. Until Gibbs energy for solid state is lower than that of the liquid phase, the particle remains solid (Figure 1,1). The RH value at which these free energies are equal is called deliquescence relative humidity (DRH) and the deliquescence process occurs, leading to the formation of a saturated aqueous solution (Figure 1,3). Before deliquescence, one or few water layers are adsorbed onto a solid particle (Figure 1,2). From DRH point, hygroscopic growth, i.e. water condensation, is allowed and the particle size increases in response to an increase of RH of the surrounding air (Figure 1,4). Therefore, the aqueous solution concentration decreases.

Table 1 Phase transitions relative humidity values at 298 K for salts commonly found in atmospheric aerosols.

<table>
<thead>
<tr>
<th>Salt</th>
<th>DRH (%)</th>
<th>CRH (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(NH₄)₂SO₄</td>
<td>80±1</td>
<td>35±2</td>
</tr>
<tr>
<td>NH₄NO₃</td>
<td>61±1</td>
<td>not observed</td>
</tr>
<tr>
<td>NaCl</td>
<td>75</td>
<td>45</td>
</tr>
<tr>
<td>NaNO₃</td>
<td>70-74</td>
<td>40</td>
</tr>
<tr>
<td>2NH₄NO₃·(NH₄)₂SO₄</td>
<td>56.4</td>
<td>not observed</td>
</tr>
<tr>
<td>Na₂SO₄</td>
<td>84±1</td>
<td>55-57</td>
</tr>
</tbody>
</table>

Many authors experimentally demonstrated that a mixture of different compounds can affect the hygroscopic properties of an internally mixed particle reducing its DRH. This is due to the fact that the activity of water decreases when another electrolyte is added to the system and the resulting DRH is always lower than the DRH of the individual salts in the particle.
Once that a particle deliquesces, a decrease in RH condition leads to a water evaporation in order to maintain the equilibrium with the gas phase. At the DRH value, the aqueous solution reaches the saturation. On the other hand, the dissociated salt does not crystallize in these conditions. In an aqueous solution, ions randomly move and they continue to associated and dissociated. In order to create a stable cluster, the surface energy associated with this has to be lower than the energy for dissociation. Especially, small clusters are not favoured\(^{40}\). On the contrary, if a sufficiently large cluster forms by random collision, the energy decreases and a nucleation germ is formed leading to a crystallization process. Therefore, a high supersaturation (Figure 1,5) is needed. These conditions do not occur at DRH but at lower RH, termed crystallization relative humidity (CRH). In a pure solution a very high supersaturation is needed and this process is called homogeneous nucleation. Conversely, heterogeneous nucleation is promoted by the presence of solid surfaces in contact with the aqueous medium. The activation barrier for the nucleation is therefore lower and the phase transition can proceed faster and at lower supersaturation conditions. Han and Martin (1999) investigated the heterogeneous crystallization of ammonium sulfate and inclusions of Al\(_2\)O\(_3\), TiO\(_2\) and ZrO\(_2\). They observed that these insoluble inclusions increase the CRH of ammonium sulfate at 298 K from 35% RH up to 57%, 65% and 59% RH, respectively. In addition, the results from Onasch et al. (2000) showed that the presence of a 500 nm inclusion of CaCO\(_3\) increases the CRH of a 15 µm AS droplet up to 50% RH. Martin et al. (2001)\(^{41}\) explored the dependence of the mineral inclusions size of hematite (α-Fe\(_2\)O\(_3\)) and corundum (α-Al\(_2\)O\(_3\)) on the crystallization of AS particles at 298 K. The authors observed that a 450 nm sized hematite inclusion can increase the crystallization of AS up to 60% RH due to heterogeneous nucleation (Figure 2). In a recent paper, Davis and co-authors (2015)\(^{42}\) investigated the crystallization process induced by a single contact between a supersaturated aqueous droplets and a solid inorganic crystal. One of the most relevant results is the demonstration that AN aqueous particles can crystallize even at very few RH points below.

---

\(\text{Figure 1 Simplified representation of a pure hygroscopic aerosol response to change in RH conditions.}\)

---
its DRH (61% RH). This result is of great importance since it suggests that AN crystallization can easily occur within the atmosphere, whereas no observation is provided about its homogeneous crystallization.

![Graph showing CRH (%) vs. mode size (nm)](image)

*Figure 2 Ammonium sulfate heterogeneous nucleation induced by mineral inclusions. Figure adapted from Martin et al. (2001).*

Since deliquescence and crystallization do not occur at the same RH point, an hysteresis loop is observed (Figure 1). This fact has important implications for many processes. In this work, some of them will be shown.

### 2.1.1 Temperature dependence of phase transition processes

Wexler and Seinfeld (1991) and then Tang and Munkelwitz (1993) investigated the effect of the temperature on the DRH. When a salt is in equilibrium with its liquid phase, the heat of condensation of water vapor is equal to the negative value of its heat of vaporization (-ΔH_v), while the solubilization of the salt absorb a heat equal to the enthalpy of solubilization ΔH_s. Because of this, the overall enthalpy change by the reaction of water condensation and the one of salt solubilization is:

\[
\Delta H = k\Delta H_v - \Delta H_s \tag{Eq.1.3}
\]

where \( k \) is the solubility of the salt in water expressed in moles of solute per mole of water. The Clausius-Clapeyron equation provides the change in water vapor pressure \( (p_w) \) over a solution with temperature, therefore the Eq. 1.3 becomes:

\[
\frac{d \ln p_w}{dT} = \frac{\Delta H_v}{RT^2} - \frac{k \Delta H_s}{RT^2} \tag{Eq.1.4}
\]

For pure water, Clausius-Clapeyron equation is:
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\[
\frac{d \ln p_w^\theta}{dT} = \frac{\Delta H_v}{RT^2}
\]  
(Eq. 1.5)

where \(p_w^\theta\) is the saturation vapor pressure at a given T. Substituting the Eq. 1.3 in Eq 1.4, it is:

\[
\frac{d \ln p_w}{dT} = -k \frac{\Delta H_s}{RT^2}
\]  
(Eq. 1.6)

At DRH, \(p_w/p_w^\theta\) is the water activity of in solution, i.e. \(DRH/100\). Thus:

\[
\frac{d \ln(DRH/100)}{dT} = -k \frac{\Delta H_s}{RT^2}
\]  
(Eq. 1.7)

Since the solubility \(k\) can be written in a polynomial form function of \(T\) (where coefficients A,B and C are tabulated for many salts), the T-dependence of DRH can be expressed with the equation provided by Tang and Munkelwitz (1993)\(^\text{39}\):

\[
DRH(T) = DRH(298) \cdot \exp \left\{ \frac{\Delta H_s}{R} \left[ A \left( \frac{1}{T} - \frac{1}{298} \right) - B \ln \frac{T}{298} - C(T - 298) \right] \right\}
\]  
(Eq. 1.8)

Table 2 Example of T-dependence of DRH. Data taken from Seinfeld and Pandis (2006)\(^2\).

<table>
<thead>
<tr>
<th>Salt</th>
<th>DRH (%)</th>
<th>273.15 K</th>
<th>288.15 K</th>
<th>303.15 K</th>
</tr>
</thead>
<tbody>
<tr>
<td>(NH(_4))(_2)SO(_4)</td>
<td>81.8</td>
<td>80.6</td>
<td>79.5</td>
<td></td>
</tr>
<tr>
<td>NH(_4)NO(_3)</td>
<td>76.6</td>
<td>68.1</td>
<td>58.5</td>
<td></td>
</tr>
<tr>
<td>NaNO(_3)</td>
<td>80.9</td>
<td>76.9</td>
<td>73.0</td>
<td></td>
</tr>
</tbody>
</table>

As it is shown in Table 2, DRH of AS is affected by a very weak T-dependence. On the contrary, DRH of AN shows a strong decrease when T of the surrounding air increases.

Since crystallization is a kinetically controlled process, no thermodynamic model predicts the T-dependence of CRH. Few authors investigated this relation\(^{44-46}\), observing a similar behavior of CRH in respect of DRH, i.e. a increase in CRH at lower T (see Sect. 4), since the supersaturation of most solids at fixed water activity increases under cold conditions\(^{47}\).

SECTION 3 – MODELLING AEROSOLS HYGROSCOPICITY AND PHASE TRANSITIONS

As it is highlighted in Sect. 2.1, the deliquescence process is thermodynamically controlled. Therefore, several models were developed in order to predict the repartition between gas and aerosol phases of an inorganic systems. The most used are the Extended-Aerosol Inorganic Model by Clegg et al. (1992, 1998)\(^{48,49}\) and ISORROPIA by Nenes (1998, 2007)\(^{50,51}\). Both these models allow to calculate the amounts of condensed water absorbed by the aerosol system as a function of the surrounding air T and RH. This leads to an estimation of the DRH of the considered system.
Conversely, the crystallization process is kinetic-controlled and no models were found in literature, except for the empirical one proposed in Martin et al. (2003), based on experimental findings.

In this work, the experimental data obtained with the used method (described in Chapter II) are compared with the results of E-AIM II (Sect. 3.1) and of Martin’s model (Sect. 3.3) for DRH and CRH, respectively. Therefore, the aim of this section is to provide the basic information about the models used for comparison.

3.1 – The Extended-Aerosol Inorganic Model (E-AIM) II

The E-AIM model was developed in order to predict the repartition among gas, solid and liquid phases of inorganic compounds in an aerosol system but its estimations are valid in a bulk one as well. The model is available online (http://www.aim.env.uea.ac.uk/aim/aim.php) and a further improvement (E-AIM II) considers a system composed by $\text{H}^+\text{NH}_4^+\text{SO}_4^{2-}\text{NO}_3^-$ and $\text{H}_2\text{O}$ in a temperature range between 200 K and 328 K. The model calculates the activity of aqueous phase, its equilibrium with the gas phase by means of Henry’s law and the one between liquid and solid phases by means of the equilibrium constant. The E-AIM II calculates the total Gibbs free energy at constant pressure and at given T and RH conditions by means of the estimation of the equilibrium constants of the phase transitions, changes in enthalpy and heat capacity.

In order to calculate the partitioning of the different chemical species in the three phases, the model needs as input the moles of the inorganic ionic ions at the charges neutrality:

$$\sum j \cdot n = 0$$

where $n$ is the mole amount of ionic species with charge number $j$.

The E-AIM II was developed in order to calculate the repartition of the inorganic fraction. In addition, the models consider the presence of some carboxylic organic compounds (such as glutaric and succinic acids). The user can also add other organic species into the considered aerosol system inserting some thermodynamic properties of them (like surface tension, volatility, molar volume, etc.). The organic compounds are therefore distributed within an aqueous and organic hydrophobic liquid phase.

3.2 – The ISORROPIA II model

This model was developed by Fountoukis and Nenes (2007) from ISORROPIA. ISORROPIA II demand RH, T and concentrations of $\text{NH}_3$, $\text{H}_2\text{SO}_4$, $\text{Na}$, $\text{HCl}$, $\text{HNO}_3$, $\text{Ca}$, $\text{K}$ and $\text{Mg}$ and calculates the ratio of the cation species with sulfate ions, discerning a “crustal species ratio” (considering $\text{Ca}^{2+}$, $\text{Mg}^{2+}$ and $\text{K}^+$), “crustal species and sodium ratio” and “total sulfate ratio”. Once that the possible salts are determined, the model calculates the equilibrium reaction constants, the activity coefficients and, at the end, the concentration of the different species in gas, solid or liquid phases. The model neglects organic compounds.
3.3 – An empirical model for homogeneous crystallization

Martin et al. (2003) studied the homogeneous crystallization for particles system composed by SO$_4^{2-}$, NO$_3^-$, NH$_4^+$ and H$^+$ at 293 K by means of an IR method. On the basis of their measurements, the authors proposed a model optimized considering two parameters: ammonium fraction (X) and sulfate fraction (Y) calculated as follow:

\[ X = \frac{[NH_4^+]}{[NH_4^+] + [H^+]} \quad (Eq. 1.10) \]

\[ Y = \frac{[SO_4^{2-}]}{[SO_4^{2-}] + [NO_3^-]} \quad (Eq. 1.11) \]

Martin and co-authors proposed two equations to calculate the CRH valid for [X,Y] such that CRH(X,Y) ≥ 1%:

\[ CRH_{\text{start}}(X,Y) = -697.908 - 15.351X + 0.43X^2 - 22.11Y + 33.882XY - 1.818X^2Y + \frac{17707.6}{25 + (X - 0.7)(Y - 0.5)} \quad (Eq. 1.12) \]

\[ CRH_{\text{end}}(X,Y) = 3143.44 + 63.07X + 0.114X^2 + 87.97Y - 125.73XY + 0.586X^2Y + \frac{79692.5}{25 + (X - 0.7)(Y - 0.5)} \quad (Eq. 1.13) \]

where Eq. 1.12 and Eq. 1.13 provides the starting and the ending CRH values, which it means that crystallization is estimated to occur within a RH range.

SECTION 4 – DELIQEUSENCE AND CRYSTALLIZATION MEASUREMENTS IN LITERATURE

During the last decades, a growing attention was focused on the study of aerosols hygroscopicity and their phase transitions. Due to the fact that atmospheric hygroscopic compounds are mainly composed by AS, NaCl and AN, the majority of the works investigated with a number of techniques the HGF of these compounds. Usually, these investigations scanned RH ranges from low RH up to 85-90% RH mostly. This leads to an observation of most of the studied compounds.

For example, Hu et al. (2011) used a HTDMA to investigate the hygroscopicity of AS in the size range of 40-200 nm during increasing RH conditions from 20% to 86% RH. They experimentally observed the DRH point observing a sharp increase in HGF between 80% and 82% RH. Ebert et al. (2002) used an environmental scanning electron microscopy technique to observe the DRH of NaCl, AS, Na$_2$SO$_4$ and AN at different T. Electrodynamic balance was used in many works, such as in Lightstone et al. (2000), Choi et al (2002) and Sjogren et al. (2007), in order to measure the hygroscopic behavior of some inorganic salts and mixtures with organic compounds, observing the phase transitions as well. Xu et al. (1998) used a single-levitated
particle method to derive a temperature-dependent phase diagram for of a binary (NH$_4$)$_2$SO$_4$/H$_2$O system from 40 to -50°C. They found a slightly increase in efflorescence condition with a decrease in temperature. Onasch et al. (1999)\textsuperscript{56} used a FTIR technique to evaluated the efflorescence of pure (NH$_4$)$_2$SO$_4$ aerosols in the temperature range of 234-295 K, showing an inverse relationship between crystallization point and temperature. Zeng et al. (2014)\textsuperscript{32} identified a positive relation between CRH and T opposite to a negative one for sodium methansulfonate but no explanation about this different trend between the two compounds was found by the authors.

In the last ten years, electrical methods were developed\textsuperscript{57–61} able to identified the phase transitions relative humidity without quantifying the hygroscopicity of the investigated compounds. Yang et al. (2006)\textsuperscript{57} measured the impedance drop of a conductivity cell constituted by porous paper saturated with a pure or mixture salt solution. Once the solution was completely dried, the surrounding RH was changed. Their results suggest a good applicability of the method since they found at 323 K a DRH of 86±1.5% RH for Na$_2$SO$_4$ salt in agreement with the one found in literature (i.e. 84±1% RH at 298 K)\textsuperscript{40}. Similar measurements were developed for tests in which deliquescence of hygroscopic contaminants can promote metals corrosion. Schindelholz et al. (2014)\textsuperscript{58} dried a microdroplets on an interdigitated array microelectrode and measured the impedance response while varying the exposure RH conditions. They observed a sharp decrease in the modulus of impedance at 75% RH when the array was contaminated with a NaCl droplet. They also observed that the impedance increased during decreasing RH conditions and an abrupt increase was recorded at 50% RH, showing an hysteresis loop.

A growing number of papers reports the DRH and CRH aerosol systems with higher chemical complexity\textsuperscript{31,36,37,62–66}. Smith et al. (2012)\textsuperscript{67} used a dual arm HTDMA to investigate the DRH and CRH of aerosol system composed by AS mixed with isoprene-derived secondary organic material from photo-oxidation of isoprene. They found that DRH of the aerosol system decreased from 80% RH for pure AS aerosols to 40% for aerosols with 0.9 organic volume fraction, while CRH decreased from 35% RH for pure AS to RH lower than 20% RH for 0.6 organic volume fraction. Cruz and Pandis (2000)\textsuperscript{68} performed hygroscopic measurements with HTDMA on aerosol systems composed by NaCl or AS with pinonic and glutaric acids with no observed effects of the last two on the DRH of the inorganic salts. Gupta et al. (2015)\textsuperscript{35} studied mixtures of NaCl-NaNO$_3$ particles as surrogates of sea-salt aerosols. They showed that depending on the mixing ratio of the solution, particles can exhibit one or two distinct deliquescence processes. Ling and Chan (2008) studied the phase-transitions of systems formed by (NH$_4$)$_2$SO$_4$ and malonic acid, glutaric acid and succinic acid evidencing that the organic acids affect the deliquescence of the system, leading to a gradual dissolution of the solid particles. Miñambres et al. (2013) highlighted the effects of organic dicarboxylic acids in an early water uptake for a complex system of ammonium sulfate-dicarboxylic acids and the gradual deliquescence of the mixture.
Dougle et al. (1998) studied the effect of soot in crystallization of $\text{NH}_4\text{NO}_3-(\text{NH}_4)_2\text{SO}_4$ system and stated that it has no effect on this process.

Despite an abundance of measurements carried out for simplified aerosols systems, few papers focused on real atmospheric ones. On the other hand, a growing number of data is available by means of many online techniques, basically using HTDMAs and nephelometer equipment.

Ten Brink and co-authors (1996) performed a measuring campaign in The Netherlands in November and December 1993. They coupled a thermodenuder analyzer in order to quantify the presence of AN and AS and a humidity controlled nephelometer measuring the aerosol light-scattering at different RH level. A heater-cooler system was applied in order to scan the lower branch of the hysteresis loop and increase the RH of the aerosol airflow. The airflow was firstly dried heating it, then it was forced to pass within a humidifier chamber in which distilled water was sprayed and the temperature was increased or decreased in order to change the RH of the airflow. The upper branch of the hysteresis loop was also scanned heating the airflow. The authors considered negligible the ammonium nitrate loss due to high temperature since they avoid temperature higher than 313 K. Increasing the humidity from 20% to 90% RH and reverse, they reported an example of an ambient hysteresis loop occurred on 17 November 1993 when two DRH were observed (Figure 3): the first at 62% RH (associated to AN) and the second one at 80% (associated to AS), whereas no crystallization was observed since the scattering HGF did not reached the unity value even at low RH.

Other authors developed some techniques in order to identify the hydration state of atmospheric aerosols at ambient RH. Rood et al. (1989) used a similar method to the one of Ten Brinks in three urban and rural sites. The sampled airflow was ramped from ambient temperature to 623 K in 4 minutes and then cooled to ambient T while a nephelometer measured the light-scattering of the aerosols. The authors observed that metastable droplets occurred for more than 50% of the time for ambient RH values in the range 45-75% RH. These results were considered of great importance by the authors since ambient RH was between this range for about 38% of the measuring time.
Addendum.

winds, concentrations rather were not to is associated with aerosol time coupled, since only few i 200 nm. Similarly, CRH was identified most of the time at RH<30% but it was observed that DRH occurred between 45% and 75% RH, with a maximum in frequency between 49% of the time and the aerosols occupied the upper branch during SU season. On the contrary, during WI the hysteresis loops conditions occurred in eastern Tennessee that 12% of the sample aerosols were within the hysteresis loop on the upper branch during SU season. On the contrary, during WI the hysteresis loops conditions occurred for 49% of the time and the aerosols occupied the upper branch for 65% of this time. They also observed that DRH occurred between 45% and 75% RH, with a maximum in frequency between 65% and 70% RH. Similarly, CRH was identified most of the time at RH<30% but it was observed even between 55% and 60% RH. This results regards particles with dry sizes below 200 nm.

These methods present a very high time resolution but no chemical characterization is often coupled, since only few instruments are able to perform it with such a high time resolution, such as an aerosol time-of-flight mass spectrometer. In addition, all of these devices are extremely costly.

In most atmospheric phenomena, the effects of the atmospheric aerosols are due to their overall physical and chemical dynamics. Therefore, although the comprehension of small sized
range of particles is needed, an investigation of increasing sized and chemically complex aerosol system can lead to the observation and characterization of different integrated effects.

An example of this is shown in Song et al. (2013)61. In this paper the investigation of the corrosive effects of unsized particles contaminants on electrical circuits was carried out. The authors contaminated a printed circuit board (PCB) with a coarse deposit brushed off the surfaces of a multi-level outdoor garage in an urban area of Tianjin (China) and measured the impedance at increasing RH conditions and at different T. Coupling impedance measurements and ion chromatography technique, Song and co-authors highlighted that these parameter are useful to classify the risk of corrosion associated to particles contaminations.

SECTION 5 – CONCLUSIONS

In this chapter the main features of atmospheric aerosols were summarized in order to introduce the topic of this thesis. As it was shown, atmospheric aerosols are extremely complex open-systems affected by mass transfer, chemical reactivity and changes in thermodynamic air conditions. The role of water, considered as moisture and in the liquid phase, in the aerosols dynamics was highlighted. In this regards, the knowledge of the aerosols response to changes in relative humidity can improved the comprehension of many atmospheric phenomena, such as clouds formation and radiative forcing, and the interactions between aerosols and human activity.

In particular, in order to improve the understanding of these last interactions, the aerosols behavior has to be considered as an integrated behavior of different particles in size and in chemical composition.

In this work, the lack of a standardized method able to identify the phase transitions and the hygroscopic properties of a broad size range of real atmospheric aerosols was overcome by means of an off-line method based on the analysis of the electrical properties of the fine fraction (i.e. PM$_{2.5}$) exposed to different RH conditions with a high resolution. The use of this off-line method allows to relate the transitions with the chemical composition of real aerosol samples. Since the response to the applied method is due to the overall behavior of the aerosols, the system is considered formed by internally-mixed aerosols.

The following chapters describe the electrical conductance method and its agreement with a gravimetric method (Chapter II); both of them were used to characterized the DRH and CRH of atmospheric aerosols sampled in Milan (Po Valley, Italy) and a discussion with their seasonal chemical composition is provided (Chapter III). In addition, an estimation of aerosols physical state and their hydration time in the atmosphere was carried out (Chapter III).

The aim of this work is to provide a contribution relating to the implications of aerosols physical states with human activities.
In Chapter IV, the hysteretic response of aerosols to RH changes is related to PM$_{2.5}$ concentration monitoring by means of remote sensing techniques. It is shown that neglecting the hysteresis leads to substantial error in estimations. In the same chapter, aerosols physical states are considered in order to develop two parameters useful in cultural heritage climatology risk assessment.

Finally, the effects of aerosols contamination on materials were investigated in relation to corrosive behaviors on printed circuit boards assembly (Chapter V) and the application of this investigation was exemplified in the corrosion prevention in free-cooled data centers (Chapter VI).
Chapter II – Methods

1 – The Experimental Approach

The lack of a method that allows the study of a broad size range of atmospheric aerosols is here overcome with the conductance method, which is here described. Actually, similar methods were found also in Yang (2006)57, Song (2013)61 and Schindelholz (2014)58; nevertheless, Yang and Schindelholz focused their attention on the applicability of the electrical method on pure salts, whereas Song studied the corrosion effects of ‘two natural dust samples’ brushed off the surfaces from a height of two meters above the ground. Recently, D’Angelo et al. (2016)74, Casati et al. (2015)75 and Ferrero et al. (2015)76 used the conductance method in order to investigate the phase transitions of the fine fraction of the real atmospheric aerosols, i.e. PM$_{2.5}$, sampled directly from the atmosphere. The present chapter provides an extended description of the conductance method used in these last three papers.

1.1 Aerosol Sampling

In order to guarantee the simple applicability of the method, aerosols were collected as PM$_{2.5}$ fraction on the most widespread filters media, that are PTFE filters (Pall, Teflon filter, PMP support ring, $\varnothing=47$ mm) and quartz fiber filters (Millipore, $\varnothing=47$ mm). Sampling was carried out by means of a gravimetric low-volume sampler FAI-Hydra Dual Channel Sampler ($2.30 \text{ m}^3 \text{ h}^{-1}$), according to EN-14907.

The aerosols collection was set in term of duration with the scope to obtain comparable masses among the different sampling periods. The sampling campaigns were carried out in Milan at Torre Sarca site (Po Valley, Italy, $45^\circ31'19"$N, $9^\circ12'46"$E), a site located close to a high vehicle busy road in the northern side of Milan, the most populated city of the whole Po Valley.

In this valley, that is a famous air-polluted hot spot77, particulate matter (PM) concentration is strongly influenced by meteorological conditions. Winter seasons are characterized by very low mixing height caused by strong atmospheric stability. As reported in Ferrero et al. (2014)78, measuring campaigns with tethered-balloon over Milan showed an average mixing height of $272\pm50$ m above ground level in the late morning. This thin mixing layer causes a high PM$_{2.5}$ concentration as reported by the local agency for the environmental protection (ARPA Lombardia) whose data show an average PM$_{2.5}$ concentration of $32.66\pm1.90 \mu g \text{ m}^{-3}$ at ground level in Milan in WI. On the other hand, in the summertime the mixing height was found to be higher than $600$ m above ground level before 09:00 UTC (Ferrero et al., 2011)79 and PM$_{2.5}$ concentrations at ground level are significantly lower than in winter ($18.98\pm3.29 \mu g \text{ m}^{-3}$).
Therefore, in order to consider the variability in aerosols concentrations, the wintertime
campaigns were carried out setting a sampling time at 24 h whereas it was set at 48 h during
summertime.

As recommended in EN-14907, filters were held in dry conditions (RH<10%) before
weighting and sampling. The weighting was carried out by means of a weighting precision
balance Sartorius SE-2F (precision 0.1 µg, maximum load 2.1 g) and was repeated at least three
times accepting a variability of less than 1% both before and after the sampling. The removal of
electrostatic charges was allowed by means of an ozone generator. After the aerosols collection,
filters were stored in the darkness in order to avoid photochemical reactivity, at low temperatures
(~277 K) to avoid semi-volatile compounds volatilization and low RH (<10%) for 48 h. The
collected PM$_{2.5}$ mass were estimated subtracting blank filter mass to sampled ones.

PM$_{2.5}$ samples were collected between 2006 and 2014 and stored in the Filter Bank of the
University of Milano-Bicocca, where filters were preserved at 253.15 K in the darkness.

Prior to perform further analyses, the filters were placed in a PTFE holder and cut perfectly
in two halves with a die cutter. The uniform distribution of PM samples on filters has been
demonstrated in Owoade et al. (2006)$^{80}$. After this, the samples were again stored for 48 h at low
RH conditions (<10%) at room temperature.

1.2 The Aerosol Exposure Chamber and RH cycles

For each sample, a half filter only was used to characterized the phase transitions RH. For
this scope, an Aerosol Exposure Chamber (AEC) was specifically designed allowing the
exposure of the aerosol samples to different RH conditions (Figure 4). The AEC is a 1 m$^3$
hermetically sealed chamber equipped with inert PTFE bypasses enabling measuring and phasing
operations to be performed in the presence of moist or dry air. Up to six aerosol samples may be
housed inside the AEC: they were positioned on special PTFE supports, and provided with a pair
of electrodes (at a calibrated distance, i.e. 2.5 mm) each (Figure 4a).
Thermodynamic conditions within the chamber were monitored by means of two thermo-hygrometric sensors (DMA572 and DMA672, LSI-LASTEM, with a resolution of 0.25% for RH and of 0.035 °C for temperature, accuracy ±1% RH and ±0.1 K) with 10 s time resolution. The RH conditions were manually varied by 1% at a time. The increase in RH (humidification) was obtained slowly phasing in water vapor generated heating ultra-pure water (Milli-Q®; 18.2 MΩ·cm at 25 °C; Water Purification System, Millipore, Bedford, MA, USA) mixed with pre-filtered pure air (Aria Zero®, Sapio) into the AEC; conversely, pre-filtered pure air was phased in to reduce the RH (de-humidification). The averaged RH variation rate was 0.5% RH min⁻¹. In this regards, it was pointed out that small changes in RH conditions results in short equilibration time. On the other hand, except for the time-of-equilibration experiments (see Sect. 2.1), measures were supplied after a waiting time of 2 minutes.

The hereinafter called RH cycle (humidification following by de-humidification) consisted in a step-by-step increasing and then decreasing RH ramp between 30% RH and 90% RH. Prior to start the RH cycle, the filters were housed in the chamber, blocked with the electrodes on the PTFE supports and held them at 30% RH for 30 minutes in order to reach the equilibrium with the surrounding air.

Experiment were carried out at room temperature (298±2 K) for the entire duration of the RH cycle; fluctuations in temperature were recorded but never greater than 1 K.
1.3 Conductance measurements and developments

For each RH step, electrical resistance of each sample was measured five times. The measurement system was controlled by NI LabVIEW software which was designed to automatically calculate electrical conductance as the resistance reciprocal.

At the beginning of the experimental activity, aerosols were collected with a sampling surface of 11.94 cm$^2$ on filters. The resistance measurements were carried out using a 3421A Data Acquisition Unit (Hewlett-Packard, range 0-30.1 MΩ) and electrodes gap was set at 5.0 mm.

On the other hand, as it is discussed in Paragraph 2.2.1, the sampling and the electrical measurement configuration were modified in order to increase the electrical signal. The sampling surface on filters was reduced to 1.07 cm$^2$ and the electrodes distance to 2.5 mm. In addition, the resistance measurements were carried out by means of an Agilent 34411A multimeter (DC, 6½ digits, resistance range 0Ω-1.43GΩ), connected to the cells by means of an Agilent L4421A 40-channels armature multiplexer.

Except for the data discussed in Paragraph 2.2, the results will be presented with the improved measurement configuration. Both two instruments allowed to scan six channels linked to six different samples exposed to the same RH cycle. For each RH step, 5 measurements of conductance were carried out. Within this work, the averaged electrical conductance values are presented without standard deviations that are always below 5% of the measures. In additions, a cubic spline was applied in order to estimate the conductance value at an accurately fixed RH. The associated error was considered negligible since the interpolation was operated within the precision range of the thermo-hygrometric sensor.

1.4 Aerosol chemical characterization

As it was previously highlighted, the chemical composition of atmospheric aerosols strongly influences the hygroscopic behavior and the phase transitions RH. For this reason, the second half of the PM$_{2.5}$ samples used in the AEC were chemically analyzed to determine the aerosol chemical composition by means of ion chromatography. Cations ($\text{Na}^+$, $\text{NH}_4^+$, $\text{K}^+$, $\text{Mg}^{2+}$, $\text{Ca}^{2+}$) and anions ($\text{F}^-$, $\text{Cl}^-$, $\text{NO}_3^-$, $\text{SO}_4^{2-}$, acetate, formate, propionate, glutarate, succinate, malonate, oxalate) were analyzed using two coupled chromatography systems served by a shared auto-sampler (AS3000, Dionex, Sunnyvale, CA, USA) and controlled by the same PC (software Chromeleon 6.8, Dionex). Cations were determined using a Dionex ICS-90 Ion Chromatography System equipped with a pre-column (DionexIonPacCG12A-5 μm Guard 3x30 mm) and an analytical column (DionexIonPacCS12A-5 Analytical 3x150 mm); an isocratic elution was performed with methanesulfonic acid (MSA, 20 mM, Fluka 64280) at a flow rate of 0.5 mL min$^{-1}$. The eluent signal was suppressed using a chemical suppressor (Dionex CMMS III 4 mm MicroMembrane Suppressor, regenerant: tetrabutylammonium hydroxide, TBA-OH, 0.1 M, Fluka 86854). Anions were analysed by a Dionex ICS-2000 equipped with the Ion Pac AG11 4x50 mm Guard and Analytical AS11 4x250
mm columns, gradient eluent of KOH (0-50 mM), flow rate was 1 mL min\(^{-1}\). The eluent signal was suppressed by means of an electrochemical suppressor (Dionex AMMS III 2 mm MicroMembrane Suppressor CR-ATC, continuously regenerated anion trap column).

Quantification was achieved by means of the external standard method. Standard solutions were made starting from solutions of each single ion (1000 mg/L, Fluka). Chemical analysis was carried out within 24 h following extraction. Extraction efficiencies have already been investigated in a previous work\(^4\).

2 – RESULTS AND DISCUSSION

2.1 Equilibration time

The electrical response was monitored for 30 minutes at constant RH within the AEC in order to observe the time needed to reach the equilibrium in conductance measures. Figure 5 shows a typical equilibration time experiment. During 30 minutes, the RH conditions resulted to be constant with a fluctuation of less than 0.5% RH and this produced a constant electrical response (Figure 5b). In Figure 5a the RH exhibits an increasing trend during two RH steps, i.e. at 56% and 58% RH. Figure 5c shows that whenever RH is not constant the electrical conductance answers in perfect agreement (R\(^2\)=0.915). On the other hand, in this work no discussion about the conductance values is carried since it is used to identified the formation and crystallization of the electrolyte solution only and no quantitative relationship with the electrical signal was established.
Figure 5 Electrical conductance during an increasing RH ramp (a). In grey markers are shown the RH measurements, in black the electrical conductance data.

Since the shape of the curves did not change considering the conductance values obtained at different time (Figure 6), the equilibrium was supposed to be reached by the system in few seconds. Because of this, the conductance measurements were carried out waiting two minutes after that the RH reached the target value.
2.2 Minimum aerosol loading

In the previous paragraph it was shown that the conductance measures are in equilibrium at each RH step. Aerosol hygroscopicity allows the water vapor adsorption and ions motions towards the electrodes as a consequence of a continuum electrolyte solution formation. On the other hand, the first investigated dataset of 55 samples showed that 18% of them (10 samples) provided no electrical response, i.e. their resistance was higher than the detection limit of 3421A Data Acquisition Unit, i.e. 30.1 MΩ (0.033 µS). Thus, the minimum aerosol loading required in order to perform conductance measurements was examined.

As a matter of fact, such behavior was not previously reported either in Yang et al., (2006) or in Song et al., (2013). However, the experimental measurements of both the aforesaid studies were conducted in saturating conditions of aerosols on the investigated media, namely: Whatman filter paper soaked with saturated ionic solution, and an electric coupon test with 150-600 µg cm⁻² of aerosol deposite, respectively.

Conversely, the total aerosol mass loading on the sampled filters varied with PM₂.₅ ambient concentrations. The 55 PM₂.₅ samples considered in this dataset spanned a range of atmospheric concentrations between 13.7 µg m⁻³ and 107.5 µg m⁻³. These are typical values for the Po Valley, which is characterized by seasonally-modulated pollution. Moreover, they turn into a similarly broad range of aerosol loading on the sampled PM₂.₅ filters (24 h sampling time; flow 2.3 m³ h⁻¹), from 63.2 µg cm⁻² (0.755 mg on filters) to 496.6 µg cm⁻² (5.932 mg on filters). Our range comprises values both below and above the minimum surficial aerosol deposition used by Song et al. (2013).
Following this observation, the aerosol mass load on such filter samples, together with the total ionic fraction content, were investigated in order to determine minimum aerosol loading, so as to ensure detection of conductance changes while varying the RH in the AEC.

The average aerosol loading on the 45 PM$_{2.5}$ samples subset revealing electrical conductance responses was 221.9±13.5 µg cm$^{-2}$ (2.651±0.161 mg on filters), a figure slightly higher than the lower surficial dose used by Song et al., (2013)\cite{61}; conversely, the 10 PM$_{2.5}$ samples subset that did not show any electrical conductance response, displayed a statistically lower (t Student at α=0.01) aerosol mass loading, with a value of 127.1±7.8 µg cm$^{-2}$ (1.518±0.094 mg on filters). Due to the important role of the aerosol ionic fraction in determining electrical signal conduction, the average ion loading on both PM$_{2.5}$ sample subsets was also addressed: 85.7±9.2 µg cm$^{-2}$ (1.023±0.110 mg on filters) for those samples that showed electrical conductance responses to RH changes, and 53.1±6.5 µg cm$^{-2}$ (0.634±0.077 mg on filters), for those that did not.

A value similar to the latter one can be derived by linearly correlating the ionic surficial loading of the PM$_{2.5}$ sample subset displaying an electrical conductance response (y), with conductance measurements (x) at 80% of RH: the intercept of the linear regression thus obtained (y = 1.8x + 50.0; not shown) permits estimation of the minimum ionic surficial mass below which no electric signals were detected: 50.0 µg cm$^{-2}$. It is worth noting that the ionic surficial loading for the 10 filters that did not show any signal, is not far off the theoretical value (24.2 µg cm$^{-2}$) estimated by Weschler (1991)\cite{83} for pure 520 nm NH$_4$HSO$_4$ particles on the basis of the percolation theory\cite{84,85}. However, as Tencer (2008)\cite{86} reported, the value at which the aerosol starts to conduct the electrical signal and at which a bridging process commences, may vary according to the geographical region and the related aerosol properties (chemistry and size).

Thus, by following the aforementioned approach, but considering the whole PM$_{2.5}$ mass rather than the ionic fraction mass only, as the “y” variable, the minimum PM$_{2.5}$ mass for detection of an electrical signal proved to be an average daily PM$_{2.5}$ concentration of 27.5 µg m$^{-3}$ in Milan. Data from ARPA-Lombardia (the Lombardy regional branch of the Italian Regional Environmental Protection Agency) show that this concentration is exceeded in Milan on more than 70% of winter days, and on 34% of all days throughout the year.

In order to overcome the minimum aerosol loading limit, some modifications were introduced starting from sampling to measurement configurations.

### 2.2.1 Sampling modifications

Firstly, the sampling time was set with the aim to collect a sufficient aerosol load. Whereas this load would be easily reached during winter seasons since PM$_{2.5}$ concentrations are mostly higher than 27.5 µg m$^{-3}$, during summertime low concentrations rarely get the minimum estimated concentration. Thus, aerosol sampling time was set different for winter seasons and summer seasons, i.e. 24 h and 48 h, respectively.
In addition, the electrical signal was supposed being higher with the decreasing of sampling area. For these reasons, the original sampling diameter of 39.0 mm was reduced to 30.0 mm (Figure 7).

The electrical behavior was then examined in order to observe the effect of this sampling configuration on conductance response. Four sampling pairs were exposed to RH cycle and electrical conductance was recorded.

Figure 7 Original (left) and reduced (right) sampling area.

Figure 8 shows an example of the conductance profiles for both standard sampling area (11.94 cm$^2$) and reduced one (1.07 cm$^2$). For both increasing (a) and decreasing (b) RH ramp, an increase in conductance due to the increasing in PM$_{2.5}$ mass density was recorded without shape variations for the reduced spot profiles. The good agreement between the two sampling configuration is clearly shown in Figure 9.

On the other hand, a constant increase in conductance was not observed for the samples. Indeed, high R$^2$ coefficients were found (0.972±0.024 for increasing RH ramp and 0.928±0.068 for the decreasing one) but the slope values – which indicates the order of magnitude of the increasing conductance signal – was not comparable among the samples, which spanned from an almost negligible increase to several order of magnitudes.
Figure 8 Conductance profiles for PM$_{2.5}$ fraction on standard and reduced sampling spot area during increasing (a) and decreasing (b) RH ramp.
2.2.2 Measuring setting modifications

In order to further increase the electrical signal and, especially, the detection limit of the measuring system, a new digital multimeter (Agilent 34411A multimeter) coupled with a multiplexer (Agilent L4421A) was then used. Thus, the detection limit decreased from 0.03 µS (30.1 MΩ) down to 0.0007 µS (1.43 GΩ).

In addition, the electrodes distance was reduced from 5.0 mm to 2.5 mm (Figure 10). For this modification an increase in signal was observed as well. In this regards, the profile shape was found to be unchanged while an increase in conductance of 1.961±0.902 and 1.823±0.537 for humidification and de-humidification (averaged slope and dispersion from the averaged value) was recorded. The standard deviation values of slope highlighted that the increase in conductance was not similar among the seven sample pairs used for the comparison of the two configurations.
While it was expected that conductance would have doubled, the results clearly showed that the increase in electrical signal was not. This fact could be due to some parameters which were neglected (such as the electrodes' active surface geometry and their roughness, the geometry of the conductive path and the cell constant) or which were not under the user control.

The data which are shown in the remainder part of this work were obtained by means of the improved sampling and measuring configurations: aerosol samples were collected on 1.77 cm² surface area and conductance profiles were carried out by means of Agilent 34411A digital multimeter coupled with Agilent L4421A multiplexer setting 2.5 mm as electrodes distance.

2.3 Filter media effect

PTFE filters and quartz fiber filters are the most used filter media to collect ambient particles. They are mainly used because of they moderately costs and the advantages for chemical characterizations of inorganic fractions (PTFE) and carbonaceous fractions (quartz fiber). In order to evaluate the best substrate for hygroscopic particles studies, conductance analyses were carried out on these media. Eom et al. (2014) studied the influence of six different media on
hygroscopic measurements. Their results highlight the importance in using hydrophobic substrates such as parafilm-M or TEM grids instead of hydrophilic ones. This because water condensation and spread over the media occur with an increasing interfacial energy between them. Thus, Eom and co-authors identified lower DRH values comparing with literature data. On the contrary, for crystallization processes Ag foils seemed to increase CRH due to the formations of seeds for heterogeneous crystallization composed by AgCl and AgSO₄ when they studied Cl⁻ or SO₄²⁻ containing solutions.

Awakuni and Calderwood (1971) studied the water vapor adsorption on quartz fiber wafer and PTFE films. In their work, the authors reported the contact angle of PTFE as 104° while it is nearby 0° for clean glass surface. These properties agreed with the estimation provided by Awakuni and Calderwood who highlighted that close to saturation conditions, PTFE adsorbed three monolayers of water molecules while quartz fiber adsorbed seven monolayers. These findings gave reasons about the different conductivity behaviors observed by the authors which was noted to be higher for quartz fiber in respect of the PTFE.

In order to observe the difference conductance response to the RH conditions, the analyses were carried out for 38 PM₂.₅ samples collected both for PTFE and quartz substrates. The conductance profiles for PTFE substrates highlighted different behaviors in function of RH level. In particular, the majority of samples showed an abrupt change in electrical signal during increasing and decreasing RH ramps at non coincident RH conditions, thus a hysteresis was clearly observed (Figure 11). In addition, high standard deviations in the averaged normalized profiles confirmed that the samples had different behavior in conductance. On the contrary, the conductance profiles for quartz fiber filters showed an exponential growth and decrease without hysteresis (Figure 12) and low standard deviations.

![Figure 11 Averaged normalized conductance profiles for PM₂.₅ samples collected on PTFE filters.](image)
Figure 12 Averaged normalized conductance profiles for PM$_{2.5}$ samples collected on quartz fiber filters.

These different trends suggested that quartz fiber filters have a role in the electrical response likely due to their hydrophilic properties. Conversely, PTFE filters indicated that the obtained different profiles were due to electrical conduction of aerosols deposited on them. Thus, in order to investigate the aerosol phase transitions, PTFE filters were chosen as the best filtering substrate and it was used for further analyses.

2.4 Repeatability

The conductance measurements were repeated twice for 18 PM$_{2.5}$ samples collected on PTFE filters. In Figure 13 it is shown an example of a sample exposed to two RH cycles. After the first one, the air within the AEC was kept constant at 30% RH for 1 h before starting the second cycle.

Figure 13 Repeatability test for conductance profiles.
The profiles highlighted a good repeatability of the measurements until the conductance values reached the maximum. On the other hand, Figure 13 shows that at high RH conditions, the electrical signal decreased with the increase of RH. This effect was observed for 25.9% of the profiles (i.e. 51 samples, considering the whole data set of samples). A possible explanation could be that a conductive electrolytic solution was formed on filter (suggested by high conductance values) and high RH conditions lead to its dilution. In fact, the continuous water condensation brings to a continuous dilution of ions that at the end leads to an electrical conductance decrease as well. This behavior is reported also in Anderko and Lencka (1997)\textsuperscript{88} and in Gregor et al. (1960)\textsuperscript{89}.

![Figure 14 Correlation of conductance values between repeated RH cycles.](image)

Figure 14 shows the correlation between the conductance measurements for the two cycles during both increasing and decreasing RH ramp below 75% RH. High $R^2$ values and slopes close to 1 indicate that the conductance measurements are repeatable.

2.5 Phase transition identification and repeatability

The conductance profiles were used to estimate the RH conditions of solid to liquid transition and vice versa. This method considers the variation of the electrical signal: when an electrolytic solution develops on a non-conductive surface it is expected an increase in conductive properties of the media, i.e. PTFE filter + PM\textsubscript{2.5}. On the contrary, a re-crystallization of a solution has the effect of suppress the electrical signal.

Thus, when RH is ramped up within the AEC, a sharp growth in electrical conductance measured implies that the WS compounds forming the deposited aerosols pass from a solid to liquid phase, i.e. deliquescence occurred. Similarly, an abruptly decreased in conductance during the reduction of RH suggests the crystallization of the WS fraction.
These simple principia were used by other authors as review in Chapter I, Sect. 4. On the other hand, atmospheric aerosols investigated in this work did not provided clear and unique DRH and CRH points. As it is shown in Figure 15 and Figure 16, the sharp variations in conductance occur within RH ranges. For this reason, when a phase transition process was identified, three RH values were used to characterized the transition ranges: the RH point in which the dramatic change in conductance was firstly detected, the ending change point and the RH in which the first derivative value reached the maximum. Concerning the deliquescence range, the three points were called DRH_{start}, DRH_{end} and DRH_{grad}. The last one was so called in order to indicate the identification by means of the gradient method. Similarly, the crystallization range was identified using CRH_{start}, CRH_{end} and CRH_{grad}. It is necessary to point out that CRH_{start} > CRH_{end}: this is because the crystallization transition occurs when RH is decreasing.

![Figure 15 Deliquescence relative humidity by means of the conductance method.](image)
Figure 16 Crystallization relative humidity by means of the conductance method.

Figure 15 and Figure 16 show a RH cycle repeated twice for a sample. As it is clearly showed, both DRH and CRH ranges for the two RH cycles were found to be repeatable. In fact, the abrupt growth in conductance was detected within 56 – 60% RH range for the first cycle and within 56 – 62% RH for the second cycle. The gradient method showed that DRH gradient occurred at 59% RH during the first cycle and at 60% RH during the second one. Similarly, CRH range was identified between 55% RH and 52% RH (first cycle) and within 54 – 51% RH conditions (second cycle). The gradient method provided a value of 54% RH for both the cycles.

With the method described in this section, a conductance profile (and gravimetric, see Paragraph 2.6) is able being divided in three regions. Concerning the increasing ramp, below the DRH range, the sample adsorbs moisture and this weakly increase the electrical signal; then, when an abrupt increase in conductance is recorded, the solubilisation of WS compounds occur: this is the deliquescence range. Further increase in RH within the AEC causes a further increase in electrical conductance, therefore a hygroscopic region is observed. The reverse behavior is seen when RH is reduced: firstly, an evaporation period occurs, then a sharp decrease in conductance indicates a reducing mobility of charges due to crystallization of WS compounds: this is the crystallization range. Finally, the weak decrease in signal is associated to the late desorption of water caused by the slow diffusivity due to highly viscous organic compounds (as it will discuss in the later).
2.6 Comparison between conductance and gravimetric method for DRH and CRH

In order to validate the results provided by conductance method, a gravimetric method was also used for a sub-dataset of 20 PM$_{2.5}$ samples.

The half filter destined to the chemical characterization was previously exposed to an RH cycle within the AEC. The sample was housed in the vessel of Sartorius SE-2F precision weighing balance, which was placed inside the AEC. When the RH was changing, the vessel was kept open in order to allow the interaction of aerosols with the air and its moisture level. Once the target RH was reached, the vessel was closed and the mass measurement was obtained.

Firstly, the gravimetric behavior of a blank PTFE filter was obtained exposing it to a RH cycle (Figure 17). A hysteresis in gravimetric profile was observed between the values during increasing and decreasing RH conditions. In order to take it into account, a correction factor was estimated in function of RH condition and of the RH ramp. This was calculated as the ratio of the measured mass at a target RH and the one obtained at 30% RH.

An example of gravimetric corrected profile is shown in Figure 18. This sample was collected during winter 2014 and the measured PM$_{2.5}$ fraction accounted for 1.755 mg. The increase in RH caused a weak growth in weight of the sample due the moisture adsorption caused by the hygroscopic properties of aerosols deposited on filter (green crossed markers). At 45% RH, the increasing rate growth as also shown by the gradient profile (green line). Thus, the range 45 – 53% RH was considered as DRH. Above this range, the hygroscopic growth became barely exponential and sample mass increased up to 2.637 mg. Thus, the mass increased more then three times due to hygroscopicity. Similarly, the weighting balance recorded a reduction in mass measurements during the drying of the chamber (yellowish cross markers). The water evaporation decreased the sample mass in a very similar way of the exponential increasing mass during the humidification. At 47% RH, the decreasing rate increased with a maximum at 46%
RH down to 43% RH. This range (47 – 43% RH) was assigned as CRH range. Below this range, mass values did not reach the corresponding values of the humidification curve. This fact was attributed to the effect of the organic matter.

Many authors\textsuperscript{90–94} pointed out the effect of glassy and highly viscous organic matter in timescales water desorption within the particle bulk. For example, Shiraiwa and co-authors\textsuperscript{91} studied the timescale partitioning for an aerosol system consisting in a α-pinene secondary organic aerosols (SOA) core-shell and an (NH\textsubscript{4})\textsubscript{2}SO\textsubscript{4} aqueous core. The authors found that the SOA-rich phase is liquid above RH\textsuperscript{\geq}80\%, semi-solid within 30-80% RH and semi-solid or amorphous solid below 30% RH. The time needed to reach the equilibrium is on the order of minutes below 90% RH but increased with the decrease in RH. Indeed, the timescale was estimated to be on order of hours to days below 40% RH, depending on bulk diffusivity. Mikhailov\textsuperscript{92} and other authors\textsuperscript{95} showed a gradual continuous growth (diminish) due to increase (decrease) in RH on aerosols systems containing hydrophilic organic compounds. Thus, the presence of water within the bulk organic matrix was supposed below the CRH.

This paragraph showed an example of a comparison between a gravimetric and conductance profiles applied to the same PM\textsubscript{2.5} sample, while a comparison between the results extended to the whole 20 samples dataset is provided in Chapter III, Section 2.5.
Chapter II – Methods

3 – CONCLUSIONS

In this chapter, the reliability of both conductance and gravimetric methods is described and demonstrated for real atmospheric aerosol samples. These methods provide easy interpretable results of the relative humidity at which deliquescence and crystallization occur. In the present

**Figure 18** Example of PM$_{2.5}$ mass profile in function of RH conditions.

**Figure 19** Conductance profile of the sample showed in Figure 18.
work, these methods are used for PM$_{2.5}$ fraction but it can be applied to different fractions as well. It is necessary to highlight that the obtained results are those due to the interactions of thousands of chemical compounds which form the real atmospheric aerosols. Because of this, it can be assumed that these methods characterize the hygroscopic behavior of an internally mixed aerosols.

Although the gravimetric method allows to measured the water mass gained by the aerosols samples (Chapter III, Sect. 2.6) leading to an estimation of the mass hygroscopic growth factor (Chapter IV), the conductance method results to be the preferred one. In fact, the RH cycle lasts about 4 h 30 min and for each RH cycle only one gravimetric profile could be performed. On the contrary, the conductance method allows to record the behavior of 6 aerosol samples at time, reducing the time needed to create a broad dataset. For these reasons, only 20 gravimetric profiles were carried out.
**CHAPTER III – SEASONAL BEHAVIOR OF PM$_{2.5}$ DELIQUESCENCE AND CRYSTALLIZATION IN MILAN (PO VALLEY)**

1 – SEASONAL PM$_{2.5}$ CHEMICAL COMPOSITION

Aerosol chemical variability was investigated (Chapter II, Sect. 1.4) for inorganic WS compounds (F$^-$, Cl$^-$, NO$_3^-$, SO$_4^{2-}$, PO$_4^{3-}$, Na$^+$, NH$_4^+$, K$^+$, Mg$^{2+}$ and Ca$^{2+}$) and mono- and di-carboxylic acids (acetate, formate, propionate, glutarate, succinate, maleate and oxalate).

Firstly, the aerosols samples clearly showed a great variability in chemical composition between the cold and the warm seasons, i.e. winter (WI) and summer (SU), respectively. Similarly to it was already stated by many authors$^{96-98}$, three ionic species account for 88±1% (% weight/weight) of the WS fraction (NH$_4^+$, NO$_3^-$ and SO$_4^{2-}$). NH$_4^+$ is the most abundant cation species and it is responsible of the neutralization of the negative charges, mostly represented by NO$_3^-$ and SO$_4^{2-}$. Whereas the percentage amount of NH$_4^+$ remains almost unchanged between WI and SU seasons, NO$_3^-$ and SO$_4^{2-}$ presents an opposite trend due to the different thermodynamic conditions of the boundary layer. In fact, it is well known that NH$_4$NO$_3$ (AN, ammonium nitrate) and (NH$_4$)$_2$SO$_4$ (AS, ammonium sulfate) are mainly two secondary inorganic aerosols: they are formed by neutralization of HNO$_3$(g) and H$_2$SO$_4$(g) due to NH$_3$(g)$. While preferentially ammonia reacts with sulfuric acid, an excess of it leads to react with nitric acid. On the other hand, the reaction equilibrium is affected by T and RH and particle-phase is promoted at low T and high RH conditions$^{99-101}$. For these reasons, during WI the thermodynamic air conditions and high NO$_x$ emissions – coupled with high air stability that avoid emissions dispersion – allow a prevalence of AN particle-phase in respect of the gaseous one. On the contrary, higher T and lower RH promote the evaporation of AN. The consequences of this are low AN concentrations in particle-phase during SU and high concentrations of that during WI.

In Figure 20 and Figure 21 are summarized the results of chemical characterization highlighting the seasonal variability. As previously discussed, nitrate ions represented the highest WS fraction (22.4±3.1%) in respect of sulfate (6.3±1.2%) and ammonium (8.0±0.9%) during WI (Figure 20a). On the opposite, during SU seasons sulfate prevailed (16.0±1.6%) in respect of nitrate (3.9±1.1%) and ammonium (6.9±0.7%).

Spring (SP) and fall (FA) can be defined as transitional seasons$^{102}$: this is due to the fact that thermodynamic conditions are driven from a cold (warm) to a warm (cold) season, therefore T shows an increasing (decreasing) trend (Figure 22). A trend in temperature of the lower layers of the troposphere causes a trend in mixing height. From WI to SU, the mixing height shows an
increasing trend with a consequent increase in air dilution and lower aerosols concentrations. At the same time, the increase in temperatures promotes the gaseous-phase of AN. In addition, high fluctuations in ambient parameters (such as RH, rainfall, wind, etc.) can occurred affecting aerosol concentrations and chemical compositions. For these reasons, as it was expected, during SP and FA seasons nitrates and sulfates amounts reflect the transitional behavior, showing a nitrate/sulfate mass percentage ratio between those of SU and WI (Figure 20b). The 19% (4/21) of the chemically analyzed FA samples gave a ratio less then 1, whereas 60.6% (20/33) SP samples showed a ratio < 1. Thus, it is difficult to define a characteristic behavior – neglecting high fluctuations – as it is possible for WI (ratio>1 for 93.2% of the samples) and SU (ratio<1 for 92.2% of the samples) and the chemical composition can be days-to-days associated to a similar WI or to a SU composition.

Figure 20 Seasonal variability of the main components and not characterized fraction expressed in percentage weight/weight. In panel (b) the nitrate/sulfate ratio is highlighted for the four seasons. The error bar represent the interval confidence (α=0.05).
Chapter III – Seasonal behavior of PM2.5 deliquescence and crystallization in Milan (Po Valley)

Figure 21 Seasonal averaged chemical composition of minor inorganic compounds and organic acids.

Figure 22 Air temperature data from 2006 to 2014 provided by ARPA (Regional Agency for Environmental Protection) Lombardia in Milan.

2 – SEASONAL DRH AND CRH

The phase transitions RH, i.e. DRH and CRH, were identified by means of the conductance method described in Chapter II. In addition, the gravimetric method (Chapter II, Sect. 2.6) was applied on a sub-dataset of 20 samples.

In this section, conductance and gravimetric profiles are shown for samples collected during winter (WI, Sect. 2.1), summer (SU, Sect.2.2). For spring (SP) together with fall (FA) seasons (Sect. 2.3) no gravimetric profile was performed. Finally, a discussion of the dependence of DRH and CRH on chemical variability is provided in Sect. 2.4.
2.1 Winter samples

Figure 23 reports a typical WI conductance behavior at increasing and decreasing RH for WI PM$_{2.5}$ sample (dry PM mass = 3.134 mg). The main feature is the sharp increase in conductance (from 0.94 $\mu$S up to 19.13 $\mu$S) in the region 51-59%. According to many authors and to the method presented in Chapter II, such a sharp increase is attributed to the dissolution processes of the water-soluble compounds. The gradient method showed that the DRH point can be assigned at 56.0% RH. A similar sharp increase in the aerosol mass (Figure 24) was observed within the 50-61% RH range. Before and after the DRH region, both the conductance and mass showed important features too that are described here below.

Before the DRH, the conductance signal weakly increased in the humidity range 30-50% RH. This growth of the electrical signal was attributed to an early absorption of moisture, as observed by Yang et al. (2006), as also confirmed by the gravimetric measurements.
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Figure 24 Gravimetric profile of a wintertime sample.

Above the DRH range, within the hygroscopic growth region, a further increase of both conductance and mass signal was observed due to the continuous condensation of water on the PM$_{2.5}$ samples. Whereas the mass gain rate increased after the DRH region, the conductance rate slowed and then weakly decreased. This behavior was attributed to the dilution of the electrolytic solution (Chapter II, Sect. 2.4).

During the dehumidification phase, water evaporation occurred and a decrease in the mass of the sample was observed from 90% to 51% RH. Similarly, conductance measures showed firstly a gradual decrease until 50% RH. Then, a sharp decrease for both conductance and mass was registered leading to the CRH range. The conductance dropped from 12.02 $\mu$S to 0.23 $\mu$S in the 49-46% RH range, which indicates the crystallization process. According to these findings, Figure 24 points out that the same crystallization range (50-47% RH) was shown by the gravimetric profile.

2.2 Summer samples

The following figures show the behavior of a typical SU PM$_{2.5}$ sample (dry PM mass = 1.975 mg) for both conductance (Figure 25) and mass (Figure 26). The conductance profile showed first an early water uptake in the 30-63% RH range, characterized by a very low conductance increase. Starting from 64% RH, the conductance signal showed a rapid growth until 69%. DRH was defined as the RH with the maximum gradient: 68% RH.

During the decreasing RH ramp, a hysteresis behavior was observed as well. At first, the conductance signal decreased according to the hygroscopic part of the humidification profile,
then, within the 62-56% RH range, a significant drop in conductance occurred. The gradient method showed a maximum rate at 60% RH, that was identified as the CRH.

According to the conductance profile, a very weak mass increase was recorded up to 64% RH followed by a deliquescence region within the range 65 – 71% RH (Figure 26). The gradient method indicated that maximum occurred at 70% RH, weakly higher than it was found by the conductance profile (68% RH). Above the deliquescence range, further increase in RH exponentially increased the measured mass due to the hygroscopic growth of the aerosols. Conversely, ramping down the RH, an abrupt decrease in mass was recorded within 62 – 55% RH, perfectly in agreement with what was observed by means of the conductance methods, the CRH point was identified at 60 % RH.

![Conductance profile of a summer sample](image)

*Figure 25 Conductance profile of a summer sample*
2.5 Spring and fall samples

Concerning the two transitional seasons, few samples were analyzed, i.e. 7 for SP and 10 for FA. As already discussed in Section 1, due to the great variability in day-to-day air thermodynamic conditions, it is difficult to define a representative behavior of aerosols samples both in chemical composition and regarding the phase-transitions relative humidity. On the other hand, the data presented within this paragraph are able to showed that the SP and FA samples phase transitions RH are between the WI and SU ones.
Figure 27 Conductance profile for a spring sample.

Figure 28 Conductance profile for a fall sample.
In fact, as it is shown in Figure 27 and Figure 28 for two examples of SP and FA profiles, DRH was observed within the range 56-63% RH for SP sample and 59-65% RH for FA one. Similarly, CRH for SP profile was identified between 53 and 50% RH and between 52 and 48% RH for FA sample.

SP and FA seasons are far from being exhaustively characterized. A chemical characterization carried out from the end of March, 2015 until the end of June, 2015 showed that, with important fluctuations, the nitrate/sulfate mass percentage ratio presented a decreasing trend in time. Thus, further analysis has to be performed. Nevertheless, the analyzed samples were chosen in order to temporally cover all over the SP and FA seasons. Therefore, the results shown in the present and in the following section can be considered as representative of the average behavior of aerosols within these seasons.

2.4 Seasonal behavior of DRH and CRH

The results of the DRH and CRH of aerosols collected as PM$_{2.5}$ are presented in function of the sampling season in Table 3. Firstly, the results show that DRH is always higher then CRH, confirming the hysteresis behavior of phase transitions for real atmospheric aerosols, as already found also in Martin et al. (2008) and in other works. The hysteresis amplitude, considered as the distance between the RH values at which the two processes are completed (i.e. DRH$_{end}$ – CRH$_{end}$), was estimated to be about 14% RH.

The lowest DRH was found to occur for WI samples whereas the highest one resulted for SU samples. As it was previously mentioned, SP and FA samples showed averaged DRH values and the same trend was also observed for the crystallization process (Table 3).

Despite the t test ($\alpha=5\%$) highlights that there is no statistical difference between the results obtained for the SP and FA seasons, DRH and CRH trends are in agreement with the ratio NO$_3^-$/SO$_4^{2-}$ (% w/w), as it is stated in Table 4. This fact experimentally confirmed the influence of chemical composition of aerosol on the phase transitions relative humidity values.
Table 3 Seasonal DRH and CRH values identified by means of conductance method at 298 K.

<table>
<thead>
<tr>
<th></th>
<th>DRH\textsubscript{start} (%)</th>
<th>DRH\textsubscript{end} (%)</th>
<th>DRH\textsubscript{grad} (%)</th>
<th>CRH\textsubscript{start} (%)</th>
<th>CRH\textsubscript{end} (%)</th>
<th>CRH\textsubscript{grad} (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SP</td>
<td>mean</td>
<td>56.6</td>
<td>64.0</td>
<td>60.1</td>
<td>51.3</td>
<td>48.3</td>
</tr>
<tr>
<td></td>
<td>(t_{(\alpha=5%)})</td>
<td>±1.3</td>
<td>±1.9</td>
<td>±1.6</td>
<td>±1.0</td>
<td>±1.4</td>
</tr>
<tr>
<td>SU</td>
<td>mean</td>
<td>68.3</td>
<td>72.8</td>
<td>71.4</td>
<td>63.0</td>
<td>59.3</td>
</tr>
<tr>
<td></td>
<td>(t_{(\alpha=5%)})</td>
<td>±2.1</td>
<td>±2.0</td>
<td>±2.1</td>
<td>±2.5</td>
<td>±2.7</td>
</tr>
<tr>
<td>FA</td>
<td>mean</td>
<td>55.8</td>
<td>60.7</td>
<td>58.3</td>
<td>51.3</td>
<td>47.9</td>
</tr>
<tr>
<td></td>
<td>(t_{(\alpha=5%)})</td>
<td>±2.1</td>
<td>±2.4</td>
<td>±2.1</td>
<td>±1.2</td>
<td>±1.3</td>
</tr>
<tr>
<td>WI</td>
<td>mean</td>
<td>52.0</td>
<td>58.3</td>
<td>54.8</td>
<td>48.4</td>
<td>44.7</td>
</tr>
<tr>
<td></td>
<td>(t_{(\alpha=5%)})</td>
<td>±1.5</td>
<td>±1.4</td>
<td>±1.4</td>
<td>±1.0</td>
<td>±1.2</td>
</tr>
</tbody>
</table>

As it was already pointed out (Chapter I), DRH and CRH are affected by hygroscopic and hydrophobic compounds, both forming the atmospheric aerosols. In this work, the WS inorganic fraction mono- and di-carboxylic compounds were investigated only, therefore it is not possible to carried out a relation with the insoluble fraction and with other organic compounds. In this regards, it is well-known that organic compounds have a role in the overall hygroscopicity of atmospheric aerosols. Jimenez and co-authors (2009)\textsuperscript{103} highlighted that the higher is the oxygen/carbon ratio of an organic compound, the higher is its hygroscopicity due to its higher polarity\textsuperscript{104}. This suggests that organics can even reduce the overall water uptake in respect of a pure hygroscopic aerosols. Moreover, as it was pointed out in Shiraiwa et al. (2013)\textsuperscript{91}, semi-solid organic compounds decreased the bulk diffusion coefficient of water in the particle phases, especially at low RH conditions, leading to higher timescale of hygroscopic growth. The authors calculated the time for equilibration considering a core-shell aerosol composed by \(\alpha\)-pinene and AS. For a electrolyte rich-shell, this time was estimated to be in the order of \(10^{-5}\) s, whereas for a organic-rich shell this time can last up to 100 s for a 1 \(\mu\)m particle. This could partially explain the gravimetric profile showed in Figure 24. At RH conditions below the CRH, it was observed that the mass did not decreased at the value measured at the beginning of the RH cycle but remained at a fairly-constant mass distance of 0.10 mg. This means that at 30% RH, about 6% of the sample mass was due to water still absorbed.

This behavior seems different from the one found for the profile in Figure 25. In this case, the measured mass decreased below the mass measured at the beginning of the RH cycle at the end of the crystallization range and then came back to the starting value at 30% RH. Even with the correction factor calculated for the blank PTFE filter profiles, this effect was not sufficiently corrected. Although this effect does not invalidate the identification of the CRH range, the estimation of the massHGF (Chapter IV, Sect. 1) would be affected. For this reason, whenever this parameter resulted lower than 1, it was neglected.
Table 4 Average chemical composition of PM$_{2.5}$ samples, nitrate/sulfate ratio and degree of neutralization exposed to RH cycles. SP and FA samples not considered the organic acids.

<table>
<thead>
<tr>
<th></th>
<th>Chemical composition (% w/w)</th>
<th>Degree of neutralization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>NH$_4^+$ NO$_3^-$ SO$_4^{2-}$</td>
<td>slope R$^2$</td>
</tr>
<tr>
<td>SP$^*$</td>
<td>mean</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10.2% 19.8% 11.0% 0.4% 1.1% 1.8</td>
<td></td>
</tr>
<tr>
<td></td>
<td>±σ 3.4% 11.6% 4.4% 0.4% 0.5% 0.7</td>
<td>0.757 0.986</td>
</tr>
<tr>
<td>SU</td>
<td>mean</td>
<td></td>
</tr>
<tr>
<td></td>
<td>7.0%  4.2% 15.9% 3.5% 1.3% 0.3</td>
<td>0.900 0.834</td>
</tr>
<tr>
<td></td>
<td>±σ  1.2% 2.7% 2.6% 0.9% 0.3% 0.3</td>
<td>&lt;0.001 -</td>
</tr>
<tr>
<td>FA$^*$</td>
<td>mean</td>
<td></td>
</tr>
<tr>
<td></td>
<td>10.4% 24.6% 7.9% 0.3% 1.0% 3.3</td>
<td>0.932 0.967</td>
</tr>
<tr>
<td></td>
<td>±σ  0.6% 3.8% 1.6% 0.2% 0.2% 0.9</td>
<td>0.002 -</td>
</tr>
<tr>
<td>WI</td>
<td>mean</td>
<td></td>
</tr>
<tr>
<td></td>
<td>8.1%  24.6% 5.2% 1.2% 1.1% 5.9</td>
<td>0.916 0.960</td>
</tr>
<tr>
<td></td>
<td>±σ  1.2% 4.7% 1.3% 0.3% 0.2% 1.6</td>
<td>&lt;0.001 -</td>
</tr>
</tbody>
</table>

Table 4 shows the seasonal averaged chemical composition for the samples characterized for the phase transitions relative humidity only. The comparison between DRH and CRH with NO$_3^-$/SO$_4^{2-}$ confirmed the importance of these two ions: a high ratio leads to lower DRH and CRH. These seems in agreement with the data reported in literature for both pure AN and AS$^{40,52}$. The first one deliquesces at 61% RH, a lower value in respect of AS which forms a saturated solution above 80% RH. Similarly, crystallization for AN was not reported even at very low RH$^{53,105}$ while CRH of AS is observed at 35% RH.

Potukuchi and Wexler (1995)$^{106}$ proposed a thermodynamic calculation for a H$^+$-NO$_3^-$-SO$_4^{2-}$-NH$_4^+$ aerosol system considering the equilibrium constant between the crystal and the aqueous phases. Therefore, the sulfate fraction (Y) of the whole sulfate plus nitrate Y=[SO$_4^{2-}$/(SO$_4^{2-}$ + NO$_3^-$)] (Eq. 1.13), and the ammonium fraction (X) of the whole ammonium plus hydrogen X=[NH$_4^+$/NH$_4^+$ + H$^+$)] (Eq. 1.12) were calculated (Figure 29). Potukuchi and Wexler$^{106}$ pointed out that, for a given X, an increase in the Y (i.e., summer conditions) leads to higher DRHs, while for a given Y, a decrease in the X (acid conditions) leads to lower DRHs.
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Figure 29 Chemical composition and DRH relation as proposed in Potukuchi and Wexler (1995)\textsuperscript{106}.

For WI aerosol, Y values were very low (0.13±0.03, average ± confidence interval at 5%) compared to SU (0.76±0.08) and, in addition to an almost complete neutrality evidenced by X (0.88±0.0.05 in WI), suggested that the prevalent salt species was similar to 2NH\textsubscript{4}NO\textsubscript{3}·(NH\textsubscript{4})\textsubscript{2}SO\textsubscript{4} and AN. Even here, this predominance in nitrate ions leads to lower DRH values if compared with SU ones. At the same time, Y for SP and FA seasons gives reasons of the intermediate results obtained for DRH (0.28±0.07 and 0.19±0.07 for SP and FA, respectively). Whereas the DRH trends are in agreement with the ones suggested by the Potukuchi and Wexler diagram, the experimental values are lower (except for the samples for which the charge neutrality was far, see Sect. 3). The reason of this is the simplified aerosol system modelled by Potukuchi and Wexler. As it was stated in Chapter I, the more the aerosol is complex in chemical composition the lower is the DRH\textsuperscript{9,31,55,76,95}. A real atmospheric aerosol is formed by many compounds, thus a lower value of DRH was expected. A further comparison with a thermodynamic model, i.e. E-AIM II, is provided in Section 3.

ATMOSPHERIC AEROSOLS PHASE TRANSITIONS: MEASUREMENTS AND IMPLICATIONS
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Martin et al. (2003) proposed an empirical model able to estimate the CRH of H\(^+\)-NO\(_3\)^−-SO\(_4\)^{2−}-NH\(_4\)^+ particles (Chapter I). The domain of applicability is such that CRH(X,Y) ≥ 1%. Thus, assuming X = 1, this limit results in a minimum value of 0.25 for the Y parameter, whereas if Y = 1, X has the lowest limit of 0.5. With this limitations, the algorithms reported by the authors were used to calculate the CRH.

Firstly, the method allowed the CRH estimation of 40% of the samples only. This because most of the WI and FA samples presents a Y parameter which is outside the domain of Martin’s algorithms. In addition, conversely by the overestimation provided by Potukuchi and Wexler’s diagram for DRH, Martin’s algorithms underestimated the experimentally identified CRH in average of about 35% RH. This can be attributable to a lack of consideration of the heterogeneous crystallization processes. Han and Martin (1999) pointed out that the presence of metal oxides, such as Fe\(_2\)O\(_3\), TiO\(_2\) and ZrO\(_2\), in the aerosol’s particles can affect the CRH values, leading to an increase up to 32% higher compared to a pure saline aerosol because such oxides can act as crystallization nuclei driving heterogeneous nucleation. In this regards, historical data found in Perrone et al. (2012) and Vecchi et al. (2004) for both SU and WI seasons showed that heavy metals, mostly presented as oxides, are commonly present in atmospheric PM\(_{2.5}\) fraction sampled in Milan, representing about 1% of the PM\(_{2.5}\) mass. In this regards, as an indication only, an analysis carried out by means of energy dispersive spectrometer on a PM\(_{2.5}\) sample revealed the presence of Cu, Zn and Fe.

Furthermore, the presence of organic material, such as glycerol or certain carboxylic acids, can also increase the aerosol’s CRH. Concerning the dataset used for the chemical characterization, the amount of organic acid was quantified at 2.9±0.4% of the mass for SU samples. In Po Valley, Decesari et al. (2001) also found that WS organic compounds accounts for 38% and 50% of the total mass of organic carbon for WI and SU seasons, respectively, and the main fraction is represented by acidic compounds (mono- and di-carboxylic acids and polyacidic compounds). Therefore, an averaged gap between experimental CRH and calculated CRH of 32% RH seems to be explainable.

3 – EXPERIMENTAL AND E-AIM II DATA COMPARISON

The experimental results were then compared with the Extended-Aerosol Inorganic Model (E-AIM), module II by Clegg et al. (1998) described in chapter I. This model allows to estimate the repartition at the equilibrium of the provided compounds among a solid-liquid-gaseous phases within a bulk system. As it was previously stated, a thermodynamic model is unable to predict the heterogeneous crystallization processes. Therefore, the comparison between experimental and modelled data was carried out for those obtained during the increasing RH ramp.
The E-AIM II model needs a condition of charges neutrality; therefore, a balance estimation was carried out (Eq. 1.9). The input database was built from a sub-dataset of 60 samples taking into account the mole amounts of the main inorganic ionic species (\( \text{NH}_4^+ \), \( \text{NO}_3^- \) and \( \text{SO}_4^{2-} \)). In order to obtain the charges neutrality, the excess of negative charges was compensated with \( \text{H}^+ \), therefore assuming that the balance is provided by the aerosol acidity. On the contrary, an excess of positive charges was corrected reducing the amount of \( \text{NH}_4^+ \). For WI and SU samples, the model was used both considering organic acids and inorganic ionic fraction only.

Table 4 suggests that most of the samples presented an excess of negative charges. For SU and WI samples, more than 60% of the inputs were corrected with an addiction of \( \text{H}^+ \), whereas for FA and SP this percentage amounts of less than a half.

The data provided by E-AIM II were used in order to identify the DRH by means of the increase in liquid water estimated within the aerosol bulk at different RH conditions and at fixed temperature of 298 K. The results are summarized in Table 5.

Data highlight that E-AIM II averaged estimations are able to model the trend of DRH observed (see Sect. 2.4), confirming that the main inorganic ionic ions (\( \text{NH}_4^+ \), \( \text{NO}_3^- \) and \( \text{SO}_4^{2-} \)) drive the conditions of deliquescence transition. On the other hand, except for \( \text{DRH}_{\text{start}} \), which is sensitive to the presence of the added \( \text{H}^+ \) which act as strong acids, both the \( \text{DRH}_{\text{end}} \) and \( \text{DRH}_{\text{grad}} \) of the transition are overestimated by the model.

**Table 5 Comparison among experimental DRH and estimates by E-AIM II model.**

<table>
<thead>
<tr>
<th>Season</th>
<th>EXPERIMENTAL</th>
<th>E-AIM II (without organic acids)</th>
<th>E-AIM II (with organic acids)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>start</td>
<td>end</td>
<td>grad</td>
</tr>
<tr>
<td>SP</td>
<td>mean</td>
<td>55.8</td>
<td>64.7</td>
</tr>
<tr>
<td></td>
<td>( t_{(\alpha=5%)} )</td>
<td>2.1</td>
<td>3.6</td>
</tr>
<tr>
<td>SU</td>
<td>mean</td>
<td>67.4</td>
<td>72.3</td>
</tr>
<tr>
<td></td>
<td>( t_{(\alpha=5%)} )</td>
<td>2.3</td>
<td>2.1</td>
</tr>
<tr>
<td>FA</td>
<td>mean</td>
<td>55.6</td>
<td>60.4</td>
</tr>
<tr>
<td></td>
<td>( t_{(\alpha=5%)} )</td>
<td>2.7</td>
<td>2.7</td>
</tr>
<tr>
<td>WI</td>
<td>mean</td>
<td>51.2</td>
<td>57.8</td>
</tr>
<tr>
<td></td>
<td>( t_{(\alpha=5%)} )</td>
<td>2.3</td>
<td>2.2</td>
</tr>
</tbody>
</table>

This is also confirmed by the comparison between each sample, which highlights that a very low correlation it can established (Figure 30). The overestimations are due to the simplified...
system considered by the model, similarly to what was already stated for the diagram proposed by Potukuchi and Wexler (1995). On the contrary, the experimental measurements are the results of the integrated interaction of the compounds forming the aerosol samples.

Again, even though the E-AIM model is able to fit the trend of the DRH changing the chemical composition of the aerosol system, its capability to predict the experimental DRH is still scarce.

Figure 30 Comparison between experimental data and estimations by E-AIM II.

As it was discussed in the previous section, a sub-dataset of 20 samples collected during WI and SU seasons were used to compare the conductance method with another method which allows to take into account the same complexity of atmospheric aerosols. For this reason, as it was introduced in Chapter II, Sect. 2.6 and in Chapter III, Sect. 2 and 3, the gravimetric method was used.

Figure 31 provides the comparison between DRH and CRH obtained by means of gravimetric and conductance methods. The high determination coefficients (0.907 and 0.926 for DRH and
CRH, respectively) and the slopes coefficients close to 1 (0.937 and 0.834) confirm that the relative humidity of phase transitions provided by the two methods were in good agreement.

The gravimetric method, in addition to the DRH and CRH, provided a profile of the increase (decrease) in water mass adsorption (desorption) on the considered aerosol samples as well. Direct comparisons with these measurements are provided by means of the E-AIM II. The averaged H₂O moles amount experimentally determined were compared with those estimated by E-AIM II and the results are shown in Figure 32.
Figure 32 Comparison between adsorbed liquid water measured with gravimetric method and calculated by E-AIM II model.

Figure 32 shows that E-AIM II fits with the measurements provided by the gravimetric method ($R^2=0.999$) even though a clear underestimation of water content by 21% was found. These results are perfectly in agreement with Khlystov et al. (2005). The authors carried out measurements campaigns during summer 2001 in a urban park in Pennsylvania with a dry and ambient aerosol size spectrometer (DAASS) in order to estimate the volumetric growth factor and the water content of ambient aerosols. They also compared their results with those calculated by E-AIM. They found that the model underestimated their estimations on average by 36%. The authors attributed this underestimation to the lack of hygroscopic behavior of the organic fraction.

The comparison between experimental data and E-AIM model was also performed adding the di-carboxylic acids quantified by means of the ion chromatography. As it was expected, E-AIM performances did not improve. The underestimation could be also attributed to the lack of other ionic species neglected by E-AIM II models such as Na$^+$, Mg$^{2+}$, Ca$^{2+}$ and Cl$^-$. On the other hand, their relative importance in the mass closure (Table 4), i.e. less than 5%, appeared to be insufficient to explain this disagreement all alone. Therefore, it is possible that other organic species could have an additional role in aerosol overall hygroscopicity. A number of WS organic...
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Compounds was reviewed in Saxena et al. (1996)\textsuperscript{110}. Other carboxylic acids, such as glyoxilic and citric one, in addition to polyols, amino acids, amines and other polar particle-forming compounds can absorb water and they overall behavior could be the reason of the underestimation. On the other hand, many compounds forming the atmospheric aerosols presents very low hygroscopicity. In this regards, many authors\textsuperscript{68,111–113} had pointed out the role of a barely-hydrophobic or low hygroscopic fractions of aerosols. McMurry and Stolzenburg (1989)\textsuperscript{113} suggested that atmospheric aerosols can be discerned into a hygroscopic and less hygroscopic modes. Virkkula et al. (2006)\textsuperscript{112} indicated that secondary organic aerosols formed from monoterpenes oxidation as compounds responsible of a decrease in hygroscopic growth factor for a mixture organic/inorganic compounds in respect of pure inorganic salts. This means that the presence of compounds with a hydrophobic or low hygroscopic behavior can reduce the amount of water adsorbed by the aerosols. In conclusion, the thermodynamic models are far from correctly predict the overall hygroscopic behavior of real atmospheric particles.

4 – The estimation of the hydration time

As it was pointed out in Chapter I (Sect. 2), the hydration state of ambient aerosols alters a variety of atmospheric processes. Optical properties and the radiative forcing are differently affected by dry or hydrated particles\textsuperscript{114} since condensed water changes their refractive index that becomes hygroscopic dependent because of the change in particles sizes, for example. In addition, many heterogeneous reactivity is enhanced in liquid phase and gas-particle partitioning of semi-volatile compounds is also facilitated\textsuperscript{115}. The aerosols hygroscopicity can also promote stone decay (Chapter IV) and metal corrosion (Chapter V). In order to sufficiently predict many of these processes, one should known the conditions in which aerosols are in aqueous or solid phases. At very low and very high RH conditions these prediction would be easy, whereas at the most frequently air conditions (30–80% RH) this could be not. This is due to the presence of a RH range in which aerosols can occupy two possible states: a stable state in which they are solid and a metastable one, in which aerosols are in a supersaturated aqueous phase. This leads to the need in consider both DRH and CRH and the previous RH exposure conditions.

Some works was published in order to provide data about the hydration state of atmospheric aerosols. Rood et al. (1987)\textsuperscript{116} performed light-scattering measurements in Riverside, California, during August and September 1983. They took into account the hysteresis behavior of the aerosols in order to estimate their physical states and they concluded that aerosols were hydrated during 86% of the time during their tests. In addition, the authors estimated that atmospheric aerosols exhibited a metastable state for 61% of the time while for 25% of it the RH was above the aerosols DRH. For the remaining time (14%), aerosols was concluded to be dry. Similar estimations were carried out in Santarpia et al. (2004)\textsuperscript{71} in Texas where RH mostly ranged between 53% and 69% RH.
In this section, an estimation of the hydration time is proposed considering the aerosols phase transition relative humidity and the RH conditions experienced by the aerosols. Since any direct measurement is available in the Po Valley, same calculations were carried out. Firstly, the hydration time is estimated as Time of Wetness (TOW, Sect. 4.1) according to ISO 9223, a method commonly used in corrosion science\textsuperscript{117-120} and cultural heritage climatology\textsuperscript{121-123}. Then, the threshold considered in the TOW method (i.e. 80% RH) was substituted (Section 4.2) with the seasonal DRH experimentally measured and discussed in Section 2.4. A further step is reached considering the hysteresis loop, therefore introducing the experimental CRH (Sect. 4.3). The last estimations (Sect. 4.5) consider the temperature-dependence of the phase transitions processes (Chapter I, Sect. 2.1.1) that is modeled by means of the E-AIM II (Sect. 4.4).

4.1 – Hydration time as the Time of Wetness according to ISO 9223

The ISO (International Standard Organization) 9223 defines the Time of Wetness (TOW) as the total time in which the RH of the ambient environment is equal or higher than 80% at temperature above 273.15 K. This practical definition based on the ambient parameter of the surrounding air is commonly used to estimate the time in which surfaces are wet, thus chemical reactions can occur and enhance their decay. Because of this, TOW is used as descriptor of the risk induced by ambient conditions and pollutants in corrosion science and cultural heritage climatology\textsuperscript{117,124-126}.

Thus, in order to estimate the time in which aerosol WS compounds are in a liquid phase, the ISO 9223 method is here firstly presented as the percentage of hours for each seasons.

1-hour time-resolved meteorological data of temperature and RH were retrieved by Regional Agency for Environmental Protection (ARPA-Lombardia) meteorological stations and concerned the air conditions in Milan for 2006-2014 period.

With TOW method, the hydration time was simply estimated only identifying the hours in which T>273.15 K and RH≥80%. Therefore, atmospheric aerosol physical state can be discerned in two classes: dry and hydrated.

In Figure 34, 1-year (from 23/03/2013 to 22/03/2014) of RH data are shown as example. The blue-colored markers represent the RH in which aerosols are in a hydrated state while red-colored ones identify the dry state. The black-colored markers represents the conditions at T≤273.15 K.

As it is clearly shown Figure 34a, TOW method considers that aerosols are in wet state for very few time. In particular, during SP only 19.6% of the hours presented the demanded conditions to classify aerosols as hydrated. This percentage is reduced to 9.6% during SU while increases to 46.7% and 40.8% for FA and WI seasons, respectively, although T≤273.15 K occurred for 2.3% (FA) and 8.2% (WI).
4.2 – Hydration time with experimental DRH

As many authors\textsuperscript{117,127–130} pointed out, the surfaces can be hydrated far below 80% RH because of their hygroscopicity and the aerosols deliquescence. Thus, aerosol DRH is used to substitute the RH threshold showed in the previous discussion. Here, the hydration time was evaluated considering the seasonal variability in DRH due to the different chemical composition of atmospheric aerosols. In order to estimate this parameter, aerosols were considered hydrated from the conclusion of their deliquescence transitions, i.e. from DRH\textsubscript{end} (see section 2.4).

Figure 34b represents the aerosols physical states on the basis of the seasonal experimental DRH. This clearly shows that hydration time drastically increases for every seasons: 39.1\%, 16.4\%, 75.7\% and 68.0\% for SP, SU, FA and WI, respectively. It is important to take into account that T\leq273.15 K conditions are considered as different classes (2.3\% for FA and 8.2\% WI). Even if it is well-known that the presence of electrolytes can significantly lower the freezing temperature due to vapor pressure depressing, in this discussion no assumption is done regarding the aerosols phase below 273.15 K.

4.3 – Introducing hysteresis: hydration time with DRH and CRH

Deliquescence and crystallization experimentally determined at 298 K are here considered in order to introduce the effect of the hysteresis of phase transitions on the aerosols physical states. Therefore, five different conditions can be now discerned. In addition to the cases in which air temperature is below than 273.15 K, when RH is below or equal than CRH, aerosols are in a dry state. Then, if the ambient RH increases and overcomes the CRH but it is lower than DRH, aerosols are still in a dry state but they are within the hysteresis loop RH range (in the lower stable branch) and this condition is discerned from the previous one. When RH\geqDRH, aerosols deliquesce and they are hydrated until the RH comes back to the aerosols CRH value. On the other hand, when RH decreases from RH\geqDRH to a RH condition that is still higher than CRH, aerosols are again within the hysteresis loop but a supersaturated solution is still presented (upper metastable branch). In these latter cases (CRH<RH<DRH), the aerosols are still considered as hydrated until RH does not reach the CRH\textsubscript{end} value (see Table 3). In order to discern these cases, it is fundamental to take into account not only the instantaneous RH conditions but also the previous ones.

These five cases are discriminated within the calculations and presented in Figure 34c. Here, in addition to black, red and blue markers, yellow and cyan ones identified the two cases within the hysteresis loop: yellow for the lower stable branch and cyan for the upper metastable branch.

Whereas the fourth case (RH\geqDRH), which correspond to the hydration time reported in the previous paragraph, remains unchanged, the overall hydration time now increases due to the contribution of the metastable upper branch of the hysteresis loop, which accounted for 10.5\% during SP season, 5.4\% for SU, 7.6\% for FA and 7.0\% during WI.
4.4 – Modelling temperature–dependence of DRH and CRH

In Chapter I, the temperature–dependence of DRH and CRH was discussed on the basis of the available literature. Whereas a thermodynamically derived equation was proposed by Tang and Munkelwitz (1993)\cite{Tang93} and Wexler and Seinfeld (1991)\cite{Wexler91} for DRH, no algorithm was provided for the T–dependence of the crystallization transitions. In addition, few data are available about the effect of temperature on the CRH but some authors\cite{Kaminski96,Stelmaszewska06} suggested a negative relation between temperature and crystallization point similar to DRH one.

The E-AIM II was firstly used in order to to estimate seasonal DRH in function of T, then the DRH T-dependence was evaluated. With this aim, the seasonal averaged mass percentage of NH$_4^+$, NO$_3^-$ and SO$_4^{2-}$ were related to 1.000 mg of aerosol inorganic ionic fraction and used as input for the model. The E-AIM II was used to scan the increase in liquid water moles adsorbed on the input aerosol system scanning from 274.15 K to 328.15 K. For each temperature and season, the DRH ranges were identified and a good linear correlation were found between the two parameters of interest (Figure 33).

![Figure 33 Temperature–dependence for seasonal DRH derived by E-AIM II model.](image)

The fitting equations were then adjusted in order to pass through the experimental DRH values found at room temperature. For this reason, while the slopes of the curves were kept constant, the intercept were decreased. Again, it was assumed that CRH has the same T-dependence of the DRH, therefore to retrieval a relation valid for CRH, intercept value was further reduced and the fitting line was forced to pass through the experimental points.
Figure 34 Atmospheric aerosols physical states in Milan estimated by means of: (a) time of wetness, (b) seasonal DRH threshold, (c) considering experimental DRH and CRH determined at 298 K and hysteresis, (d) considering T-dependence of both DRH and CRH.
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4.5 – Hydration time considering temperature-dependence

Finally, an estimation of the hydration time due to the aerosol PM$_{2.5}$ fraction deliquescence and crystallization is here provided considering the effect of temperature on the DRH and CRH values. Therefore, the phase state of aerosols depends on the season and temperature as well and are shown in Figure 34d.

Table 6 summarizes the results of this calculation discerning the parameters for each seasons. As it is pointed out, for all seasons a decrease in averaged temperature in respect of the reference one, i.e. 298 K, leads to an increase in DRH and CRH. On the other hand, while the average DRH and CRH for SU are almost unchanged (72.8% RH and 58.8% RH, respectively), due an average temperature (296.9 K) close to the reference one, the transitions humidity for WI increased almost of 10%. This is very interesting since the T-dependence of both DRH and CRH seems to partially compensate the effect of the seasonality in chemical composition of the aerosols.

<table>
<thead>
<tr>
<th>season</th>
<th>RH (%)</th>
<th>T (K)</th>
<th>DRH (%, 298 K)</th>
<th>CRH (%, 298 K)</th>
<th>DRH (%, T)</th>
<th>CRH (%, T)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SP</td>
<td>58.2</td>
<td>290.4</td>
<td>64.0</td>
<td>48.3</td>
<td>65.3</td>
<td>49.5</td>
</tr>
<tr>
<td>±σ</td>
<td>21.3</td>
<td>5.6</td>
<td>-</td>
<td>-</td>
<td>0.6</td>
<td>0.6</td>
</tr>
<tr>
<td>SU</td>
<td>54.8</td>
<td>296.9</td>
<td>72.7</td>
<td>59.3</td>
<td>72.3</td>
<td>58.8</td>
</tr>
<tr>
<td>±σ</td>
<td>17.7</td>
<td>4.4</td>
<td>-</td>
<td>-</td>
<td>0.3</td>
<td>0.3</td>
</tr>
<tr>
<td>FA</td>
<td>74.9</td>
<td>284.2</td>
<td>60.7</td>
<td>47.9</td>
<td>62.7</td>
<td>49.9</td>
</tr>
<tr>
<td>±σ</td>
<td>18.7</td>
<td>5.8</td>
<td>-</td>
<td>-</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>WI</td>
<td>73.5</td>
<td>278.9</td>
<td>58.3</td>
<td>44.7</td>
<td>63.1</td>
<td>49.6</td>
</tr>
<tr>
<td>±σ</td>
<td>21.0</td>
<td>4.4</td>
<td>-</td>
<td>-</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

As it was expected, the increased in both DRH and CRH for every season leads to a decrease in hydration time in respect of the estimations provided in the paragraph 4.3, except for SU seasons that results almost unchanged (from 21.8% to 22.0%). In addition, this decrease mainly involves WI seasons since the increase in transitions humidity is higher. In fact, the hydration time decreases from 75.0% (Sect. 4.3) to 70.4% of the total wintertime hours. The remained seasons show a weak decrease in the hydration time, i.e. 47.0% and 81.8% for SP and FA, respectively. For all the seasons, the reduction of the hydration time is manly due to a decrease of the frequency in which the RH conditions are above the DRH.

The results separated in respect of the five conditions, expressed in averaged seasonal hours, are summarized in Figure 35. The graphs show that, using the atmospheric aerosols phase
transition relative humidity, the hydration time strongly increases in respect of the ISO 9223 method, i.e. as the time of wetness. This in not only due to the decrease of the upper threshold but also because of the consideration of upper metastable branch of the hysteresis loop in which aerosols are still presented as liquid phase. On the other hand, the considered T-dependence of DRH and CRH appeared to not drastically affect the estimation of the hydration time in respect of the consideration of the experimental values obtained at 298 K, except for the WI seasons in which averaged hydration time decreased approximately of 92 h.

Figure 35 Seasonal hydration time with the described four methods.

5 – CONCLUSIONS

In the present chapter, atmospheric aerosols phase transitions are shown and discussed in relation to the seasonal variability affected by the chemical compositions one. The experimental activity, which was carried out at room temperature (i.e. 298 K), highlighted that the DRH occurs at higher RH in respect to CRH. The hysteresis amplitude, meaning the distance between the RH at which the transitions end, was estimated to be about 14%. 
The atmospheric aerosols sampled during WI seasons present the lower DRH and CRH at 298 K: deliquescence resulted to occur within the range 52.0±1.5% – 58.3±1.5% RH while CRH between 48.4±1.0% RH and 44.7±1.2% RH. On the opposite, during the warmer seasons, i.e. SU, DRH was identified in the 68.1±2.1% – 72.7±2.0% RH range and CRH between 63.7±2.2% RH and 60.1±2.3%. Comparing these results with the chemical composition of the inorganic ionic fraction, which typically accounts among 30-40% (w/w) of the mass of the samples, the trend of the phase transitions RH agrees with the trend of the ratio between NO$_3^-$ and SO$_4^{2-}$: in fact, the prevalence of nitrate ions lowers both DRH and CRH and high amounts of nitrate are common for the WI samples (ratio 5.9±1.6). On the contrary, high amount of sulfates, typical for the SU samples (ratio 0.3±0.3), increases the phase transitions relative humidity. Concerning SP and FA seasons, DRH and CRH occur between the transition of WI and SU. Again, NO$_3^-$/SO$_4^{2-}$ ratio for SP results 1.8±0.7 and DRH and CRH occur at higher RH (56.6±1.3% – 64.0% RH and 51.3±1.0% – 48.3±1.4% RH, respectively) in respect of WI, whereas FA samples (ratio 3.3±0.9) occurs among the SP and SU, i.e. 55.8±2.1% – 60.7±2.4% RH range for DRH and 51.3±1.2% – 47.9±1.3% RH range for CRH.

The experimental data are then compared with estimations provided by Potukuchi and Wexler (1995) and E-AIM II model by Clegg et al. (1998) for the DRH, both considering a simplified system composed by NH$_4^+$, NO$_3^-$ and SO$_4^{2-}$, the main ionic species forming the samples collected in Milan. Both the estimations provide DRH values higher in respect of those experimentally identified. On the other hand, the trends predicted by them are in line with the trend showed by the real aerosol samples, suggesting the key role of NH$_4^+$, NO$_3^-$ and SO$_4^{2-}$ which drive the deliquescence. Therefore, the discrepancies found is ascribed to the role of the other chemical compounds which low the DRH.

Concerning the crystallization process, the experimental results were compared with those calculated by means of the empirical algorithm proposed by Martin et al. (2003). The limitations of this model avoid to carry out the estimations for the WI and FA samples because their chemical composition is out of the algorithm domain. Instead, the calculations for SU and SP results in lower CRH respect of the experimental ones. Again, this is imputable to the simplified system which mainly not consider the role of organic compounds and of insoluble inclusions which are known to act as nuclei for heterogeneous crystallization.

Finally, a discussion about the hydration time of the aerosols was provided. This it is of great importance since aerosols can affect many processes both when they are suspended within the atmosphere (clouds formation and light-scattering, therefore visibility and radiative forcing) and when they contaminate surfaces (such as corrosion of metals and stone decay), and their behavior can drastically change in function of their physical state. The hydration time was estimated proposing four step of complexity, from a single high RH threshold to T-dependent hysteresis.
Data demonstrated the importance in consider both DRH and CRH in order to calculate the hydration time and to predict the aerosols physical state.
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In this chapter the effects of the aerosols hydration states are taken into account in order to show their implications in some fields. The estimation of the hygroscopic growth factor and the implications for remote sensing data retrieval (Sect. 1) are discussed in D’Angelo et al. (2016)\textsuperscript{74} in a paper submitted on Atmospheric Research. On Aerosol and Air Quality Research, Casati et al. (2015)\textsuperscript{75} applied the estimation of the hydration time with the aim to develop two parameters able to support the risk assessment of stones in cultural heritage climatology field.

1 – THE EFFECTS OF HYSTERESIS ON THE REMOTE SENSING DATA RETRIEVAL ALGORITHM

The interaction of atmospheric aerosols with solar radiation is strongly affected by their hygroscopic behavior. As mentioned in Chapter I, water uptake changes the optical properties of aerosol particles – therefore their scattering and light absorption efficiency (direct effect on climate). In addition, aerosols can also act as cloud condensation nuclei and their hygroscopicity affects the size of the cloud droplets, impacting on the cloud albedo and on their lifetime (indirect effect). Because of these, the hygroscopic behavior of atmospheric aerosols is a topic of great interest.

Usually, the hygroscopicity is described by means of the hygroscopic growth factor (HGF), which allows to indicate the ability of the particles to attract and adsorb air moisture on their surface and bulk. The HGF is calculated as the ratio of the particle dimension at the target RH on the dimension at RH<40%. Typically, the HGF is expressed at high RH conditions, such as 85% or 90% RH.

The gravimetric method provides a mass HGF (massHGF) of a broad size range of particles, i.e. PM\textsubscript{2.5} for what concerns this work. Two examples of hygroscopic growth are shown in Figure 36 for a WI (left) and SU (right) samples. At 90% RH, the averaged measurements indicate that WI aerosols showed a massHGF of 2.76±0.06, larger if compared with the SU ones, whose massHGF was 1.91±0.11.

The majority of data presented in literature are provided by means of the hygroscopic tandem differential mobility analyzers (HTDMA). Even if many designs of this instrument exist, the HTDMA are based on an extraction of a narrow size cut from a dry polydisperse aerosols. Then, this is exposed to a target RH and then a determination of the increased in particles diameter is carried out. The difference in diameter is due to the water uptake: therefore, the ratio of the increased diameter on the original one is the HGF\textsuperscript{131}, here indicates as sizeHGF in order to specify that is a ratio based on the measurement of the particles diameter.
Because of this discrepancy in nature of the results, an estimation of the sizeHGF is here provided. This calculation was carried out assuming particles as spheres with an average dry density of 1.5 g cm\(^{-3}\) (as in Seinfeld and Pandis, 2006\(^7\)) and under an internally mixed scenario since every chemical components affected the measured massHGF from which the sizeHGF was derived. The internal mixing (due for example to the ageing of particle in the atmosphere) was demonstrated by several observations conducted in the past over the investigated site\(^{23}\).

Within these assumptions, the sizeHGF – expressed as the ratio between particle diameter at ambient RH and at dry condition – was calculated from massHGF inverting the following algorithm:

\[
\text{massHGF}(\text{RH}) = \frac{m}{m_0} = \frac{\rho d^3 \pi}{6} \frac{\rho_0 d_0^3 + \rho_w (d^3 - d_0^3)}{\rho_0 d_0^3} = 1 + \rho_0 \left( \frac{d^3}{d_0^3} - 1 \right)
\]

Thus:

\[
\text{sizeHGF(\text{RH})} = \sqrt[3]{\rho_0 (\text{massHGF} - 1)} + 1
\]

(Eq. 4.1)

Where:
- \(m\) = particle mass [g] at ambient RH
- \(m_0\) = particle mass [g] at dry condition
- \(\rho\) = particle mass density [g cm\(^{-3}\)] at ambient RH
- \(\rho_0\) = particle mass density [g cm\(^{-3}\)] at dry condition
- \(\rho_w\) = water density (1 g cm\(^{-3}\))
- \(d\) = particle diameter at ambient RH
- \(d_0\) = particle diameter at dry condition

The calculations provided a sizeHGF at 90% RH of 1.54±0.01 in WI and 1.33±0.03 in SU. The HGF trends are in agreement with the DRH values discussed in chapter III. In this respect, lower DRH observed during WI turn into wider hygroscopic growth regions which generally range from DRH up to 100% RH. Thus, the hygroscopic growth in WI starts earlier (in terms of
RH) with respect to SU, a condition able to promote a larger condensation of water when considering the same absolute RH.

Higher WI sizeHGF in respect of the SU ones were also found by Kamilli et a. (2014)\textsuperscript{132} in Paris for submicrometric particles. The authors found variability in sizeHGF depending on different chemical compositions, especially nitrate, sulfate and organic compounds. In their work, averaged sizeHGF were measured at 1.27 for SU samples and 1.35 for WI (RH=90%, 285 nm), and these values are both lower if compared with the measurements presented in this work but the same trend affected by nitrate-enrichment for WI samples and sulfate-enrichment for SU samples was found. Within the Po Valley, Bialek et al. (2014)\textsuperscript{96} carried out a sampling campaign at San Pietro Capofiume (44°39'0'' North, 11°38'0'' East, near Bologna, Italy) in SU 2009. They observed a diurnal variation of aerosol water uptake: in early morning sizeHGF (at 90% RH) reached the lowest values (1.18 for 35 nm particles and 1.38 for 165 nm particles), while a gradually increase in sizeHGF was observed during the day (1.32 and 1.46 for 35 nm and 165 nm particles, respectively, in the early afternoon). At the same sampling site in November, Svenningsson et al. (1992)\textsuperscript{133} used a TDMA and distinguished two hygroscopic modes at 85% RH: a less hygroscopic one (sizeHGF=1.10±0.07) and a more hygroscopic one (sizeHGF=1.44±0.14) were observed.

Although the seasonal trends are in agreement, the results obtained by gravimetric method on PM\textsubscript{2.5} cannot directly compared with the data available in literature because of the different methodology of investigation, especially because of the aerosols size range studied.

Both the hygroscopic growth curves showed in Figure 36 highlighted that the phase transitions hysteresis affects the growth factor. The importance in taking into account this behavior was discussed for radiative forcing modelling in many paper\textsuperscript{114,128}. Wang and co-authors (2008)\textsuperscript{134}, modeled the physical state of an ammonium-sulfate aerosol system building on data reported in Martin (2000)\textsuperscript{40} in the boundary layer. The authors estimated that comparing a scenario in which hysteresis is considered and 66% of aerosols are in aqueous phase, the omission of the upper metastable branch leads to an overestimation of the solid phase of +22% whereas the opposite case, i.e. neglect of the lower stable branch, increases the aqueous phase of +11%. These evaluations were further improved in Wang et al. (2008)\textsuperscript{135} in which global anthropogenic sulfate direct radiative effect was estimated to increased of ~4% when aerosols in hysteresis loop were always considered in the upper branch, and decreased of ~8% in the opposite case in respect of a full consideration of the hysteresis loop. In an earlier paper, Martin et al.\textsuperscript{114} estimated a difference in radiative forcing of 24% if a simple sulfate-nitrate-ammonium aerosol system is considered in the upper or in the lower branches of the hysteresis loop with clear sky (clouds absence).

Radiative forcing is strictly affected by the optical properties of aerosol particles. The interactions between light and aerosols is therefore modeled with three main parameters: aerosol optical depth (τ), single-scattering albedo and the phase function. The first is the magnitude of
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the light that is scattered and absorbed by the aerosols within the vertical column (top-of-atmosphere – ground): in other words, it is the attenuation of the light-intensity through the atmosphere. The single-scattering albedo allows to compare the relative importance between scattering and absorption, i.e. the ratio between scattering and extinction coefficients. The last parameter (phase function) represents the scattered intensity at a given direction in respect of the integral of the scattered intensity at all directions.

Since aerosol optical properties depends on the size of the aerosols, their hygroscopicity is usually taken into account in order to estimate the previous mentioned parameters at given ambient conditions and their overall effects. In particular, it is well-known that aerosols concentrations decreased along the vertical profile and the main contribution is given within the mixing layer.

In this regards, Levy et al. (2007) showed a simple algorithm to estimate the PM$_{2.5}$ concentrations within boundary layer:

\[
[\text{PM}_{2.5}] = \frac{\rho}{\Delta Z_{\text{PBL}}} \tau \cdot M_c' \quad (\text{Eq. 4.2})
\]

where: \(\rho\) is the aerosol density, \(\Delta Z_{\text{PBL}}\) indicates the thickness of the boundary layer, \(\tau\) is the aerosol optical depth and \(M'_c\) is a mass conversion coefficient. As highlighted in Barnaba et al. (2010), the hysteresis can also strongly affect data comparison of aerosol optical depth by remote sensing (LIDAR) measurements and in situ aerosol concentrations. This is due to the fact that aerosols concentration is usually derived from the sampled particles mass measured by gravimetric analysis at 50% RH (according to EN-14907), while remote sensing measurements are carried out at ambient RH. This is consistent with the findings showed in Chapter III, since the gravimetric method showed that at 50% RH aerosols can be on the upper metastable branch of the hysteresis loop, therefore they still contain water when exposed to decreasing RH conditions. Consequently, the presence of liquid water adsorbed on the aerosols would increase the estimates of their concentration at ground level. Thus, a correct parameterization of HGF is needed.

For WI aerosols the lower branch region of the humidograph occurred on average in the range 44.7-52.0% RH, and the massHGF was estimated as 1.02±0.03. The upper branch of the hysteresis region was on average between 48.4% and 58.3% RH. Since the average estimated massHGF was 1.25±0.02, omission of the metastable branch causes an underestimation of the massHGF up to 23.2±0.8%. Similarly, for SU aerosols, the average massHGF of the upper branch of the hysteresis loop (63.7-72.7% RH) was 1.39 while, for the lower branch (60.1-68.1% RH), was 1.15±0.06, with a mean error of 21.1±1.8%.

Considering these massHGF values within the hysteresis region and using Eq. 4.2 to estimate the PM$_{2.5}$ concentrations, the percentage overestimation of these calculated PM$_{2.5}$ concentrations was calculated with the Eq. 4.3 (indicated as \(\Delta[\text{PM}_{2.5}]\%\)), and it resulted to be of 18.9±0.7%
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during WI and of 17.4±1.4% during SU when aerosols are in the upper branch (metastable states) of the hysteresis loop.

\[
\Delta[\text{PM}_{2.5}]\% = \left( \frac{\text{massHGF}_L}{\text{massHGF}_U} - 1 \right) \%
\]

(Eq. 4.3)

In Eq. 4.3 massHGF\(_U\) and massHGF\(_L\) are the averaged massHGF in the upper and lower branch of the hysteresis loop, respectively.

An estimation of such an error magnitude is of great interest in order to compare \(\tau\) provided by remote sensing method (such as ground based LIDAR or satellite sensors like MODIS) with PM\(_{2.5}\) concentrations at ground level. As reviewed by Hoff and Christopher (2009)\(^{138}\), while the precision of the measurement of \(\tau\) is ±20%, the accuracy of the estimation of PM\(_{2.5}\) concentration from \(\tau\) is order ±30%. Therefore, the opportunity to improve the satellite data retrieval could be supplied by a better parameterization of the HGF within the algorithms.

The estimation of the hydration time (Chapter III) was again used in order to evaluate the frequency of the wrong assignments. In this regards, the temporal range was reduced to consider the hydration state of aerosols in Milan when TERRA and AQUA satellites – equipped with MODIS sensors (Moderate Resolution Imaging Spectroradiometer) – pass above Po Valley, i.e. from 10 a.m. to 2 p.m..

During WI seasons, the meteorological conditions (65.3±22.4% RH and 280.5±4.6 K) facilitated the hydrated state of aerosols. In fact, the hydration time was estimated at 76.2% if the experimental phase transitions RH were considered, while 70.2% of the time if the temperature-modelled DRH (62.7±1.0% RH) and CRH (49.2±1.0% RH) values were used. Conversely, the drier SU conditions (44.4±14.2% RH, 299.9±3.8 K) and the higher DRH and CRH values suggested a prevalence of dry states for aerosols. In SU seasons, the hydration time was estimated at 10.1% of the time with experimental DRH and CRH and 10.2% with those modelled (72.1±0.3% RH and 58.6±0.3% RH, respectively).

A further calculation allows to estimate the time in which the RH conditions are within the hysteresis loop. These occurred for 19.9% and 5.9% (or 19.9% and 6.1% with temperature-modelled phase transitions) of the cases for WI and SU seasons, respectively. Therefore, a very low occurrence of conditions affects the data retrieval algorithms during the warm seasons. On the other hand, when aerosols are within the hysteresis loop they are mostly hydrated: for WI seasons, aerosols are on the upper metastable branch for almost 95% of the time while for SU this percentage decreased only to 85%.

This means that without a correct parameterization of the HGF, the algorithms are not able to estimate the PM\(_{2.5}\) concentrations at ground level for the majority of time in which RH conditions are within the hysteresis loop RH range.
2 – APPLICATION IN HERITAGE CLIMATOLOGY

In the last decades, a growing attention on the role of atmospheric particles contaminations on materials weathering was given. Many authors\textsuperscript{139–141} stated that PM can cause damage to both indoor and outdoor stones and its effects have an increasing relative importance due to the reduction in acidic gaseous pollutants such as $\text{SO}_2$\textsuperscript{142–144}.

In this regards, a key role in stone decay is attributed to the aerosols hygroscopicity. The presence of liquid water can trigger some weathering processes such as dissociation and solid-liquid reactions, acid attacks, penetration of salts solutions in the media porosity and biological activities which can further enhance these processes. These “chemical” decay mechanisms are parameterized by several authors\textsuperscript{121,125,145} with the time of wetness (see Chapter III, Sect. 4.1). Grossi et al. (2011)\textsuperscript{146} focused their attention on the phase-transition occurrences and the “mechanical” decay-mechanisms are parameterized by means of the number of crystallization-dissolution cycles ($N_{cy}$), an indicator that counts the number of phase transitions (from solid to liquid and reverse) of soluble stone contaminants due to ambient RH variations.

The approach carried out by Casati and co-authors is based on the conductance methods described in Chapter II and on the results presented in Chapter III, Sect. 2. The results provided in Casati et al. (2015)\textsuperscript{75} concerns the 2006-2013 period and the estimation of the hydration time and $N_{cy}$ were limited introducing the experimentally determined DRH and CRH, without any modelling of T-dependence.

Figure 37a shows the different results obtained with time of wetness method calculation and those provided considering the DRH and CRH experimentally determined, i.e. the hydration time (Chapter III, Sect. 4.3). Data are here presented as averaged time and standard deviation among the same months of the 8-years considered. Both methods present a similar trend for what concerns the time in which stone surfaces are wet because both the parameters are strongly related to the climatic conditions of the surrounding air. On the other hand, the time of wetness method suggests lower frequencies in respect of the hydration time method.
Similarly, Figure 37b showed that considering 80% RH as threshold, the occurrences from a dry to a wet conditions are more frequent. For example, during January the time of wetness method indicates that Ncy is 93±8. Introducing the measured threshold, i.e. DRH\textsubscript{end}, the Ncy strongly decreases (13 ±5) even if it still neglects the hysteresis of atmospheric aerosols. In fact, considering also the CRH, the Ncy further decreases since the surrounding air RH, once that aerosols are deliquesced, has to decreased down to CRH in order to complete the crystallization-dissolution cycles. The overall results highlighted that neglecting the hysteresis behavior of atmospheric particles about 64% more cycles/years were calculated.

The analysis of these two improved indicators suggest that WI seasons are characterized by high hydration time (89±11%) but low Ncy (3±3), due to the high RH conditions that are enhanced by low T. On the contrary, low conditions of RH suggest low hydration time (20±13%) but a higher Ncy (11±5) were estimated during SU.

Without considering freezing processes, which can affect the stone weathering but that they were not considered in this work, WI and SU seasons appeared to be less hazardous in respect of FA and SP seasons: Ncy was estimated for 8±6 and 14±5 for FA and SP, respectively while hydration time indicates higher values for FA (83±15%) in respect of SP (61±16%). Therefore, while during FA a “chemical” stress is suggested to be prevalent, the “mechanical” one is more hazardous during SP seasons.

The proposed improvements of the hydration time and number of crystallization-dissolution cycles are based on the considering of the hysteresis behavior of atmospheric aerosols. The water-soluble fraction, once they deliquesce, can enhance chemical reactivity and salts penetration events, therefore surfaces weathering. The estimation of these two parameters indicates that time of wetness method strongly underestimates the wetting occurrences and the “chemical” hazard, whereas it overestimates the “mechanical” stress due to internal re-crystallization of penetrated soluble salts.
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1 – INTRODUCTION

In order to satisfy the demand of smaller electronic devices, the component density on printed circuit boards has strongly grown in the last decades. Due to miniaturization and increase in the component density the heat dissipation efficiency became ever important factor affecting the overall reliability of electronic device. Elevated temperatures first have a significant influence on the reliability of semiconductor devices, secondly high temperatures of printed circuits assembly (PCBA) can result in degassing of volatile corrosive compounds (fire retardants) from laminate material \(^{147, 148}\), or affect robustness of solder joints. Therefore, high dissipation from the PCBA is often controlled by cooling. One of the commonly used cooling methods is forced convection, which causes an increase of the airflow to the PCBA. On the other hand, this increases the devices exposure to moisture and contaminants \(^{149,150}\) and consequently the risk of metal corrosion. In fact, high humidity conditions promote the formation of thin water-layer on the surface of circuits, which enhances gaseous species (such as \(O_2\), \(SO_2\) and \(NO_x\)) solubilization. In addition, the deposition of particulate contaminants facilitates the water-layer development as well, due to the hygroscopicity of many compounds of atmospheric particles. The consequence of this can be electronics failure as stated by Litvak et al. (2000)\(^{151}\), who reported that about \($200 million was annually spent to repair failed electronic circuits of telephone switching offices due to the effects of indoor air pollutants.

In the past years, Sn-Pb solders were mostly used in electronic because of their low cost, low melting and good solderability\(^{152}\). On the other hand, with the introduction of Restriction of Hazardous Substances Directive (RoHS) 2002/95/EC, lead usage was banned in many field (such as in electronic) because of its eco-toxicological effects. Therefore, many other solder alloys were developed and nowadays commonly used, where tin is the main constituent. According to Takemoto et al. (1997)\(^{153}\), higher tin contents in Sn-Pb solders lead to lower susceptibility to corrosion, and the lowest one is observed for pure tin in distilled water. For this reason, in the last decade many authors\(^{154-158}\) investigated the corrosion susceptibility of tin under different contamination conditions.

One of the most important process involves by contaminants and humidity on PCBA is electrochemical migration (ECM). Under an applied voltage, once that a water layer is formed between two electrodes, metal cations are dissolved at the anode.
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Anode:

\[ Sn(s) \rightleftharpoons Sn^{2+} + 2e^- \]  \hspace{1cm} (R.1)

\[ Sn^{2+} \rightleftharpoons Sn^{4+} + 2e^- \]  \hspace{1cm} (R.2)

\[ Sn^{4+} + 4H_2O \rightleftharpoons Sn(OH)_4 + 4H^+ \]  \hspace{1cm} (R.3)

\[ 2H_2O \rightarrow O_{2(g)} + 4H^+ + 4e^- \]  \hspace{1cm} (R.4)

Reactions R.3 and R.4 indicate that at the anode the pH of the electrolytic solution decreased. In high acidic conditions, Sn(OH)$_4$ and Sn(OH)$_2$ tend to remain dissociated as Sn$^{4+}$ and Sn$^{2+}$ and to migrate towards the cathode where alkaline pH is developed:

Cathode:

\[ 2H_2O + O_{2(g)} + 4e^- \rightarrow 4OH^- \]  \hspace{1cm} (R.5)

\[ 2H_2O + 2e^- \rightarrow H_{2(g)} + 2OH^- \]  \hspace{1cm} (R.6)

As it was highlighted in Krumbein (1988)$^{159}$, the higher the bias the higher is the diffusion of the dissociated species due to the effects of higher electrical field. When Sn$^{2+}$ and Sn$^{4+}$ experience a less acidic or an alkaline environment, they tend to precipitate as hydroxides. Minzari et al. (2011)$^{160}$ pointed out the role of the convection within the electrolytic media due to the gaseous species formation. As a consequence, even if tin hydroxides are formed at the alkaline/acid region interface at the beginning, the convection leads to further dissolution of the solids and tin cations are free to migrate towards the cathode again. Moreover, in an high alkaline conditions, tin hydroxides disproportionate (R.7). Although (Sn(OH)$_6$)$^{2-}$ would be repelled by the cathode, this migration mechanism could be explained because of an equilibrium between (Sn(OH)$_6$)$^{2-}$ and Sn$^{4+}$, as reported in Minzari et al. (2011)$^{160}$. Once they reach the cathode, which is not influenced by further changes in pH, tin hydroxides and metallic tin precipitates are formed and act as new cathode:

Cathode:

\[ Sn(OH)_4 + 2OH^- \rightleftharpoons (Sn(OH)_6)^{2-} \]  \hspace{1cm} (R.7)

\[ (Sn(OH)_6)^{2-} + 4e^- \rightarrow Sn(s) + 6OH^- \]  \hspace{1cm} (R.8)

\[ (Sn(OH)_6)^{2-} \rightarrow Sn^{4+} + 6OH^- \]  \hspace{1cm} (R.9)

\[ Sn^{4+} + 4e^- \rightarrow Sn(s) \]  \hspace{1cm} (R.10)

Consequently, the electrode distance is shortened because of dendrites growth from cathode towards anode. This causes a further increase of current density between the electrodes and it can cause the failure of PCBA due to electrical shorts.

The synergic effects of contamination and air humidity on the PCBA was investigated by many authors. Sherlock and Britton (1973)$^{161}$ found that nitrates enhance tin dissolution, therefore increase the corrosion rate. Warren et al. (1989)$^{162}$ observed ECM at 76% RH on α-alumina substrates contaminated with CuCl$_2$. Frankenthal et al. (1993)$^{163}$ identified 75% RH (at 373 K) as the threshold condition above which the formation of Cu$_4$(SO$_4$)(OH)$_6$ is observed for copper specimens contaminated with submicron-sized (NH$_4$)$_2$SO$_4$ particles. Verdingovas et al. (2014)$^{159}$ investigated the effect of NaCl contamination at different RH and temperature (T) on atmospheric aerosols phase transitions: measurements and implications.
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surface insulation resistance (SIR) comb pattern measuring leakage current (LC) biased at 5 V DC. The authors observed a strong increase in LC above 75% RH at room T. Lately, Verdingovas et al. (2015)\textsuperscript{60} pointed out the effects of five weak organic acids – namely adipic, succinic, DL-malic, glutaric and palmitic acids commonly used in no-clean fluxes – on LC thresholds above which LC started to increasing abruptly. These studies highlighted the role of the deliquescence of the contaminants on corrosion, since it implies the formation of an electrolyte solution and the increase in the electrical conductivity of the moisture film on the PCB surface. As a consequence, decreasing in performance of the electronic components can happen due to higher LC and shorts\textsuperscript{164}.

Contrary to a situation in which a security threshold can be easily identified since just a pure compound contaminates the circuit, ambient contaminants present a more complex chemical composition (Chapter I and III). Considering the liquid or solid particles suspended within the troposphere (with a diameter between few nanometers up to hundreds of micrometers, i.e. atmospheric particles), their chemical composition varies in time and space because of the different sources and chemical reactivity\textsuperscript{14,165,166}. The key role of these contaminants is due to the hygroscopic behavior of many compounds, mostly inorganic ionic ones, forming atmospheric particles, which enhances the formation of a thin water layer on the circuit surfaces. Concerning the fine fraction, i.e. PM\textsubscript{2.5}, the results showed in Chapter III (in agreed with those found by many authors\textsuperscript{167,21,97}) stated that WS compounds represent an important mass fraction.

In Chapter III and in D’Angelo et al. (2016)\textsuperscript{74}, a relation between chemical composition and phase transition relative humidity was highlighted, showing that an electrolytic solution due to deliquescence can form starting in the range 50-70% RH.

These results indicated that electrolytic layers can be developed far from water condensing conditions. Thus, in this chapter a preliminary study on the effects of atmospheric particles are investigated in relation to their role in tin corrosion. The atmospheric contaminants were deposited on eleven tin SIR patterns (surface insulation resistance, see Sect. 2) and stored in a climatic chamber where impedance was measured in order to identify the DRH and CRH of the particles (Sect. 3.1) similarly to the methods used elsewhere\textsuperscript{57,58,61}. Moreover, the effects of the RH changing rate and the T exposure on the impedance measures are discussed (Sect. 4.1 and 4.2) and LC at 5 V DC was measured in order to study the synergic effects of contaminants and RH on the corrosion of tin SIR patterns (Sec. 4.3).

2 – METHODS

2.1 SIR patterns contamination

The effects of atmospheric particles contamination were studied on a lead-free hot air solder levelled (HASL) surface insulation (SIR) patterns (Figure 38). Overall surface area of the SIR pattern was 13 mm x 25 mm. The width of conductive lines and the spacing in-between the lines
were 0.3 mm. The nominal square count (ratio of total length of opposing faces and the spacing of segments) of SIR pattern was 1476.

Figure 38 Test PCBA used. In red dashed line is indicated the circuit element contaminated.

A cascade impactor (Sioutas Personal Cascade Impactor, four impact stages, particle size cut-point: 2.5 µm, 1.0 µm, 0.5 µm, 0.25 µm and a filtering stage) was modified in order to deposit a round spot with a diameter of 2.0 cm, by means of a mechanism which allowed the complete rotation of the line-shaped nozzle in less than 6 min. The airflow rate was set constant at 10 L min⁻¹ by means of a vacuum pump. The SIR patterns were removed from the PCBA and housed at the lowest impaction stage (nominal particles size range: 0.25 – 0.50 µm) to deposit the finest fraction possible, which was shown that represents an important mass fraction within the atmospheric particles size mode ⁷⁷,¹⁶⁸. In addition, the finest particles are recognized being the most hazardous fraction due to the fact that they can easily bypass filtering systems ¹⁴⁹.
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Figure 39 The ROTating impactOR (ROTOR) and the experimental setup for SIR patterns contamination.

In order to avoid the deposition of liquid particles, the airflow was forced passing through an airflow-tube dryer before entering inside the modified ROTating impactOR (hereinafter called ROTOR). The sampling campaign was carried out in Milan between 19th March and 26th March.

The effects of atmospheric particles were compared with pure NaCl particles as well. A 25 M solution was prepared and a NaCl spray was generated by means of a Topas ATM 220 atomizer. The spray was inlet within a PTFE (poly-tetra-fluoro-ethylene) smog-chamber and collected on SIR patterns with the same set up used to collect the ambient particles.

2.2 Climatic chamber and exposure conditions

Contaminated SIRs patterns were exposed to increasing and decreasing RH conditions in the ESPEC PL-3KPH climatic chamber. The RH ramp was gradual and continuous in the range of 30-99% RH with a variation rate of 0.49% RH min⁻¹. The fluctuations in temperature – set at 298 K – and RH in the climatic chamber during the testing were below ±0.3°C/±2.5% RH, as specified by the manufacturer. Prior to experiments, the samples were stored inside a desiccator for 48 h at low RH condition (<15% RH). At the beginning of experiments, climatic chamber was programmed to keep for 1 h at 30% RH: in the last 30 min measurement equipment recorded data in order to be sure that the contaminants where completely in equilibrium with the air conditions.

Moreover, three SIR patterns contaminated with atmospheric particles were exposed to three RH ramps with different variation rate (Sect. 4.1), i.e. 0.49% RH min⁻¹ (2h 20min for each ramp),
0.10 % RH min\(^{-1}\) (12h) and 0.05 % RH min\(^{-1}\) (24h). Between each cycle, the chamber was kept at 30% RH for 1 hour allowing to the samples to reach the equilibrium with the surrounding air. Further, three SIR patterns were also exposed to three RH cycles (rate 0.49 RH min\(^{-1}\)) setting surrounding air temperature at 281 K, 298 K and 308 K (Sect. 4.2).

2.3 Impedance and leakage current measurements

Formation of thin water-layers on the PCB surface was followed by measuring impedance at 1 kHz frequency with a 25 mV sinus amplitude. The impedance at 1 kHz frequency is dominated by the capacitance between the SIR lines, when RH is low (below deliquescence RH of the dust). However, when RH increases, water layer starts to build up and contamination deliquescence, the measured impedance becomes dominated by the resistance of water layer between the lines rather than capacitance. In this case, a significant reduction in impedance corresponds to the deliquescence of the dust and increase in water layer thickness.

The measurements were performed with a “BioLogic VSP” potentiostat at 1 kHz frequency and with 25 mV sinus amplitude. Measured data are presented as mean values within a RH range of RH-0.5% ≤ RH < RH+0.5%. Although Ferrero et al. (2014) 76 showed the effectiveness of DC voltage in order to identify both DRH and CRH on PTFE filters, it is well known 61 that AC voltage limits corrosion, because of the low voltage applied, and it avoids dendrites formations, because anode and cathode are not fixed and there is not enough time for that due to the high frequency usually used.

ECM is typically studied applying constant voltage and measuring LC through not-linked electrodes 169. In this circumstance, “BioLogic VSP” potentiostat was used to record the low current passing through a conductive layer. Thus, 5 V DC was applied to SIR patterns and LC was recorded within increasing and decreasing RH ramp (30.0-90.0% RH).

In addition, in order to observe the behavior of atmospheric contaminants in condensing conditions, WS compounds were sonically extracted from PTFE filters (see Sect. 2.4), diluted four times (from 1:2 up to 1:16) and a 2.5 µL micro-droplet was placed on ceramic chip capacitor (housing size 0805, Yageo Phycomp, Taiwan Type 2238 580 15649). Thus, five solutions for three atmospheric particles samples were tested and LC was measured at 5 V DC biased for 15 min at room RH and temperature until complete evaporation of droplet (which needed in average about 10 min). Each test was repeated at least 10 times. The results are discussed in Sect. 4.4.

2.4 Chemical characterization of atmospheric contaminants

Morphology of corrosion products and tin dendrites after the LC measurements was characterized by means of scanning electron microscope (SEM JEOL 5900 instrument) and analyzed for elemental composition with energy dispersive spectroscopy technique (EDS Oxford Link ISIS).
In order to chemically characterize the WS fraction of collected contaminants, atmospheric PM$_{2.5}$ was collected on PTFE filters (Millipore®, Ø=47 mm, PMP ring, 2 µm porosity). Each sample was collected for 24 h in Milan (Italy) between March 19$^{th}$ and 26$^{th}$ 2015 by means of a gravimetric low-volume sampler (FAI-Hydra dual channel, 2.30 m$^3$ h$^{-1}$). Filters were stored at low RH conditions (<15% RH) for 48 h and weighed before and after the sampling campaign. Particles mass was determined using a weighting precision balance (Sartorius SE-2F, 0.1 µg precision). WS compounds were then extracted in ultrasonic bath for 20 min (SONICA®, SOLTEC, Italy) in 3 mL of ultrapure water (Milli-Q®, 18.2 MΩ cm$^{-1}$ at 25°C) and the solutions were then recovered with a syringe and filtered (0.45 µm PTFE Syringe Filters, Phenomenex). The extraction efficiency was investigated elsewhere$^4$. PM$_{2.5}$ WS compounds were then analyzed with ion chromatography technique by means of Dionex ICS-90 (analytical column: Ion Pac CS12A-5 µm Analytical 3x150 mm, Dionex) for cations (Na$^+$, K$^+$, Ca$^{2+}$, Mg$^{2+}$, NH$_4^+$) and ICS-2000 (Ion Pac AS14A-5 µm Guard and Analytical 3x150 columns, Dionex) for anions (F$^-$, acetate, formiate, Cl$^-$, succinate, NO$_3^-$, SO$_4^{2-}$, oxalate and PO$_4^{3-}$).

WS compounds extraction was also carried out in order to evaluate the corrosion behavior of this fraction on pure tin. Otherwise to the volume extraction used for chemical characterization, the sampled filters were extracted in 10 mL of ultrapure water in order to carry out at least three repetitions of the same measurements.

2.5 Micro-Electrochemical measurements

The corrosiveness of the WS particles was investigated by performing potentiodynamic polarization measurements using electrolyte solution from collected contaminants. The overall inorganic ionic concentration of the tested solution accounted for 101.3 ppm. Prior to start the electrochemical measurement, leakage current measurements of 100 µL droplets were carried out. The results of these tests allowed identifying the concentration of a NaCl solution as reference during the micro-electrochemical analyses, i.e. 15.6 ppm. The potentiodynamic polarization measurements were performed on a sample of pure tin, which is most commonly used element for the surface finish on the PCBs. The sample was cleaned with 2-propanol and ultra-pure water prior to testing. However, no polishing of the sample was done, in order to maintain oxide layer naturally existing on tin finish surfaces (solder alloys) on the PCBA.

The potentiodynamic polarization measurements were performed using micro-electrochemical cell, which allows measurements using low volume of electrolyte. The detailed description of the cell can be found elsewhere$^{170}$. Micro-electrochemical cell (Figure 40) is designed for the measurements with high lateral resolution, which is defined by the diameter of pipette tip, which makes the contact with a local region of the working electrode (1 mm in current case).
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The potentiodynamic polarization measurements (cathodic and anodic) were performed relative to Ag/AgCl micro electrode at a scan rate of 1 mV/s. Prior to potentiodynamic polarization, the open circuit potential (OCP) measurements were performed. The potential stabilization was observed within first 5 min of OCP measurement.

3 – RESULTS

The degree of contamination of the SIR patterns by means of the prototype ROTOR was estimated by means of data provided by an optical particles counter (OPC Grimm, Model 1.107, “Environcheck”, 31 size classes from 0.25 to 32 µm, time resolution: 5 min). The OPC allows to quantify the number concentration of particles classifying them into 31 classes basing on their dry optical diameter. Assuming a spherical shape, the particles volume concentration was calculated and log-normally distributed data were fitted in order to estimate the volume of particles with a diameter down to 30 nm. Once that a complete size distribution was obtained in the range 30 nm – 32 µm, the cumulated volume of particles with sizes 0.03 – 2.5 µm was used in order to estimate the PM<sub>2.5</sub> density as the ratio between particle mass collected on PTFE filters (PM<sub>2.5</sub>) and the calculated volume. The results indicate that PM<sub>2.5</sub> fraction sampled in Milan during the campaign period was 2.1±0.1 g cm<sup>-3</sup> (average ± standard deviation).

Literature data<sup>171–174</sup> had shown that particle density can vary from 0.6 g cm<sup>-3</sup> for freshly emitted diesel exhaust particles to 3.2 g cm<sup>-3</sup> for coal combustion particles. McMurry et al. (2002)
measured 0.1-0.3 µm sized particles density finding a mean range between 1.54 – 1.77 g cm$^{-3}$ for urban spherical hygroscopic particles in dry conditions but density within the range 1.7 – 2.2 g cm$^{-3}$ were also observed. In this context, our estimations seem in agreement with the previous findings.

In order to estimate the mass of particles deposited on SIR patterns, density was assumed constant within the whole size distribution range of interest. Hence, the average mass of atmospheric particles was estimated of 0.345±0.093 mg, which corresponds to 95.6±28.6 µg cm$^{-2}$ on SIR patterns.

Impedance measurements carried out on SIR patterns contaminated with NaCl and atmospheric particles are shown in Sect. 3.1.

3.1 Impedance behavior of contaminated SIRs

The effects of deposited NaCl particles were firstly investigated at increasing and decreasing RH exposure conditions (Sect. 2.1, rate 0.49% RH min$^{-1}$). Whereas a negligible reduction in impedance was measured up to 62% RH, water uptake was detected from 63.0% RH when the impedance started to decrease (Figure 41). A sharp drop in impedance was recorded within 74.0-77.0% RH: this drop happened in correspondence of the DRH of NaCl. Above the DRH, water uptake still occurred and impedance decreased until 99% RH.

Concerning the electrical behavior of SIR pattern with decreasing RH conditions, Figure 41 clearly shows that electrolytic solution formed on the SIR surface tends to decrease the conductive properties and a strong increase in impedance occurred between 59.0 – 52.0% RH range, interpreted as CRH.

Similarly, the SIRs contaminated with atmospheric particles (Figure 42) highlighted a hysteresis loop. In Figure 42a, an early water uptake led to an impedance decrease below 54% RH. Further increase in RH caused a drop in impedance within the range 55.0-63.0% RH. Above this range, impedance continued to decrease with the RH increasing, reaching an impedance values below 20 kΩ at 90.0% RH. During the decreasing RH period, firstly, a slow increase in impedance was observed, then a faster one was recorded suggesting a re-crystallization of water-soluble compounds within the range 50.0-44.0% RH and then a complete water evaporation.

Figure 42b shows a different behavior in respect of the previous one, especially during the decreasing RH ramp. For this sample, the deliquescence process was observed starting at 56.0% RH until 65.0% RH, while the crystallization was identified within the range 56.0-52.0% RH$^{-1}$. Nevertheless, the ability in conducting electrical signal is far from being similar to the beginning of the increasing RH ramp.
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3.3 Potentiodynamic polarization of tin in atmospheric electrolytes

Figure 43 shows potentiodynamic polarization curves obtained for the WS compounds of atmospheric particles and a reference electrolyte containing NaCl (15.6 ppm). When comparing

Figure 41 Impedance response for NaCl contaminated SIR pattern.

Figure 42 Impedance responses for two SIR patterns contaminated with atmospheric particles.
anodic polarization, it can be clearly seen passivation region and breakdown of the passive oxide layer on a surface of tin for the WS compounds containing electrolyte. For the NaCl electrolyte, in contrast, no clear breakdown potential was seen. The fluctuations in current during anodic polarization, and passivation of the surface were observed for both electrolytes, although for atmospheric contaminants it was more pronounced. The corrosion potential was higher (more noble) in electrolyte solution containing atmospheric compounds, \((-126 \pm 11)\) mV vs \((-198 \pm 3)\) mV in NaCl solution. The corrosion current density was also slightly higher in electrolyte containing atmospheric WS compounds \((1.21 \pm 0.31) \times 10^{-3}\) mA cm\(^{-2}\) compared to NaCl solution \((8.71 \pm 3.87) \times 10^{-4}\) mA cm\(^{-2}\). A pronounced increase in current density was observed for atmospheric compounds containing electrolyte above a breakdown potential, and the resulting current density was higher compared to NaCl.

![Figure 43: Potentiodynamic polarization of tin in electrolytes of NaCl and WS compounds of atmospheric particles.](image)

4 – DISCUSSION

The results showed in sect. 3.1 highlighted the effect of RH exposure conditions on the impedance due to the hygroscopicity of NaCl salt and atmospheric particles deposited on the SIR patterns. The electrical methods were used by many authors in order to observe the phase-transitions of inorganic salts \(^{57-59}\), weak organic acid \(^{60}\), coarse dust \(^{61}\) or atmospheric particles \(^{75}\) deposited on different surfaces. The authors highlighted the effectiveness of this method to characterize the DRH of the contaminants. The resistance drop becomes dramatic when RH reaches the DRH since the contaminants form an electrolytic solution on the substrate surface.
For NaCl salt deliquescence occurs at 75% RH\textsuperscript{40}, perfectly in agreement with the observation presented in Sect. 3. In decreasing RH conditions, the opposite behavior was observed and impedance increased. According to D’Angelo et al. (2016)\textsuperscript{74}, Schindeholz et al. (2014)\textsuperscript{58} and Ferrero et al. (2015)\textsuperscript{76}, when an abrupt increase happened, crystallization of NaCl salt occurred. In this regards, two observations were allowed by means of data showed in Figure 42. In primis, evidence of the hysteresis behavior was seen due to the fact that DRH and CRH occurred at two different RH conditions. This is because before crystallization, all the water needs to evaporate from the solution even if the solid-liquid energies were equal at higher RH, i.e. at the DRH, and particles need crystallization nuclei in order to crystallize. Moreover, the observed CRH was higher then the CRH commonly found in literature (45% RH\textsuperscript{176}). This could suggest the presence of crystallization nuclei, which increased the CRH of NaCl. Thus, our hypothesis is that AC and high NaCl contamination level caused a weak tin corrosion, which made available seeds for premature heterogeneous nucleation\textsuperscript{107,177}. The effects of chloride contaminations on corrosion under alternating field was investigated by many authors\textsuperscript{178,179}. For example, Kim et al. (2006)\textsuperscript{180} observed that AC fields accelerate the corrosion of mild steel both in NaCl solution and natural seawater environments.

The analyses carried out on 9 SIR patterns contaminated with atmospheric particles indicated that DRH occurred within 51.7±2.9% RH and 59.0±4.5% RH range at 298 K. Evaporation, which occurs drying the air inside the climatic chamber, caused a reduction in the thickness of the water layer and increases the electrolytes concentration of the solution. This explains the increase in impedance until an abrupt change was observed ramping from 49.0±5.3% RH to 41.5±4.8% RH. This range was identified as the crystallization one and an hysteresis was clearly observed. Figure 42b showed that when RH was decreased to 30%, impedance was still higher in respect to the levels measured at the beginning of the cycle. This behavior suggested that water was still absorbed to atmospheric contaminants, likely due to kinetic limitations on water mass transfer at low RH\textsuperscript{90,93}.

The obtained results of DRH and CRH for atmospheric particles are in agreement which those described in Chapter III: samples with high NO\textsubscript{3}\textsuperscript{−} ions showed DRH range between 51.6±0.7% and 58.5±0.7% RH while CRH was observed in average within 48.1±0.5 – 44.3±0.6 % RH range. These findings perfectly agreed with date presented in this chapter. The results from ion chromatography (Sect. 2.4) carried out on the extracted WS compounds from PM\textsubscript{2.5}, suggested that the samples were chemically similar to the WI samples with a high content in nitrate (25.7±4.6% w/w) and a lower content in sulfate ions (12.1±0.6% w/w) and an average ratio NO\textsubscript{3}\textsuperscript{−}/SO\textsubscript{4}\textsuperscript{2−} of 2.1±0.5. Inorganic ionic fraction accounted for 50.1±4.8% w/w of the total mass of particles collected on filters. In addition to nitrates and sulfates, ammonium ions (10.5±1.0% w/w) represented the manly specie found. Other cations (Na\textsuperscript{+}, K\textsuperscript{+} and Mg\textsuperscript{2+}) and inorganic anions...
(F⁻, Cl⁻, PO₄^{2-}) accounted for less than 1% each. The organic acids were found representing about 1.1±0.4% of the mass.

Other parameters can affect the hygroscopic behavior of particles, thus their effects on circuits. Sect. 4.1 and 4.2 described the changes in DRH and CRH due to different exposure conditions. The samples used for these experiments were collected between April 20th and 24th, 2015 and particles presented different chemical composition in respect to the ones showed in Sect. 3. In this regards, ion chromatography highlighted that WS fraction was mainly constituted by sulfates (12.4±7.0% w/w) while an important lower content in nitrates (2.8±0.5% w/w), with average ratio NO₃⁻/SO₄^{2-} of 0.3±0.2. For this reason, DRH and CRH of these samples were not considered in the previous dissertation. Comparing with the previous dataset (and by means of the same RH variation rate and at 298 K), DRH and CRH occurred at higher RH conditions, i.e. 78–81% RH and 64–58% RH, respectively.

4.1 Kinetic effects on hydration of atmospheric particle contaminants

Figure 44a shows the impedance profile of a SIR pattern contaminated with NaCl during RH cycles at different variation rates (Sect. 2.2). Deliquescence was observed for three RH cycles at 75.0% RH until 79.0% RH was reached. Even if impedance responses showed similar behaviors during the increasing RH ramp, comparing the slowest (rate 0.05% RH min⁻¹) with the others a higher water uptake was suggested since lower impedance values were reached. The same hypothesis seems supported from the decreasing RH ramps: at RH>70%, the impedance response is lower in respect of the faster response. Then, it assumed the same order of magnitude of the slower ones.

A SIR pattern contaminated with atmospheric particles is shown in Figure 44b. The profiles highlighted how the DRH and CRH tend to decrease with variation RH rate decreasing. The fastest RH cycle (rate 0.49% RH min⁻¹) showed DRH within 79.0 – 84.0% RH range while CRH within 61.0 – 58.0% RH. Slowing down the variation rate, both DRH and CRH decreased.

Data analysis suggests the importance in defining a RH variation rate in order to simulate the most similar conditions of the circuits operating environment. Thus, since lots of electrical equipment are nowadays exposed to outdoor conditions, a thermo-hygrometric sensor (DMA 572.1, LSI-Lastem S.r.l.) have been recorded RH and T of the air in Milan for seven months from March 2015 to September 2015 with a time resolution of 5 min. Relative humidity variation rate was then calculated and an average rate of ~0.14% RH min⁻¹ was obtained. This means that in order to simulate a real RH cycle, a single RH ramp should last about 8 h.

On the other hand, many electronic systems are protected within box enclosures, which can both make difficult the heat dissipation and slow down the variation rates of humidity in respect to the external conditions. For these reasons, a better evaluation of how humidity changes inside the electrical panel boxes is needed. In this regards, nighttime low temperatures can promote condensation within the electrical panel boxes and this effect is also facilitated by switching off
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the electrical circuits, which do not provide a source of heat in order to keep the humidity below the condensation conditions. As a consequence, when circuits are switched on and current flows, humidity can affect electrical properties of the electrolytic layer depending on the air temperature (Sect. 4.2). In other cases, moisture condensation can enhance corrosion, ECM and electric short failures (Sect. 4.5).

Figure 44 Kinetic effects on impedance on SIR patterns contaminated by NaCl (a) and atmospheric particles (b).
4.2 The effect of the surrounding air temperature

In order to observe the effects of T on atmospheric particles deposited on SIR patterns, three RH cycles were carried out at different T (Sect. 2.2). Figure 45 shows the impedance responses to three different T during increase (Figure 45a) and decrease (Figure 45b) RH ramps. The results clearly highlighted that both DRH and CRH decrease with the increasing in air temperature. As a preliminary analysis, data suggested that an averaged decrease in DRH of 0.4±0.1% RH K\(^{-1}\) and in CRH of 0.5±0.2% RH K\(^{-1}\).

Figure 45 Impedance responses during increasing (a) and decreasing (b) RH ramp obtained at different temperatures.
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Beside a lower DRH, a reducing in impedance values with the increase in temperature was recorded in agreement with findings in Song et al. (2013)\(^61\). Song and co-authors linked this behavior with the lower DRH conditions, which permit more moisture absorption and an increase in water layers at fixed RH, and with higher solubility of WS compounds forming atmospheric particles and corrosion products.

Many authors\(^{39,46,56}\) highlighted the temperature-dependence of DRH for pure inorganic salts or mixtures. Although many evidences are available regarding the DRH-temperature dependence, few works were carried out to understand the effect of the temperature on the crystallization process. Zeng and co-authors (2014)\(^{32}\) used an ATR-FTIR flow system in order to study the temperature dependence of methanesulfonate sodium salt (CH\(_3\)SO\(_3\)Na), one among the most abundant atmospheric methanesulfonate salt due to dimethyl-sulfide reactivity with OH radical\(^{181}\). They found a negative trend of DRH and CRH with temperature. The same trend was obtained for ammonium sulfate but not for sodium chloride, which showed a negative trend for DRH and a weak positive trend for CRH.

4.3 The effect of atmospheric contaminants and RH on leakage current on SIR patterns

Leakage current was measured applying 5 DC voltage during a RH cycle from 30.0% to 90.0% RH and reverse with a single ramp duration of 2 h 20 min. In Figure 46 the impedance response (Figure 46a) and the leakage current measurements (Figure 46b) of the same sample are shown. The SIR pattern was contaminated with an estimated particles mass surficial density of 270.6 µg cm\(^{-2}\). The impedance response revealed that atmospheric contaminants enhanced water adsorption even at low RH conditions that caused an increase in LC as well (Figure 46b). At the beginning of the experiment, measured LC was lower than 10\(^{-3}\) mA and it increased up to 10\(^{-2}\) mA at 57.6% RH. Even though the starting RH of the deliquescence process is not clear, the impedance response points out that the end of this processes occurred at 64.0% RH. Below this threshold, the increase in LC was already observed but, starting from 64.0% RH, the LC showed a further increasing trend. This suggested that water-soluble compounds dissolved and the electrolytic layer formed on the SIR surface allowed the conduction of charges and the electrolytic cell was active (corrosion of SIR pattern). At 71.8% RH a sharp increase in LC – from 5.3·10\(^{-2}\) mA to 1.7·10\(^{-1}\) mA at 72.1% RH – was detected indicating that ECM occurred and resistance between the two conductive tin lines was reduced. This fact was confirmed by the SEM-EDS analysis shown in Table 7. Although no dendrite-like structures were observed, EDS revealed the presence of oxides/hydroxides and tin deposits between the conductive lines, therefore a shorten of their distance that caused the increase in leakage current.
The maximum measured LC was $3.3 \cdot 10^{-2}$ mA reached at 73.0% RH during the increasing RH ramp. Further increase in RH was not followed by an increase in LC, which irregularly decreased instead and then exponentially diminished when RH was reduced inside the climatic chamber.

In order to compare the effect of atmospheric particle contamination with a not contaminated SIR pattern behavior, a cleaned one was exposed to a longer RH cycle, i.e. 24 h per RH ramp. As Figure 46c shows, LC for cleaned SIR pattern was affected by changing in RH exposure conditions as well but with an exponential growth (diminish) during the increasing (decreasing) RH ramp. Beyond the sharp increases in LC showed by the contaminated samples, the drop in current before the end of the increasing RH ramp suggested a different behavior in respect of the clean SIR pattern, which showed an almost symmetric LC profile referring of the top of the RH ramp. This difference could be ascribed to tin passivation but no information about the corrosion products phases was obtained.
Figure 46 Impedance (a) and LC measurements (b) of the same SIR pattern contaminated with atmospheric particles. A clean SIR pattern was also tested as reference (c).
EDS analyses (Table 7) highlighted the presence of sulfur and oxygen forming the corrosion products. Moreover, ion chromatography carried out by the water-soluble compounds extracted from the PTFE filter – sampled simultaneously with the SIR pattern – showed many other chemical species both organic and inorganic compounds which can affected the corrosion process. Inorganic ionic fraction represents the 50.1% (mass percentage) of the collected particles mass and 1.1% is represented by mono- and di-carboxylic acids. The unresolved fraction (48.8%) was mainly represented by elemental carbon, other not-analyzed water-soluble organic and hydrophobic organic compounds. In this regards, many authors investigated the chemical composition of organic matter within atmospheric particle fine fraction\textsuperscript{18,182,183} in urban sites. Sannigrahi and co-authors (2006)\textsuperscript{183} found that the main representative functional groups in aliphatic fraction (about 95% of water-soluble organic compounds) were alkyl and oxygenated alkyls (about 80%), carboxylic acids (about 10%) and aromatic functional groups (about 4%) were also found. Such a chemical composition makes difficult the understanding of the processes involved in corrosion. Therefore, micro-electrochemical analyses were carried out on a simplified system consisting of WS fraction only and pure tin (see Section 4.4).
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4.4 Corrosion in condensing conditions

Moisture condensing conditions were simulated by placing a 2.5 µL droplet – containing WS compounds of atmospheric particles – on the ceramic chip capacitors (as described in Sect. 2.3). Camera was used in order to record bridging formations. Indeed, microscopy technique at the end of the experiment allowed observing dendrite structures on one sample only (Figure 48). In

Table 7 EDS results of corrosion products referring to Figure 47. All data are given in mass percentage.

<table>
<thead>
<tr>
<th>Spectrum</th>
<th>O</th>
<th>Br</th>
<th>Si</th>
<th>S</th>
<th>Cu</th>
<th>Sn</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>49</td>
<td>&lt;0.1</td>
<td>-</td>
<td>4</td>
<td>1</td>
<td>46</td>
</tr>
<tr>
<td>2</td>
<td>42</td>
<td>&lt;0.1</td>
<td>-</td>
<td>5</td>
<td>4.6</td>
<td>47</td>
</tr>
<tr>
<td>3</td>
<td>40</td>
<td>-</td>
<td>-</td>
<td>5</td>
<td>1</td>
<td>54</td>
</tr>
<tr>
<td>4</td>
<td>44</td>
<td>3</td>
<td>0.6</td>
<td>4</td>
<td>-</td>
<td>48</td>
</tr>
<tr>
<td>5</td>
<td>33</td>
<td>-</td>
<td>-</td>
<td>2</td>
<td>-</td>
<td>64</td>
</tr>
</tbody>
</table>

4.4 Corrosion in condensing conditions

Moisture condensing conditions were simulated by placing a 2.5 µL droplet – containing WS compounds of atmospheric particles – on the ceramic chip capacitors (as described in Sect. 2.3). Camera was used in order to record bridging formations. Indeed, microscopy technique at the end of the experiment allowed observing dendrite structures on one sample only (Figure 48). In
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this regards, EDS analysis highlighted a major contribution in tin (about 60% w/w) and oxygen (<30% w/w). Dendrites breakdown were common likely due to the high current transported through them and heat generated by evaporation of water layer\(^{184}\). Both black and white corrosion products were observed on the ceramic chip capacitor surface. The same findings were described in Verdingovas et al. (2013)\(^{185}\) due to the presence of tin hydroxides. EDS analysis also revealed the presence of other inorganic ions, such as Na and Cl. On the other hand, further investigations are needed in order to identify the crystalline phases presented in the corrosion products. Ion chromatography technique was used to chemically characterize the WS composition of the solutions and the results are summarized in Table 8.

![Figure 48 SEM image of dendrite formed on chip capacitor contaminated with atmospheric WS compounds.](image)

The effects of voltage applied on these single components in condensing conditions were investigated in Verdingovas et al. (2013)\(^{185}\) for NaCl solutions and flux residues solutions at different concentrations. The authors reported ECM probability is as a function of the solution concentration, reporting for NaCl the maximum ECM probability reached for 1.56 µg cm\(^{-2}\) contamination degree and 92 µg cm\(^{-2}\) for flux residue. It was also reported that at highest level of contaminations no dendrites or tin hydroxides were observed likely due to a reduction in pH, which makes unfavorable their precipitations. The importance of pH in ECM was deeply investigated in Minzari et al. (2011)\(^{160}\), highlighting the role of convection within the droplet in...
dissolving hydroxides precipitates and metallic tin precipitation at the cathode, allowing the dendrites formations and shorts events occurrence.

Figure 49 ECM probability in simulated condensing conditions. Three different particles electrolytes contain solutions were applied.

Table 8 Composition of the solutions used for single component test.

<table>
<thead>
<tr>
<th>Solution</th>
<th>SO$_4^{2-}$</th>
<th>NO$_3^-$</th>
<th>Cl$^-$</th>
<th>Other anions</th>
<th>Organic acids</th>
<th>NH$_4^+$</th>
<th>Other cations</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>22.5%</td>
<td>52.3%</td>
<td>0.2%</td>
<td>0.2%</td>
<td>2.0%</td>
<td>19.6%</td>
<td>3.4%</td>
</tr>
<tr>
<td>S2</td>
<td>21.9%</td>
<td>51.6%</td>
<td>0.2%</td>
<td>0.2%</td>
<td>2.6%</td>
<td>21.9%</td>
<td>3.4%</td>
</tr>
<tr>
<td>S3</td>
<td>28.1%</td>
<td>44.0%</td>
<td>0.4%</td>
<td>0.3%</td>
<td>2.6%</td>
<td>20.6%</td>
<td>4.0%</td>
</tr>
</tbody>
</table>

As it was observed in Verdingovas et al. (2013) and Minzari et al. (2011), ECM presents a bell-shape probability in function of solution concentration. Solutions S1 and S2 are very similar in ionic chemical composition, which correspond to 52.8% and 54.5% of the total mass, respectively. As result, ECM probability reached the maximum for 2.75 µg cm$^{-2}$ and 2.55 µg cm$^{-2}$ of ionic contaminations respectively. Increasing and decreasing in surface contamination the ECM probability decreased (Figure 49). The same shape of probability distribution was showed by the solution S3. Differently, S3 presented a maximum in ECM probability at lower ionic contamination degree (0.82 µg cm$^{-2}$) and the increase in contamination drops the probability faster in respect of the other two solutions. This was an unexpected results since no relevant changes was detected by means ion chromatography. Verdingovas et al. (2013) found a maximum ECM probability at higher contamination degree (1.56 µg cm$^{-2}$) for NaCl solution and more then one order of magnitude for flux residue (92 µg cm$^{-2}$). They authors also reported that
at highest level of contaminations no dendrites or tin hydroxides were observed likely due to a reduction in pH, which makes unfavorable their precipitations. The importance of pH in ECM was deeply investigated in Minzari et al. (2011)\textsuperscript{160} highlighting the role of convection within the droplet in dissolving hydroxides precipitates and metallic tin precipitation at the cathode, allowing the dendrites formations and shorts events occurrence.

4.5 Polarization curve and corrosion rate

Potentiodynamic polarization of tin in the WS atmospheric particles containing electrolytes indicated an influence of particles composition on the anodic dissolution and passivation of electrode. In comparison with NaCl electrolyte, the atmospheric electrolytes caused higher passivation (initially lower current density); however, the breakdown of oxide layer in these electrolyte was also more pronounced (potential when significant increase in current density is measured). Above the breakdown potential, a significant increase in anodic current by an order of magnitude was observed, and the resulting overall current density in anodic polarization was higher compared to NaCl. Pronounced fluctuations observed in the anodic polarization above breakdown potential indicated influence of compounds in the atmospheric contaminants on the re-passivation and anodic dissolution of tin. The latter observations also may play a role in electrochemical migration and influence probability for formation of tin dendrites. The electrochemical polarization and passivation of tin in electrolytes containing chlorides and other halides were studied elsewhere\textsuperscript{156,160} and they suggested the importance of atmospheric particles composition on the corrosion behavior and passivation. As the dissolution of tin is a rate determining step in formation of tin dendrites, the formation of passive films influence dissolution of tin, thus can affect probability and rate of dendrite formation. The corrosion behavior of Sn-based solder alloys in NaCl and acid electrolytes was also reported\textsuperscript{186,187}.

Overall comparison of corrosion potential and corrosion current density in current study, indicates similar corrosion rates, although different influence on passivation and pitting of tin. On the other hand, a difference of approximately 75 mV was observed in the corrosion potential, with particles electrolyte resulting in more noble potential.

5 - CONCLUSIONS

This preliminary study was designed to investigate the corrosion effects induced by atmospheric particles on PCBA.

Atmospheric particles were deposited on SIR patterns with a prototype device, called ROTOR. In this work, the contamination degrees were estimated in term of mass deposited from optical measurements by means of an optical particles counter. Even if further improvements are needed, this device provides many advantages in order to establish the corrosive role of atmospheric contaminants. First, the ROTOR allows to force the deposition of real particles on...
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not-filtering substrates by means of an inertial impaction method. This leads to an accelerated contamination of surfaces avoiding long exposures campaigns usually carried out for atmospheric corrosion tests. Moreover, the ROTOR is able to select the size range of particles that are deposited on the impaction stage. In this work, the SIR patterns were contaminated with submicrometric particles, nominally within the aerodynamic diameter range of 0.25 – 0.50 µm. Therefore, this device has the potential to discern the particle fraction that has the most hazardous role in materials corrosion.

The climatic conditions which enable the corrosion of tin were identified monitoring the impedance at different RH conditions and constant temperature. This allows to observe the formation of a thin water layer, which is enhanced by the hygroscopic behavior of the atmospheric contaminants. In particular, a sharp drop in impedance magnitude indicated the deliquescence of water-soluble compounds, whereas the corresponding increase suggested the re-crystallization of them while RH conditions were gradually decreased.

At 298 K, the averaged results of DRH and CRH were in line with the values found for nitrates-rich samples: this prevalence in nitrate ions in respect of sulfates was confirmed by ion chromatography analyses carried out on PM$_{2.5}$ samples collected simultaneously on PTFE filters.

Further tests highlighted that both air temperature and the rate used for RH variation affect the development of the water layer. The increase in air temperature decreased both phase transitions RH and the impedance values comparing those reached at the same RH condition but different temperature. Similar behaviors were observed when the RH ramp was slowed down. These results pointed out the importance in defining the exposure conditions that can be representative of the PCBA operating environment.

The tin corrosion tests were performed at 5 V DC. The SIR patterns showed that high leakage current levels were reached at complete water-soluble compounds dissociation, i.e. after the end of the deliquescence process, suggesting a potential failure. These conditions were not permanent: leakage current showed a sharp decreased even if the RH was still increasing. Such findings suggested a possible breakdown of dendrite-like structures and similar bridges were observed no more continuing the RH ramp. This did not permit to observe further high leakage current events, especially when the electrolytic solution formed on the SIR pattern was supersaturated. Since these conditions are very interesting for many applications (such as it is pointed out in Chapter VI), further investigations are needed.

Corrosion tests were also performed on ceramic chip capacitor placing 2.5 µL droplet in order to simulate water condensing conditions. The electrochemical migration (ECM) probability was found to depend on the ionic concentration, showing a bell-shape relation. Comparing with previous results found by Verdingovas et al. (2012)$^{188}$, the water-soluble fraction of the atmospheric particles indicated maximum in ECM probability similar to that of NaCl.
Potentiodynamic polarization of tin showed that corrosion potential and the initial current density during anodic polarization in atmospheric electrolyte is higher with respect to NaCl solution at equivalent concentration. On the other hand, the complexity in chemical composition of atmospheric contaminants is reflected by the passivation and oxide layer breakdown that are more pronounced in respect of NaCl polarization curve and by the continuous fluctuation in anodic.
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CHAPTER VI – AEROSOL PHASE TRANSITIONS AND ENERGY-SAVING STRATEGIES IN DATA CENTERS

1 – INTRODUCTION

Everyday people connects on internet, visit webpages and share data. Data storage, sharing and fast transfer are fundamental for our lifestyle and economy. But, where these data are stored? Data centers are data banks, which allow most of our data sharing need.

In 2011, data centers were more than 500 thousand and the growth number rate was estimated to increase every year (source: http://www.datacenterdynamics.com/). In 2013, U.S. data centers only consumed about 91 billion kWh of electricity, an amount of the same order of magnitude to that produced by 34 coal-fired power plants (500 MW)

A report of the NRDC (2014)

estimated data centers energy consumption could increase of about 140 billion kWh/year by 2020 and Greenpeace International forecasts the energy demand of data centers would growth by 81% by the same year.

In the last decades many methods to increase the data centers energy efficiency were developed in order to reduce the economical impacts due to these high energy demand. The energy efficiency is usually indicated with the index power usage effectiveness (PUE), based on the relative consumption of the informatics technologies and the electricity demand by data center:

\[
PUE = \frac{\text{total electricity provided to data center}}{\text{IT electricity usage}} \quad (\text{Eq.6.1})
\]

PUE (always higher than 1) indicates that the more the ratio is close to 1, the best the energy efficiency is. Traditional PUE for data centers with close loop cooling systems is higher than 2.00.

Typical way to decrease the PUE value is decrease the demand for the cooling systems, which can represent about 40% of the overall energy consumption. In this regards, the direct free-cooling system (DFC) is one of the most used technique. This consists in using filtered external air, which is forced within the data center by means of fans in order to remove the heat generated by the electrical circuits activity.

Even though DFC system usage is characteristic for different data centers in order to optimize its use, a resistance in exploiting DFC is due to the increase in circuits exposure to gaseous and atmospheric particle contaminants. In this regards, the American Society of Heating, Refrigerating and Air-conditioning Engineers (ASHRAE) defined both thermal (Table 9) and contamination level in order to avoid electrical failures.
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Table 9 Thermal guidelines defined by ASHRAE for data centers

<table>
<thead>
<tr>
<th>Class</th>
<th>Dry-bulb wet temperature</th>
<th>Humidity range</th>
<th>Maximum dew point</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Recommended</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Class A1 and A4</td>
<td>291 - 300 K</td>
<td>278.6 K to 60% RH and 288 K DP</td>
<td>-</td>
</tr>
<tr>
<td><strong>Allowable</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Class A1</td>
<td>288 - 305 K</td>
<td>20 - 80%</td>
<td>290</td>
</tr>
<tr>
<td>Class A2</td>
<td>283 - 308 K</td>
<td>20 - 80%</td>
<td>294</td>
</tr>
<tr>
<td>Class A3</td>
<td>278 - 313 K</td>
<td>8 - 85%</td>
<td>297</td>
</tr>
<tr>
<td>Class A4</td>
<td>278 - 318 K</td>
<td>8 - 90%</td>
<td>297</td>
</tr>
</tbody>
</table>

On the other hand, low attention was paid in considering atmospheric aerosols physical state. As stated in Chapter V, aerosols can form an electrolytic solution able to cause corrosion and ECM even below the thresholds defined by ASHRAE guidelines. In addition, due to the phase transitions hysteresis, aqueous aerosols can deposit on circuits surfaces even below the DRH. Therefore, the safety limits should be identified considering the aerosols chemical composition and their history.

In this chapter, the aerosols physical states are taken into account in order to estimate the PUE values which results optimizing DFC system usage and with a high ITs protection.

1.1 Case study presentation: the ENI Green Data Center

The aerosols deliquescence was considered in the ENI Green Data Center (GDC-ENI, http://www.eni.com/green-data-center/it_IT/pages/home.shtml) design, which was built in order to centralize all of ENI’s management IT. For this aim, the GDC-ENI has four rooms for standard computing, each one of a volume of 6000 m$^3$ (with 800 m$^2$ of IT installed in each room), and two rooms for high performance computing, each measuring 7000 m$^3$ (with 1000 m$^2$ of IT installed in each). Thus a total IT area of 5200 m$^2$ was planned, with a final installed power of 30 MW (5.8 kW/m$^2$). Use of the IT causes a 285 K increase in air temperature in the standard computing rooms, and a 293 K increase in the high performance computing rooms. To ensure the effective cooling of the installed IT, the designed air flow system for each computing room is as follows: air from outside enters the building at floor level, passes through the IT, and the resulting hot air exits through the roof, with the aid of the chimney effect. Cooling air (supplied mechanically) flows through the standard and high performance computing rooms at rates of 1.25·10$^6$ m$^3$ h$^{-1}$ and 1.26·10$^6$ m$^3$ h$^{-1}$, respectively; this means an air exchange rates of 208 h$^{-1}$ and 179 h$^{-1}$, respectively. Moreover, the set room temperature is 298 K; it has been demonstrated that above
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This temperature, IT exponentially increases demand for internal fan power for cooling purposes\(^{193}\).

The GDC-ENI was designed in order to minimize the energy demand of the whole data center \((E_{\text{tot}})\). This was modelled as follows:

\[
E_{\text{tot}}(t) = E_{\text{IT}} + E_L + E_{\text{EL}}(t) + E_{\text{HTC}}(t) + E_{\text{LTC}}(t) + E_{\text{E}}(t) \quad (\text{Eq. 6.2})
\]

\(E_{\text{tot}}(t)\) represents the 1-hour averaged energy consumption. Since the data center was not realized yet, the first three parameters in Eq. 6.2 were considered time-independent whereas the remaining are since they depend on the external air conditions.

\(E_{\text{IT}}, E_L\) and \(E_{\text{EL}}\) represent the hourly energy consumption of IT (30 MWh), lighting (360 kWh) and energy losses estimated (2 MWh) including the UPS losses, electricity load dispersion and distribution. Energy losses were decreased using ultra-high-efficiency transformers and UPS.

\(E_{\text{F}}(t), E_{\text{HTC}}(t), E_{\text{LTC}}(t)\) and \(E_{\text{E}}(t)\) are the energy demanded by fans, high-temperature chillers, low-temperature chillers and evaporation units, respectively. Decrease in fans energy consumption was planned avoiding the use of inverters for fans but choosing those with adjustable blade inclination (between 37° and 48°). The low-temperature chillers dry the air which is planned to be successfully treated in order to heat removal by the high-temperature chillers. When the DFC has to be avoided, this allows to constantly recirculating the same dehumidified air within the data centers and it has to be treated for further heat removal generated by IT. Finally, the evaporation unit allows to humidified the air whenever it reaches an RH values below the threshold suggested by ASHRAE.

In order to maximize the use of the DFC, avoiding IT failures, a feasibility study was carried out.

The GDC-ENI was designed in order to locate it in Italy, at Sannazzaro de' Burgondi in the Po Valley (45°05′59″N, 8°51′40″E), close to the largest ENI power generation plant (1 GW natural gas turbine) in Northern Italy. This ensures a continuous power supply to the data center, and avoids any interruption in the power supply. However, the Po Valley is an environmental hot spot with the worst atmospheric aerosol pollution in Europe\(^{19,23,77,79}\); furthermore, the presence of a Power Plant close to the GDC-ENI called for solutions to be found to the potential problem of aerosol contamination within the data center.

The PM\(_{2.5}\) concentrations level were discussed in Ferrero et al. (2013)\(^{149}\) considering number size distributions and the capability to penetrate the filtering systems. This consists of 456 MERV13 (Minimum Efficiency Reporting Value) filters, also recommended by ASHRAE\(^{193,194}\), providing a total filtering surface of 165 m\(^2\), which corresponds to a maximum flow rate of 2763 m\(^3\) h\(^{-1}\) for each individual filter.
Ferrero and co-authors\textsuperscript{149} showed that the MERV13 filter’s efficiency increases with increasing particle size, up to 100% at 3 µm (Figure 50). Thus, the authors highlighted that overall filter efficiency is lower than 100\textsuperscript{195}, and stated the need to assess the chemical properties of those particles capable of getting into the GDC-ENI despite the filters. For this reason, PM\textsubscript{2.5} samples, smaller than those guaranteeing the 100% efficiency of MERV13 filters, were sampled and chemically analyzed in order to estimate their phases by means of the E-AIM II, once their chemical composition was known.

These estimations were the topic of \textit{Aerosol corrosion prevention and energy saving strategies in the designing of Green Data Center},\textsuperscript{149} published on Environmental Science and Technology in 2013 and the results are presented in Section 2.1 of the present chapter.

Beside this study, a further step was carried out using a precautionary threshold for both DRH and CRH values obtained as the annual average resulted by the conductance method. The results were published on International Journal of Environmental Science and Technology in 2015 in a paper titled \textit{Determination of Aerosol Deliquescence and Crystallization Relative Humidity for Energy Saving in Free-Cooled Data Centers},\textsuperscript{76} and they are reported in Section 2.2.

Finally, the importance of coupling a highly engineered cooling system and the knowledge of the aerosols physical state is highlighted showing the PUE values obtained basing on aerosol properties only.

It has to be pointed out that, even if aerosols properties are site-specific, the method here reported is widely applicable.
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2 – DIRECT FREE-COOLING USAGE AND AEROSOLS HYDRATION STATE

2.1 Energy efficiency considering modelled DRH

2.1.1 Aerosol chemical characterization

Since aerosols chemistry drives the phase transition processes (Chapter III), sampling and chemical characterization was firstly carried out as described in Chapter II. Ionic fraction was found to be 35±1%, during IOP₁, and 23±1% during IOP₂ (Table 10). These results confirm those of previous studies conducted in the Po Valley. The main PM₂.₅ ionic components were NO₃⁻, SO₄²⁻ and NH₄⁺ (91-94% of the whole ions during both IOP₁ and IOP₂). Other cations (K⁺, Na⁺, Mg²⁺, Ca²⁺) and carboxylic acids accounted for ~1% of PM, while Cl⁻ displayed the very low concentrations: 0.3-0.6% of PM₂.₅ during both IOP; the risk associated with Cl⁻ was considered negligible. In Table 10, mono and di-carboxylic acids are grouped with Cl⁻, F⁻ and PO₄³⁻ (indicated as ‘other anions’).

Due to the important role played by NO₃⁻, SO₄²⁻ and NH₄⁺, which constitute the majority of the aerosol, their behavior was investigated. During IOP₁, NO₃⁻ accounted for 20.1% of PM₂.₅ mass, while SO₄²⁻ accounted for 5.6%. Conversely, during IOP₂, NO₃⁻ accounted for only 6.5% while SO₄²⁻ accounted for 10.3%.

This behavior reflects the seasonal differences observed in the Po Valley (Chapter III), and affects the DRH (section 2.2.2). During IOP₁, the temperature was lower (285.3±0.2 K) than during IOP₂ (297.0±0.2 K): in IOP₁ gas to particle conversion of NH₄NO₃, and an increase in its gaseous precursors (due to the lower mixing height), enhance its condensation; conversely, higher temperatures and photochemical reactions (IOP₂) enhance the (NH₄)₂SO₄ aerosol content.

The offsetting of the two aforementioned effects meant that NH₄⁺ remained fairly constant during both IOP (4-7% in both cases) and resulted in low aerosol acidity. Table 10 shows the

<table>
<thead>
<tr>
<th>Chemical composition (% w/w)</th>
<th>Degree of neutralization</th>
</tr>
</thead>
<tbody>
<tr>
<td>NO₃⁻</td>
<td>SO₄²⁻</td>
</tr>
<tr>
<td>IOP₁ mean</td>
<td>20.1</td>
</tr>
<tr>
<td>±σ</td>
<td>12.8</td>
</tr>
<tr>
<td>IOP₂ mean</td>
<td>6.5</td>
</tr>
<tr>
<td>±σ</td>
<td>6.1</td>
</tr>
</tbody>
</table>
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slope and $R^2$ for this ionic balance. During both IOP, the condition of all PM$_{2.5}$ was close to neutrality (slopes close to 1); only a small amount of H$^+$ were not neutralized.

These neutral conditions are important for the use of the DFC system in the GDC-ENI, due both to the corrosive capacity of acidic species$^{197-199}$ and to the low DRH values usually associated with the presence of such acidic species$^{106,117}$.

Finally, the E-AIM model was applied to the chemical composition of PM$_{2.5}$.

2.1.2 Aerosol deliquescence estimated by E-AIM II model

Figure 51 summarizes DRH frequency distributions for PM$_{2.5}$ resulted from E-AIM II estimations. DRH values fell within a broad range of 40-80%. Within this range, the most abundant DRH were found in the 60-65% range, with a percentage frequency of 43%. Thus, averaged DRH for PM$_{2.5}$ accounted for 60.8±0.7% RH (IOP$_1$) and 62.4±0.9% RH (IOP$_2$).

These values clearly reflect the influence of aerosol chemistry: nitrates were more abundant in IOP$_1$, whereas sulfates were more abundant in IOP$_2$ (Table 10). According to Potukuchi and Wexler’s method$^{106}$, the sulfate fraction was 0.20±0.02, during IOP$_1$, and 0.59±0.03 during IOP$_2$; the ammonium fraction remained fairly constant: 0.95±0.01 and 0.84±0.01 during both IOP. These results explain the higher average DRH during IOP$_2$.

2.1.3 PUE estimations with modelled DRH

The average DRH values were compared to the ASHRAE (2011) guideline values: during both IOP they were higher than the “recommended” limit but lower than the “allowable” one (Sect. 1).

All the averaged DRH were found to be higher than 60%. Moreover, DRH was above 60% for 69% (IOP$_1$) and 64% (IOP$_2$) of the time, respectively. Thus, 60% of RH was chosen as the
upper limit for the DFC operating cycle in order to prevent, as a rule, the corrosive effects of the aerosol.

This result allowed to optimize the cooling cycle by developing a new thermodynamic operating area. This area optimized the “allowable” ASHRAE guidelines, including the deliquescence properties estimated at the GDC-ENI construction site. The new thermodynamic operating area was as follows: 1) lower “allowable” limits of ASHRAE (288.15 K, 20% of RH) were maintained to maximize energy efficiency; 2) the maximum temperature was set at 298.15 K; 3) maximum RH was 60% in accordance with the estimated aerosol DRH, in order to prevent any IT failure due to the aerosol; 4) the use of a maximum dew point limit (and thus of specific humidity) was avoided, as it does not affect the hydration level of the aerosol. According to the aforementioned guidelines, Figure 52 shows the DFC operating area within the GDC-ENI.

As already mentioned, DFC is the preferred data center option from the energy saving point of view. Thus, in order to assess the theoretical energy efficiency of the GDC-ENI, the thermodynamic limits for the DFC were applied, considering one year’s meteorological data gathered at San Nazzaro de’ Burgondi (as provided by the local Environmental Protection Agency - ARPA Lombardia).

As a result, it was estimated that the DFC system could be operated for 78% of the time. It was thus possible to estimate the time variation of the data center’s energy consumption and its Power Usage Effectiveness (PUE): this latter index reached a value of 1.20, which is lower than that of both traditional air conditioning data centers (PUE=2.04), and of other data centers adopting DFC (PUE=1.42-1.46). These results are given because even if the maximum allowed RH is 60%, this is an indoor limit (at 298 K); although outdoor events with RH of over 80% may happen, in most such events the air temperature is below 298 K. Thus, because the GDC-ENI was designed to partially mix the outdoor air supply with re-circulated air in order to attain a temperature of 298 K, the RH of the outdoor-supplied air decreases, enabling us to use it even when outdoor RH is beyond the set limits.

A PUE of 1.20 means that in one year, for every 1 kW of installed IT, the calculated energy saving is 7.4 MWh (81%; 221 GWh for the entire 30 MW of IT), compared to traditional air conditioning data centers (PUE=2.04), and 2.1 MWh (55%; 63 GWh for the entire 30 MW of IT) compared to other data centers adopting the DFC system (PUE=1.42-1.46). This results in both environment and economic savings; considering a CO2 emission factor of 362 gCO2 kWh\(^{-1}\) (European Environment Agency, EEA: http://www.eea.europa.eu/) and an energy cost of 0.15 € kWh\(^{-1}\), the environment and economic savings (for each kW of IT) are as follows: 2.7 t of CO2 and € 1,100 (80 kt of CO2 and € 33 mln. for the entire 30 MW of IT), compared to traditional air conditioning data centers (PUE=2.04); and 0.8 t of CO2 and € 300 (23 kt of CO2 and € 9.5 mln. for the entire 30 MW of IT) compared to other data centers adopting DFC systems (PUE=1.42-1.46).
Figure 52 Psychrometric chart of the thermodynamic conditions obtained outdoor(a) and within the GDC-ENI (b); ASHRAE "allowable" (orange) and "recommended" (green) areas are also plotted. Blue dots indicates the air conditions outside the GDC-ENI.
2.2 Energy efficiency considering experimental data

The experimental results obtained by means of the conductance method (Chapter II) on a preliminary subset of 55 PM$_{2.5}$ samples. For this subset, averaged DRH and CRH were found to be 60.5±8% RH and 47.9±0.7% R, respectively. These values were taken into account in order to estimate the time in which aerosols were in hydrated state during 2006-2009 period, i.e. the period in which those samples were collected. The computation of the hydration time indicates that 52% of the time the aerosols were dry because ambient RH was below CRH (36%) or because of the lower branch of the hysteresis loop (16%). In the remaining time (48%) the aerosols were hydrated mostly because RH was higher than DRH (39%) or because of the upper metastable branch (9%).

The aforementioned DRH and CRH were then used in the calculation of the PUE value: the lower moisture limits of ASHRAE (20% RH) were kept to enhance energy efficiency whereas the upper threshold was set 48% RH and 60% RH in function of the history of the ambient RH in order to consider the hysteresis behavior of the hygroscopic aerosols. The the maximum dew point limit was neglected since it does not influence the hydration state of the aerosols.

As it was expected, the PUE value increased since the operating time of the DFC system was lower in respect of the estimations without considering the hysteresis of aerosols hydration. The PUE value resulted to account for 1.22, therefore – in respect of the PUE obtained by data center which adopted DFC system – the energy saving was estimated to account for 58 GWh (for a 30 MW of installed IT), which means €9 mln and 21 kt CO$_2$ not emitted.

2.3 – Simulation of pure direct free-cooling based on aerosols physical state only

It has to be noted that a pure free cooling would not obtain similar efficiency results. In this section, it is shown that, even maximizing DFC usage by means of seasonal parameterization of RH limits (derived from seasonal DRH and CRH), the free-cooling system would be used very few times if it would not be coupled with recirculating system which mix the supplied outdoor air with the recirculating one, decreasing the resulting air RH but minimizing the use of high-temperature chillers for the recirculated air as well.

2.3.1 Simulation design

The GDC-ENI has been active since the end of 2013. One-year of external meteorological data (RH and T, from November 1, 2014 to October 31, 2015) were provided by GDC-ENI in order to evaluate the aerosols physical states and to estimate the conditions in which DFC was allowable with the goal to prevent corrosion processes and IT failures. In this regards, some new data were also provided by GDC-ENI concerning the air T at the entry of data rooms, which was not set at 298 K for the entire year. In fact, indoor T was then seasonally modulated in order to provide a better cooling during the cold season (W1) and to reduce the use of high-temperature
chillers during the warmest season (SU), air T (hereinafter called ‘target T’) was set at 291 K during WI and 300 K during SU, whereas during SP and FA the T was kept at 298 K.

In this simulation, no changes in RH were simulated because of the mix between outdoor air and modulated recirculated air, whereas they are calculated for only changes in T. Such a similar approach allows to take into account the changes in DRH and CRH following the aerosols dynamics without external influences.

Thus, this simulation is carried out with the following steps:

1. aerosols DRH and CRH are estimated considering the season and the hourly averaged outdoor air temperature;
2. the physical state is evaluated taking into account the phase transition RH at the hourly averaged T, discerning the stable and metastable conditions as well;
3. RH in outdoor condition is recalculated at the internal target T (291 K for WI, 298 K for SP and FA and 300 K for SU season);
4. aerosols DRH and CRH are recalculated at target T;
5. aerosols hydration state is finally recalculated at target T.

The estimation of the outdoor hydration states is fundamental in order to discern the states when RH falls within the hysteresis loop once that the aerosols are forced indoor. The DFC usage was therefore allowed whenever the aerosols were in dry state.

3.2 Results

Seasonal outdoor and indoor air conditions and aerosols phase transitions RH are showed as average (with their standard deviation) in Table 11. In addition, Figure 53 graphically highlights the aerosols physical states during the considered period for both outdoor (a) and indoor (b) conditions.
The results suggest that during WI, SP and FA, aerosols are in hydrated states for most of the time both outdoor and inside the data center. Even though the RH inside the data center decreases due to the increase in T, both DRH and CRH decrease for the same reason (Chapter III, Sect. 4.4). In Figure 54, the T-dependence of DRH is plotted with the change of RH when the air mass is forced within the data center. Here it is highlighted that, even if the air RH has a higher sensitivity to changes in T, within the considered T range (the starting and ending conditions represents the averaged conditions) the (mean) DRH remains below the (mean) air RH, although the difference decreases. This leads to an increase of the occurrences in which aerosols are in the metastable upper branch of the hysteresis loop. The results are that the hydration time accounts for 6217 hours (meaning 71% of the time) in outside conditions whereas 6293 hours (i.e. 72% of the time) inside the data center.

These conditions were imposed for the calculation of the PUE, which results 1.39±0.14. In fact, the low occurrences in which allowable conditions were estimated – which in this simulation depend on the aerosols physical state only – lead to a small energy saving for the GDC-ENI in respect of how was estimated in Sect. 2 with a PUE of 1.20 and 1.22. Referring to the last one PUE estimated by means of precautionary RH limits and aerosols hysteresis and efficient air
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supply, such a PUE of 1.39 means +45 GWh of energy consumption at year, leading to - €6.8 mln of economical saving and +25 kt of CO\textsubscript{2} emitted.

Thus, a pure direct free-cooling guarantees very low energy saving, as demonstrated by the low frequency of activity of this system and the PUE reached (Table 11), which is lower than it is performed by traditional DFC systems anyway.

Figure 54 Air RH and DRH in function of the T. Round and triangle markers represents the change in air RH and aerosols DRH, respectively. Open markers represent the average outdoor conditions while the full ones indicates the indoor conditions.
### Table 11 Outdoor and indoor air RH and T conditions and aerosols phase transitions relative humidity.

<table>
<thead>
<tr>
<th></th>
<th>GDC-ENI, outdoor</th>
<th>GDC-ENI, indoor</th>
<th>Aerosols physical state</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RH (%)</td>
<td>T (K)</td>
<td>DRH (%)</td>
</tr>
<tr>
<td><strong>FA from 01/11/2014</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean</td>
<td>95.9</td>
<td>281.5</td>
<td>63.1</td>
</tr>
<tr>
<td>±σ</td>
<td>7.8</td>
<td>3.2</td>
<td>0.5</td>
</tr>
<tr>
<td><strong>WI 2014-2015</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean</td>
<td>79.5</td>
<td>278.3</td>
<td>63.2</td>
</tr>
<tr>
<td>±σ</td>
<td>18.9</td>
<td>4.2</td>
<td>1.0</td>
</tr>
<tr>
<td><strong>SP 2015</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean</td>
<td>64.3</td>
<td>291.8</td>
<td>65.1</td>
</tr>
<tr>
<td>±σ</td>
<td>21.0</td>
<td>6.2</td>
<td>0.7</td>
</tr>
<tr>
<td><strong>SU 2015</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean</td>
<td>64.8</td>
<td>298.2</td>
<td>72.2</td>
</tr>
<tr>
<td>±σ</td>
<td>17.3</td>
<td>5.6</td>
<td>0.4</td>
</tr>
<tr>
<td><strong>FA until 01/11/2015</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>mean</td>
<td>82.5</td>
<td>287.3</td>
<td>62.2</td>
</tr>
<tr>
<td>±σ</td>
<td>17.3</td>
<td>5.6</td>
<td>0.7</td>
</tr>
</tbody>
</table>
3 – CONCLUSIONS

In this chapter, the implications of aerosols physical states were addressed to energy saving strategies in data centers. Direct-free cooling (DFC) system – one of the most performance solution to energy efficiency increasing – uses external air in order to cool IT technologies. On the other hand, its use has to take into account the aerosols hydration in order to avoid deposition of aqueous particles on PCBA surfaces.

As it was discussed in Chapter V the used method does not allow the observation of corrosive processes on tin when aerosols were in metastable state (upper branch of the hysteresis curve), a precautionary approach was applied in order to estimate the power usage effectiveness (PUE) of the GDC-ENI, built at Sannazzaro de’ Burgondi (Po Valley, Italy).

The results showed that considering hysteresis, i.e. avoiding the entrance of aqueous aerosols, PUE increases of less than 2% (PUE=1.22) in respect of hysteresis omitting (1.20). Such a PUE value leads to interesting energy saving amounts for every 1 kW of IT installed (1.9 MWh kW⁻¹ year⁻¹) with a consequent economical saving and reduction in CO₂ emission.

Such an energy efficiency cannot be reached by means of a pure DFC. In fact, at Sannazzaro de’ Burgondi site aerosols hydration time was estimated to be very high (~ 71% of the time). This would lead to a DFC usage for very few time, increasing the PUE up to 1.39. Even if this value is lower than the average data centers that use DFC systems (i.e. 1.42-1.46), the energy saving cannot be attributed entirely to the DFC usage. Because of this, outdoor air – once forced within the data centers – is mixed with recirculated air, which has different temperature and very low RH. This mix allows to dry and warm up external air.

Some factors which were not taken into account suggest that a further decrease in PUE could be reached.

When aerosols experienced warmer T, their DRH and CRH decrease while the air RH decreases faster. This means that once the air reached the PCBA, further heating occurs decreasing RH and phase transition relative humidity as well. Even if a spatial heterogeneity was pointed out in some works²⁰⁰,²⁰¹, temperature of PCBA surface is higher than 323 K. Therefore, such a heating could cause aerosols crystallization leading to deposition of solid particles on circuits surface.

In addition, higher temperatures lead to a loss of semi-volatile compounds from aerosols. Among them, it is well-known that AN tends to volatilize¹⁶,⁶⁹ at high temperatures. Beside this, it was demonstrated that it lowers both DRH and CRH (Chapter III). Therefore, the loss of this compound, which represents an important fraction of the inorganic ones, could partially compensate the decrease in DRH and CRH due to the T.

These considerations suggest that the thermodynamic air operating conditions of the DFC systems could be extended further. In this regards, aerosols phase transitions and their
temperature-dependence have to be experimentally determined together with a detailed characterization of the air dynamics within the data center.
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CHAPTER VII – CONCLUSIONS

This work provided a significant improvement on the knowledge of the conditions at which real atmospheric aerosols are formed by an aqueous fraction or by a solid phase only. This was obtained with the development of a method based on the changes in electrical conductive properties of aerosols collected as PM$_{2.5}$ on a hydrophobic and poorly conductive filter (PTFE). The aerosols samples, exposed to RH ramps, showed that when solid-to-liquid transition occurred, the electrical signal sharply increased, whereas a correspondent drop indicated the water-soluble fraction crystallization.

This method confirmed that atmospheric aerosols do not have the same behavior during increasing and decreasing RH ramps. This is because aerosols deliquescence and crystallization were identified at different RH conditions, therefore highlighting the existence of a hysteretic behavior. In additions, samples collected during different seasons in Milan (Po Valley, Italy) showed that DRH and CRH are not constant among different periods but a dependence on the chemical composition of the water-soluble fraction was observed. In fact, high content in nitrate ions drives the phase transitions at lower RH conditions; this effect is more pronounced during cold periods, i.e. winter, since particle-phase ammonium nitrate is promoted by low temperatures and high RH conditions. Deliquescence was recognized to occur between 52% and 59% RH while the crystallization processes were observed between 44% and 48% RH. On the contrary, low nitrate contents increases the relative importance of ammonium sulfate which strongly leads to higher DRH and CRH, particularly during warm seasons, i.e. summer, which were found within the ranges 68-73% RH and 59-63% RH, respectively. Spring and autumn present intermediate nitrate-to-sulfate ratio. As a consequence, both DRH and CRH were found to fall between those of summer and winter. On the other hand, the lack of the characterization of the organic compounds avoid the evaluation of the role of this fraction on the phase transitions.

Although this dependence was demonstrated, it was found that thermodynamic models are not applicable for atmospheric aerosols DRH predictions since a number of different compounds contribute to the overall DRH (and CRH as well) whereas the models considers only the main inorganic salts. As a result, the aerosols water uptake was found to be underestimated by the E-AIM II model if compared to the results obtained by a gravimetric method, developed firstly as comparison for the conductance method and then in order to estimate the hygroscopic growth of aerosols samples.

The phase transitions and their hysteresis were discussed highlighting their implications.

Many climatic models estimate the effects of aerosols on radiative forcing evaluating their optical properties, basing on a parameterization of their growth in function of the air RH. On the other hand, even if a growing number of works are developing some algorithms that take into account both aqueous and solid particles, a proper parameterization is still far. In this work, it
was estimated that aerosols hygroscopic growth factor can change up to 23% within the hysteresis loop range depending on their physical state. In addition, the same factor affects the estimations in air quality monitoring from remote sensing, e.g. LIDAR and MODIS. Aerosols concentrations within the planet boundary layer are commonly evaluated with these techniques in order to overcome the spotted characterization of air quality. On the other hand, as stated by some authors, ground-based measurements and remote estimations often disagree since the firsts are carried out at low RH whereas the seconds are retrieved from data obtained at ambient RH. Therefore, it was estimated that an omission of the hysteresis loop leads to an error up to 20% in PM$_{2.5}$ concentrations. A calculation of the hydration time of atmospheric aerosols suggested that these conditions occur about 19% of the time during winter and 5% of the time during summer when MODIS sensors (on TERRA and AQUA satellite platform) pass above Po Valley (10 a.m. – 2 p.m.). These findings point out that taking into account aerosols hysteretic behavior can substantially improve remote sensing estimations whose uncertainty in PM$_{2.5}$ concentrations are in the order of ±30%.

The calculation of the time in which aerosols are solid or in aqueous phase and the dissolution-crystallization cycles were used in order to evaluate the risk of stone decay occurrences. For this application, the hydration time was considered as the time in which aqueous aerosols promote chemical reactions on surfaces. It was estimated that these processes likely occur during winter seasons. The number of dissolution-crystallization cycles indicates the probability of aqueous electrolytes penetration within a porous media and the mechanic stress due to formations of solid inclusions when crystallization occurs. In respect of winter, summer seasons present higher hazard for mechanical stress whereas the chemical one seems less important. On the other hand, the highest hazard is reached during fall and spring seasons, due to high hydration time and number of dissolution-crystallization cycles.

Finally, the aerosols hygroscopic behavior was preliminarily investigated in relation to tin corrosion. Tin is the main metal used in solder alloys in printed circuit boards assembly because of its low cost, low melting point and relative resistance to electrochemical migration. On the other hand, in this work it was demonstrated that when atmospheric particles contaminate the circuit surface, a thin water-layer can form leading to corrosion processes. It was here shown that these conditions can occur even below 70% RH. Aerosols chemical composition, surrounding air temperature and RH variation rate are found to affect the RH conditions of circuits failure.

Circuit boards were contaminated accelerating aerosols deposition (~1 day) by means of a rotating particle impactor prototype, able to deposit a round spot with a diameter of 2.00 cm on a not-filtering substrate. In addition, aerosol water-soluble fraction was also extracted in ultra-pure water and potentiodynamic polarization measurements were carried out in order to provide information about the corrosion mechanisms of aerosols induced corrosion. The results suggested that atmospheric electrolytes solution containing affect tin passivation and anodic dissolution.
Because of their role in corrosion, aerosols contamination of electronic circuits has to be avoided, especially in sensitive environment such as data centers. Direct free-cooling is nowadays one of the widely used solution in order to decrease the energy consumption of air-cooling systems. This consists in forcing high volume amounts of outdoor air inside the data centers to remove the heat generated by the circuits activities. Even though the airflow is filtered before entering inside the data rooms – where IT are stored – it was demonstrated that the filtration efficiency decreased for submicrometric particles. Therefore, it is fundamental to consider the aerosols physical state whenever the direct free-cooling system is used.

In this work, the ENI Green Data Center (GDC-ENI, at Sannazzaro de’ Burgondi, Po Valley, Italy) was considered as case-study in order to show how aerosols hydration states can be taken into account in order to maximize energy efficiency reducing failure risks. By this aim, GDC-ENI cooling system is designed in order to modulate the incoming air volume and mixing it with warmer and dryer recirculated air. A lower limit of 20% RH is always set in order to avoid electrostatic charges.

Three simulations were presented based on precautionary thresholds for free-cooling system usage and the energy efficiency was expressed in term of PUE (power usage effectiveness), that is the ratio of the total energy demanded by the data center and the energy consumption of the IT only. The first considered an average modelled DRH (by means of E-AIM II model) as threshold for acceptable entering air, neglecting the hysteresis of aerosols in response to relative humidity: PUE was estimated to account for 1.20. The second method avoided the entrance of aqueous metastable phase particles, therefore considering the hysteresis. In this case, an averaged experimental DRH and CRH were considered. Since the hydration time increased, the PUE was estimated to increase up to 1.22. The third simulations assumed a pure direct free-cooling without mixing with recirculated air. Even optimizing the time of activities of free-cooling by means of averaged seasonal DRH and CRH, the high hydration time led to very low occurrences of acceptable air conditions. Thus, a PUE of 1.39 was estimated.

These results showed that a high engineering system which take into account the aerosols properties can lead to an interesting energy saving (1.9 MWh for each 1 kWh of installed IT) in respect of the averaged efficiency of the other free-cooled data centers (PUE 1.42-1.46). This is a great opportunity in order to substantially reduce CO₂ emission (-700 t for each kWh of installed IT). This means that for a 30 MWh of installed IT (proper of GDC-ENI), energy (-58 GWh), economical (- €9 mln) and CO₂ emission (- 21 kt) savings could be reached and coupled with aerosols corrosion prevention.
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