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Abstract: The goal of estimating a soundscape index, aimed at evaluating the contribution of the en-
vironmental sound components, is to provide an accurate “acoustic quality” assessment of a complex
habitat. Such an index can prove to be a powerful ecological tool associated with both rapid on-site
and remote surveys. The soundscape ranking index (SRI), introduced by us recently, can empirically
account for the contribution of different sound sources by assigning a positive weight to natural
sounds (biophony) and a negative weight to anthropogenic ones. The optimization of such weights
was performed by training four machine learning algorithms (decision tree, DT; random forest, RF;
adaptive boosting, AdaBoost; support vector machine, SVM) over a relatively small fraction of a
labeled sound recording dataset. The sound recordings were taken at 16 sites distributed over an
area of approximately 22 hectares at Parco Nord (Northern Park) of the city Milan (Italy). From the
audio recordings, we extracted four different spectral features: two based on ecoacoustic indices
and the other two based on mel-frequency cepstral coefficients (MFCCs). The labeling was focused
on the identification of sounds belonging to biophonies and anthropophonies. This preliminary
approach revealed that two classification models, DT and AdaBoost, trained by using 84 extracted
features from each recording, are able to provide a set of weights characterized by a rather good
classification performance (F1-score = 0.70, 0.71). The present results are in quantitative agreement
with a self-consistent estimation of the mean SRI values at each site that was recently obtained by us
using a different statistical approach.

Keywords: soundscape; ecoacoustic indices; soundscape ranking index (SRI); urban parks; ma-
chine learning

1. Introduction

Among the elements used to evaluate the environmental status as a whole, one is
strictly connected to the acoustic quality of a habitat, recognized as a vital dimension
of wildlife conservation [1,2]. The induced modifications prompted by the encroaching
urbanization with increasingly excessive human noise and a lack of gradients between
natural and built environments can lead to direct deleterious effects on biodiversity as
documented in recent works [3–6].

The diffusion of passive acoustic monitoring with a large memory capability, and the
possibility of analyzing acoustic recordings by extracting specific spectral and level charac-
teristics through ecoacoustic indices (see [7] for a review), allow us to retrieve important
information about the unique assemblage of sounds across space and time. Such habitat
characteristics are collectively referred to as a soundscape [8,9], the latter recognized as
a distinct feature or ecological “signature” of a landscape [10,11].
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Such characteristics can indeed be reflected in ecoacoustics indices calculated over
predefined time intervals. Thus, they integrate the acoustic dynamics of an ecosystem, con-
sisting of vocalizing species, anthropogenic noise, and natural phenomena [12], into a set of
time series that can be proved to explain observed changes in habitat status [13], providing
insights on species diversity and human impacts across a wide range of terrestrial [14–16]
and aquatic environments [17,18]. The validation of ecoacoustic indices calculation is
usually sound-truthed by specialized operators that classify hours of recordings according
to predefined sound categories.

This identification procedure of sound sources is highly time consuming and requires
specific knowledge of animal vocalizations. This necessarily limits its applicability to small
datasets [19,20]. A cumulative approach that provides a qualitative description of the
recorded sound (e.g., many/few vocalizing birds, many/few birds species, high/low traffic
noise, etc.) partially improved the validation process, showing good matching between
the “manual” identification of acoustic categories and ecoacoustic indices [21]. Thus,
the need for employing unsupervised methods to process large amounts of information,
independently of human intervention, is evident. Having access to such techniques can
allow us to study huge datasets on very different time and spatial scales, prompting the
disentangling of information hidden within the complex network of interest. To this end,
we resort to machine learning (ML) techniques. The latter are currently widely used to
train models using empirical data for a plethora of applications, such as translation, text
classification, web searching, image recognition, and speech recognition. For instance,
some of the first relevant applications were developed for the classification of handwritten
digits [22] and the automatic composition of music [23,24].

It is widely recognized that ML techniques have the ability to learn generic spatial
features [25,26], suitable in particular for image-related tasks. Recent applications of deep
learning (DL) and ML computations for studying soundscape dynamics show promising
results in terms of species identification [27,28], the separation of audio sources by using
a set of techniques aimed at recovering individual sound sources when only mixtures are
accessible [29], and also unsupervised classifications by means of convolutional neural
networks (CNNs) [11]. In urban areas, ML models have been applied for predicting long-
term acoustic patterns from short-term sound pressure level measurements [30] and for
detecting anomalous noise sources prior to computing traffic noise maps [31]. CNNs have
been applied to soundscape classification [32,33], species-specific recognition [34–36], and
the identification of multiple and simultaneous acoustic sources using a two-stage classifier
able to determine, in real time, simultaneous urban acoustic events taking advantage
of physical redundancy from a wireless acoustic sensors network (WASN) in the city of
Barcelona [37].

Several soundscape sources have been classified using two CNN classifiers to dis-
tinguish between biophony and anthropophony in the city of London by training CNN
models on a limited quantity of labeled sound samples [28]. Their results exceed the
analysis performed by multiple acoustic indices. Other attempts successfully provided
sound sources identification at the price of a huge “manual” procedure in approximately
60,000 sound recordings [38]. The prediction of soundscape components, including quiet
periods and microphone interference, was also performed by training a CNN with a huge
dataset collected over four years across Sonoma County (California) by citizen scientists
with high precision [39].

Other examples of ML applications to soundscape prediction can be found in [40–44].
In [40], the authors present a method for the automatic recognition of the soundscape quality
of urban recordings by applying four different support vector machine (SVM) regressors to
a combination of spectral features. In [41], a mixture of features (temporal, spectral, and
perceptual) was used to classify urban sound events belonging to nine different categories.
In [42], the detection and classification of acoustic events were obtained by using a modified
Viterbi decoding process in combination with weighted finite-state transducers (WFSTs).
In [43], acoustic indicators collected from the city of Barcelona were used to train several
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clustering algorithms, demonstrating the possibility of parceling the city based on the noise
levels in the area. In [44], an unsupervised learning technique was applied to group the
nodes of a WASN in clusters with the same behavior, thus recognizing complex patterns
on this basis. Other studies make use of ML techniques together with signal processing to
classify acoustic events at subsequent stages (layers) [45].

In [46], two types of supervised classifiers, namely artificial neural networks (ANNs)
and a Gaussian mixture model (GMM), were compared to determine the primary noise
source in the acoustic environment. In [47], the authors combined local features and
short-term sound recording features with long-term descriptive statistics to create a deep
convolutional neural network for classifying urban sound events. In [48], four well-known
deep neural networks were fine-tuned for bird species classification.

As can be appreciated, the use of ML techniques have mostly found applications in
soundscape studies by correlating different noise events to the perception of the population,
with the aim of automatically detecting potentially disturbing noise events (see also [49]).
When using traditional ML algorithms, the choice of appropriate features of the audio file,
either in the form of frequency content, dynamic information, or both, always represents
the first step in the analysis. In this regard, the most widely used feature is represented by
the mel-frequency cepstral coefficient (MFCC).

Urban parks represent a unique area of study as retrieving source-specific information
from geophony, biophony, and anthropophony remains a challenging task due to interfer-
ence and confounding factors arising from the simultaneous presence of different sound
sources. It should be emphasized that, in the existing literature, the question of defining
an indicator that ‘summarizes’ the information about the acoustic environment unbound
from human perceptual nature has not generally been considered. In order to fill this gap,
we devised an index enabling us to quantify the quality of the local environment sound
in a simple fashion. The index is referred to as the soundscape ranking index (SRI), and
is assembled by weighting the different soundscape components (geophony, biophony,
and anthropophony) present in a habitat/environment. The identification of the different
soundscape components requires a time-intensive “manual” labeling or sound truthing of
the recorded audio files, and is usually performed by a single expert.

In this work, we studied the possibility of predicting the SRI at an urban park in the
city of Milan (Italy) from the extracted spectral features of audio recordings. This task
was pursued by applying a set of ML classification models to our dataset collected over
an extended area, where the resulting indexes were grouped, for simplicity and in accord
with our previous works, into three main categories denoted as “poor”, “intermediate”,
and “good” environment sound qualities. This classification was obtained according to
the different contributions of the environment sound sources. These groups are influenced
by the choice of the set of weights attributed to each soundscape component (typically the
weight is given a positive value in the case of the presence of biophonies and a negative
value in the presence of anthropophonies). Here, we used the classification capabilities of
the chosen ML algorithms to fine-tune the soundscape weights, thus obtaining the optimal
separation of the area of study in terms of local environmental sound qualities. The use of
ML techniques to study the SRI will allow us to consider much larger datasets than those
studied by means of supervised methods requiring human intervention. Work along this
line is in progress.

The paper is organized as follows. Section 2 describes the area of study and the instru-
mentation used. The formulation of SRI in terms of weighting the different soundscape
components is discussed together with the ML optimization procedure used. The clas-
sification models and spectral features representing the dataset are described in detail.
The results are presented in Section 3, where the different models are also discussed on the
basis of the validation procedures. In Section 4, we summarize the main achievements of
the present work and outline possible future developments along the present lines.
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2. Materials and Methods

In this section, we briefly describe the area of study, instrumentation, and recording
pattern. We include the description of the SRI index, the scheme used for its prediction and
optimization based on the features extracted from the spectral analysis of audio recordings
in the form of ecoacoustic indices and mel-frequency cepstral coefficients (MFCCs), and the
manual labeling. We also illustrate the classification models used to predict the manual
labeling from the extracted features of the audio recordings.

2.1. Area of the Study

The Parco Nord (Northern Park) in the city of Milan extends over an area of approx-
imately 790 hectares and is located within a highly urbanized area. Approximately 45%
of its surface is dedicated to natural green spaces and vegetation, whereas the remaining
surface is devoted to agricultural activities and infrastructures. The area of study is a
tree-covered parcel of approximately 22 hectares encircled by agricultural fields, lawns,
paths, and roads (see Figure 1). It has a semi-natural structure that is characterized by
herbaceous layers of nemoral flora, shrub and arboreal layers, and dead wood. The area
is crossed by numerous paths and is mainly used for recreational activities. It contains
an artificial lake of approximately 300 m2 located approximately 250 m from the edge of
the bush. The main traffic noise sources are the A4 highway and the Padre Turoldo street,
located to the north at around 100 m from the wooded parcel. There is also the presence of
a small airport (Bresso airport) on the west side at around 500 m from the tree-line edge.

Figure 1. Area surrounding the grid of sensors indicated as numbered spots. Red spots indicate the
active recording sites, and yellow spots indicate sites with recording disruption. In the figure, the A4
highway, Padre Turoldo Street, and Bresso airport runaway are indicated.

2.2. Audio Recorders

We used low-cost digital audio recorders produced by the SMT Security (Figure 2a).
They were set to measure continuously with a sampling rate of 48 kHz and were equipped
with a two-week lifetime powerbank. Before using low-cost devices, it was necessary to
verify their possible different frequency responses in the frequency range of interest. Thus,
initial tests were devoted to selecting those recorders with a frequency response within 5%
of the average spectrum calculated over all recorders. The average spectrum was computed
using a 512-point FFT analysis by applying a white noise as a sound source. Full details
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of the the frequency characterization of the recorders can be found in [50]. The results are
reported in Figure 2b, where a reduction in sensitivity for frequencies higher than 10 kHz
is observed.

Figure 2. (a) SMT Security recorder and its practical location (red circle) on a tree. (b) Average spec-
trum (computed using a 512-point FFT) of sound level response of the recorders [dB] vs. frequency
in the range (0–24) kHz. The gray band around the curve corresponds to one standard deviation of
the response calculated over several SMT Security recorders. Sensitivity decreases for frequencies
higher than 10 kHz.

2.3. Measurement Scheme

The 22 recorders were initially positioned on a regular grid, as shown in Figure 1, cover-
ing an area of approximately 270 × 500 m2, plus another grid with an area of 300 × 250 m2

for the southern part of the parcel. The recordings were scheduled for the period of greatest
singing activity of the avifauna and repeated over four days, namely on 25–28 May 2015,
from 06:30 a.m. to 10:00 a.m. (CET), corresponding to 3.5 h for each site and for each
recording session. Unfortunately, six recorders did not work properly (see yellow spots in
Figure 1) and thus the audio files analyzed in this study involved only 16 sites.

2.4. Aural Survey

In this section, we describe the scheme adopted for the aural analysis of audio files in
order to quantify distinctive sound features. An aural survey was carried out to quantify
the biophonies, anthropophonies, and geophonies. In particular, a single expert listened
carefully to the recordings according to the following scheme: one minute listened to for
every three minutes of continuous recording, for a total of seventy minutes of listening per
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site. The expert focused on quantifying the biophonic activity (mainly avian vocalizations)
and the tecnophonic sources, evaluating the parameters reported in the scheme of Figure 3.

Figure 3. Classification of sound sources considered for the aural survey corresponding to six cate-
gories: birds, other animals, road traffic noise, other noise sources (airplanes, trains), rain, and wind.
For each category, the following attributes were considered. Birds: (1) individual abundance, (2) per-
ceived singing activity (%), (3) species richness, (4) vocalization intensity. Other biological sound
sources: presence–absence. Anthropogenic noise: (1) noise intensity, (2) typology of traffic. Other
anthropogenic sources: presence–absence. Geophonies were absent in the considered recordings.

Each soundscape component was analyzed to extract information about the sound
source and its occurrence and intensity (see Figure 3). Following this criterion, the avian
vocalizations were the most studied. For each minute listened, four parameters were
evaluated: (1) individual abundance (no–few–many subjects), (2) perceived singing ac-
tivity expressed as the percentage of time occupied by avian vocalizations (0–100%),
(3) species richness (none–one–more than one species), and (4) vocalization intensity (no–
low–high intensity). For other biological sound sources, such as other animals and people,
just the presence–absence indicator was used.

The anthropogenic noise is mainly attributable to road traffic. For this source, two
parameters were evaluated (see Figure 3): (1) noise intensity (no–low–high intensity) and
(2) the typology of traffic (no–continuous–intermittent traffic). Other sources, such as
installations and airplanes, were also studied using the presence–absence indicator. Finally,
given their poor contribution to the soundscape of the area during the measurement
campaign, geophonies such as rain and wind were not considered.
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2.5. The Soundscape Ranking Index, SRI

We wish to quantify the quality of the local environment sound by means of a single
index, SRI, as proposed recently [51]. In the following, we briefly recall the definition of the
SRI, introduced to describe, on average, the local environment sound,

SRINT =
1

NT

NT

∑
r=1

nc

∑
i=0

cNi Ni,r, (1)

where NT refers to the total number of recordings, nc + 1 is the total number of identified
categories (birds, other animals, road traffic noise, other noise sources, and rain and wind)—
here, nc = 4 and Ni,r = 1 if the ith sound category is present at the recording r; otherwise,
Ni,r = 0—and cNi s are coefficients chosen within the ranges displayed in Table 1 [51].

In the present study, a single audio recording, i.e., NT = 1, was considered. The reason
for this choice relies on the need to compare the present new results with those discussed
by us in a previous work [52]. It can also be seen as providing a “snapshot” of the local
soundscape. It should be emphasized that the present work is a first attempt to estimate
the SRI for the Northern Park in Milan using ML techniques. Extensions of this analysis to
more audio recordings is under consideration and the results will be considered elsewhere.
Each set of calculated spectral features is expected to be correlated to a series of manually
recognized sound categories within the single audio recording (we can provide the audio
recording data upon request). In this specific case, Equation (1) becomes (see also [52])

SRI` =
nc

∑
i=0

cNi Ni,`, (2)

where the subindex ` refers to the `th recording and the coefficients take on the following
values: cNi > 0 (cNi → c+, c++) when a sound category is associated with a natural sound,
where we have split the values into two subranges (+, ++), and cNi < 0 (cNi → c−,
c−−) for a potential disturbing event, also split into two subranges. The absence of bird
vocalization is regarded as neutral, cN0 = 0. In Table 1, we report the assumed ranges
of variability for cNi . Note that in [52] we used the notation P(1) = c++, P(2) = c+,
P(3) = cN0 , P(4) = c−, and P(5) = c−−.

Table 1. Range of variation in the coefficient cNi assigned to each sound category, i = 0, . . . , 4, to be
used in Equation (2). In this case, we aribitrarily chose −5 ≤ cNi ≤ 5 for convenience.

cNi Range P(i) [52]

c++ [2, 5] P(1)
c+ [0, 2] P(2)
cN0 0 P(3)
c− [−2, 0] P(4)
c−− [−5, −2] P(5)

Thus, Equation (2) provides a number that is expected to be representative of the
environmental sound quality. Following our previous works [51,52], we chose three
intervals of the SRI to define the environmental sound quality, for a single recording
denoted simply as `, given by

SRI` < 0 [poor quality],

0 ≤ SRI` ≤ 2 [medium quality], (3)

SRI` > 2 [good quality].

It should be emphasized that the choice of these intervals for classifying the SRI
is rather arbitrary. Nonetheless, they are based on rather generic features attributed to
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human perception, in the sense that the poor (good) quality interval reflects a prevalence
of anthropogenic (biophonic) sound sources, whereas the intermediate quality interval
reflects a balance/co-existence of both types of sound sources.

2.6. SRI Optimization Procedure

We first searched for the sound categories, reported in Table 2, by manually labeling
the audio recording (see [52] for additional details). Each category i was assigned a weight,
cNi , according to the attributes present in the audio recording (see column ‘Attribute’ in
Table 2). The singing activity was assigned a weight that depends on the percentage of birds
singing in each recording, e.g., for a singing activity in the interval (0, 25]%, we assigned a
weight of 0.25× c++, whereas, for (25, 50]%, we assigned a weight of 0.50× c++, etc.

Then, we calculated the spectral features of the sound recording and implemented the
optimization scheme illustrated in Figure 4. In order to achieve this, we assumed that the
coefficients cNi can vary over the intervals reported in Table 1.

Figure 4. Scheme of the optimization procedure for the SRI according to the following steps: (1) as-
signment of weights to each sound category; (2) splitting of extracted spectral features and of the
corresponding SRI into test and training sets; (3) running of classification models; (4) computation of
classification score; (5) selection of optimal SRI according to the highest classification score.
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Table 2. Coefficient cNi assigned to each sound category to be used in Equation (2).

Category Attribute cNi

no cN0
Birds singing few c+

many c++

no cN0
Birds species .2 c+

>2 c++

0 0.00 × c++

(0, 25] 0.25 × c++

Singing activity (%) (25, 50] 0.50 × c++

(50, 75] 0.75 × c++

(75, 100] 1.00 × c++

no traffic c+
Traffic type continuous c−

intermittent c−−
zero c+

Traffic intensity low c−
high c−−

Other sound sources absent cN0
present c−−

In order to proceed, both the spectral features and SRIs need to be split into “training”
and “test” sets. The training set is used as the input for each classification model, whereas
the performance of the test set is quantified according to the metrics described in Section 2.9.
Here, we implicitly assumed that the optimal classification outcome produces the optimal
separation/distance among the sites. This consideration comes from the analysis performed
in a previous work where sites were clustered on the basis of distances (dissimilarities)
calculated over the extracted spectral features of the audio files recorded in the area of
study [51,52]. In the classification process, SRIs represent the target variable to be predicted
by each model. This process is repeated for each combination of weights, cNi , where i > 0,
that is varied in the assigned interval. We considered a variation step ∆c = 0.1 for each of
the four intervals for cNi , where the total number of choices is given by the product of the
number of possible values for each coefficient cNi : 20 values for c+ and c− each, and 30
for c++ and c−− each, yielding 202 × 302 = 360,000 combinations. The set of weights that
define the optimal SRI was then obtained on the basis of a classification score as defined in
Section 2.9.

2.7. Classification Models

In this section, we provide a brief description of the classification models used to
predict the manual labeling sound categories, and thus the SRI index, from the ecoacoustic
indices. In general, machine learning methods are better able to address multicollinearity
issues and capture the potential non-linear relationships among variables. While binary
classification is a more common application of them, they are also widely used for regres-
sions when the target is continuous. In our case, we used classification algorithms for
trinary (poor/medium/good) categories for determining the SRI.

The models taken into consideration in this study, which were implemented in Python
programming language [53], are the following:

• Decision tree (DT);
• Random forest (RF);
• Support vector machine (SVM);
• Adaptive boosting (AdaBoost).
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The supervised classification models implemented for the SRI optimization procedure
were trained on the 80% of the data and tested on the remaining 20%. Data were split using a
stratified procedure to keep the proportions between the classes of the corresponding target
variable. Furthermore, class weights were used to take into account the class imbalance
of the data set. In fact, training an algorithm with a skewed distribution of the classes
can be achieved by giving different weights to both the majority and minority classes.
The difference in weights will influence the classification of the classes during the training
phase. The whole purpose is to penalize the misclassification made by the minority class
by setting a higher class weight and, at the same time, reducing the weight for the majority
class. The weight for the jth class of the target variable was chosen as follows:

Wj =
1
|j|

T
N

, (4)

where T is the total number of data items, N is the number of classes of the target variable,
and |j| is the number of items in the jth class.

2.7.1. Decision Trees

A decision tree (DT) is a non-parametric supervised learning method used to predict
the value of a target variable by learning simple decision rules inferred from the data
features [54,55]. DTs can be used to classify a set of data items using the inferred rules to
recursively partition the feature space until each partition is pure or a stopping criterion
is reached. Specifically, a DT learns a sequence of if-then statements, with each statement
involving one feature and one split point. The topmost node in a DT is known as the root
node and is constituted by the whole set of items. The root node is split starting from those
variables that lead to the greatest degree of homogeneity.

Several measures were designed to evaluate the impurity of a partition, of which the
Gini impurity (GI) is among the most popular ones [56]. Then, following the same criterion,
each subsample, called a node, is split recursively into smaller nodes alongside single
variables, and according to threshold values that identify two or more branches. Finally,
when a node is no longer split into further nodes, either because a stopping criterion is
reached or because it is pure, it becomes a leaf of the tree. An item is assigned to the class
that has been associated with the leaf that it reaches.

2.7.2. Random Forest

A random forest is a meta estimator that fits a number of decision tree classifiers on
various sub-samples of the dataset, and uses averaging to improve the predictive accuracy
and control overfitting. Random forests (RFs), or random decision forests, are an ensemble
of learning methods used for classification, regression, and other tasks that operates by
constructing a multitude of decision trees during the training procedure. For classification
tasks, the output of the random forest is the class that is selected by most trees. In other
words, it fits a number of decision tree classifiers on various sub-samples of the dataset and
uses averaging to improve the predictive accuracy and control overfitting [57]. For this
reason, RF generally outperforms decision tree models.

2.7.3. Support Vector Machine

Support vector machines (SVMs) are supervised machine learning models that can be
used for both classification and regression purposes [58,59]. They were initially devised
as a binary classifier. SVMs map training data to points in space in order to maximize the
width of the gap between the two categories. Thus, new data are mapped into that same
space and predicted to belong to a category based on which side of the gap that they fall.

For multiclass classification, the same idea is employed by decomposing the multiclas-
sification problem into multiple binary classification problems. This can be achieved by
mapping data points to a high dimensional space to gain mutual linear separation between
every two classes. This is called a One-vs.-One approach, which breaks down the multiclass



Sensors 2023, 23, 4797 11 of 22

problem into multiple binary classification problems using a binary classifier per each
pair of classes. Another approach that can be used is the so-called One-vs.-All approach.
In this case, a binary classifier per each class is used. The latter approach is used for the SRI
optimization procedure.

In general, a data point is viewed as a p-dimensional vector (a list of p numbers)
and we want to know whether we can separate such points with a (p− 1)-dimensional
hyperplane. This is called a linear classifier. There are many hyperplanes that might classify
the data, but the goal of SVMs is to find the best hyperplane that represents the largest
separation, or margin, between the classes. It is defined so that it is as far as possible from
the closest data points from each of the classes. SVMs are effective in high-dimensional
spaces even if the number of dimensions is greater than the number of samples. SVMs can
efficiently perform a non-linear classification using what is called the kernel trick, implicitly
mapping their inputs into high-dimensional feature spaces [60].

For the sake of clarity, let us consider a simple separable classification method in
multidimensional space. Given two classes of examples clustered in feature space, any
reasonable classifier hyperplane should pass between the means of the classes. One possible
hyperplane is the decision surface that assigns a new point to the class whose mean is closer
to it. This decision surface is geometrically equivalent to computing the class of a new point
by checking the angle between two vectors: the vector connecting the two cluster means
and the vector connecting the mid-point on that line with the new point. This angle can be
formulated in terms of a dot product operation between vectors. The decision surface is
implicitly defined in terms of the similarity between any new point and the cluster mean—a
kernel function. This simple classifier is linear in the feature space whereas, in the input
domain, it is represented by a kernel expansion in terms of the training examples.

Radial basis function (RBF) kernels are the most generalized form of kernelization and
are one of the most widely used kernels due to its similarity to Gaussian distribution [61].
The RBF kernel function for two points x and y computes the similarity or how close they
are to each other. This kernel can be mathematically represented as follows:

K(x, y) = exp
(
−γ ||x− y||2

)
, (5)

where γ is a hyperparameter that is inversely proportional to the standard deviation σ,
and ||x− y|| is the Euclidean distance between two points x and y. The RBF kernel support
vector machines are implemented using the scikit-learn library [62].

2.7.4. AdaBoost

Adaptive boosting has been a very successful technique for solving two-class clas-
sification problems. It was first introduced in [63] with the AdaBoost algorithm. In go-
ing from two-class to multi-class classification, most boosting algorithms have been re-
stricted to reducing the multi-class classification problem to multiple two-class problems,
e.g., [63–65]. The natural multi-class extension of the two-class AdaBoost was obtained with
the algorithm stagewise additive modeling using a multi-class exponential loss function
(SAMME) [66].

The core principle of AdaBoost is to fit a sequence of weak learners (i.e., models that
are only slightly better than random guessing, such as small decision trees) on repeatedly
modified versions of the data. The predictions from all of them are then combined through
a weighted majority vote (or sum) to produce the final prediction. The data modifications
at each so-called boosting iteration consist of applying weights, (w1, w2, . . . , wN), to each of
the training samples. Initially, the weights are set to wi = 1/N so that the first step simply
trains a weak learner on the original data. For each successive iteration, the sample weights
are individually modified and the learning algorithm is reapplied to the reweighted data.
At a given step, those training examples that were incorrectly predicted by the boosted
model induced at the previous step have their weights increased, whereas the weights are
decreased for those that were predicted correctly. As iterations proceed, examples that
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are difficult to predict receive ever-increasing influence. Each subsequent weak learner is
thereby forced to concentrate on the examples that are missed by the previous ones in the
sequence [57].

2.8. Feature Extraction

In this section, we describe the features that were employed in the machine learning
process. Feature extraction starts from the audio recordings and builds derived values
(features) containing salient or summative information about the measured data. This
process is intended to help the learning procedure by providing significant information
about the content of the recordings. Here, we essentially used two types of features:
those based on ecoacoustic indices and those based on mel-frequency cepstral coefficients
(MFCCs) (see below).

2.8.1. Ecoacoustic Indices

Ecoacoustic indices (ECOs) are generally used to quantify the soundscape in both
marine and terrestrial habitats, and are grouped into categories aiming at quantifying the
sound amplitude and its level of complexity and weighting the importance of geophonies,
biophonies, and technophonies (soundscape). In this work, we focused on the following
set of ecoacoustic indices:

• The acoustic entropy index (H) highlights the evenness of a signal’s amplitude over
time and across the available range of frequencies [67].

• The acoustic complexity index (ACI) accounts for the modulation in intensity of
a signal over changing frequencies [68].

• The normalized difference soundscape index (NDSI) accounts for the anthropogenic
disturbance by computing the ratio between technophonies and biological acoustic
signals [69].

• The bio-acoustic index (BI) is calculated as the area under the mean frequency spectrum
above a threshold characteristic of the biophonic activity [15].

• The dynamic spectral centroid (DSC) indicates the center of mass of the spectrum [70].
• The acoustic diversity index (ADI) provides a measure of the local biodiversity at the

community level without any species identification [70].
• The acoustic evenness index (AEI) provides reverse information of ADI with high

values identifying recordings with the dominance of a narrow frequency band [70].

The ecoacoustic indices were calculated in the R environment (version 3.5.1 [36]).
Specifically, the fast Fourier transform (FFT) was computed by the function spectro available
in the R package “seewave” [71] in the frequency interval (0.1–12) kHz based on 1024 data
points corresponding to a frequency resolution of FR = 46.875 Hz and, therefore, to a time
resolution TR = 1/FR = 0.0213 s. The ecoacoustic indices were computed using the R pack-
age “soundecology” [72]. A dedicated script running in the “R” environment was written
to calculate the DSC index. Two patterns of calculation were used:

• For each one-minute recording, we computed seven cumulative indices. Each record-
ing is thus represented by seven features (seven indices).

• For each one-minute recording, we computed each index with a one-second time-
step. Then, we calculated seven statistical descriptors (over 60 values): minimum,
maximum, mean, median, skewness, kurtosis, and standard deviation. Each recording
is thus represented by 49 features (seven indices times seven statistical descriptors).

Table 3 reports a summary of the extracted features employed in the classification process.
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Table 3. Type of features extracted from the audio recording: characteristics and numerousness. Here,
we use the abbreviations: ecoacoustic indices (ECOs), mel-frequency cepstral coefficients (MFCCs)
(see also Section 2.8.2).

Type of Feature Characteristics Number of Features

Seven ecoacoustic indices (7 ECOs) one-minute integration time 7

Seven ecoacoustic indices
and one-second integration time 49

seven statistical descriptors (49 ECOs)

Twelve MFCCs
and one-second time window 84

seven statistical descriptors (84 MFCCs)

Twelve MFCCs (1428 MFCCs) one-second time window 1428

2.8.2. Mel-Frequency Cepstral Coefficients (MFCCs)

The mel-frequency cepstrum (MFC) has become a convenient alternative for obtaining
a reduced amount of data from each audio recording while keeping the core spectral
information. The MFC is a representation of sound based on a linear discrete cosine
transform (DCT) of a log-power spectrum on a non-linear MEL scale of frequency [73].
The latter is a perceptual scale of pitches judged by listeners to be equally spaced from
one another (logarithmically distributed human auditory bands). Thus, after getting the
spectrum onto the MEL scale, by applying filter banks and the logarithm of energies in
each filter bank, the last step is to calculate the MFCCs [74]. This is carried out by fitting
the cosines to the calculated log-energies using the DCT. MFCCs are the coefficients that
collectively describe the MFC; that is, the amplitudes of the resulting spectrum. In most
applications, the number of coefficients is twelve. This number represents a trade-off
between an accurate description of the spectrum and dimensionality reduction of our
feature space.

The calculation of the MFCCs was performed in the R environment using the default
number of MEL filter banks; that is, 40 logarithmically distributed bands over the whole
spectrum. Another important issue is the selection of the most convenient time window
size for extracting the features of the data set. In this regard, we have to keep in mind that
the dataset is obtained by computing a fixed number of features from an audio recording,
usually referred to as a “window”.

A large time window size may capture relevant events but would result in a dataset
with few instances. On the other hand, a small time window would result in a larger data
set but may split the relevant events into several windows. For this reason, as we are trying
to classify a summative description of the audio files (information described in Figure 3),
we used a one-second time window as representative for distinguishing different sound
characteristics. This number was selected to frame and window each audio file using
a Hamming window with an overlap of 50%. In addition, in this case, we used two patterns
of calculation (see Table 3):

• For each one-minute recording, we computed 12 MFCCs in a one-second time window.
Then, we calculated seven statistical descriptors resulting from each audio recording:
minimum, maximum, mean, median, skewness, kurtosis, and standard deviation.
This corresponds to 84 features (12 MFCCs times 7 statistical descriptors).

• For each one-minute recording, we computed 12 MFCCs in a one-second time window.
This corresponds to 1428 features (12 MFCCs times 119 time windows: 60 s window
with 50% overlap).

2.9. Metrics

The performance of a model can be evaluated by the use of specific metrics that quan-
tify the capability of the model to correctly predict one’s target. In our case, the performance
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of a model was evaluated based on a selection of the optimal set of weights, cNi , reported
in Equation (2) and described in Table 2, which contributes to the definition of the SRI.

A confusion matrix is generally the starting point for calculating each metric. A con-
fusion matrix is a table used to describe the performance of a classification model on a
set of (training and test) data for which the true values are known. A strong discrepancy
between the results obtained between training and test data may be indicative of an overfit-
ting issue. It generally contains the following information: true positives, TPs, and true
negatives, TN, which are the observations that are correctly predicted, and false positives,
FP, and false negatives, FN, which occur when the actual class contradicts the predicted
class. The derived metrics are the following [75]:

Precision: This represents the ratio of correctly predicted positive observations to the
total predicted positive observations. A high precision is related to a low false positive rate:

Precision =
TP

TP + FP
. (6)

Recall (Sensitivity): This is the ratio of correctly predicted positive observations to
all observations in the actual class. Thus, the recall tells us the proportion of correctly
identified positives:

Recall =
TP

TP + FN
. (7)

F1-score: This is defined as the harmonic mean of precision and recall [75]. Therefore,
the F1-score takes both FPs and FNs into account:

F1-score =
2 · (Recall · Precision)

Recall + Precision
. (8)

This metric is useful in case both precision and recall are equally important. In our
case, we decided to refer to the F1-score as the classification measure.

As a validation of the results, we used the k-fold cross-validation technique. It consists
of an iterative procedure used to evaluate machine learning models. The procedure has
a single parameter called k that refers to the number of folds that a given data sample has
to be split into. This technique returns stratified folds; that is, folds obtained by preserving
the percentage of samples for each class. At each kth iteration, the kth fold is used as the
test set, whereas the other folds are used to train the model.

3. Results and Discussions

The results presented in this section refer to the audio files recorded on 25 May 2015,
from 06:30 a.m. to 10:00 a.m. (CET). As described in Section 2.6, from the extracted features
of all the audio recordings for which we had the corresponding labeling of sound categories,
we ran four machine learning models to attempt a prediction of the soundscape ranking
index calculated assigning a set of weights to each sound category. The range of variation in
the above mentioned weights is reported in Table 1, and the best combination is calculated
by the highest score provided by each classification model. The optimal set of weights are
obtained by the highest classification measure, which, in our case, is the F1-score. Using
the optimal set of weights, we calculated the SRI and derived a map of the environment
sound quality of the area of study.

The machine learning algorithms selected usually work better on small data sets
than deep neural networks. In fact, the latter require extremely large datasets to achieve
high performances. Furthermore, a large dataset was not readily available and would be
expensive and time-consuming to acquire. Another consideration when selecting classical
machine learning algorithms concerns hyper-parameter tuning and the interpretability
of these kinds of models. The underlying mechanisms of random forest, Adaboost, and
SVMs are more straightforward than those of deep neural networks. Enhancing the
interpretability also results in an easier tuning of hyper-parameters. However, for our
preliminary study, we leaned on the default values as reported in [76], with the exception
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of the max depth parameter (used in DT and RF) used to control the size of the tree to
prevent overfitting.

For each model, we split the entire dataset, consisting of 1220 audio files, into a training
and test set with the following proportion: 80% of the dataset used for training and 20% of
the dataset used for testing. As the reference measure to search for the optimal classification,
we used the F1-score, which is more suited to our case, i.e., an uneven class distribution
due to the limited sample size numerousness. Table 4 reports the results of the four models
for each of the four extracted features.

Table 4. Summary of results obtained for decision tree (DT), random forest (RF), support vector
machine (SVM), adaptive boosting (AdaBoost) models, and four extracted features. Range of weights
values and classification measures are reported. Precision, recall, and F1-score are provided with
their standard deviations.

DT c++ c+ c− c−− Precision Recall F1-Score

(7 ECO) [2.0, 2.1] [1.9, 2.0] [−1.2, −1.0]] −3.6 0.64 ± 0.32 0.71 ± 0.10 0.62 ± 0.15

(49 ECO) [2.3, 2.6] [1.5, 1.7] [−1.2, −1.0] [−4.72, −4.0] 0.64 ± 0.26 0.67 ± 0.03 0.63 ± 0.13

(84 MFCC) [2.0, 2.3] [1.8, 2.0] [−1.2, −1.0] [−4.4, −3.9] 0.68 ± 0.24 0.73 ± 0.09 0.68 ± 0.10

(1428 MFCC) [2.5, 2.6] [1.4, 1.5] −1.0 [−5.0, −4.8] 0.63 ± 0.22 0.64 ± 0.12 0.62 ± 0.12

RF

(7 ECO) 2.0 2.0 [−1.5, −1.4] [−2.6, −2.7] 0.63 ± 0.28 0.75 ± 0.16 0.63 ± 0.12

(49 ECO) 2.0 1.6 −0.3 −4.7 0.70 ± 0.28 0.78 ± 0.14 0.69 ± 0.12

(84 MFCC) [2.0, 2.1] [0.7, 0.8] −0.1 [−4.3, −4.1] 0.71 ± 0.22 0.78 ± 0.15 0.71 ± 0.15

(1428 MFCC) 2.0 2.0 −1.7 −2.8 0.68 ± 0.15 0.75 ± 0.16 0.70 ± 0.03

SVM

(7 ECO) 2.5 1.6 −1.0 −4.7 0.60 ± 0.18 0.60 ± 0.06 0.59 ± 0.10

(49 ECO) [4.3, 5.0] [1.9, 2.0] [−1.2, −1.0] [−2.3, −2.0] 0.33 ± 0.58 0.33 ± 0.56 0.33 ± 0.47

(84 MFCC) [4.3, 5.0] [1.9, 2.0] [−1.2, −1.0] [−2.3, −2.0] 0.33 ± 0.58 0.33 ± 0.56 0.33 ± 0.47

(1428 MFCC) [4.3, 5.0] [1.8, 2.0] [−1.2, −1.0] [−2.3, −2.0] 0.33 ± 0.58 0.33 ± 0.56 0.33 ± 0.47

AdaBoost

(7 ECO) [2.4, 2.6] [1.3, 1.7] [−1.8, −1.5] [−2.2, −2.0] 0.60 ± 0.19 0.64 ± 0.18 0.62 ± 0.15

(49 ECO) [2.3, 2.4] 2.0 [−1.8, −1.7] [−3.4, −3.2] 0.68 ± 0.05 0.70 ± 0.05 0.69 ± 0.02

(84 MFCC) 2.9 2.0 −1.7 −2.5 0.65 ± 0.24 0.78 ± 0.15 0.70 ± 0.14

(1428 MFCC) [2.0, 2.4] [1.5, 1.8] [−1.2, −1.0] [−4.1, −3.3] 0.66 ± 0.09 0.68 ± 0.04 0.67 ± 0.04

In particular, the table contains the values of the weights and the corresponding
classification measures. The weights can vary in an interval, meaning that the optimal
classification measure (F1-score) can be obtained for a different combination of weights.
The table also contains precision and recall as classification measures. All three measures
are given in terms of the mean value ± standard deviation calculated over all classification
classes defined by Equation (3).

In general, we can observe an increase in the classification performance as we pro-
vide more detailed information about the spectral content of each recording from 7 to
84 extracted features. For the 1428 features for each recording (1428 MFCCs), we observe a
general drop (with the exception of the RF model) in the performance, more likely due to
information redundancy contained in the time series. This redundancy is smoothed out by
considering the statistical descriptors of the same time series (84 MFCCs).

A similar consideration can be carried out for the ecoacoustic indices. In this case,
the 7 ECO features, derived by integrating the ecoacoustic indices over the whole length of
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the recording (1 minute), contain more condensed information; thus, it appears to not be
enough to represent the complexity of the soundscape in a single summative index. On the
other hand, the 49 ECO features provide a better representation of the spectral dynamics
within each single audio recording. AdaBoost and RF models perform better. The AdaBoost
model yields an F1-score of 0.70 (precision 0.65 and recall 0.78) with 84 MFCCs, and an
F1-score of 0.69 (precision 0.68 and recall 0.70) with 49 ECO features. The RF model yields
an F1-score of 0.71 (precision 0.71 and recall 0.78) with 84 MFCCs, and an F1-score of 0.70
(precision 0.68 and recall 0.75) with 1429 MFCCs. Hence, the RF model results in a slightly
higher classification performance.

The highest metric ranking leads to the definition of nearly different sets of coefficients
cNi assigned to each sound category to be used in Equation (2). The DT model provides
similar coefficients to the RF model. On the other hand, the SVM model gives the worst
classification performance, and the resulting coefficients cNi are completely discordant from
the results of the other models.

Discussions

The possibility of deriving an overall soundscape index summarizing the contribution
of all the sound components and being able to rank them in terms of sound “quality” can be
one of the empowering ecological tools used to help rapid on-site field and remote surveys.
Here, we tested four extracted features (see Table 3) from recordings taken on 25 May 2015,
from 06:30 a.m. to 10:00 a.m. (CET), referring to a measurement campaign over an area of
approximately 22 hectares located in the Parco Nord of Milan.

The idea of predicting an overall ranking index from a limited number of recordings,
as initally defined in [51] and complemented in [52], was further developed in this paper,
representing a first attempt to summarize the herd of ecoacoustic indices and spectral
features for describing specific aspects of the audio-spectral content of a recording. This
preliminary approach, based on ML techniques, revealed that two classification models, RF
and AdaBoost, are able to provide rather good classification measures (F1-score = 0.70–0.71)
using 84 extracted features from each recording. The two models are “evolutions” of DTs,
of which AdaBoost required intensive time–machine calculation to complete the whole
weight scan. In order to check for the possible overfitting of the models, we implemented
a procedure called k-fold cross-validation, which refers to the number of groups, k, that a
given data sample is to be split into. In this case, we tested the following values: k = (2, 5,
10), and repeated the operation 200, 100, and 100 times, respectively. Figure 5 illustrates the
results in terms of the associated kernel density distributions.

We find that the RF model provides a more robust classification as its F1-score distri-
bution presents maxima at higher values than for the AdaBoost model (see Table 5) for all
the k-groups of split samples considered. As k increases, we also observe a spreading of
the distribution due to a less numerous dataset.

Table 5. Mean F1-score ± standard deviation calculated for the distributions illustrated in Figure 5:
random forest (RF) and adaptive boosting (AdaBoost) models, where k = (2, 5, 10).

k RF AdaBoost

2 0.62 ± 0.02 0.49 ± 0.04

5 0.62 ± 0.03 0.51 ± 0.05

10 0.62 ± 0.04 0.52 ± 0.08
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Figure 5. Kernel density distributions of F1-score for RF and AdaBoost, obtained using the k-fold
splitting of the dataset for the following number of splits: k = (2, 5, 10), and repeating the operation
200, 100, and 100 times, respectively. (Left panel) The RF model with the following combination of
weights: c++ = 2.0, c+ = 1.6, c− = −0.3, c−− = −4.7. (Right panel) The AdaBoost model with the
following combination of weights: c++ = 2.9, c+ = 2.0, c− = −1.7, c−− = −2.5. RF model provides
a more robust classification as its F1-score distribution presents maxima at higher values than for the
AdaBoost model.

In order to further validate the obtained results, we computed an SRI map over the
study area based on the weights obtained for the RF model, which is reported in Table 4.
For each of the 16 sites, we considered the median value of the SRI computed over all the
measurements corresponding to the labeled recordings. The results are shown in Figure 6.

As expected, lower SRI values (poor/medium soundscape quality) are found close to
the traffic noise sources (Sites 1–4), where the presence of higher traffic noise and less bird
singing activity contribute significantly to this outcome. On the other hand, sites belonging
to the park interior are less influenced by traffic noise and host higher biodiversity (many
birds of different species singing). This result is reflected by the higher SRI values (good
soundscape quality). Sites (5–8) are at intermediate positions and show a sort of transient
behavior of SRI values (medium/good soundscape quality).

In Figure 6 (left panel), we show the actual continuously changing SRI values, whereas,
in the right panel, they are selected as in Equation (3) to obtain a simplified picture. Both
maps are fully compatible with the results obtained in [50], where the statistical analysis
based on the computed ecoacoustic indices revealed the presence of a two-cluster separa-
tion, and also with a more recent estimation of the SRI based on a self-consistent statistical
analysis [52]. The latter gives the optimized parameter values of c++ = 2.29, c+ = 0.766,
c− = −1.528, and c−− = −2.262, which are consistent with those reported in Figures 5 and 6.
Such a cluster separation is in agreement with the results of the aural survey (see Section 2.4)
aimed at determining the sound components at the 16 sites (biophonies, technophonies,
and geophonies).
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Figure 6. SRI map obtained using the following combination of weights as for the RF model:
c++ = 2.0, c+ = 1.6, c− = −0.3, c−− = −4.7. (Left panel) Range of continuous SRI variability: small
differences in SRI at different sites are highlighted. (Right panel) Range of variability of SRI as
defined by Equation (3): two main clusters are depicted, confirming previous analysis (see [50,52]).
The legends indicate the ranges of variability of the SRI, and the sensor numbers correspond to the
active ones as described in Figure 1.

4. Conclusions

The study of the soundscape within urban parks represents an increasingly important
issue as they represent the link between natural habitats and highly populated urban areas.
The evaluation of the soundscape is usually carried out through the help of ecoacoustics
analysis and thus the use of well-known ecoacoustic indices. In this work, we gathered
spectral information in the form of ecoacoustic indices and MFCCs to train four machine
learning models to predict a single index (the soundscape ranking index, SRI) carrying
information of different sound sources and, in addition, providing a soundscape ranking
among different locations within the urban park.

The SRI has the advantage of yielding a quick overview of an environment given a set
of extracted spectral features. We found that the seven statistical descriptors calculated for
the 12 MFCCs (for a total of 84 features) are able to determine the optimal combination of
weights that leads to a quite high classification score. Values for the F1-score of approxi-
mately 0.70 and 0.71 were obtained for AdaBoost and RF models, respectively. However,
the RF model proved to be more robust when tested using the k-fold cross-validation
procedure. Indeed, the information carried by the SRI represents a summative representa-
tion of the soundscape quality, which is essentially driven by the prevalence of the sound
sources acting locally. As such, the SRI can be used to rapidly provide maps of environment
sound quality on the basis of few audio recordings. The splitting of the SRI into three main
intervals may somehow be adjusted by considering its quantization into smaller bins. This
will allow us to obtain finer shades of the environment sound quality.

Mapping the SRI yielded similar results to those recently obtained in [50] through a
simpler statistical approach and using a self-consistent SRI computation able to visualize
the internal structure of the soundscape in the same habitat [52]. For these reasons, we may
conclude that the SRI can become a useful tool for helping policy makers follow up the
soundscape evolution in “natural” habitats within urban zones. More specifically, it can
be employed, once fully developed, to evaluate the impact of noise-mitigating measures
on “pocket” parks, urban parks, and residential redevelopment areas, thus allowing one to
follow up the soundscape evolution in “natural” habitats within urban zones.

As already stated in the introduction, the availability of a small labeled dataset can
undermine the performance of ML models, which represents a limitation of the present
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study. However, the obtained performance can be considered satisfactory and can represent
a benchmark for future developments. As a future development of the present work, we
envisage the use of larger labeled datasets. This can be achieved by using additional
recordings with the corresponding aural survey, and/or via data augmentation using
Monte Carlo techniques. We also envisage the application of NN models to develop
more efficient classification schemes. In many situations, there is also the need to use
different sound recorders to map extended areas simultaneously. Indeed, this procedure
can introduce a bias in the analysis owing to different frequency responses of each sound
recorder. This issue also needs to be addressed in our future works.
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