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Abstract—Network monitoring is of paramount importance for
effective network management: it allows to constantly observe
a network’s behavior to ensure it is working as intended, and
can trigger both automated and manual remediation procedures
in case of failures and anomalies. Software-Defined Networking
(SDN) decouples the control plane of network infrastructure from
its data plane to perform centralized control on the multiple
switches in a network. In this context, the responsibility of
switches is only to forward packets according to the instructions
provided by a controller. The lack of programmability in the data
plane of SDNs prompted the advent of data-plane programmable
switches, which allow developers to customize the data-plane
pipeline (e.g. match-action tables) by using a domain specific lan-
guage named P4, and implement novel programs and protocols
operating at wire speed directly in the switches. This unlocks the
possibility to offload some monitoring tasks to the programmable
data plane, and to perform fine-grained monitoring at very high
packet processing speeds. Given the central importance of this
topic, the principal goal of this thesis is to enable a wide range
of monitoring tasks in data-plane programmable switches, with
a focus on the ones equipped with programmable Application-
Specific Integrated Circuits (ASICs). To achieve this goal, this
thesis makes three main contributions: (i.) We enhance P4-
supported data plane programmability for network monitoring;
(ii.) We design and develop several network monitoring tasks in
programmable data planes; (iii.) We combine multiple tasks in a
single commodity switch to collect various metrics for different
monitoring purposes. Our evaluations show that our solutions can
be exploited by network administrators, operators and security
engineers to better track and understand the current network
status, and thus prevent infrastructure and service failures.

I. INTRODUCTION

Network monitoring is of primary importance: it is the main
enabler of various network management and security tasks,
ranging from accounting [1][2] to traffic engineering [3][4],
anomaly detection [5], distributed denial-of-service (DDoS)
detection [6], superspreader detection [7], and scans detec-
tion [8][9], among others. With the advent of Software-Defined
Networking (SDN), the significance of network monitoring
has certainly increased. This is because SDN, with its idea of
a (logically) centralized control plane, allows an easier cou-
pling of network management with real-time network status
observation. As a result, SDN has been seen as the answer
to many of the limitations of legacy networks’ control and
management [10][11][12]. However, such a noble intent has
been limited by SDN’s current predominant incarnation, the
OpenFlow (OF) protocol. Indeed, current OpenFlow APIs are
ill-suited for monitoring large network data streams and cannot
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provide accurate data-plane measurements: the main mecha-
nism exposes simple per-port and per-flow1 counters naturally
available in the switches [13]. An application running on top
of the controller can periodically poll each counter using the
standard OF APIs and then react accordingly, instantiating
appropriate rule changes. As a consequence, OF suffers from
two important limitations: (i) the controller has to monitor all
flows in the network and (ii) as the data plane exposes just
simple counters, the controller needs to do all the processing to
determine the current network state. This also implies that OF-
enabled devices are only able to collect raw and fine-grained
flow statistics, which have to be sent to a monitoring collector
causing significant communication overhead for monitoring
purposes. This drawback is well-know for legacy devices
as well (e.g. SNMP- and sFlow-supporting equipment) [14].
Another limitation of this approach is the large anomaly
detection latency; monitoring intervals are mostly greater than
one minute [15]), and this imposes strict time limits on the
analysis done by the collector.

Lately, the advent of the so-called data-plane programmable
switches (e.g. P4-enabled switches [16]) has introduced the
possibility to program the data-plane pipeline with advanced
functionalities, enabling the possibility to implement more

1Flow is a sequence of packets with the same key, such as source IP,
destination IP, or any other combination of fields in the packet’s headers.



refined monitoring solutions directly in the switch fabric
while still guaranteeing line-speed packet processing. Such
an innovative technology has attracted a growing number of
researchers and practitioners that in turn have proposed many
different solutions to enhance SDN capabilities in the context
of network monitoring [17][18][19][20][21]. As a result, the
prospect of realizing fine-grained network monitoring (see
Fig. 1) by analyzing the elaborated and exposed information
from the programmable switches in a network, has attracted
a lot of interests [19][22][23]. For instance, memory-efficient
data structures, such as sketches [24][25], have been proven
to be implementable in programmable switches to reduce
redundant monitoring information.

A. Challenges in the adoption of programmable data planes
for network monitoring enhancement

There are many challenges when network monitoring comes
to programmable data planes, among which the most important
are: (1) dealing with limited on-board computational and
memory resources in programmable switches; (2) designing
and implementing monitoring tasks (e.g. for elephant flow de-
tection) executable by programmable switches; (3) exploiting
the limited hardware resources for a wide range of concurrent
monitoring tasks to maximize monitoring visibility. In detail:

Challenge 1: overcoming limited programmability and
resources of programmable switches. To assure line-rate
packet processing, domain-specific languages such as P4 [16]
and POF [26] do not implement many common operations/in-
structions that, in well-known programming languages (e.g.
C/C++), are usually embodied or made available by standard
libraries. For instance, (unbounded) loops are not allowed.
This is because the switch has a strict and finite time limit
for processing a single packet without impacting the queuing
time of others. For a similar reason, in a hardware switch, such
as an ASIC, the same metadata (i.e., the fields in the packet
header) cannot be used more than once. Moreover, the memory
of programmable switches is only a few tens of MB large,
which means that memory efficiency must be ensured as well.
In summary, to enable new functionalities in programmable
switches, a good design considering both computational and
memory limitations is necessary.

Challenge 2: design and development of monitoring solu-
tions in programmable data planes. A wide range of network
monitoring tasks can be executed in the monitoring servers,
but not all of them can be offloaded to the programmable
switches. To enjoy the benefits of programmable switches, the
first step is to understand which tasks are possible and useful
to move to the programmable data plane. Afterwards, it is
important to investigate which compact data structures (e.g.
sketches) or actions (e.g. sample the packets) are suitable for
specific monitoring tasks. Finally, the resource limitations of
programmable switch described above should not be ignored
to make the tasks executable in the data plane.

Challenge 3: combination of multiple monitoring tasks.
Due to non-negligible cost of programmable switches (e.g.,
a Tofino switch [27] may cost thousands of dollars) and
increasing throughput requirements of modern networks, if it
is made possible to bundle several tasks in a single switch

and deploy it in a strategic position in the network, this will
significantly reduce the required hardware-upgrade budget.
Thus, another challenge is how to combine multiple tasks
in a programmable switch to perform high-speed monitoring.
In this case, not only the resource limitation in the switch
but also the resource allocation for different tasks need to be
considered.

B. Goals, research questions, and approaches

The main goal of the thesis is to design and integrate a wide
variety of novel and practical monitoring tasks, implement
them in P4-enabled programmable switches, and assess their
performance. To achieve it, the following research questions
(RQs) have been formulated:
• RQ1: Why is network monitoring so important in modern

telecommunication networks and what are the benefits to
implement it in programmable data planes?

• RQ2: How to improve P4-enabled data plane programma-
bility with novel functionalities?

• RQ3: What are the most important network monitoring
tasks that can be offloaded to programmable switches and
to what extent?

• RQ4: How to coordinate multiple monitoring tasks in a
single commodity programmable hardware switch while
overcoming existing resource limitations?
To answer these research questions, we started by simulating

multiple existing monitoring strategies to understand their
behaviour and performance. We then designed some novel
strategies, which massively benefit by an offloading of part of
their logic to the programmable data plane, and implemented
them in P4. Afterwards, the P4 program was compiled and
installed in P4-enabled simulated switches. We conducted
experiments with simulated switches in an emulated environ-
ment (Mininet [28]) to better understand how those strategies
impact on the workflow of programmable switches. Finally,
by taking into consideration stricter hardware computational
and resource constraints, we implemented a subset of our
monitoring solutions in a programmable switch equipped with
Tofino ASIC, proving that our proposed approaches can be
deployed in real P4-programmable networks.

C. Contributions to challenges

The main contribution of this thesis is a detailed study on
how to enhance network monitoring by exploiting data plane
programmability in the context of Software-Defined Networks.
With respect to the three challenges described in Section I-A,
we made the following contributions:

Contribution to Challenge 1. We proposed new algorithms
to approximate some arithmetic operations (i.e., logarithm
and exponential function computation) in the programmable
switches that are not supported by default in P4, thus en-
hancing data plane programmability capabilities for network
monitoring (or possibly other) purposes.

Contribution to Challenge 2. We studied and developed
five different monitoring tasks (partially) executable by pro-
grammable data planes: (i.) heavy-hitter detection to detect
heavy flows with large packet counts; (ii.) flow cardinality



estimation to estimate the number of distinct flows in the
network; (iii.) network traffic entropy estimation to track the
flow distribution; (iv.) total traffic volume estimation to know
how many packets are flowing in the network; and (v.) vol-
umetric DDoS attack detection to detect potential volumetric
DDoS attacks by tracking entropy or flow cardinality sudden
variations. The aim of this contribution is to offload, as much
as possible, these monitoring tasks to the switch’s data plane.
The best case-scenario happens when the task can be executed
entirely in the programmable data plane, thus enabling in-
network monitoring.

Contribution to Challenge 3. We revisited our designed
tasks and proposed a new way to combine them into a
single commodity hardware switch. The switch is used only
to store flow and packet statistics, while the controller is
responsible to compute/estimate various monitoring metrics.
In this way, all five monitoring tasks mentioned above can
be executed by the same programmable switch to perform
high speed monitoring, while the controller can guarantee high
accuracy on the estimation of monitoring metrics to diagnose
performance and security issues.

II. THESIS OVERVIEW

The PhD thesis subject of this dissertation paper is available
at [35]. Fig. 2 shows a schematic overview of the work. Each
block represents a chapter in the thesis, and the scheme report
the relationship between chapters as well. For each block,
the scheme also records the conference or journal publication
reporting the work done. Moreover, the scheme also specifies
how the proposed approaches have been tested, including
simulations in Python, emulations in Mininet, and experiments
in a commodity programmable switch. In the following, we
provide a brief summary of each technical chapter of the thesis.

A. Estimation of logarithmic and exponential functions in
P4 [29]

In this chapter we take a first step to investigate P4 and
report its limitations. We then show how we overcame some
of those limitations to estimate logarithms and exponential
functions with a given precision by only using the few arith-
metic operations available in P4 and without consuming any
ternary content-addressable memory (TCAM) resources [36].
This enhancement is leveraged by several monitoring tasks so
that they can be implemented in the data plane.

B. Network-wide heavy-hitter detection robust to partial de-
ployment [30][31]

Heavy hitters are often identified as those flows that carry
more than a fraction of the overall number of packets in the
network. An alternative definition identifies as heavy hitters the
top-k flows by size (i.e., top-k heavy hitters). Many network
management applications can benefit from finding the set of
flows that significantly contribute to the traffic carried on
a link, e.g. to relieve link congestion [4], to plan network
capacity [3], or to detect network anomalies and attacks [37].

In this chapter, we adopt the former definition of heavy
hitter. We first use Count-min Sketch [25] to filter the flows
with relatively large packet counts in a given time interval.

At the end of the time interval, the controller retrieves the
local heavy flows from all programmable switches in the
network. Finally, by combining the information from multiple
switches, it is able to identify global (also called network-
wide) heavy hitters. Our network-wide heavy-hitter detection
is robust to partial deployments of programmable switches.
We thus also propose an incremental deployment strategy
that has been designed to ensure that deployed switches have
visibility over the largest number of distinct flows. The results
show that when only a limited number of programmable
switches is deployed, our network-wide heavy-hitter detection
strategy outperforms an existing approach in terms of detection
accuracy, memory occupation and communication overhead.

C. Flow cardinality estimation [32]

Flow cardinality estimation is the task of determining the
number of distinct flows in a stream of packets [38]. In the
domain of online traffic monitoring of high-speed networks,
cardinality estimation can be used to detect traffic anomalies,
such as network IP/port scan and DDoS attacks. Moreover,
such an estimation can also be used to monitor the number
of active connections on a network link. However, as pointed
out in [39], cardinality estimation over large data sets presents
a challenge in terms of computational resources and memory:
due to this, a non-negligible fraction of packets may not be
processed and the information they carry may be lost.

In this chapter, we describe and adopt the compact LogLog
data structure [40] to estimate the flow cardinality of large
packet streams in P4. With respect to the state-of-the-art
approaches, our flow cardinality estimator can guarantee good
accuracy while ensuring small memory usage in the switch.

D. Network traffic entropy estimation [29][32]

Network traffic entropy is a metric that gives an indication
of the traffic flow distribution in the network [29]. According
to the definition of Shannon entropy [41], the traffic entropy
reaches 0 when all packets belong to the same flow, while it
reaches its maximum value when each flow carries the same
number of packets. Tracking the entropy helps spot perfor-
mance and security issues, and can be adopted for congestion
control [42], load balancing [43], port-scan detection [44][45],
DDoS attacks detection [46][47] and worm detection [48].

We designed a time interval-based entropy estimation strat-
egy relying on the estimations proposed in Section II-A. A
prototype has been implemented in the P4 behavioral model
(BMv2) and has been proven to be fully executable in a P4
emulated environment. The accuracy is comparable to that of
an existing state-of-the-art solution [46], but our approach does
not require the usage of TCAM, which is a scarce resource.

E. Network-wide total traffic volume estimation [33]

The ability to precisely estimate the total traffic volume [22]
(i.e., number of distinct packets flowing in the network), and
the related number of distinct flows and average flow size (i.e.,
average number of packets per flow) is necessary to support
a broad range of tasks, especially concerning network-wide
monitoring. For instance, as already mentioned, network-wide
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heavy-hitters (see Section II-B) are identified as a function of
the total traffic volume.

This chapter presents a novel method that exploits data-
plane programmable switches to estimate number of flows,
average flow size and traffic volume in a given time interval,
and that removes some unrealistic assumptions from the state
of the art [22]. In fact, most network-wide monitoring systems
assume that each packet is monitored and counted by only a
single programmable switch on its path through the network,
which either limits routing decision or requires coordination
among switches. In networks where packets traverse (and are
counted by) multiple switches, the proposed strategies are
not accurate anymore: this problem is named packet double
counting. We solved it by exploiting the peculiarities of a
compact data structure called HyperLogLog (HLL) [49], which
makes it possible to compute network-wide statistics over the
union of multiple HLL registers. We implemented our strategy
in a P4-based commodity switch equipped with Tofino ASIC.

F. Per-destination flow cardinality-based DDoS detection [34]
A volumetric DDoS attack can be identified by looking at

many different metrics, such as at a significant decrease of
the normalized entropy of distinct destination IP addresses ob-
served in the network [50][51][52], or at an increased number
of packets coming from different source IP addresses towards
specific destination hosts (i.e., per-destination flow cardinality)
[53][17][20]. Note that entropy-based DDoS detection can
only detect DDoS attacks, while flow cardinality-based DDoS
detection is also able to identify the DDoS victim(s), which
allows operators to mitigate the impact on the targeted nodes
as soon as an attack is detected.

In this chapter, we first introduce BACON Sketch, a memory-
efficient data structure to estimate per-destination flow car-
dinality, which combines a Count-min Sketch with a set of
bitmap data structures, and theoretically analyze its error
bounds. We then propose a simple in-network DDoS victim
identification strategy that relies on BACON Sketch to detect
the destination hosts for which the number of incoming
connections exceeds a pre-defined threshold. We successfully

implemented our strategy in a programmable switch equipped
with a Tofino ASIC while overcoming the limitations imposed
by the hardware.

G. Network traffic entropy-based DDoS detection [32]
The goal of this chapter is similar to that of Section II-F, i.e.,

efficiently detect volumetric DDoS attacks. We tried to solve
this problem from a different perspective, that is, by evaluating
variations on the observed normalized network traffic entropy.

We leveraged the achievements and findings on per-
destination flow cardinality estimation (Section II-C) and on
network traffic entropy estimation (Section II-D) to define
an entropy-based volumetric DDoS detection strategy that is
able to track the normalized entropy of distinct destination
IP addresses. In fact, during a volumetric DDoS attack, the
observed normalized entropy of distinct destination IP ad-
dresses significantly decreases in comparison to previous time
windows. This phenomenon drove the design of our novel
approach, which is implementable in P4 and fully executable
by emulated programmable data planes. Our work outperforms
an existing entropy-based DDoS detection solution [46] in
terms of detection accuracy, especially in the case of internal
botnet DDoS attacks, while implementing a simpler logic.

H. Combination of multiple tasks in a single commodity switch
This chapter is entirely new and has not been presented

and published anywhere else yet. Unlike most of the previous
chapters, where experiments have been firstly conducted in the
Mininet-based emulated environment, here we combine and
implement several monitoring tasks directly in Tofino ASIC.
The motivation is demonstrating that our proposals can be
practically deployed and exploited together in carrier-grade
network devices.

We first revisited the designed tasks described in the pre-
vious chapters, and sought the possibility to migrate them all
together into a single hardware switch. With this in mind,
we discovered that implementing all of them entirely in the
switch’s data plane is not possible due to both resource and
P4 language limitations. We therefore propose an alternative



solution, where only summarized flow statistics are tracked in
the data plane (thanks to a Count Sketch and a HyperLogLog
data structure), while complex tasks leveraging those statis-
tics are executed by the SDN controller. The collected flow
statistics can help the SDN controller understand the overall
network status by estimating metrics such as flow variance,
flow cardinality, entropy estimation, etc. These metrics can
then further be used by the controller to detect anomalies,
such as heavy hitters or volumetric DDoS attacks.

III. REVISITING THE RESEARCH QUESTIONS

The outcomes of this PhD thesis have helped us answer the
research questions formulated in Section I-B, even though we
are fully aware that there is still a lot of work to do.

Giving an answer to RQ1 is what has driven our work and
its motivation in nearly every chapter of this thesis. Network
monitoring is the main enabler of many network management
related tasks, ranging from accounting, traffic engineering,
anomaly detection, DDoS detection, superspreader detection,
scans detection and so on. With the advent of data plane
programmability as a way to make Software-Defined Networks
more programmable and flexible, some monitoring functional-
ities can be offloaded to the switch’s data plane. This can help
diagnose performance and security issues without the need of
control plane intervention, thus reducing detection latencies
and data/control plane communication overhead, and while
processing packets at line rate.

With respect to RQ2, we discovered that some mathematical
operations, useful for network monitoring purposes, are miss-
ing in P4. Among them, logarithm and exponential function
estimations, as well as division, are the most important as
they can be used to enable a wide set of monitoring tasks to
be executed in the data plane. With respect to state-of-the-
art solutions, our estimations incur a slightly higher packet
processing time but require only P4-supported operations and
no TCAM consumption.

When it comes to RQ3, we focused on five different
monitoring tasks: heavy-hitter detection, flow cardinality es-
timation, network traffic entropy estimation, total traffic vol-
ume estimation, and volumetric DDoS detection. The main
objective, also given the answer to RQ1, has been offloading
as much as possible these functionalities into the switch’s
data plane. For some of the tasks we were able to fully
offload them, thus enabling in-network monitoring. We first
designed a network-wide heavy hitter detection robust to
partial deployment of programmable switches in ISP networks.
The switches only report flows with large packet counts to the
controller for further network-wide investigations. Cardinal-
ity estimation, entropy estimation, and entropy-based DDoS
detection strategies have been implemented in P4 and can
be fully executed in the data plane of an emulated switch.
However, we failed to migrate them to the programmable
data plane of a commodity hardware switch due to the strict
hardware resource constraints. Hence, thanks to the gained
experience, we started working on solutions taking hardware
limitations into consideration by design. This led to our
proposed strategies for traffic volume estimation and flow

cardinality-based volumetric DDoS detection, which can be
executed by the commodity hardware switch at our disposal.

Finally, focusing on RQ4, we realized that implementing
many different monitoring tasks in the same hardware switch
is not currently feasible. Even though this limitation may be
solved by next-generation data plane programmable hardware,
we proposed an alternative to be adopted in the short term:
only summarized and relevant flow and packet statistics are
collected in the data plane and sent to the SDN controller,
which is then in charge of executing a wide range of mon-
itoring tasks using such information. Even though this is a
workaround, it is a first step to offload part of computation
needed by multiple monitoring tasks to the data plane.

IV. CONCLUSION

The complexity of carrying out high-speed monitoring in
today’s computer networks hinders a prompt detection of
network anomalies and failures. Exploiting programmable
data planes for network monitoring purposes has become an
appealing solution, as monitoring data can be collected at line
rate while ensuring fast packet processing. The contribution
of this thesis is thus to deeply investigate the opportunities
arising in this area.

We proposed different approaches and evaluated them by
also comparing with the state of the art. Our results show
that (partially) offloading monitoring operations to the pro-
grammable data plane is both feasible and beneficial, espe-
cially to reduce the amount of data that needs to be forwarded
to a collector. Some contributions of this thesis have been
carried on within the GN4-3 project, whose goal is to upgrade
the pan-European GÉANT [54] network. We believe that
our efforts may be useful to move a step forward towards
a better network management of next generation high-speed
telecommunication networks.
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