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Abstract: We present data from an implementation of Edge Illumination (EI) that uses a detector
aperture designed for increasing dynamic range, suitable for clinically relevant X-ray energies
and demonstrated here using synchrotron radiation. By utilising a sufficiently large crosstalk
between pixels, this implementation enables single-scan imaging for phase and absorption, and
double-scan for phase, absorption and dark field imaging. The presence of the detector mask
enables a direct comparison between conventional EI and beam tracking (BT), which we conduct
through Monte Carlo and analytical modelling in the case of a single-scan being used for the
retrieval of all three contrasts. In the present case, where the X-ray beam width is comparable to
the pixel size, we provide an analysis on best-positioning of the beam on the detector for accurate
signal retrieval. Further, we demonstrate an application of this method by distinguishing different
concentrations of microbubbles via their dark field signals at high energy using an EI system.

Published by The Optical Society under the terms of the Creative Commons Attribution 4.0 License. Further
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citation, and DOI.

1. Introduction

X-ray phase contrast imaging (XPCi) has continuously seen research pursuing applications which
benefit from low dose [1-5]. This can be achieved by either reducing the time for which samples
are exposed to X-rays, or, within limits, increasing the X-ray energy [1], which has the added
benefit of increasing the penetration depth of photons. In the former case, noise can become an
obstacle to image quality and in the latter case, contrast is typically decreased.

XPCi has the potential to overcome this limitation, since the parameter responsible for phase
contrast decreases approximately with the square of photon energy, E~2, whereas that responsible
for conventional transmission imaging contrast fall as E~->373 [6], depending on the energy
range. These parameters are expressed by an object’s complex refractive index, n = 1 — § + i3,
with 8 in some materials being up to three orders of magnitude smaller than 6.

While EI, in general, has a resolution limit determined by the system parameters such as the
source and aperture sizes employed [7], structures on a scale below this limit generate so-called
“dark field" contrast. This contrast is not resolvable per se, rather it is an indication of the presence
of microstructures within a sample and is due to a distribution of refraction angles within the X-ray
beam [8]. Dark field signals can be caused by, for example, micro-damage in carbon-reinforced
polymers [9], or microbubbles [8,10,11], the latter of which has been considered as a possible
XPCi contrast agent in clinical and pre-clinical settings, and is used in this work.
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In EI, dark field contrast can either be directly measured at the cost of dose-efficiency [12]
(where most of the primary beam is discarded), or can be retrieved through the processing of
multiple image acquisitions [13]. With an assumption of sample homogeneity, it is possible to
retrieve quantitative parameters about the sample (typically thickness) with a single sample image
[14,15]. In circumstances where individual beams are larger than the pixels being employed, such
that they may be well resolved [16,17], it is also possible to separate the sample properties into
attenuation, phase and scattering maps with a single image frame. Since small pixel sizes often
mean low efficiency, especially at high x-ray energies, implementation of such techniques with
larger, more efficient pixels, would avoid losing any advantages in dose reduction being employed.
Other XPCi methods, such as grating interferometry (GI), analyzer-based imaging (ABI), or
Shack-Hartmann imaging, are also capable of extracting attenuation, phase and scattering
maps [18-20], though with differing conditions on system length or detector resolution, optical
elements, processing methods [21-24]. Concerning Fourier methods of signal retrieval, Vittoria
et al [16] showed that the use of these methods with polychromatic beams, and in the presence of
pixel crosstalk, may lead to an underestimation of absorption signals and produce spurious dark
field signals. While GI and ABI have broadly been applied in various settings, their use is reliant
upon spatially coherent or monochromatic X-rays respectively, with a more thorough discussion
of the systems’ requirements made available by Diemoz et al [25].

In this work, we present an implementation of EI whereby samples are scanned once across
a narrow transmitting aperture to enable quantitative phase and transmission retrieval with no
assumptions of sample homogeneity and loose restrictions on pixel size and crosstalk. In fact,
crosstalk is used to overcome previous requirements of the beam being larger than the pixel,
which necessitates the use of high resolution detectors and ultimately limits the field of view.
Within the same experimental framework, we compare the data retrieved in this case with those
from conventional double and triple-scan EI retrieval methods, and demonstrate the ability to
retrieve all of the contrasts mentioned using only two image acquisitions instead of three. Finally,
we show through Monte Carlo and analytical modelling, a comparison between this retrieval
and that used in beam-tracking [26] for single-frame retrieval of all three signals, in the yet
unexplored case of the beam size being approximately equal to that of the pixel.

We found this imaging format to be simple and fast, and envisage its use for extending the large
dose reduction demonstrated by Diemoz et al [1] to more complex samples while also allowing
for quantitative separation of phase, absorption and dark field. The relatively large pixel size,
compared to the beam width, also indicates that large fields of view may be employable in the
future with this method, particularly with multi-aperture systems [26,27], as the number of pixels
in a detector is typically limited to a few thousands.

2. Methods

The experimental data presented in this paper were collected at the European Synchrotron
Radiation Facility (ESRF) beamline ID17, at an energy of 50 keV monochromatized by a
double-bent Laue crystal [28].

With the source located at approximately 150 m from the detector, a modified Edge Illumination
system was implemented by placing a pre-sample mask, M1, 2.5 m from the detector and a
detector mask, M2, itself 0.5 m from the detector. The detector was a PCO.Edge (type 5.5) camera
[29], coupled with a 0.3 optics and a 50 um thick GADOX scintillator screen, leading to a final
pixel size of 21.6 um. Before the introduction of a sample, an ion chamber (0.125 cm? semiflex
tube chamber, Model 31002; PTW-Freiburg, Freiburg im Breisgau, Germany) was placed in the
sample position - downstream of M1 - to measure the air kerma. The chamber, calibrated at the
National Metrology Institute of Germany (Physikalisch-Technische Bundesanstalt, Braunschweig,
Germany), was connected to the universal dosemeter module (UNIDOS; PTW-Freiburg) and the
measurement protocol followed the procedure described by Mittone et al [30].
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Both masks consist of periodic free-standing tungsten septa, approximately 1 mm thick, with
apertures of 20 ym and 100 um in M1 and M2 respectively, and approximately equal pitches of
450 um. The aperture of M1 narrows the beam, which then scans the aperture of the detector
mask as M1 is translated perpendicularly to the beam - see Fig. 1(a). The “local” (individual
pixel) intensities recorded during this translation form the illumination curve (IC) functions,
which are averaged to produce the “global" IC, seen in Fig. 1(b). ICs determine the sensitivity of
the system to phase effects [31] and in most previous EI studies, different positions of M1 are
used in separate scans to obtain independent results from the sample, while the use of local ICs
here reduces the need for separate positions of M1.
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Fig. 1. (a) Schematic diagram of the EI setup used at the ESRF (not to scale). (b) Intensity
profiles (Illumination Curves; ICs), normalised to appear on the same scale, acquired by
scanning the pre-sample mask, M1, across an aperture on the detector mask, M2. Pixel 6
has a lower peak intensity as it is almost entirely an effect of crosstalk; the pixel itself is
mostly obstructed by M2.

The design intent of M2’s aperture being 5x greater than the apertures in M1 was to ensure
that all refracted X-rays were collected, thus achieving a high dynamic range when integrating all
photons captured by one aperture of M2, as implemented by Diemoz et al. [1]. This extended
aperture also opens the possibility of considering data acquired by individual pixels in relation
to their unique ICs. In this case, if the ICs are overlapping and sufficiently spaced, as seen in
Fig. 1(b), a single image of a sample may constitute multiple measurements of the effect it has on
the beam while in the edge illumination condition.

The samples imaged were chosen to exhibit absorption, phase and dark field contrast in various
combinations. They were a Nylon-6 wire, of radius 500 um, and varying Expancel microsphere
concentrations - with a known size distribution, shown in Fig. 2(a) - suspended in an ultrasound
gel.

Radius distribution of micro-
bubbles in ultrasound gel

(a) | (b) g o N

0 Q.”
Q 0% o

(l”
O

n
a
=]

Frequency
g g 8

3]
=]
T

o
f

15 0 —

5 . 10
Radius /pm 20 um

Fig. 2. (a) Measured size distribution of microspheres; (b) Example image displaying 20x
optical magnification of Expancel microspheres.
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2.1. Scattering sample preparations

Expancel microspheres consist of polymer shells, filled with isobutane gas. The shell is rigid
unless subjected to large changes in temperature or pressure and the thickness is negligible
compared to the sphere radius, making them ideal for stable imaging tests. The highest
concentration of spheres in ultrasound gel - ~2.3% by volume - was produced in a large quantity,
with ultrasound gel being chosen as the solvent to prevent the microspheres from floating or
bursting [11].

The samples were optically imaged with a 20x magnification in a grid formation, acquiring
more than 200 images, an example of which is shown in Fig. 2(b). From these, the concentration
and size distribution of microbubbles in the gel was determined. Lower concentrations of spheres
were made by diluting this stock concentration with known amounts of water, making relative
microbubble concentrations of 1/2 and 1/3. These were then pipetted into 1 cm wide cuvettes for
imaging.

2.2. Experimental procedure and retrieval

By scanning M1 over one period and integrating the intensities of each pixel in the detector
aperture, we obtained the global IC. In Fig. 1(b), underneath the global IC, the individual pixel
intensities are also plotted, with the global and local ICs being normalised such that they appear
on the same scale. In either case, any effects due to a sample are treated as operators on these
curves, e.g. multiplication by a scalar (transmission), rigid shifts (refraction) or broadening of
the beam by convolution with a function (dark field). We express the above via the equation [32]:

Lgetector = X (L * O(S))(XMI - F), (D

where ¢ is the object transmission, L is the IC, * is the convolution operator, O(s) is the sample
scattering function with some width parameter, s, xp; is the position of M1 with respect to the
centre of M2’s aperture and r = —A6fgz,, is the effective shift of the beamlet due to the sample
induced refraction at a distance z,4 from the detector. L was finely sampled and fitted, in both the
global and individual pixel IC cases, with smoothing splines.

For the retrieval of these signals in the reduced frame cases, local pixel ICs were convolved
with a sample function as in Eq. 1, and for the multi-frame cases, the global ICs were used. The
scattering function, in the case of the wire sample, was assumed to be a Dirac delta, while a
Gaussian distribution was assumed for the different microbubble concentrations. Trial parameters
of ¢, r, and s used in the retrieval converge towards the true sample values through a least-squares
minimisation process that compares interpolated data predicted by Eq. 1, for the IC sampling
points specified, against the measured data.

For the wire sample, data was acquired while M1 was positioned at +£49.5 um, as marked in
Fig. 3(a). For the scattering samples, M1 was positioned at —53.0 um; —34.5 ym and 41.0 um.
The wire sample was scanned in 10um steps with an exposure time of 190ms per step (=10mGy
entrance dose) and the scattering samples in 20 um steps with an exposure time of 100ms per
step (=5mGy). As each sample was exposed uniformly to some amount of radiation, the overall
entrance dose values and exposure times were 20 mGy over 19 s for the wire sample, which was
double-exposed due to the half-aperture step size, and 5 mGy over 50 s for the scattering samples.

2.3. Determining optimal beam sampling positions in El and beam tracking

Theoretical studies of the retrieval algorithm developed here, and of the beam-properties analysis
used in BT, were developed to determine which position of M1 yields best results and how, if at
all, this is affected by variations in pixel response across the aperture of M2. This was achieved by
tracking the retrieval algorithms’ accuracy as a function of xy; for varying levels of noise. First,
a set of seven finely sampled, local ICs were obtained using the Monte Carlo simulation outlined
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Two-point retrieval
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Fig. 3. Two-point retrieval of the Nylon-6 wire. (a) is the global IC, marked with the
sampling points used; (b) displays the raw data profiles. Retrieved and theoretical profiles
for transmission and refraction signals are shown in (c) and (d), respectively.

below; these IC functions were modified to account for the presence of various samples, as in
equation 1. A succession of different sample parameters were used, randomly setting absorption
between 0% and 3%, refraction angle between —5 urad and 5 urad, and scattering signal between
0 and 5 um?. For each sampling position, the vector of pixel intensities was used as input to the
retrieval. The resulting difference between the fitted parameters and the true values was tracked
for various positions of M1. This was repeated for the beam tracking case, where the detector
mask, M2, was removed and the beam profile sampled by translating M1 in the same way as
before.

Noise was modelled by multiplying the sample data vector (one value for each pixel, with
seven in total) by a vector that took the form of ((1 — a) + 2a X rand(7, 1)), where a was close to
zero, and rand is a uniform distribution function that returns values between 0 and 1. For each
sampling position, the noise vector was generated ten times per value of a and if the retrieval
performed well, the value of a was increased and the sampling points retested.

The retrieval performance was quantified by dividing the percentage deviation between true
and retrieved scattering parameters, then dividing by the precision such that the best performing
positions scored highly. The retrieved transmission and refraction parameters were not used in
the performance analysis as their retrieval accuracy was consistent for all the points tested. All
data were processed in MATLAB.

2.4. Monte Carlo model for single-frame retrieval and beam tracking comparison

To continue exploring options that may enable a further reduction of the required number of
frames, an identical experimental setup was coded using the Monte Carlo engine, McXtrace [33],
adapted for EI use by Millard ez al [34].

Each mask was modelled as a three dimensional pair of absorbing septa, 1 mm in depth, with
20 pum and 100 pm separation for sample and detector mask, respectively. A 50 keV source was
placed 148 m from M1 and incident upon a detector grid whose pixels are equivalent to those of
the PCO.Edge. Before placing a sample, local ICs of the detection system were simulated by
scanning M1 over a single period. For the comparison with BT retrieval methods, the detector
mask was removed and the beam profile was sampled by scanning M1 over one pixel width
instead of the mask period. The retrieval mechanism in this case is the same, except pixels are
assumed to have identical response functions and the IC is replaced by the beam profile.
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A three dimensional sphere-map was generated in MATLAB and exported to a text file for
reading by McXtrace, where the microspheres were modelled as being immersed in a cylinder of
water. They had a volume density of 2.5% (approximately 10® microspheres / ml) and a size
distribution as seen in Fig. 2(a). Upon entering the sample region, X-rays check for intersections
with spheres using coordinates and radii in the sphere map. Snell’s law is used to model the
refraction event at the boundaries of each sphere, whose refractive index was that of acrylonitride,
as described by the NIST database and chosen as a representative polymer for the microspheres’
shell.

The effect of the detector point-spread function, being larger than the individual pixels due to
light spreading in the scintillator, was included by convolving raw data with a Lorentzian curve
of width parameter 0.8 pixels, chosen as it lead to a good match between simulated and measured
ICs.

The sample component was scanned across M1’s aperture in steps of 10.8 um, with each step
using 1.5x107 50 keV photons (roughly 3300 photons per pixel), approximately corresponding
to an integration time of 150ms.

3. Results

Figures 3 and 4 show outputs of the two and single-frame Nylon wire retrievals, respectively. The
same format is used in each figure, with (a) showing the IC and sampling positions of M1 used in
the object scan; (b) showing the normalised intensity inputs, obtained by averaging the wire image
over ten vertical pixels, and (c) and (d) showing the transmission and refraction-angle retrieved
wire profiles respectively. The final two plots use the same y axis for ease of comparison and
also, superimposed on the plots, are the wire’s theoretical transmission and refraction profiles,
showing good agreement in both cases. Of note is that only half the data set of Fig. 3 was used
to obtain the results of Fig. 4, with the single-frame retrieved transmission channel also being
40% less noisy than the two-frame equivalent due to the greater number of inputs used in the
single-frame retrieval.
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Fig. 4. Single-point retrieval of the Nylon-6 wire. (a) displays the individual pixel ICs,
marked with the single sampling point used; (b) shows the normalised raw data profiles.
Retrieved and theoretical profiles for transmission and refraction angle of the beam are
shown in (c) and (d), respectively.

For retrieval of the scattering samples, the same approach was taken. Three M1 acquisition
points were needed for an effective retrieval using the global IC, whereas only the two inner
M1 positions, —34.5 ym and 41.0 um, were needed to retrieve the same quantitative values
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for transmission, refraction and scattering signal strength when considering the pixel-resolved
data. Results obtained with this procedure for the different concentrations of microspheres are
illustrated in Fig. 5. The plots show a good discrimination of different sphere concentrations in
the dark field and poor discrimination in transmission. As retrieval of dark field contrast can
be highly sensitive to noise, the low precision of scattering data is particularly visible in the
two-frame retrieval, where the associated noise for each signal, of which there are five for each of
the two sampling positions, is large as compared to the “three-frame" method, where averaging
of pixel values reduces the noise for each input. The two-frame retrieval was also disadvantaged
by using non-ideal IC sampling positions, which is discussed below.
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Fig. 5. Retrieved parameters for scattering samples as acquired from the local, two-point
retrieval and the global, three-point retrieval. (a) shows transmission through the samples
and (b), the scattering signals. The relative microbubble concentrations are 1/3, 1/2 and 1
(see text), from left to right. Gaps between data groups skip the edges of cuvettes used.

Figure 6(a) displays the approach used in determining the optimal sampling position as
described in 2.4, with (b) showing the results. Even before adding noise, it was seen that the
scattering signal was only retrieved accurately when the sampling was near a local IC peak,
while transmission and refraction were relatively stable for most positions of M1. As noise
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Fig. 6. Testing of retrieval algorithm accuracy under single-scan conditions for different
positions of M1 and increasing levels of noise. (a) displays the individual ICs for each
pixel, with an example sampling vector marked; (b) considers the centre pixel’s IC, with the
heat-map corresponding to the retrieval’s performance quality (quantified by dividing the
accuracy of the retrieval by its precision in the case of high noise) as a function of xp;; and
normalised by the best performing position.
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increased, xy1; = 2.3 um led to the minimum difference between the retrieved and true scattering
parameters, as demonstrated by the heat-map in Fig. 6(b).

The viability of single-frame retrieval was then investigated through Monte Carlo simulations,
using this position of M1, with the results shown in Fig. 7, which displays retrieved transmission,
refraction angles and scattering signal from the single-frame Monte Carlo simulation outlined
in section 2.4. The region containing microbubbles extends +150 um in the vertical direction
around the centre of the simulated phantom and the boundaries of this signal are clear in Fig. 7(c),
confirming that the microbubbles, and not the water surrounding them, are responsible for
generating the dark field contrast. In the refraction-retrieved image, the texture seen within the
phantom is due to the small number of microspheres that are large enough to be resolvable, or due
to microbubbles whose edges are overlapping in the z direction, such that they produce spurious
refraction signals.
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Fig. 7. Single scan retrieval, from simulated data, of transmission (a), refraction angle (b)
and dark field signals (c) at 50 keV. The simulated object is a water cylinder of radius 550
pm, with a 2.5% volume concentration of microspheres in the central region.

Lastly, to compare this local IC retrieval method with the algorithm used in beam tracking,
where a curve representing the beam profile (often a Gaussian, but in this case a Lorentzian) is
used, Fig. 8(a) shows the conceptually different retrieval approach - where the pixel data is treated
as an ensemble measurement of the beam - and (b) displays the optimal sampling positions as
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Fig. 8. Using the same setup without the detector mask, M2, the beam-tracking imple-
mentation is examined in terms of accuracy for retrieved values in the case of an X-ray
beam whose width is comparable to pixel size. (a) displays the beam profile on the detector
marked with an example sampling vector corresponding to each pixel position; (b) displays
the retrieval performance quality (the accuracy of the retrieval divided by its precision in the
case of high-noise) via the heat-map as a function of the centre-beam sampling position.
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determined by the same method described in 2.4. The best scoring position here was normalised
to one, as in Fig. 6, with the relative quantitative accuracy between these methods being nearly
equal.

4. Discussion

The EI implementation used here has likenesses to that employed by Diemoz et al. [1], the key
differences being the lower x-ray energy employed, chosen in part for its clinical relevance - 50
keV is the effective energy of a 100 kVp tungsten anode beam filtered by 300 um of copper,
which may be used for chest radiography [35] - and the use of smaller pixels, though still slightly
greater than the width of the beamlet. This latter property enables the development of a retrieval
method that bears similarities with that used in beam-tracking [26] and, to some extent, that
used in conjunction with asymmetric mask implementations [36]. The presence of the detector
mask here allows for direct comparisons between EI and beam tracking without needing to fully
resolve the beam, instead making use of detector crosstalk to create multiple ICs with distinct
sampling points.

Retrieved image quality and quantitative accuracy for single-frame absorption and phase
retrieval is seen to be on a par with the conventional two-frame approach, as shown by Figs. 3
and 4, while the nature of the retrieval places no restrictive assumptions on sample homogeneity
and provides direct access to the refraction angle.

Dark field signal can be retrieved using fewer than three acquisitions and this simplified
approach shows good agreement with the conventional three-point retrieval. However, this
method shows higher sensitivity to noise and positioning of the pre-sample mask, as evidenced by
the wider spread of retrieved dark field signal in Fig. 5. In the single-frame case, the sensitivity
to noise is further explored in Fig. 6, where it was found that noise of up to 2.5% - as defined
above - led to a quantitative accuracy of approximately 25% for dark field contrasts when M1
was fully aligned with M2, meaning that roughly 2500 counts per pixel (if Poisson statistics are
assumed) would be required for this level of accuracy.

Figure 6 indicates that the optimal sampling position of M1 for single-frame retrieval is far
from the detector mask edges, meaning that no fraction of the beam gets absorbed by the mask
septa after having traversed the sample, and no dose is deposited unnecessarily to the sample.
With M1 in this position, the setup can also be compared to that of beam tracking - in the special
case where the beam width is approximately equal to the pixel size. Figure 8 shows how the
accuracy and precision of the beam tracking retrieval algorithm described by Vittoria et al. [26],
which uses a fitted curve to describe the beam profile, varies with the position of M1 or, in
other words: how the sampling of the crosstalk-smeared beam affects the retrieval performance.
Perhaps unsurprisingly, the best position for sampling with this algorithm is also in the region
of xp; = 2.3 um, which yields a similar accuracy of approximately 25% at the same noise
threshold as above. Both Figs. 6 and 8 suggest that precise positioning of M1 is necessary when
undertaking single-frame retrievals.

As El is a non-interferometric [37], achromatic [32] technique, it is expected that this approach
could be translated to a lab setting where polychromatic extended sources are used. Indeed,
an extended source would have a similar effect as crosstalk between pixels on the individual
pixel ICs described here. Additionally, it should be possible to use multiple apertures - common
in lab-based EI schemes - that allow access to larger fields of view than used here. Where
resolution higher than the pre-sample mask pitch is required, this could be obtained through
sample dithering, which in this scenario would require translation of the sample only through a
distance equal to the pitch of M1, rather than the sample’s own width, thus eliminating the need
for full sample scanning.

It is worth emphasising that this technique benefits from the presence of some degree of
crosstalk between pixels and in particular, crosstalk with long “tails". Without such an effect,
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the individual pixel ICs would be narrower; should this eliminate their overlap, the possibility
to multi-sample ICs for any single position of M1 would be diminished due to the increased
relevance of noise, and the retrieval approach would become unfeasible.

5. Conclusion

We have demonstrated an implementation of EI XPCi which allows for direct comparison between
high-dynamic range EI and beam-tracking functionalities, enabling single-frame transmission,
phase and dark field retrieval. This retrieval approach utilises crosstalk between pixels to
form regularly spaced, separate IC functions within a detector mask aperture. Data from
these pixels represent complementary sampling points along separate ICs and may hence be
used to numerically separate the transmission, average refraction angle and dark field signals.
Through iterative testing of the retrieval algorithm, it was found that the optimal position of the
pre-sample mask was also the most dose-efficient (the central point of the global IC). This was
compared to a beam-tracking equivalent of the experimental setup, which showed that the two
methods produce consistent results, with similar constraints on where each pixel samples the
beam. We have also shown the capability of EI to detect and distinguish between dark field
signals due to varying concentrations of microspheres at high energy. It is envisaged that the
EI implementation presented here could work with polychromatic, extended sources and would
be useful for pre-clinical and biological imaging purposes, where the presence of bone or any
sample inhomogeneities can hinder the use of other single-frame retrieval methods.
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