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ON THE MASS OF STATIC METRICS

WITH POSITIVE COSMOLOGICAL CONSTANT – I

STEFANO BORGHINI AND LORENZO MAZZIERI

Abstract. In this paper we propose and discuss a notion of mass for compact static metrics with
positive cosmological constant. As a consequence, we characterise the de Sitter solution as the only
static vacuum metric with zero mass. Finally, we show how to adapt our analysis to the case of
negative cosmological constant, leading to a uniqueness theorem for the Anti de Sitter spacetime.
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1. Introduction

1.1. Setting of the problem and preliminaries. In this paper we consider the classification
problem for static vacuum metrics in presence of a cosmological constant. These are given by
triples (M, g, u), where (M, g) is an n-dimensional Riemannian manifold, n ≥ 3, with (possibly
empty) smooth compact boundary ∂M , and u ∈ C∞(M) is a smooth nonnegative function obeying
the following system 

uRic = D2u+
2Λ

n− 1
u g, in M,

∆u = − 2Λ

n− 1
u, in M,

(1.1)

where Ric, D, and ∆ represent the Ricci tensor, the Levi-Civita connection, and the Laplace-
Beltrami operator of the metric g, respectively, and Λ ∈ R is a constant called cosmological
constant. If the boundary ∂M is non-empty, we will always assume that it coincides with the
zero level set of u, so that, in particular, u is strictly positive in the interior of M . In the rest of
the paper the metric g and the function u will be referred to as static metric and static potential,
respectively, whereas the triple (M, g, u) will be called a static solution or a static triple. The reason
for this terminology relies on the physical nature of the problem. In fact, a classical computation
shows that if (M, g, u) is a static solution, then the Lorentzian metric γ = −u2 dt ⊗ dt + g on
X = R× (M \ ∂M) satisfies the vacuum Einstein field equations (with cosmological constant)

Ricγ −
Rγ

2
γ + Λ γ = 0 , in X .

The converse is also true in the sense that if a Lorentzian manifold (X, γ) satisfies the above
equation, and if in addition there exists an everywhere defined time-like killing vector field whose
orthogonal distribution is integrable, then it must have a warped product structure, that is, X
splits as R ×M and γ can be written as γ = −u2 dt ⊗ dt + g, where (M, g) and u ∈ C∞(M) are
respectively a Riemannian manifold and a smooth function satisfying system (1.1).

Coming back to the preliminary analysis of system (1.1), we list some of the basic properties of
static solutions, whose proof can be found in [2, Lemma 3] as well as in the other references listed
below.

• Concerning the regularity of the function u, we know from [20, 51] that u is analytic. In
particular, by the results in [46], we have that its critical level sets are discrete.

• Taking the trace of the first equation and substituting the second one, it is immediate to
deduce that the scalar curvature of the metric g is constant, and more precisely it holds

R = 2Λ . (1.2)
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In particular, we observe that choosing a normalization for the cosmological constant cor-
responds to fixing a scale for the metric g.

• In the case where the boundary is a non-empty smooth submanifold, one has that ∂M =
{u = 0} is a regular level set of u, and in particular it follows from the equations that
it is a (possibly disconnected) totally geodesic hypersurface in (M, g). The connected
components of ∂M will be referred to as horizons. In the case where Λ > 0 we will also
distinguish between horizons of black hole type, of cylindrical type and of cosmological
type (see Definition 1 in Section 2).

• Finally, one has that the quantity |Du| is locally constant and positive on ∂M . The
constant value of |Du| on a given connected component of the boundary gives rise to the
important notion of surface gravity, which will play a fundamental role in the subsequent
discussion. On this regard, it is important to notice that on one hand the equations in (1.1)
are invariant by rescaling of the static potential, whereas on the other hand the value of
|Du| heavily depends on such a choice. Hence, in order to deal with meaningful objects,
one needs to remove this ambiguity, fixing a normalization of the function u. This is done
in different ways, depending on the sign of the cosmological constant as well as on some
natural geometric assumptions.

– In the case where Λ > 0 and M is compact, which is the one we are more interested
in, we will define the surface gravity of an horizon Σ ⊂ ∂M as the quantity

κ(Σ) =
|Du||Σ

maxM u
.

This definition coincides with the one suggested in [14, 40]. Of course, up to normalize
u in such a way that maxM u = 1, the above definition reduces to κ(Σ) = |Du||Σ .

– In the case where Λ = 0 and (M, g, u) is asymptotically flat with bounded static
potential, the surface gravity of an horizon Σ ⊂ ∂M is defined as

κ(Σ) =
|Du||Σ

supM u
.

Again, under the usual normalization supM u = 1, the above definition reduces to
κ(Σ) = |Du||Σ .

– In the case where Λ < 0 and (M, g, u) is a conformally compact static solution (see
Definition B.1 in Appendix B), such that the scalar curvature R∂∞M of the metric
induced by (the smooth extension of) g = u−2g on the boundary at infinity ∂∞M is
constant and nonvanishing, the surface gravity of an horizon Σ ⊂ ∂M is defined as

κ(Σ) =
|Du||Σ√∣∣∣∣ nR∂∞M

2(n− 2)Λ

∣∣∣∣
.

In this case, according to [22, Section VII], a natural normalization for the static
potential is the one for which, under the above assumptions, one has that the constant
value of

∣∣R∂∞M
∣∣ coincides with −2(n − 2)Λ/n. Having fixed this value, the surface

gravity can be computed as κ(Σ) = |Du||Σ .

Before proceeding, it is worth giving further comments about the notion of surface gravity. In
the Newtonian case, the surface gravity of a rotationally symmetric massive body (e.g. a planet of
the solar system) can be physically interpreted as the intensity of the gravitational field due the
body, as it is measured by a massless observer sitting on the surface of the body. For example the
Newtonian surface gravity of the Earth is given by the well known value g = 9.8 m/s2, the one of
Jupiter is given by 2.53 g and the one of the Sun is given by 28.02 g. Of course, in the case of black
holes, the Newtonian surface gravity is no longer a meaningful concept, since it becomes infinite
when computed at the horizon, regardless of the mass of the black hole. To overcome this issue
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one is led to introduce the appropriate relativistic concept of surface gravity of a Killing horizon.
The precise definition is recalled and discussed in Appendix B, but roughly speaking the idea is to
consider an observer sitting far away from the horizon so that its measurement of the gravitational
field must be corrected by a suitable time dilation factor, giving rise to a finite number. Such a
number turns out to be related to the mass of the black hole and allows to distinguish between
black holes of large mass and black holes with small mass. Thus, it can reasonably be interpreted
as the surface gravity of the black hole. For further insights about the physical meaning of this
concept, we refer the reader to [47, Section 12.5].

Having this in mind, it is not surprising that the behavior of |Du|, either at the horizons or
along the geometric ends of a static solution, can be put in relation with the mass aspect of the
solution itself. To illustrate this fact, we first consider the case of an asymptotically flat static
solution (M, g, u) to (1.1) (e.g. in the sense of [1, Definition 1]) with zero cosmological constant
and bounded static potential. In this situation, up to rescale u in such a way that supM u = 1,
one can introduce the following (Newtonian-like) notion of mass

m(M, g, u) =
1

(n− 2)|Sn−1|

ˆ
Σ
〈Du | ν 〉 dσ ,

where Σ is any closed two sided regular hypersurface enclosing the compact boundary of M and
ν its exterior unit normal (see for instance [18, Corollary 4.2.4] and the discussion below). Using
the Divergence Theorem and the fact that ∆u = 0, one has that the above quantity may also be
computed in the following two ways

m(M, g, u) =
1

(n− 2)|Sn−1|

ˆ
∂M
|Du|dσ =

1

(n− 2)|Sn−1|
lim

R→+∞

ˆ
SR

〈Du | ν 〉 dσ , (1.3)

where the set SR that appears in the rightmost hand term is a coordinates sphere of radius R. In
other words, if x1, . . . , xn are asymptotically flat coordinates, then SR = {|x| = R}. In particular,
we notice that the last expression makes sense even if M has no boundary and agrees (up to a
constant factor) with the more general concept of Komar mass (or KVM mass) as it is defined
in [8, Formula (4)]. In the same paper, it is proven that the above definition agrees with the notion
of ADM mass of the asymptotically flat manifold (M, g), which according to [5, 7], is defined as

mADM (M, g) =
1

2(n− 1)|Sn−1|
lim

R→+∞

ˆ
SR

∑
i,j

(
∂gij
∂xi
− ∂gii
∂xj

)
νj dσ .

On the other hand, when the boundary of M is non-empty, the first expression in (1.3) is also of
some interest, since it can be employed to prove that, when ∂M is connected, surface gravity and
mass are simply proportional to each other. Summarising the above discussion, we have that for
a static vacuum asymptotically flat solution (M, g, u) to (1.1) with Λ = 0 and compact connected
boundary ∂M , one has that

|∂M |
(n− 2)|Sn−1|

κ(∂M) = mADM (M, g) .

This kind of considerations will be extremely important for the discussion in Section 2, where,
based on the concept of surface gravity, we are going to propose a definition of mass for static
solutions with positive cosmological constant. In fact, unlike for the cases Λ = 0 and Λ < 0,
where natural asymptotic conditions (i.e., asymptotical flatness and asymptotical hyperbolicity)
can be imposed to the solutions in order to deal with objects for which efficient notions of mass
are available and fairly well understood (see [43, 44] and [21, 48]), there is no clear definition of
mass in the case where the cosmological constant is taken to be positive, at least to the authors’
knowledge. On the other hand, looking at the literature, it can be easily checked that there is a
general agreement about the fact that the mass parameter m that shows up in some very special
classes of explicit examples should be physically interpreted as the mass of the solution. For this
reason, before proceeding, we recall in a synthetic list the most important examples of rotationally
symmetric solutions to system (1.1).
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1.2. Rotationally symmetric solutions. For the sake of completeness, we also include the
case of zero cosmological constant, whereas in the other two cases, we adopt the normalization
|Λ| = n(n− 1)/2.

Solutions with Λ = 0. According to (1.2), these solutions have constant scalar curvature equal
to R ≡ 0. We also adopt the convention

sup
M

u = 1 ,

in order to fix the normalization of the static potential u.

• Minkowski solution (Flat Space Form).

M = Rn , g = d|x| ⊗ d|x|+ |x|2gSn−1 ,

u = 1 . (1.4)

It is easy to check that the metric g, which a priori is well defined only in M \ {0}, extends
smoothly through the origin. This model solution has zero mass and can be seen as the
limit of the following Schwarzschild solutions, when the parameter m→ 0+.

• Schwarzschild solutions with mass m > 0.

M = Rn \B(0, r0(m)) ⊂ Rn , g =
d|x| ⊗ d|x|

1− 2m|x|2−n
+ |x|2gSn−1 ,

u =
√

1− 2m|x|2−n . (1.5)

Here, the so called Schwarzschild radius r0(m) = (2m)1/(n−2) is the only positive solution
to 1−2mr2−n = 0. It is not hard to check that both the metric g and the function u, which
a priori are well defined only in the interior of M , extend smoothly up to the boundary.

Solutions with Λ = n(n − 1)/2. According to (1.2), these solutions are normalized to have
constant scalar curvature equal to R ≡ n(n− 1). We also adopt the notations

umax = max
M

u and MAX(u) = {p ∈M : u(p) = umax} ,

for the static potential u. Moreover, it is convenient to set

mmax =

√
(n− 2)n−2

nn
. (1.6)

• de Sitter solution (Spherical Space Form).

M = B(0, 1) ⊂ Rn , g =
d|x| ⊗ d|x|

1− |x|2
+ |x|2gSn−1 ,

u =
√

1− |x|2 . (1.7)

It is not hard to check that both the metric g and the function u, which a priori are well
defined only in the interior of M \ {0}, extend smoothly up to the boundary and through
the origin. This model solution can be seen as the limit of the following Schwarzschild–de
Sitter solutions (1.8), when the parameter m → 0+. The de Sitter solution is such that
the maximum of the potential is umax = 1, achieved at the origin, and it has only one
connected horizon with surface gravity

|Du| ≡ 1 on ∂M .

Hence, according to Definition 1 below, one has that this horizon is of cosmological type.

• Schwarzschild–de Sitter solutions with mass 0 < m < mmax.

M = B(0, r+(m)) \B(0, r−(m)) ⊂ Rn , g =
d|x| ⊗ d|x|

1− |x|2 − 2m|x|2−n
+ |x|2gSn−1 ,

u =
√

1− |x|2 − 2m|x|2−n . (1.8)
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Figure 1. Plot of the surface gravities |Du|/umax of the two boundaries of the
Schwarzschild–de Sitter solution (1.8) as functions of the mass m for n = 3. The red
line represents the surface gravity of the boundary ∂M+ = {r = r+(m)}, whereas the blue
line represents the surface gravity of the boundary ∂M− = {r = r−(m)}. Notice that for
m = 0 we recover the constant value |Du| ≡ 1 of the surface gravity on the (connected)
cosmological horizon of the de Sitter solution (1.7). The other special situation is when

m = mmax. In this case the plot assigns to mmax = 1/(3
√

3) the unique value
√

3 achieved
by the surface gravity on both the connected components of the boundary of the Nariai

solution (1.9).

Here r−(m) and r+(m) are the two positive solutions to 1 − r2 −2mr2−n = 0. We notice
that, for r−(m), r+(m) to be real and positive, one needs (1.6). It is not hard to check that
both the metric g and the function u, which a priori are well defined only in the interior of
M , extend smoothly up to the boundary. This latter has two connected components with
different character

∂M+ = {|x| = r+(m)} and ∂M− = {|x| = r−(m)} .
In fact, it is easy to check (see formulæ (1.10) and (1.11)) that the surface gravities satisfy

κ(∂M+) =
|Du|
umax

<
√
n on ∂M+ and κ(∂M−) =

|Du|
umax

>
√
n on ∂M− .

Hence, according to Definition 1 below, one has that ∂M+ is of cosmological type, whereas
∂M− is of black hole type. We also notice that it holds

umax =

√
1−

(
m

mmax

) 2
n

, MAX(u) =
{
|x| =

[
(n− 2)m

] 1
n

}
,

and M \MAX(u) has exactly two connected components: M+ with boundary ∂M+ and
M− with boundary ∂M−. According to Definition 1, we have that M+ is an outer region,
whereas M− is an inner region.

• Nariai solution (Compact Round Cylinder).

M = [0, π]× Sn−1 , g =
1

n

[
dr ⊗ dr + (n− 2) gSn−1

]
,

u = sin(r) . (1.9)

This model solution can be seen as the limit of the previous Schwarzschild–de Sitter so-
lutions, when the parameter m approaches mmax, after an appropriate rescaling of the
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coordinates and of the potential u (this was shown for n = 3 in [24] and then extended
to all dimensions n ≥ 3 in [16], see also [13, 14]). In this case, we have umax = 1 and
MAX(u) = {π/2} × Sn−1. Moreover, the boundary of M has two connected components
with the same constant value of the surface gravity, namely

|Du| ≡
√
n on ∂M = {0} × Sn−1 ∪ {π} × Sn−1 .

In Subsection 2.2, we are going to use the above listed solutions as reference configurations in
order to define the concept of virtual mass of a solution (M, g, u) to (2.1). For this reason it is
useful to introduce since now the functions k+ and k−, whose graphs are plotted, for n = 3, in
Figure 1. They represent the surface gravities of the model solutions as functions of the mass
parameter m.

• The outer surface gravity function

k+ : [ 0,mmax) −→ [ 1,
√
n ) (1.10)

is defined by

k+(0) = 1 , for m = 0 ,

k+(m) =

√√√√r2
+(m)

[
1− (n− 2)mr−n+ (m)

]2
1− (m/mmax)2/n

, if 0 < m < mmax ,

where r+(m) is the largest positive solution to 1−r2−2mr2−n = 0. Loosely speaking, k+(m)
is nothing but the constant value of |Du|/umax at {|x| = r+(m)} for the Schwarzschild–de
Sitter solution with mass parameter equal to m. We also observe that k+ is continuous,
strictly increasing and k+(m)→

√
n, as m→ m−max.

• The inner surface gravity function

k− : (0,mmax ] −→ [
√
n,+∞ ) (1.11)

is defined by

k−(mmax) =
√
n , for m = mmax ,

k−(m) =

√√√√r2
−(m)

[
1− (n− 2)mr−n− (m)

]2
1− (m/mmax)2/n

, if 0 < m < mmax ,

where r−(m) is the smallest positive solution to 1 − r2 − 2mr2−n = 0. Loosely speak-
ing, k−(m) is nothing but the constant value of |Du|/umax at {|x| = r−(m)} for the
Schwarzschild–de Sitter solution with mass parameter equal to m. We also observe that
k− is continuous, strictly decreasing and k−(m)→ +∞, as m→ 0+.

Solutions with Λ = −n(n − 1)/2. According to (1.2), these solutions are normalized to have
constant scalar curvature equal to R ≡ −n(n− 1). For complete solutions with empty boundary,
we adopt the notations

umin = min
M

u and MIN(u) = {p ∈M : u(p) = umin} .

• Anti de Sitter solution (Hyperbolic Space Form).

M = Rn , g =
d|x| ⊗ d|x|

1 + |x|2
+ |x|2gSn−1 ,

u =
√

1 + |x|2 . (1.12)

It is easy to check that the metric g, which a priori is well defined only in M \ {0}, extends
smoothly through the origin. This model solution has zero mass and can be seen as the
limit of the following Schwarzschild–Anti de Sitter solutions (1.14), when the parameter
m → 0+. The Anti de Sitter solution has one end, empty boundary, and the set MIN(u)
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consists of a single point, the origin. Moreover, both the function u and the quantity |Du|
tend to +∞ as one approaches the end of the manifold and more precisely they obey the
following simple relation

lim
|x|→∞

(
u2 − u2

min − |Du|2
)

= 0 . (1.13)

This fact will be of some relevance for the classification results presented in Section 3.

• Schwarzschild–Anti de Sitter solutions with mass m > 0.

M = Rn \B(0, r0(m)) ⊂ Rn , g =
d|x| ⊗ d|x|

1 + |x|2 − 2m|x|2−n
+ |x|2gSn−1 ,

u =
√

1 + |x|2 − 2m|x|2−n . (1.14)

Here, r0(m) is the only positive solution to 1+r2−2mr2−n = 0. It is not hard to check that
both the metric g and the function u, which a priori are well defined only in the interior
of M , extend smoothly up to the boundary

∂M = {|x| = r0(m)} .
Moreover, the triple (1.14) is asymptotically Anti de Sitter in the sense of Definition B.2. In
particular, the metric u−2g induces the standard spherical metric gSn−1 on the conformal
infinity ∂∞M (for the definition of conformal infinity, we refer again to the Appendix,
below Definition B.1). It follows that the scalar curvature R∂∞M of the metric induced by
g = u−2g on ∂∞M is constant and equal to (n−1)(n−2) = −2(n−2)Λ/n, hence, according
to the normalization suggested in Subsection 1.1, the surface gravity of the horizon ∂M
can be computed as

κ(∂M) = |Du||∂M = r0(m)
[
1 + (n− 2)mr−n0 (m)

]
.

In formal analogy with (1.13) one has that the quantities u and |Du| obey the following
relation

lim
|x|→∞

(
u2 − R∂∞M

(n− 1)(n− 2)
− |Du|2

)
= 0 . (1.15)

This is due to the fact that the asymptotic behavior of the Schwarzschild–Anti de Sitter
solution is very similar to the one of the Anti de Sitter solution (1.12). However, an impor-
tant distinction is that since the boundary of the Schwarzschild–Anti de Sitter solution is
non-empty and it coincides with the zero level set of the static potential, one is not allowed
to replace the constant R∂∞M/(n − 1)(n − 2) with the quantity umin in the above limit.
We conclude by noticing that, as far as static black hole solutions with a warped product
structure are considered in the case of negative cosmological constant, one has that the
spherical topology of the cross section is not the only possible choice. We refer the reader
to Subsection B.1 in the Appendix for a description of model solutions with either flat or
hyperbolic cross sections as well as for some comments on their classification.

As anticipated, the parameter m that appears in the above formulæ is universally interpreted as
the mass of the static solution in the physical literature. In particular, the solutions with positive
mass represent the basic models for static black holes. These solutions are usually listed among
static vacua, since the massive bodies which are responsible for the curvature of the space can be
thought as hidden beyond some connected components of the boundary of the manifolds (horizons
of black hole type). On the other hand, the solutions with zero mass should be regarded as the
true static vacua. Their curvature does not depend on the presence of – possibly hidden – matter
but it is only due to the presence of a cosmological constant. For this reasons they represent the
most basic solutions to (1.1) and correspond to the three fundamental geometric shapes (space
forms).

The aim of the present paper is to propose a possible characterisation of the rotationally sym-
metric static solutions with zero mass in presence of a cosmological constant, namely the de Sitter
and the Anti de Sitter solution. As it will be made precise in the following sections, we are going to
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prove that these are in fact the only possible solutions to system (1.1) which satisfy respectively a
natural bound on the surface gravity, in the Λ > 0 case, and a growth condition inspired by (1.13),
in the Λ < 0 case. For Λ > 0, we will also give, in Subsection 2.2, an interpretation of the above
mentioned result in terms of a Positive Mass Statement (see Theorem 2.3 below).

Remark 1. Analogous characterisations for Λ = 0 have been obtained in [17], where it is proven
that every complete solution to (1.1) with empty boundary must be Ricci flat and with constant u.
It is also interesting to observe that if one further imposes the asymptotic flatness of the solution
in the sense of [1, Definition 1], then it is not hard to prove that the ADM mass of such a solution
must vanish. By the rigidity statement in the Positive Mass Theorem (see [43, 44]), this implies
that (M, g) is isometric to the flat Euclidean space and thus (M, g, u) coincides with the Minkowski
solution.

2. Statement of the main results

2.1. Uniqueness results for the de Sitter solution. For static solutions with positive cosmo-
logical constant, it is physically reasonable to assume, according to the explicit examples listed in
Subsection 1.2 above, that M is compact with non-empty boundary. As usual u will be strictly
positive in the interior of M and such that ∂M = {u = 0}. In order to get rid of the scaling invari-
ance of system (1.1), we adopt the same normalization for the static metric g as in the previous
subsection, so that we are led to study the system

uRic = D2u+ nu g, in M

∆u = −nu, in M

u > 0, in M

u = 0, on ∂M

with M compact , and R ≡ n(n− 1) . (2.1)

Our first result is the following characterization of the de Sitter solution in terms of the surface
gravity of the boundary. To state the result, we recall the notation umax = maxM u introduced in
Subsection 1.2 and for a given Σ ∈ π0(∂M) (i.e., for a given connected component Σ ⊂ ∂M of the
boundary) we let

κ(Σ) =
|Du||Σ

maxM u
∈ R (2.2)

be the surface gravity of the horizon Σ, according to the normalization proposed in Subsection 1.1.

Theorem 2.1. Let (M, g, u) be a solution to problem (2.1). Then

max
Σ∈π0(∂M)

κ(Σ) ≥ 1 .

Moreover, if the equality holds, then, up to a normalization of u, the triple (M, g, u) is isometric
to the de Sitter solution (1.7).

Recalling that the de Sitter solution (1.7) satisfies κ(∂M) = |Du|/umax = |Du| ≡ 1 on ∂M , the
above result implies that the de Sitter triple has the least possible surface gravity among all the
solutions to problem (2.1) with connected boundary. The proof of the above statement is an
elementary argument based on the Maximum Principle and will be presented in Section 4. More
precisely, what we will prove in Theorem 4.2 below is that, if a solution (M, g, u) to (2.1) satisfies
the inequality

|Du|
umax

≤ 1 on ∂M ,

then (M, g, u) is necessarily isometric to the de Sitter solution (1.7). Combining this Maximum
Principle argument together with the Monotonicity Formula of Subsection 5.2, we obtain a relevant
enhancement of Theorem 2.1, whose importance will be clarified in a moment. To introduce this
result, we let MAX(u) be the set where the maximum of u is achieved, namely

MAX(u) = {p ∈M : u(p) = umax} ,
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and we observe that every connected component of M \MAX(u) has non-empty intersection with
∂M . This follows easily from the Weak Minimum Principle and it is proven in the No Island
Lemma 5.1 below. Our main result in the case Λ > 0 reads:

Theorem 2.2. Let (M, g, u) be a solution to problem (2.1), let N be a connected component of
M \MAX(u), and let ∂N = ∂M ∩N be the non-empty and possibly disconnected boundary portion
of ∂M that lies in N . Then

max
Σ∈π0(∂N)

κ(Σ) ≥ 1 .

Moreover, if the equality holds, then, up to a normalization of u, the triple (M, g, u) is isometric
to the de Sitter solution (1.7).

In other words, Theorem 2.2 is a localized version of Theorem 2.1. In fact, what we will actually
prove (see Theorem 5.5 in Section 5) is that if on a single connected component N of M \MAX(u)
it holds

|Du|
umax

≤ 1 on ∂N ,

then the entire solution (M, g, u) must be isometric to the de Sitter solution, in particular the
boundary ∂M and the set MAX(u) are both connected a posteriori.

2.2. Surface gravity and mass. We are now in the position to present an interpretation of both
Theorem 2.1 and Theorem 2.2 in terms of the mass aspect of a static solution (M, g, u). As already
observed, the main conceptual issue lies in the fact that, unlike for asymptotically flat and asymp-
totically hyperbolic manifolds, there is no clear notion of mass, when the cosmological constant is
positive. To overcome this difficulty, we are going to exploit some very basic relationships between
surface gravity and mass in the case of static solutions. In doing this we are motivated by the
exemplification given in Subsection 1.1 for Λ = 0 as well as by the explicit role played by the
mass parameter m in the model solutions (see Subsection 1.2). In particular these latter are used
as reference configuration in the following definition of virtual mass. As it will be clear from the
forthcoming discussion, it is also useful to use them in order to distinguish between the different
characters of boundary components. For this reasons we give the following definitions.

Definition 1. Let (M, g, u) be a solution to problem (2.1). A connected component Σ of ∂M is
called an horizon. An horizon is said to be:

• of cosmological type if: κ(Σ) <
√
n,

• of black hole type if: κ(Σ) >
√
n,

• of cylindrical type if: κ(Σ) =
√
n,

where κ(Σ) is the surface gravity of Σ defined in (2.2). A connected component N of M \MAX(u)
is called:

• an outer region if all of its horizons are of cosmological type, i.e., if

max
Σ∈π0(∂N)

κ(Σ) <
√
n ,

• an inner region if it has at least one horizon of black hole type, i.e., if

max
Σ∈π0(∂N)

κ(Σ) >
√
n ,

• a cylindrical region if there are no black hole horizons and there is at least one cylindrical
horizon, i.e., if

max
Σ∈π0(∂N)

κ(Σ) =
√
n .

We introduce now the concept of virtual mass of a given connected component of M \MAX(u).

Definition 2 (Virtual Mass). Let (M, g, u) be a solution to (2.1) and let N be a connected com-
ponent of M \MAX(u). The virtual mass of N is denoted by µ(N, g, u) and it is defined in the
following way:
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(i) If N is an outer region, then we set

µ(N, g, u) = k−1
+

(
max
∂N

|Du|
umax

)
, (2.3)

where k+ is the outer surface gravity function defined in (1.10).

(ii) If N is an inner region, then we set

µ(N, g, u) = k−1
−

(
max
∂N

|Du|
umax

)
, (2.4)

where k− is the inner surface gravity function defined in (1.11).

In other words, the virtual mass of a connected component N of M \MAX(u) can be thought
as the mass (parameter) that on a model solution would be responsible for (the maximum of)
the surface gravity measured at ∂N . In this sense the rotationally symmetric solutions described
in Subsection 1.2 are playing here the role of reference configurations. As it is easy to check, if
(M, g, u) is either the de Sitter, or the Schwarzschild–de Sitter, or the Nariai solution, then the
virtual mass coincides with the explicit mass parameter m that appears in Subsection 1.2.

It is very important to notice that the well–posedness of the above definition for outer regions
is not a priori guaranteed. In fact, one would have to check that, for any given solution (M, g, u)
to (2.1), the quantity max∂N |Du|/umax lies in the domain of definition of the function k−1

+ , namely
in the real interval [1,

√
n). This is the content of the following Positive Mass Statement, whose

proof is a direct consequence of Theorem 2.2.

Theorem 2.3 (Positive Mass Statement for Static Metrics with Positive Cosmological Constant).
Let (M, g, u) be a solution to problem (2.1). Then, every connected component of M \MAX(u)
has well–defined and thus nonnegative virtual mass. Moreover, as soon as the virtual mass of
some connected component vanishes, the entire solution (M, g, u) is isometric to the de Sitter
solution (1.7), up to a normalization of u.

In order to justify the terminology employed, it is useful to put the above result in correspondence
with the classical statement of the Positive Mass Theorem for asymptotically flat manifolds with
nonnegative scalar curvature. In this perspective it is clear that in our context the connected
components of M \ MAX(u) play the same role as the asymptotically flat ends of the classical
situation. In fact, the virtual mass is well defined and nonnegative on every single connected
component, in perfect analogy with the ADM mass of every single asymptotically flat end. This
correspondence holds true also for the rigidity statements. In fact, as soon as the mass (either
virtual or ADM) annihilates on one single piece, the whole manifold must be isometric to the
model solution with zero mass (either de Sitter or Minkowski).

Another important observation comes from the fact that the above statement should be put in
contrast with the so called Min-Oo conjecture, which asserts that a compact Riemannian manifold
(Mn, g), whose boundary is isometric to Sn−1 and totally geodesic, must be isometric to the
standard round hemisphere (Sn+, gSn), provided Rg ≥ n(n − 1). For long time, this conjecture
has been considered as the natural counterpart of the rigidity statement of the Positive Mass
Theorem in the case of positive cosmological constant. However, it has finally been disproved
in a remarkable paper [15] by Brendle, Marques and Neves (we refer the reader to [15] also for
a comprehensive introduction to the partial affirmative answers to the Min-Oo conjecture). In
contrast with this, our Positive Mass Statement seems to indicate – at least in the case of static
solutions – a different possible approach towards the extension of the classical Positive ADM Mass
Theorem to the context of positive cosmological constant. In this perspective, it would be very
interesting to see if the above statement could be extended to a broader class of metrics of physical
relevance, leading to a more comprehensive definition of mass. The first step in this direction
would be to consider the case of stationary solutions to the Einstein Field Equations with Killing
horizons, so that the concept of surface gravity is well defined (see Appendix A). This will be the
object of further investigations.
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2.3. Area bounds. Further evidences in favour of the virtual mass will be presented in the forth-
coming paper [11], where sharp area bounds will be obtained for horizons of black hole and cos-
mological type, the equality case being characterised by the Schwarzschild–de Sitter solution (1.8).
In order to anticipate these results, we discuss in this subsection a local version of the following
well known integral inequality

0 ≤
ˆ
∂M
|Du|

[
R∂M − (n− 1)(n− 2)

]
dσ ,

which was proved by Chrusciel [19] (see also [29]) generalizing the method introduced by Boucher,
Gibbons and Horowitz in [12].

Theorem 2.4. Let (M, g, u) be a solution to problem (2.1), let N be a connected component of
M \MAX(u), and let ∂N = ∂M ∩N be the non-empty and possibly disconnected boundary portion
of ∂M that lies in N . Suppose also that |Du|2 ≤ C(umax − u) on the whole M , for some constant
C ∈ R. Then it holds

0 ≤
ˆ
∂N
|Du|

[
R∂N − (n− 1)(n− 2)

]
dσ , (2.5)

where R∂N is the scalar curvature of the metric induced by g on ∂N . Moreover, if the equality holds,
then, up to a normalization of u, the triple (M, g, u) is isometric to the de Sitter solution (1.5).

The proof of this result follows closely the one presented in [19, Section 6], see Subsection 4.3
for the details. The technical hypotesis |Du|2 ≤ C(umax − u) is useful in order to simplify the
proof, but it can be removed at the cost of some more work (in fact, in [11] we will prove that this
hypotesis is satisfied by any solution of (2.1)).

In order to emphasize the analogy with the forthcoming results in the case of conformally
compact static solutions with negative cosmological constant (see Corollary 3.3 below), it is useful
to single out the following straightforward consequence of the above theorem.

Corollary 2.5. Let (M, g, u) be a solution to problem (2.1), let N be a connected component of
M \MAX(u), and let ∂N = ∂M ∩N be the non-empty and possibly disconnected boundary portion
of ∂M that lies in N . Suppose also that |Du|2 ≤ C(umax − u) on the whole M , for some constant
C ∈ R. Then, if the inequality

R∂N ≤ (n− 1)(n− 2)

holds on ∂N , where R∂N is the scalar curvature of the metric induced by g on ∂N , then, up to a
normalization of u, the triple (M, g, u) is isometric to the de Sitter solution (1.5).

If we assume that ∂N is connected and orientable, and that n = 3 in Theorem 2.4, then |Du| is
constant on the whole ∂N , and from the Gauss-Bonnet Theorem we have

´
∂N R∂Ndσ = 4πχ(∂N).

Therefore, with these additional hypoteses, the thesis of Theorem 2.4 translates into

|∂N | ≤ 2π χ(∂N) ,

where |∂N | is the hypersurface area of ∂N with respect to the metric g. In particular, χ(∂N) has
to be positive, which implies that ∂N is diffeomorphic to a sphere and χ(∂N) = 2. This proves
the following corollary.

Corollary 2.6. Let (M, g, u) be a 3-dimensional orientable solution to problem (2.1), let N be a
connected component of M \MAX(u), and suppose that ∂N = ∂M ∩N is connected. Suppose also
that |Du|2 ≤ C(umax − u) on the whole M , for some constant C ∈ R. Then ∂N is a sphere and it
holds

|∂N | ≤ 4π . (2.6)

Moreover, if the equality holds then, up to a normalization of u, the triple (M, g, u) is isometric to
the de Sitter solution (1.5).
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This corollary is a local version of the well known Boucher-Gibbons-Horowitz inequality [12, for-
mula (3.1)]. In the forthcoming paper [11], we are going to prove stronger versions of both in-
equality (2.5) and (2.6). In particular, we will show that, if (M, g, u) is a 3-dimensional solution
to problem (2.1), and N is an outer (respectively, inner) region of M \MAX(u) in the sense of
Definition 1, with connected boundary ∂N = ∂M ∩ N and virtual mass m = µ(N, g, u), then it
holds

|∂N | ≤ 4πr2
+(m) , (respectively, |∂N | ≤ 4πr2

−(m) ), (2.7)

where 0 ≤ r−(m) ≤ r+(m) ≤ 1 are the two nonnegative solutions of 1 − x2 − 2m/x = 0. The
first inequality in (2.7) is an area bound for cosmological horizons, whereas the second inequality
in (2.7) can be seen as a Riemannian Penrose-like inequality for black hole horizons. In order
to justify the latter terminology we recall that, in the case Λ = 0, the well–known 3–dimensional
Riemannian Penrose Inequality [30, formula (0.4)] can be written as |Σ| ≤ 4πr2

0(m), where Σ is any
connected component of ∂M , m is the ADM mass and r0(m) = 2m is the Schwarzschild radius.
Starting from inequality (2.7), also a Black Hole Uniqueness Statement will be proven, provided
e.g. the set MAX(u) is a two sided regular hypersurface that divides M into an inner region and
an outer region, whose virtual mass is controlled by the one of the inner region.

3. Analogous results in the case Λ < 0.

In this section we discuss the case Λ < 0. While this is not the main topic of this work, it is
remarkable that the same techniques used in the following sections to prove Theorems 2.1 and 2.2,
can be easily adapted to prove uniqueness results for the Anti de Sitter triple (1.12). Nevertheless,
the reader interested only to the case Λ > 0 can skip this section entirely.

The results that we will prove in this section, namely Theorems 3.1 and 3.2, seem to be in line
with the uniqueness result proved by Case in [17], which states that, in the case Λ = 0, a complete
three dimensional static metric without boundary is covered by the Minkowski triple (1.4) (in
general, for n ≥ 4, the conclusion is that such a metric must be Ricci flat). We observe that,
while in the case Λ = 0 no hypotesis on the behavior at infinity of the solutions was required,
in the case Λ < 0 we cannot expect our uniqueness results to remain true without additional
assumptions. In fact, the Anti de Sitter triple is not the only solution to (3.1). Another one is the
Anti Nariai triple (B.3) described in Appendix B, and we also point out that the existence of an
infinite family of conformally compact solutions has been proven in [3, 4] (see Subsection 3.2 for
some more details). To rule these solutions out and obtain uniqueness statements for the Anti de
Sitter triple, we suggest the following possibility. Recalling the asymptotic behaviour (1.13) that
is expected on the model solution (1.12)

lim
|x|→∞

(
u2 − u2

min − |Du|2
)

= 0 ,

and looking at this formula as to a necessary condition, we are going to show that it also yields
a fairly neat sufficient condition in order to conclude that a complete static triple with Λ < 0 is
isometric to the Anti de Sitter solution. Formally, this translates in the characterisation of the
equality case in formulæ (3.2) and (3.3) below.

3.1. Uniqueness results for the Anti de Sitter solution. In analogy with the properties of the
Anti de Sitter triple (1.12) described in Subsection 1.2, it is natural to restrict our attention to static
solutions (M, g, u) with negative cosmological constant such that the manifold M is non-compact
and with empty boundary. We point out that the latter assumption, which is unavoidable in the
present framework, excludes a priori the family of the Schwarzschild–Anti de Sitter solutions (1.14)
from our treatment. For simplicity, we will also suppose that the number of ends of M is finite.
We recall (see for instance [26, Section 3.1]) that the ends of M are defined as the sequences
U1 ⊃ U2 ⊃ . . . , where, for every i ∈ N, Ui is an unbounded connected component of M \ Ki

and {Ki} is an exhaustion by compact sets of M . It is easy to see that the definition of end
does not really depend on the choice of the exhaustion by compact sets, in the sense that there
is a clear one-to-one correspondence between the ends of M defined with respect to two different
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Figure 2. The ends of the solutions to (3.1) are usually assumed to be diffeomorphic to
a product. However, our analysis does not exclude a priori more peculiar topologies, like
the end represented on the left hand side of the figure.

exhaustions. We emphasize the fact that – in contrast with other characterisations of the Anti de
Sitter solution – we are not making any a priori assumption on the topology of the ends, as it is
explained in Figure 2 and the discussion below. Starting from system (1.1), and rescaling g as in
Subsection 1.2, we are led to study the following problem


uRic = D2u− nu g, in M

∆u = nu, in M

u > 0, in M

u(x)→ +∞ as x→∞

with ∂M = Ø and R ≡ −n(n− 1) . (3.1)

With the notation u(x)→ +∞ as x→∞, we mean that, given an exhaustion of M by compact sets
{Ki}i∈N, we have that for any sequence of points xi ∈M \Ki, i ∈ N, it holds limi→+∞ u(xi) = +∞.
Recalling the notation umin = minM u, we are now able to state our first result in the Λ < 0 case.
The proof follows the same line as the one of Theorem 2.1 in the Λ > 0 case.

Theorem 3.1. Let (M, g, u) be a solution to problem (3.1). Then

lim inf
x→∞

(
u2 − u2

min − |Du|2
)

(x) ≤ 0 . (3.2)

Moreover, if the equality holds then, up to a normalization of u, the triple (M, g, u) is isometric to
the Anti de Sitter solution (1.12).

To avoid ambiguity, we recall that inequality (3.2) means that, taken an exhaustion of M by
compact sets {Ki}i∈N, we have that for any sequence of points xi ∈ M \ Ki, i ∈ N, it holds
lim infi→+∞(u2−u2

min−|Du|2)(xi) ≤ 0. We have already observed in (1.13) that the Anti de Sitter
triple (1.12) is such that u2−u2

min− |Du|2 goes to zero as one approaches the end of the manifold.
Therefore, Theorem 3.1 characterizes the Anti de Sitter triple among the solutions to (3.1) as the
one that maximises the left hand side of (3.2). In fact, what we will actually prove (see Theorem 4.3
below) is that the only solution to (3.1) that satisfies

lim inf
x→∞

(
u2 − u2

min − |Du|2
)

(x) ≥ 0 ,

is the Anti de Sitter triple (1.12).
We are now going to state a local version of Theorem 3.1. To this end, we denote the set of the

minima of u as
MIN(u) = {p ∈M : u(p) = umin} ,
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and we notice that any connected component N of M \MIN(u) must contain at least one of the
ends of M by the No Island Lemma 6.1. In particular, the lim infx→∞ in formula (3.3) below is
completely justified.

Arguing as in the case Λ > 0, we obtain through a Maximum Principle and a suitable Mono-
tonicity Formula the following analogue of Theorem 2.2.

Theorem 3.2. Let (M, g, u) be a solution to problem (3.1), and let N be a connected component
of M \MIN(u). Then

lim inf
x∈N, x→∞

(
u2 − u2

min − |Du|2
)

(x) ≤ 0 . (3.3)

Moreover, if the equality holds then, up to a normalization of u, the triple (M, g, u) is isometric to
the Anti de Sitter solution (1.12).

Theorem 3.2 is a stronger version of Theorem 3.1, in the sense that the asymptotic behavior of the
quantity in (3.3) has to be checked only along the ends of N . In this sense, the relation between
Theorem 3.1 and Theorem 3.2 is the same as the one between Theorem 2.1 and Theorem 2.2. In
the next subsection, we are going to compare Theorem 3.2 with other known characterisations of
the Anti de Sitter solution.

3.2. Comparison with other known characterizations. Classically, the study of static solu-
tions with Λ < 0 has been tackled by requiring some additional information on the asymptotic
behavior of the triple (M, g, u). These assumptions, albeit natural, are usually very strong, in
the sense that they restrict the topology of the ends as well as the asymptotic behavior of the
function u. The main definitions and known results are discussed in details in Subsection B.2 of
the Appendix. Here, we quickly recall them in order to draw the state of the art and put our
results in perspective.

The most widely used assumption is to ask for the triple (M, g, u) to be conformally compact
in the sense of Definition B.1 in Appendix B. This hypotesis forces (M, g) to be isometric to the
interior of a compact manifold M∞ = M ∪ ∂∞M , where ∂∞M is the boundary of M∞ and is
called the conformal infinity of M . It also requires the metric ḡ = u−2g to extend to the conformal
infinity with some regularity. Despite this being a somewhat standard assumption, almost nothing
being known without requiring it, it still imposes some strong topological and analytical a priori
restrictions on a mere solution to (3.1). For instance, if n = 3, we know from [22] (see also
Proposition B.1) that the conformal infinity ∂∞M is necessarily connected, that is, M has a
unique end. Therefore, for 3-dimensional conformally compact triples, Theorems 3.1 and 3.2 are
completely equivalent. Nevertheless, the conformal compactness per se is not strong enough to
characterize the Anti de Sitter solution. In fact, it is proven in [3, Theorem 1.1] that, for any
Riemannian metric γ on S2 with the property that the Lorentzian manifold (R× S2,−dt⊗ dt+ γ)
has positive scalar curvature, there exists a conformally compact 3-dimensional solution (M, g, u)
of (3.1) such that the metric induced by ḡ = u−2g on the conformal infinity coincides with γ. Such
a general result is not available in higher dimensions, however the existence of an infinite family
of solutions to (3.1) for any n ≥ 4 has been proven in [4, Theorem 1.1], showing for instance that
any small perturbation of the standard metric on Sn−1 can be realised as the metric induced on
the conformal infinity of a conformally compact static solution through the usual formula.

This implies that, even in the case of conformally compact solutions, one needs to make some
additional assumptions in order to prove a rigidity statement. To introduce our next result, we
recall that, for conformally compact solutions, the quantity u2−u2

min− |Du|2 extends smoothly to

a function on the whole M∞ = M ∪ ∂∞M and it holds (see formula (B.5) in Appendix B)

u2 − u2
min − |Du|2 =

R∂∞M

(n− 1)(n− 2)
− u2

min on ∂∞M , (3.4)

where R∂∞M is the scalar curvature of the metric induced by ḡ on ∂∞M .
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In order to introduce the next result, we first fix a couple of notations. Given a connected
component N of M \MAX(u), we denote by ∂∞N the conformal infinity of N , that is,

∂∞N = ∂∞M ∩N
M∞

,

where N
M∞

is the closure of N in M∞. From formula (3.4) and Theorem 3.2 we deduce the
following corollary, that represents the precise analogue of Corollary 2.5, proven in the case Λ > 0.

Corollary 3.3. Let (M, g, u) be a conformally compact solution to problem (3.1) and let N be
a connected component of M \ MIN(u). Suppose that the scalar curvature R∂∞N of the metric
induced by ḡ = u−2g on the conformal infinity of N satisfies the following inequality

R∂∞N ≥ (n− 1)(n− 2)u2
min (3.5)

on the whole ∂∞N . Then, up to a normalization of u, the triple (M, g, u) is isometric to the Anti
de Sitter solution (1.12).

Imposing stronger assumptions on the asymptotics of the triple (M, g, u) leads to even cleaner
statements. The fee for this is that the class of solutions where the uniqueness can be proven
is a priori much smaller than the ones considered above. For example, if one requires the triple
(M, g, u) to be asymptotically Anti de Sitter in the sense of Definition B.2, then it is possible
to conclude uniqueness as in Corollary 3.4 below. However, this assumption forces the conformal
infinity of M – endowed with the metric induced on it by g = u−2g – to be connected and isometric
to the standard sphere. In particular the quantity R∂∞N in Corollary 3.3 is equal to (n− 1)(n− 2)
on the whole ∂∞N = ∂∞M .

Corollary 3.4. Let (M, g, u) be an asymptotically Anti de Sitter solution to problem (3.1) such
that M has empty boundary. If umin ≤ 1, then, up to a normalization of u, the triple (M, g, u) is
isometric to the Anti de Sitter solution (1.12).

We remark that a stronger version of Corollary 3.4 is already known. In fact, it has been proved
by Wang in [49] that the same thesis holds for spin manifold without the hypotesis umin ≤ 1.
Later, Qing in [42] has removed the spin assumption (see Theorem B.2 and the discussion below).
It is worth mentioning that the methods employed to obtain these uniqueness results heavily
rely on (some kind of) the Positive Mass Theorem. More precisely, Wang’s result relies on the
Positive Mass Theorem for asymptotically hyperbolic manifolds, proved in [48], whereas Qing’s
result exploit the Positive Mass Theorem for asymptotically flat manifolds, proved by Schoen-
Yau [43, 44].

4. Shen’s Identity and its consequences

In this section we give the proofs of Theorems 2.1 and 3.1, which consist on the analysis via the
Strong Maximum Principle of Shen’s Identity (4.1).

4.1. Computations via Bochner formula. In order to prove our theorems, we need the follow-
ing preparatory result, which is a simple application of the Bochner Formula.

Proposition 4.1 (Shen’s Identity [2, formula (8)], [45, formula (12)]). Let (M, g, u) be a solution
of either system (2.1) or system (3.1). Then it holds

div

[
1

u

(
D|Du|2 − 2

n
∆uDu

)]
=

2

u

[
|D2u|2 − (∆u)2

n

]
≥ 0 . (4.1)

Proof. Since the two cases are very similar, we will do the computations for both solutions of (2.1)
and (3.1) at the same time. We first recall that, from the first and second equation in (2.1)
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and (3.1), we have ∆u = ∓nu, and Ric = D2u ± nug. Using these equalities together with the
Bochner Formula, we compute

∆|Du|2 = 2 |D2u|2 + 2 Ric(Du,Du) + 2〈D∆u |Du〉

= 2 |D2u|2 + 2
[ 1

u
D2u(Du,Du) ± n |Du|2

]
∓ 2n |Du|2

= 2 |D2u|2 +
1

u
〈D|Du|2 |Du〉 . (4.2)

Letting

Y = D|Du|2 − 2

n
∆uDu ,

and using (4.2), we compute

div(Y ) = ∆|Du|2 − 2

n
〈D∆u |Du〉 − 2

n
(∆u)2

= 2
[
|D2u|2 − (∆u)2

n

]
+

1

u
〈D|Du|2 |Du〉 ± 2 |Du|2 .

More generally, for every nonzero C 1 function α = α(u), it holds

1

α
div(αY ) = div(Y ) +

α̇

α
〈Y |Du〉

= 2
[
|D2u|2 − (∆u)2

n

]
+
( α̇
α

+
1

u

)(
〈D|Du|2 |Du〉 ± 2u |Du|2

)
.

where α̇ is the derivative of α with respect to u. The computation above suggests us to choose

α(u) =
1

u
.

so that α̇/α = −1/u, and we obtain

div
( 1

u
Y
)

=
2

u

[
|D2u|2 − (∆u)2

n

]
. (4.3)

The square root in the right hand side of (4.3) coincides with the g-norm of the trace-free part of
D2u, in particular it is always positive, and the thesis follows. �

Proposition 4.1 is already well known, and it has a number of applications. The most significant
one is a proof of the Boucher-Gibbons-Horowitz inequality [12], for which we refer the reader to the
following Subsection 4.3. Another interesting application of formula (4.1) has appeared recently
in [2, Theorem B], where it is used to deduce some relevant topological features of the solutions
to system (2.1).

4.2. Proof of Theorems 2.1 and 3.1. In this subsection, we combine Proposition 4.1 with
the Strong Maximum Principle, in order to recover Theorems 2.1 and 3.1. Despite the two proofs
present some analogies, we prefer to prove each theorem independently. We start with Theorem 2.1,
that we rewrite here in an alternative – but equivalent – form, for the reader’s convenience.

Theorem 4.2. Let (M, g, u) be a solution to problem (2.1), and suppose that

|Du|
umax

≤ 1 on ∂M .

Then, up to a normalization of u, the triple (M, g, u) is isometric to the de Sitter solution (1.7).
In particular, ∂M is connected.

Proof. Combining the equation ∆u = −nu with formula (4.1) in Proposition 4.1, we get

0 ≤ 2
[
|D2u|2 − (∆u)2

n

]
= ∆

(
|Du|2 + u2) − 1

u

〈
Du
∣∣D(|Du|2 + u2

) 〉
. (4.4)
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We claim that
(
|Du|2 + u2) is constant and its value coincides with u2

max. This follows essentially
from the Maximum Principle, however some attention should be payed to the coefficient 1/u, since
it blows up at ∂M . Hence, for the sake of completeness, we prefer to present the details.

As it is pointed out in Subsection 1.1, the function u is analytic, and thus its critical level sets
as well as its critical value are discrete. On the other hand, one has that |Du| > 0 on ∂M , so that
the zero level set of u is regular. Moreover, it is possible to choose a positive number η > 0 such
that each level set {u = ε} is regular (and diffeomorphic to ∂M), provided 0 < ε ≤ η. Setting
Mε = {u ≥ ε}, it is immediate to observe that the coefficient 1/u is now bounded above by 1/ε in
Mε, moreover we have that

max
Mε

(|Du|2 + u2) ≤ max
∂Mε

(|Du|2 + u2) ,

by the Maximum Principle. In particular, for every 0 < ε ≤ η it holds

max
∂Mη

(|Du|2 + u2) ≤ max
∂Mε

(|Du|2 + u2) .

Moreover, it is easily seen that limε→0+ max∂Mε (|Du|2 +u2) = |Du||∂M , so that, using the assump-
tion |Du| ≤ umax on ∂M , one gets

max
∂Mη

(|Du|2 + u2) ≤ u2
max .

On the other hand, it is clear that MAX(u) = {p ∈ M : u(p) = umax} ⊂ Mη and that for
every p ∈ MAX(u) it holds (|Du|2 + u2)(p) = u2

max. The Strong Maximum Principle implies
that |Du|2 + u2 ≡ u2

max on Mη. Since η > 0 can be chosen arbitrarily small, we conclude that
|Du|2 + u2 ≡ u2

max on M .
Plugging the latter identity in formula (4.4), we easily obtain |D2u|2 = (∆u)2/n, from which

it follows D2u = −ug and in turns that Ric = (n − 1)g, where in the last step we have used the
first equation of system (2.1). Now we can conclude by exploiting the results in [39]. To this end,
we double the manifold along the totally geodesic boundary, obtaining a closed compact Einstein
manifold (M̂, ĝ) with Ricĝ = (n − 1)ĝ. On M̂ we define the function û as û = u on one copy of
M and as û = −u on the other copy. Since D2u = 0 on ∂M , after the gluing the function û is
easily seen to be C 2 on M̂ . Moreover, û is an eigenvalue of the laplacian, and more precisely it
holds −∆ĝû = nû. Therefore [39, Theorem 2] applies and we conclude that (M̂, ĝ) is isometric to
a standard sphere. �

We pass now to the proof of Theorem 3.1, that we restate here in an alternative form. Albeit its
strict analogy with the above argument, we will present the proof of Theorem 3.1 in full details,
since this will give us the opportunity to show how the required adjustments are essentially related
to the different topology of the manifold M .

Theorem 4.3. Let (M, g, u) be a solution to problem (3.1), and suppose

lim inf
x→∞

(
u2 − u2

min − |Du|2
)

(x) ≥ 0 .

Then, up to a normalization of u, the triple (M, g, u) is isometric to the Anti de Sitter solu-
tion (1.12). In particular, M has a unique end.

Proof. Recalling ∆u = nu and formula (4.1) in Proposition 4.1, we obtain

0 ≤ 2
[
|D2u|2 − (∆u)2

n

]
= ∆

(
|Du|2 − u2

)
− 1

u

〈
Du
∣∣D(|Du|2 − u2

) 〉
. (4.5)

We want to proceed in the same spirit as in the proof of Theorem 4.2 above. In this case the
boundary is empty and the quantity 1/u is bounded from above by 1/umin on the whole M . On
the other hand, this time the manifold M is complete and noncompact, so we have to pay some
attention to the behavior of our solution along the ends. Let then {Ki}i∈N be an exhaustion by
compact sets of M . Without loss of generality, we can assume that the exhaustion is ordered
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by inclusion, namely Ki ⊂ Kj , whenever i < j. Applying the Weak Maxiimum Principle to the
differential inequality (4.5) one gets(

|Du|2 − u2 + u2
min

)
(x) ≤ max

∂Ki

(
|Du|2 − u2 + u2

min

)
, (4.6)

for every x ∈ Ki and every i ∈ N. On the other hand, the assumption is clearly equivalent to
lim supx→∞(|Du|2 − u2 + u2

min)(x) ≤ 0. This implies that, for any given ε > 0, there exists a large
enough jε ∈ N so that

max
∂Kj

(
|Du|2 − u2 + u2

min

)
≤ ε , for every j ≥ jε . (4.7)

Combining the last two inequalities, we easily conclude that

|Du|2 − u2 + u2
min ≤ 0 ,

on the whole M . In particular, as soon as a compact subset K of M contains MIN(u) = {p ∈M :
u(p) = umin} in its interior, we have that max∂K(|Du|2−u2 +u2

min) ≤ 0. Since on MIN(u) it clearly
holds |Du|2− u2 + u2

min = 0, the Strong Maximum Principle implies that |Du|2− u2 + u2
min ≡ 0 on

K. From the analyticity of u, it follows that |Du|2− u2 + u2
min ≡ 0 on the whole M . Plugging this

information in (4.5), we easily obtain |D2u|2 = (∆u)2/n, from which we deduce D2u = ug and we
can conclude using [42, Lemma 3.3]. �

4.3. Boucher-Gibbons-Horowitz method revisited. In this subsection we illustrate another
consequence of Proposition 4.1, namely, we prove a local version of the well known Boucher-
Gibbons-Horowitz inequality. To do that we are going to retrace the approach used in [19, Sec-
tion 6], which essentially consists in integrating identity (4.1) on M and using the Divergence
Theorem. The main difference is that instead of working on the whole M , we will focus on a single
connected component N of M \MAX(u). This will lead us to the proof of Theorem 2.4, which we
have restated here for the reader’s convenience.

Theorem 4.4. Let (M, g, u) be a solution to problem (2.1), let N be a connected component of
M \MAX(u), and let ∂N = ∂M ∩N be the non-empty and possibly disconnected boundary portion
of ∂M that lies in N . Suppose also that |Du|2 ≤ C(umax − u) on the whole N , for some constant
C ∈ R. Then it holds

0 ≤
ˆ
∂N
|Du|

[
R∂N − (n− 1)(n− 2)

]
dσ ,

where R∂N is the scalar curvature of the restriction of the metric g to ∂N . Moreover, if the equality
holds then, up to a normalization of u, (M, g, u) is isometric to the de Sitter solution (1.5).

Proof. In Subsection 1.1 we have recalled that |Du| 6= 0 on ∂M = {u = 0}, and that the critical
values of u are always discrete. Therefore, from the compactness of M and the properness of u, it
follows that we can choose ε > 0 so that the level sets {u = t} are regular for all 0 ≤ t ≤ ε and for
all umax − ε ≤ t < umax. From Proposition 4.1 we have

div

[
1

u

(
|Du|2 + u2

)]
=

2

u

[
|D2u|2 − (∆u)2

n

]
≥ 0 .

To simplify the computations, we are going to integrate by parts the inequality

div

[
1

u

(
|Du|2 + u2

)]
≥ 0 . (4.8)

Proceeding in this way, we are going to prove the validity of the inequality mentioned in the
statement of the theorem. In order to deduce the rigidity one has to keep into account also the
quadratic term [

|D2u|2 − (∆u)2

n

]
.
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However, since this part of the argument is completly similar to what we have done in the previous
subsection, we omit the details, leaving them to the interested reader. Integrating inequality (4.8)
on the domain {ε < u < umax − ε} ∩N and using the Divergence Theorem, we obtain

ˆ
{u=umax−ε}∩N

〈
D
(
|Du|2+ u2)

u

∣∣∣∣∣ ν
〉

dσ ≥
ˆ
{u=ε}∩N

〈
D
(
|Du|2+ u2)

u

∣∣∣∣∣ ν
〉

dσ , (4.9)

where we have used the short hand notation ν = Du/|Du|, for the unit normal to the set {ε < u <
umax − ε} ∩N . Using the first equation in (2.1), we get〈

D
(
|Du|2+ u2)

u

∣∣∣∣∣ ν
〉

= 2

[
D2u(Du,Du) + u|Du|2

u |Du|

]
= 2

[
Ric(Du,Du) − n |Du|2 + |Du|2

|Du|

]
= 2 |Du| [ Ric(ν, ν) − (n− 1) ] .

In view of this identity, inequality (4.9) becomesˆ
{u=umax−ε}∩N

|Du| [ Ric(ν, ν)− (n− 1) ] dσ ≥
ˆ
{u=ε}∩N

|Du| [Ric(ν, ν)− (n− 1)] dσ . (4.10)

We now claim that the lim inf of the left hand side vanishes when ε→ 0. Since M is compact and
g is smooth, the quantity Ric(ν, ν) − (n − 1) is continuous, thus bounded, on M . Therefore, to
prove the claim, it is sufficient to show that

lim inf
t→umax

ˆ
{u=t}∩N

|Du| dσ = 0 .

If this is not the case, then we can suppose that the lim inf in the above formula is equal to some
positive constant δ > 0. This means that up to choose a small enough α > 0, we could insure thatˆ

{u=t}∩N
|Du| dσ ≥ δ

2
, for umax − α < t < umax .

Combining this fact with the coarea formula, one has that for every 0 < ε < α, it holdsˆ
{umax−α<u<umax−ε}∩N

(
|Du|2

umax − u

)
dµ =

ˆ umax−ε

umax−α

dt

umax − t

ˆ
{u=t}∩N

|Du|dσ ≥

≥ δ

2

ˆ umax−ε

umax−α

dt

umax − t
=

δ

2

ˆ α

ε

dτ

τ
.

Now, in view of the assumption |Du|2 ≤ C(umax− u), the leftmost hand side is bounded above by
C |N |. On the other hand, the rightmost hand side tends to +∞, as ε→ 0. Since we have reached
a contradiction, the claim is proven. Hence, taking the lim infε→0 in (4.10), we arrive atˆ

∂N
|Du| [−Ric(ν, ν) + (n− 1)] dσ ≥ 0 . (4.11)

To conclude, we observe that, on the totally geodesic boundary ∂N of our connected component,
the Gauss equation reads

−Ric(ν, ν) =
R∂N − R

2
=

R∂N − n(n− 1)

2
.

Substituting the latter identity in formula (4.11) we obtain the thesis. �

5. Local lower bound for the surface gravity

In this section we focus on the case Λ > 0, and we are going to present the complete proof of
Theorem 2.2. As discussed in Subsection 2.2, the local nature of this lower bound for the surface
gravity is at the basis of our definition of virtual mass, as explained in Theorem 2.3.
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5.1. Some preliminary results. As usual, we denote by N a connected component of M \
MAX(u). The next lemma shows that the set ∂N = ∂M ∩N is always nonempty, and thus it is
necessarily given by a disjoint union of horizons.

Lemma 5.1 (No Islands Lemma, Λ > 0). Let (M, g, u) be a solution to problem (2.1) and let N
be a connected component of M \MAX(u). Then N ∩ ∂M 6= Ø.

Proof. Let N be a connected component of M \MAX(u) and assume by contradiction that N ∩
∂M = Ø. Since MAX(u) ∩ ∂M = Ø, one has that N \N ⊆ MAX(u), where we have denoted by
N the closure of N in M . On the other hand, the scalar equation in (2.1) implies that ∆u ≤ 0 in
N and thus, by the Weak Minimum Principle , one can deduce that

min
N

u = min
N\N

u ≥ min
MAX(u)

u = umax .

In other words u ≡ umax on N . Since N has non-empty interior, u must be constant on the whole
M , by analyticity. This yields the desired contradiction. �

As an easy application of the Maximum Principle, we obtain the following gradient estimate, which
is the first step in the proof of the main result.

Lemma 5.2. Let (M, g, u) be a solution to problem (2.1), let N be a connected component of
M \MAX(u), and let ∂N = ∂M ∩N be the non-empty and possibly disconnected boundary portion
of ∂M that lies in N . If |Du| ≤ umax on ∂N , then it holds |Du|2 ≤ u2

max − u2 on the whole N .

Proof. The thesis will essentially follow by the Maximum Principle applied to the equation (4.4)
on the whole domain N . However, as in the proof of Theorem 4.3, we have to pay attention to
the coefficient 1/u, which blows up at the boundary ∂N . We also notice that in general the set
N ∩MAX(u) is not necessarily a regular hypersurface. Albeit this does not represent a serious
issue for the applicability of the Maximum Principle, we are going to adopt the same treatment
for both ∂N and N ∩MAX(u), considering subdomains of the form Nε = N ∩{ε ≤ u ≤ umax− ε},
for ε sufficiently small. To be more precise, we first recall from Subsection 1.1 that the function
u is analytic and then the set of its critical values is discrete. Therefore, there exists η > 0 such
that, for every 0 < ε ≤ η the level sets {u = ε} and {u = umax − ε} are regular. Applying the
Maximum Principle to equation (4.4), we get

max
Nε

(|Du|2 + u2) ≤ max
∂Nε

(|Du|2 + u2) .

On the other hand we have that |Du|2 +u2 = u2
max on MAX(u), and |Du|2 +u2 ≤ u2

max on ∂N , by
our assumption. Hence, letting ε→ 0 in the above inequality, we get the desired conclusion. �

5.2. Monotonicity formula. Let (M, g, u) be a solution to problem (2.1), and let N be a con-
nected component of M \MAX(u). Proceeding in analogy with [1, 10], we introduce the function
U : [0, umax)→ R given by

t 7−→ U(t) =
( 1

u2
max − t2

)n
2

ˆ

{u=t}∩N

|Du| dσ . (5.1)

We remark that the function t 7→ U(t) is well defined, since the integrand is globally bounded and
the level sets of u have finite hypersurface area. In fact, since u is analytic (see [20, 51]), the level
sets of u have locally finite H n−1–measure by the results in [32]. Moreover, they are compact and
thus their hypersurface area is finite. To give further insights about the definition of the function
t 7→ U(t), we note that, using the explicit formulæ (1.7), one easily realizes that the quantities

M 3 x 7−→ |Du|√
u2

max − u2
(x) and [0, umax) 3 t 7−→

ˆ

{u=t}

( 1

u2
max − u2

)n−1
2

dσ (5.2)
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are constant on the de Sitter solution. We notice that the function t 7→ U(t) can be rewritten in
terms of the above quantities as

U(t) =

ˆ

{u=t}∩N

(
|Du|√

u2
max − u2

)( 1

u2
max − u2

)n−1
2

dσ ,

hence the function t 7→ U(t) is constant on the de Sitter solution. In the next proposition we are
going to show that, for a general solution, the function U is monotonically nonincreasing, provided
the surface gravity of the connected component of ∂N is bounded above by 1.

Proposition 5.3 (Monotonicity, case Λ > 0). Let (M, g, u) be a solution to problem (2.1), let N
be a connected component of M \MAX(u), and let ∂N = ∂M ∩N be the non-empty and possibly
disconnected boundary portion of ∂M that lies in N . If |Du| ≤ umax on ∂N , then the function
U(t) defined in (5.1) is monotonically nonincreasing.

Proof. Recalling ∆u = −nu, we easily compute

div

[
Du

(u2
max − u2)

n
2

]
=

∆u

(u2
max − u2)

n
2

+ nu
|Du|2

(u2
max − u2)

n
2

+1

= − nu

(u2
max − u2)

n
2

+1

(
u2

max − u2 − |Du|2
)
≤ 0 , (5.3)

where the last inequality follows from Lemma 5.2. Integrating by parts inequality (5.3) in {t1 ≤
u ≤ t2} ∩N for some t1 < t2, and applying the Divergence Theorem, we deduce

ˆ

{u=t1}∩N

〈
Du

(u2
max − u2)

n
2

∣∣∣∣n〉dσ +

ˆ

{u=t2}∩N

〈
Du

(u2
max − u2)

n
2

∣∣∣∣n〉dσ =

−
ˆ

{t1≤u≤t2}∩N

nu

(u2
max − u2)

n
2

+1

(
u2

max − u2 − |Du|2
)
≤ 0 , (5.4)

where n is the outer g-unit normal to the boundary of the set {t1 ≤ u ≤ t2}. In particular, one
has n = −Du/|Du| on {u = t1} and n = Du/|Du| on {u = t2}, thus formula (5.4) rewrites asˆ

{u=t2}∩N

|Du|
(u2

max − u2)
n
2

dσ ≤
ˆ

{u=t1}∩N

|Du|
(u2

max − u2)
n
2

dσ ,

from which it follows U(t2) ≤ U(t1), as wished. �

5.3. Proof of Theorem 2.2. In the previous subsection, we have shown the monotonicity of the
function U . In order to prove Theorem 2.2, we also need an estimate of the behavior of U(t) as t
approaches umax. This is the content of the following proposition.

Proposition 5.4. Let (M, g, u) be a solution to problem (2.1). Let N be a connected component
of M \MAX(u) and let U be the function defined as in (5.1). If H n−1

(
MAX(u) ∩N

)
> 0, then

limt→u−max
U(t) = +∞.

Proof. From the  Lojasiewicz inequality (see [35, Théorème 4] or [33]), we know that for every point
p ∈ MAX(u) there exists a neighborhood p 3 Vp ⊂ M and real numbers cp > 0 and 0 < θp < 1,
such that for each x ∈ Vp it holds

|Du|(x) ≥ cp [umax − u(x)]θp .

Up to possibly restricting the neighborhood Vp, we can suppose umax − u < 1 on Vp, so that for
every x ∈ Vp it holds

|Du|(x) ≥ cp [umax − u(x)] .
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Since MAX(u) is compact, it is covered by a finite number of sets Vp1 , . . . , Vpk . In particular,
setting c = min{cp1 , . . . , cpk}, the set V = Vp1 ∪ · · · ∪ Vpk is a neighborhood of MAX(u) and the
inequality

|Du| ≥ c (umax − u) (5.5)

is fulfilled on the whole V . Now we notice that the function U(t) can be rewritten as follows

U(t) =

(
1

u2
max − t2

)n−2
2
ˆ

{u=t}∩N

|Du|
(umax − u)(umax + u)

dσ .

Thanks to the compactness of M and to the properness of u, it follows that for t sufficiently close
to umax we have {u = t} ∩ N ⊂ V . For these values of t, using inequality (5.5) we obtain the
following estimate

U(t) ≥ c

2umax

(
1

u2
max − t2

)n−2
2

·
∣∣{u = t} ∩N

∣∣ .
Therefore, in order to prove the thesis, it is sufficient to show that if H n−1

(
MAX(u) ∩ N

)
> 0,

then

lim sup
t→u−max

∣∣{u = t} ∩N
∣∣ > 0 . (5.6)

To this end, we recall that, since u is analytic and H n−1
(
MAX(u) ∩N

)
> 0, it follows from [36]

(see also [32, Theorem 6.3.3]) that the set MAX(u) ∩N contains a smooth non-empty, relatively
open hypersurface Σ such that H n−1

(
(MAX(u) ∩N) \ Σ

)
= 0. In particular, given a point p on

Σ, we are allowed to consider an open neighbourhood Ω of p in M , where the signed distance to Σ

r(x) =

{
+ d(x,Σ) if x ∈ Ω ∩N ,

− d(x,Σ) if x ∈ Ω \N .

is a well defined smooth function (see for instance [23, 31], where this result is discussed in full
details in the Euclidean setting, however, as it is observed in [23, Remarks (1) and (2)], the proofs
extend with small modifications to the Riemannian setting). In order to prove (5.6), we are going
to perform a local analysis, in a compact cylindrical neighborhood Cδ ⊂ Ω of p. Let us define such
a neighborhood and set up our framework:

• First consider a smooth embedding F0 of the (n − 1)-dimensional closed unit ball Bn−1

into M

F0 : Bn−1 ↪→ M , (θ1, . . . , θn−1) 7→ F0(θ1, . . . , θn−1)

such that Σ0 = F0(Bn−1) is strictly contained in the interior of Σ ∩ Ω.

• Given a small enough real number δ > 0, use the flow of Dr to extend the map F0 to the
cartesian product [−δ, δ]×Bn−1, obtaining a new map

F : [−δ, δ]×Bn−1 ↪→ M , (ρ, θ1, . . . , θn−1) 7→ F (ρ, θ1, . . . , θn−1)

satisfying the initial value problem

dF

dρ
= Dr ◦ F , F (0, · ) = F0( · ) .

It is not hard to check that the relation r
(
F (ρ, θ1, . . . , θn−1)

)
= ρ must be satisfied, so that

for every ρ ∈ [−δ, δ], the image Σρ = F (ρ,Bn−1) belongs to the level set {r = ρ} of the
signed distance.

• Define the cylindrical neighbourhood Cδ of p simply as F
(
[−δ, δ]×Bn−1

)
. By construction,

the map F is a parametrisation of Cδ. Moreover, still denoting by g the metric pulled-back
from M through the map F , we have that

g = dρ⊗ dρ + gij(ρ, θ
1, . . . , θn−1)dθi ⊗ dθj ,
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Figure 3. A section of the cylinder [−δ, δ] × Bn−1. The arrow shows the action of the

function πt, that sends the points of Lt to their projection on Lumax = {0} ×Bn−1.

where the gij ’s are smooth functions of the coordinates (ρ, θ1, . . . , θn−1) of [−δ, δ]×Bn−1.
In particular, for any fixed 0 < ε < 1, we can suppose that, up to diminishing the value of
δ > 0, the following estimates hold true

(1− ε)2 gij(0, θ) ≤ gij(ρ, θ) ≤ (1 + ε)2 gij(0, θ) , (5.7)

for every θ = (θ1, . . . , θn−1) ∈ Bn−1 and every ρ ∈ [−δ, δ].
• Finally, let uδ = maxΣδ u. It follows from the construction that uδ < umax. For uδ ≤ t ≤
umax, we are going to consider the (pulled-back) level sets of u given by

Lt = F−1
(
{u = t} ∩N

)
⊂ [0, δ]×Bn−1 ,

together with their natural projection on Lumax = {0} ×Bn−1. These are defined by

πt : Lt −→ {0} ×Bn−1 , πt : (ρ, θ) 7−→ (0, θ) .

It is not hard to see that for uδ ≤ t ≤ umax, the projection πt is surjective. This follows
from the fact that for any given θ ∈ Bn−1 the assignment

[0, δ] 3 ρ 7−→ (u ◦ F )(ρ, θ)

is continuous and its range contains the closed interval [uδ, umax].

With the notations introduced above, we claim that for every uδ ≤ t ≤ umax and every connected
open set S ⊂ Lt, we have

diamg(S) ≥ (1− ε) diamg(πt(S)) . (5.8)

Since we have already shown that πt is surjective, it follows from the very definition of the Hausdorff
measure that the claim implies the inequality

H n−1
(
Lt
)
≥ (1− ε)n−1 H n−1

(
Lumax

)
,

which is clearly equivalent to (5.6). To prove (5.8), let us fix t ∈ [uδ, umax] and consider a C 1 curve

γ : I −→ Lt , s 7−→ γ(s) =
(
ρ(s), θ(s)

)
,

where I ⊂ R is an interval. We want to show that the lenght of γ is controlled from below by the
lenght of its projection πt◦γ, which is the curve on Lumax defined by (πt◦γ)(s) = (0, θ(s)) for every
s ∈ I. Recalling the expression of g with respect to the coordinates (ρ, θ) and the estimate (5.7),
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we compute ∣∣∣∣dγds
∣∣∣∣2
g

(s) =

∣∣∣∣dρds
∣∣∣∣2
g

(s) + gij
(
ρ(s), θ(s)

) dθi
ds

(s)
dθj

ds
(s)

≥ (1− ε)2 gij
(
0, θ(s)

) dθi
ds

(s)
dθj

ds
(s)

= (1− ε)2

∣∣∣∣d(πt ◦ γ)

ds

∣∣∣∣2
g

(s) .

In particular, the same inequality holds between the lenghts of γ and its projection πt ◦ γ.
Claim (5.8) follows. �

Combining Propositions 5.3 and 5.4 we easily obtain Theorem 2.2, that we restate here – in an
alternative form – for the ease of reference.

Theorem 5.5. Let (M, g, u) be a solution to problem (2.1), let N be a connected component of
M \MAX(u), and let ∂N = ∂M ∩N be the boundary portion of ∂M that lies in N . Suppose that

|Du|
umax

≤ 1 on ∂N .

Then, up to a normalization of u, the triple (M, g, u) is isometric to the de Sitter solution (1.7).
In particular ∂M and M \MAX(u) are both connected.

Proof. Let us consider the function t 7→ U(t) defined in (5.1). Thanks to the assumption |Du| ≤
umax on ∂N , we have that Proposition 5.3 is in force, and thus t 7→ U(t) is monotonically nonin-
creasing. In particular, we get

lim
t→u−max

U(t) ≤ U(0) =

ˆ

∂N

|Du|dσ ≤ umax |∂N | < ∞ .

In light of Proposition 5.4, this fact tells us that H n−1
(
MAX(u) ∩ N

)
= 0. This means that

MAX(u) ∩N cannot disconnect the domain N from the rest of the manifold M . In other words,
N is the only connected component of M \MAX(u). In particular particular, ∂M ∩N = ∂M and
Theorem 2.1 applies, giving the thesis. �

6. A characterization of the Anti de Sitter spacetime

In this section we focus on the case Λ < 0 and, proceeding in analogy with Section 5, we prove
Theorem 3.2.

6.1. Some preliminary results. Here we prove the analogues of Lemmata 5.1 and 5.2. For a
connected component N of M \ MIN(u), we will denote by N the closure of N in M . Notice
that N is a manifold with boundary ∂N = MIN(u) ∩ N . Since MIN(u) might be singular, the
boundary ∂N is not necessarily smooth in general. Another important feature of N is that it must
be noncompact, as we are going to show in the following lemma.

Lemma 6.1 (No Islands Lemma, Λ < 0). Let (M, g, u) be a solution to problem (3.1) and let N
be a connected component of M \MIN(u). Then N has at least one end.

Proof. Let N be a connected component of M \MIN(u) and assume by contradiction that N has no
ends. In particular, N is compact, and since also MIN(u) is compact, one has that N\N ⊆ MIN(u).
On the other hand, from (3.1) we have ∆u ≥ 0 in N , hence, by the Weak Maximum Principle,
one obtains

max
N

u = max
N\N

u ≤ max
MIN(u)

u = umin .

This implies that u ≡ umin on N . Since N has non-empty interior, u must be constant on the
whole M , by analyticity. This yields the desired contradiction. �
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A similar application of the Maximum Principle leads to the following result, which is the analogue
of Lemma 5.2 in the case Λ < 0.

Lemma 6.2. Let (M, g, u) be a solution to problem (3.1), and let N be a connected component of
M \MIN(u). If

lim inf
x∈N, x→∞

(
u2 − u2

min − |Du|2
)
≥ 0 ,

then it holds |Du|2 ≤ u2 − u2
min on the whole N .

Proof. We recall from Subsection 1.1 that the function u is analytic and its critical level sets are
discrete. It follows that there exists η > 0 such that the level sets {u = umin + ε} and {u = 1/ε}
are regular for any 0 < ε ≤ η. For any 0 < ε ≤ η, let Nε = N ∩ {umin + ε ≤ u ≤ 1/ε}. We have
|Du|2 − u2 = −u2

min on MIN(u) and from the hypotesis

lim sup
x∈N,x→∞

(|Du|2 − u2 + u2
min) ≤ 0 .

In particular, for any δ > 0, there exists ε > 0 small enough so that |Du|2 − u2 + u2
min ≤ δ

on {u = 1/ε}. In fact, if this were not the case, it would exist a sequence {εi}i∈N of positive
real numbers converging to zero such that for every i ∈ N there exists pi ∈ {u = 1/εi} with
(|Du|2 − u2 + u2

min)(pi) > δ, and the superior limit of this sequence would be greater than δ, in
contradiction with the hypothesis. We have thus proved that

lim
ε→0+

max
∂Nε

(|Du|2 − u2 + u2
min) ≤ 0 . (6.1)

On the other hand, we can apply the Maximum Principle to (4.5) inside Nε for an arbitrarily small
ε > 0, and using (6.1) we find

max
N

(|Du|2 − u2) = lim
ε→0+

max
Nε

(|Du|2 − u2) = lim
ε→0+

max
∂Nε

(|Du|2 − u2) ≤ −u2
min .

The thesis follows. �

6.2. Proof of Theorem 3.2. The strategy of the proof of Theorem 3.2 is completely analogue
to the one employed in Section 5 for the proof of Theorem 2.2. For this reason, we will avoid to
give some details, that can be easily recovered by the interested reader. First of all, we introduce
the function U : (umin,+∞)→ R defined as

t 7−→ U(t) =
( 1

t2 − u2
min

)n
2

ˆ

{u=t}∩N

|Du| dσ. (6.2)

Reasoning as in Subsection 5.3, one sees that the function U is well defined and constant on the
Anti de Sitter solution. Furthermore, now we prove that U is always nondecreasing in t.

Proposition 6.3 (Monotonicity, case Λ < 0). Let (M, g, u) be a solution to problem (3.1). Let N
be a connected component of M \MIN(u) and let U be the function defined as in (6.2). If

lim inf
x∈N, x→∞

(
u2 − u2

min − |Du|2
)
≥ 0 ,

then the function U is monotonically nondecreasing.

Proof. Recalling ∆u = nu, we easily compute

div

[
Du

(u2 − u2
min)

n
2

]
=

∆u

(u2 − u2
min)

n
2

− nu |Du|2

(u2 − u2
min)

n
2

+1

=
nu

(u2 − u2
min)

n
2

+1

(
u2 − u2

min − |Du|2
)
≥ 0 , (6.3)
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where the last inequality follows from Lemma 6.2. Integrating by parts inequality (6.3) in {t1 ≤
u ≤ t2} ∩N for some t1 < t2, and applying the Divergence Theorem, we deduce

ˆ

{u=t1}∩N

〈
Du

(u2 − u2
min)

n
2

∣∣∣∣ n〉dσ +

ˆ

{u=t2}∩N

〈
Du

(u2 − u2
min)

n
2

∣∣∣∣n〉dσ =

=

ˆ

{t1≤u≤t2}∩N

nu

(u2 − u2
min)

n
2

+1

(
u2 − u2

min − |Du|2
)
≥ 0 , (6.4)

where n is the outer g-unit normal to the set {t1 ≤ u ≤ t2}. In particular, one has n = −Du/|Du|
on {u = t1} and n = Du/|Du| on {u = t2}. Therefore, formula (6.4) rewrites asˆ

{u=t2}∩N

|Du|
(u2 − u2

min)
n
2

dσ ≥
ˆ

{u=t1}∩N

|Du|
(u2 − u2

min)
n
2

dσ ,

which implies U(t2) ≥ U(t1), as wished. �

Combining Theorem 3.2 with some approximations near the extremal points of the static potential
u, we are able to characterize the set MIN(u) and to estimate the behavior of the U(t)’s as t
approaches umin.

Proposition 6.4. Let (M, g, u) be a solution to problem (3.1). Let N be a connected component
of M \ MIN(u) and let U be the function defined by (6.2). If H n−1

(
MIN(u) ∩ N

)
> 0, then

limt→u+
min

U(t) = +∞.

Proof. The proof is completely analogue to the proof of Propopsition 5.4. From the  Lojasiewicz
inequality one deduces that there is a neighborhood V of MIN(u) such that the inequality

|Du| ≥ c (u− umin) (6.5)

holds on the whole V . The second step is to rewrite U(t) as

U(t) =

(
1

t2 − u2
min

)n−2
2
ˆ

{u=t}∩N

(
|Du|

(u− umin)(u+ umin)

)
dσ .

Thanks to the compactness of M and to the properness of u, for t sufficiently close to umin we
have {u = t}∩N ⊂ V . For these values of t, using inequality (6.5), we have the following estimate

U(t) ≥ c

t+ umin

(
1

t2 − u2
min

)n−2
2

·
∣∣{u = t} ∩N

∣∣ .
Proceeding exactly an in the proof of Proposition 5.4, one can show that

lim
t→u+

min

∣∣{u = t} ∩N
∣∣ > 0 , (6.6)

and this concludes the proof. �

We are now in a position to prove Theorem 3.2, that we restate here, in an alternative – but
equivalent – form, for reference.

Theorem 6.5. Let (M, g, u) be a solution to problem (3.1), and let N be a connected component
of M \MIN(u). Suppose that

lim inf
x∈N, x→∞

(
u2 − u2

min − |Du|2
)

(x) ≥ 0 .

Then, up to a normalization of u, the triple (M, g, u) is isometric to the Anti de Sitter solu-
tion (1.12). In particular, M \MIN(u) is connected and M has a unique end.
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Proof. On N , consider the function U defined as in (6.2) and fix t0 ∈ (umin,∞). From Proposi-
tion 6.3 we know that U is nondecreasing, hence we have

lim
t→u+

min

U(t) ≤ U(t0) =
( 1

t20 − u2
min

)n
2

ˆ

{u=t0}∩N

|Du|dσ < +∞ ,

where in the latter inequality we have used the fact that |Du| is a continuous function and {u = t0}
is compact (because u is proper and u→ +∞ at the infinity of N). Therefore, Proposition 6.4 tells
us that H n−1

(
MIN(u) ∩ N

)
= 0. This means that MIN(u) ∩ N cannot disconnect the manifold

M , which in turn proves that M \MIN(u) is connected. Therefore, we can apply Theorem 3.1 to
deduce the thesis. �

Appendix A. Surface gravity

A.1. Surface gravity of Killing horizons. Let (X, γ) be a (n+ 1)-dimensional vacuum space-
time, which means that X is an (n+1)-dimensional manifold and γ is a Lorentzian metric satisfying

Ricγ −
Rγ

2
γ + Λ γ = 0 , in X .

Suppose that there exists a Killing vector field K on X, that is, a vector field such that LKγ = 0
on the whole X. A Killing horizon Σ ⊂ X is a connected n-dimensional null hypersurface, invariant
under the flow of K, such that

|K|2γ = 0 and K 6= 0 , on Σ .

Notice that K is a null vector on Σ by definition, and it is tangent to Σ because of the invariance
of Σ under the flow of K. Moreover, since |K|2γ is constant on a Killing horizon Σ, the vector field

∇|K|2γ , where ∇ is the covariant derivative with respect to γ, is orthogonal to Σ. In particular

it is also orthogonal to K. Since Σ is a null hypersurface, it follows that ∇|K|2γ is a null vector.
On the other hand, it is well known that two orthogonal null vectors are necessarily proportional
to each other, and thus ∇|K|2γ must be proportional to K. In other words there exists a smooth
function κ ∈ C∞(Σ) such that

2κK|Σ = −(∇|K|2γ)|Σ . (A.1)

Using the basic properties of K and Σ (see for example [6] or [27, Theorem 7.1]), it is possible to
prove that κ is actually constant on Σ. Once a normalization is chosen for the Killing vector field
K in order to overcome the lack of scaling invariance of the above equation, it is usual to refer
to the proportionality constant κ ∈ R as to the surface gravity of the Killing horizon Σ. In the
case of static metrics, the natural normalizations of the Killing vector field have been proposed
in Subsection 1.1, at least in the most relevant situations. Finally, it is useful to recall (see for
instance [47, Section 12.5]) that the number κ can also be computed through the following identity

κ2 = −1

2
(|∇K|2γ)|Σ . (A.2)

In the following subsection, we are going to take advantage of this fact.

A.2. Surface gravity on the horizons of static spacetimes. Here we show that the general
definition of surface gravity given in Subsection A.1 above is coherent with the definition given
in Subsection 1.1 for static spacetimes. We recall that a static triple (M, g, u) is a solution to
problem (1.1) such that u = 0 on ∂M . We have already observed that any such triple gives rise to
a static spacetime

(X, γ) =
(
R× (M \ ∂M),−u2dt⊗ dt+ g

)
obeying the vacuum Einstein field equations. In this case, there is a canonical choice of a Killing
vector field, that is

K =
∂

∂t
.
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The components of the boundary R×∂M can be interpreted as Killing horizons, as they are null
hypersurfaces invariant under the flow of K, and such that |K|2γ = −u2 = 0 on them. It is then
natural to try to compute their surface gravities using the formulæ of Subsection A.1. However,
notice that the metric γ becomes degenerate on the boundary, so, in order to use formula (A.1),
we would need to find new appropriate charts on the points of R × ∂M , with respect to which
γ remains Lorentzian. Although this can be explicitly done in some special cases , in general it
seems quite an hard task. On the other hand, formula (A.2) is far easier to apply. In fact, the
metric γ and the Killing vector being smooth, we can compute |∇K|2γ on X, and then take the
limit as we approach the boundary R× ∂M to compute κ.

To this end, we introduce coordinates (x1, . . . , xn) on an open set of M , so that (x0 :=
t, x1, , . . . , xn) is a set of coordinates on an open set of X. In the following computations, we
will use greek letters for indices that vary between 0 and n, and latin letters for indices that vary
from 1 to n. With these conventions, one has Kα = δα0 , whereas the Christoffel symbols of γ satisfy

Γβ0α =
γβη

2

(
∂0γαη+∂αγ0η−∂ηγ0α

)
=
γβη

2

(
δ0η∂α γ00−δ0α ∂ηγ00

)
=



∂αu

u
if α 6= 0, β = 0 ,

u gβη ∂ηu if α = 0, β 6= 0 ,

0 otherwise .

Now we compute

∇αKβ = ∂αK
β + ΓβαηK

η = Γβ0α ,

hence

|∇K|2γ = γαη γβµ∇αKβ∇ηKµ

= γαη γβµ Γβ0α Γµ0η

=

[
− 1

u2
gjq (u gjr ∂ru) (u gqs ∂su)− u2 gip

∂iu

u

∂pu

u

]
= −2 |Du|2 .

If Σ is a connected component of R× ∂M , taking the limit of formula (A.2) as we approach Σ, we
obtain

κ = |Du||Σ , (A.3)

as expected. Formula (A.3) justifies in some sense the canonical normalizations introduced in
Subsection 1.1, that is, maxM u = 1 for Λ > 0, supM u = 1 for Λ = 0, R∂∞M = −2(n − 2)Λ/n if
Λ < 0. In fact, these normalizations are the ones under which the surface gravity of an horizon Σ,
coincides precisely with |Du||Σ .

Appendix B. Further remarks in the case of negative cosmological constant

Since there is a huge amount of literature about the case Λ < 0, we recall in this section the
main definitions and known results, for the reader convenience.

B.1. Model solutions with nonspherical cross sections. Here we collect, for completeness,
some other interesting model solutions of (1.1), whose cross sections are not spheres.

• Schwarzschild–Anti de Sitter solutions with flat topology and mass m > 0.

M = [r0(m),+∞)× Rn−1 , g =
dr ⊗ dr

r2 − 2mr2−n + r2gRn−1 ,

u =
√
r2 − 2mr2−n . (B.1)
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where r0(m) = (2m)1/n is the positive solution of r2 − 2mr2−n = 0. We observe that the
manifold M is usually quotiented by a group of isometries in order to replace the second
factor Rn−1 with a torus, so that the boundary

∂M = {r = r0(m)} .

becomes compact. The metric g and the function u extend smoothly to the boundary, and
it holds

|Du| = (n− 1)m
1
n on ∂M .

The triple (1.14) is conformally compact in the sense of Definition B.1 below, and the metric
u−2g induces the standard Euclidean metric gRn−1 on the conformal infinity ∂∞M (for the
definition of conformal infinity see Subsection B.2, below Definition B.1). In particular,
the scalar curvature R∂∞M of the metric induced by u−2g on ∂∞M is constant and equal
to 0. In this case, according to the discussion in Subsection 1.1, we have not a standard
way of renormalizing u in order to obtain an unambiguous notion of surface gravity.

Finally, the functions u and |Du| go to ∞ as we approach the conformal infinity, and
more precisely we have the following asymptotic behavior

lim
r→∞

(
u2 − R∂∞M

(n− 1)(n− 2)
− |Du|2

)
= lim

r→∞

(
u2 − |Du|2

)
= 0 .

• Schwarzschild–Anti de Sitter solutions with hyperbolic topology and mass m > −mmax.

M = [r0(m),+∞)×Hn−1 , g =
dr ⊗ dr

−1 + r2 − 2mr2−n + r2gHn−1 ,

u =
√
−1 + r2 − 2mr2−n . (B.2)

where r0(m) is the greatest positive solution of −1 + r2 − 2mr2−n = 0. We remark that,
in order for such an r0(m) to exits, it is sufficient to set m > −mmax, where mmax is
defined as in (1.6). In particular, negative masses are acceptable. As for the previous
model solution, the second factor Hn−1 is usually quotiented in order to replace it with a
compact hyperbolic manifold, so that the boundary

∂M = {r = r0(m)} ,

becomes compact. The triple (B.2) is conformally compact in the sense of Definition B.1
below, and the metric u−2g induces the standard hyperbolic metric gHn−1 on the conformal
infinity ∂∞M (for the definition of conformal infinity see Subsection B.2, below Defini-
tion B.1). In particular, the scalar curvature R∂∞M of the metric induced by u−2g on
∂∞M is constant and equal to −(n − 1)(n − 2) = 2(n − 2)Λ/n, hence, according to the
definition given in Subsection 1.1, the surface gravity of the horizon ∂M can be computed
as

|Du||∂M = r(m)

[
1 +

(n− 2)m

rn(m)

]
.

Finally, the quantities u and |Du| obey the following asymptotic behavior

lim
r→∞

(
u2 − R∂∞M

(n− 1)(n− 2)
− |Du|2

)
= 0 .

• Anti Nariai solution (Complete non-compact Cylinder).

M = (−∞,+∞)×Hn−1 , g =
1

n

[
dr ⊗ dr + (n− 2) gHn−1

]
,

u = cosh(r) . (B.3)

The Anti Nariai solution has empty boundary and the set

MIN(u) = {p ∈M : u(p) = 1} ,
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coincides with the sphere {0} × Hn−1. Moreover, this solution has two ends, where the
function u goes to infinity. Finally, we have

u2 − 1− 1

n
|Du|2 = 0 ,

pointwise on M and, in particular, in contrast with the (Schwarzschild–)Anti de Sitter
solutions, it holds limr→∞(u2 − u2

min − |Du|2) = −∞.

B.2. Standard definitions and known results. In this subsection, we discuss some of the
classical results on static metrics with negative cosmological constant, which we recall are triples
(M, g, u) that satisfy the following problem

uRic = D2u− nu g, in M

∆u = nu, in M

u > 0, in M

u = 0, on ∂M

u(x)→ +∞ as x→∞

with R ≡ −n(n− 1) . (B.4)

This is precisely system (3.1), that we have rewritten here for the sake of reference. However, notice
that this time we are not assuming that ∂M is empty. In fact, most of the following classical results
(with the important exception of Theorem B.2) do not rely on this hypotesis.

The usual way to obtain classification results for solutions (M, g, u) of system (B.4) is to ask
for some suitable asymptotic behavior of the triple. This approach was started in [41], where the
definition of conformal compactness was introduced, and developed by a number of authors, see
for instance [22, 28] and the references therein. Below we will retrace this approach and we will
discuss some of the results that one can obtain from it.

Definition B.1. A triple (M, g, u) that solves problem (B.4) is said to be conformally compact if

(i) The manifold M \ ∂M is diffeomorphic to the interior of a compact manifold M∞ with
boundary ∂M∞ = ∂M ∪ ∂∞M , with ∂∞M ∩M = Ø,

(ii) The metric ḡ = u−2g extends smoothly to the whole M∞ \ ∂M = (M \ ∂M) ∪ ∂∞M .

The manifold ∂∞M is usually called the conformal infinity of the conformally compact triple
(M, g, u). Each connected component of ∂∞M corresponds to an end of the manifold M . A
standard computation (see for instance [25, 37]) shows that, if (M, g, u) is conformally compact,
then the Riemannian tensor of g satisfies

Rijkl = −|d(u−1)|2ḡ
[
gik gjl − gil gjk

]
+O(u−3) ,

as u → ∞. In particular, since the scalar curvature of g is constant and equal to −n(n − 1), it
follows that |d(u−1)|ḡ goes to 1 as we approach the infinity. Therefore, the sectional curvature of g
converge to −1, and the manifold (M, g) is weakly asymptotically hyperbolic in the sense of [48].

As already observed, the conformal infinity ∂∞M may have more than one connected component,
each corresponding to a different end of M . However, the next result shows that, under suitable
hypoteses, the conformal infinity is forced to be connected.

Proposition B.1 ([22, Theorem I.1], [28, Proposition 2]). Let (M, g, u) be a conformally compact
solution to problem (B.4). If

• either n = 3,
• or the metric (u−2g)|∂∞M has nonnegative scalar curvature and ∂M = Ø,

then the conformal infinity ∂∞M is connected.

Remark 2. It may be interesting to compare the second point in Proposition B.1 with Corollary 3.3.
In fact, this latter result tells us that, if one requires that a stronger bound on the scalar curvature
of (u−2g)|∂∞M holds on the ends of a single region N ⊂M \MIN(u), then not only the conformal

infinity is connected, but also the solution is isometric to the Anti de Sitter solution (1.12).
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Another important property of conformally compact triples is that it is possible to expand the
metric g and the potential u in terms of the so called special defining function of the conformal
infinity. We refer to [28] for the details. Here we just remark that, as a consequence of [28,
Lemma 3], one easily computes the following asymptotic behavior of the potential u

lim
u→+∞

[
u2 − R∂∞M

(n− 1)(n− 2)
− |Du|2

]
= 0 , (B.5)

where R∂∞M is the scalar curvature of (∂∞M, ḡ|∂∞M ). This is a good occasion to notice that the

Anti de Sitter triple (1.12) is indeed conformally compact, and its conformal infinity is isometric to
the unit round sphere, so that the right hand side of (B.5) is equal to 1. This observation suggests
to introduce the following definition, which is a stronger version of Definition B.1.

Definition B.2. A triple (M, g, u) that solves problem (B.4) is said to be asymptotically Anti de
Sitter if it is conformally compact, the conformal boundary ∂∞M is diffeomorphic to a sphere Sn−1

and the metric u−2g extends to the standard spherical metric gSn−1 on ∂∞M .

From formula (B.5) we immediately deduce that, if (M, g, u) is asymptotically Anti de Sitter, it
holds

lim
u→+∞

(
u2 − 1− |Du|2

)
= 0 ,

and this refined version of (B.5) has been used to prove Corollary 3.4. Furthermore, asymptotically
Anti de Sitter solutions can be seen to be asymptotically hyperbolic in the sense of [48, Defini-
tion 2.3], and for this class of manifolds a notion of mass has been defined by Wang [48]. Under
the hypotesis of the existence of a spin structure, this mass satisfies a Positive Mass Theorem
(see [48, Theorem 2.5]). More precisely, the mass of a solution (M, g, u) of (B.4), such that (M, g)
is spin and has empty boundary, is nonnegative and it is zero if and only if (M, g) is isometric to
an hyperbolic space form. As a consequence of this rigidity statement, one deduces the following
uniqueness result for the Anti de Sitter triple, which generalizes a classical result in [12].

Theorem B.2 ([49, Theorem 1]). Let (M, g, u) be an asymptotically Anti de Sitter solution to
problem (B.4), and suppose that ∂M = Ø. If M is spin, then (M, g, u) is isometric to the Anti de
Sitter triple (1.12).

This result has been further extended by Qing in [42], who was able to drop the spin assumption.
The idea of [42] is to glue an asymptotically flat end to the conformally compactified manifold, so
that it is possible to use the rigidity statement of the Positive Mass Theorem with corners proved
by Miao [38]. Another extension of Theorem B.2, stated in [28, Theorem 8], allows for a different
topology of the conformal infinity, provided that an opportune spinor field exists on the conformal
boundary.

For completeness, we mention that another version of mass has been given by Zhang [50] in the
three dimensional case. Moreover, we also point out that a more general definition of mass has been
provided by Chrusciel and Herzlich in [21], and as a consequence another proof of Theorem B.2
has been provided (see [21, Theorem 4.3]).

It is important to remark that, when our static triple is not asymptotically Anti de Sitter,
in general the mass introduced by Wang [48] and Chrusciel-Herzlich [21] is not defined. For
this reason, one is led to investigate other possible definitions of mass which allow for less rigid
behaviours at infinity, while preserving some interesting properties.

We cite one of the most important of these alternative masses. Given a 3-dimensional solution
(M, g, u) to problem (B.4) and a closed compact surface Σ in M , the Hawking mass of Σ is defined
as

mH(Σ) =

√
|Σ|
16π

[
1− genus(Σ)− 1

16π

ˆ
Σ

(H2 − 4) dσ

]
,

where H is the mean curvature of Σ. The following result by Chrusciel and Simon compares the
Hawking mass with another definition of mass, which is very much in the spirit of the virtual mass
that we have defined in Subsection 2.2 for the case Λ > 0.
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Theorem B.3 ([22, Theorem I.5]). Let (M, g, u) be a 3-dimensional solution of system (B.4)
with nonempty boundary ∂M . Suppose that (M, g, u) is conformally compact, that the conformal
infinity ∂∞M (which is connected thanks to Proposition B.1) satisfies genus(∂∞M) ≥ 2, and that
the scalar curvature R∂∞M induced by u−2g on ∂∞M is constant and equal to −6. Suppose further
that

0 ≤ κ := max
∂M
|Du| ≤ 1 .

Then there is a unique value µ = µ(M, g, u) ≤ 0 such that the boundary of the Schwarzschild–Anti
de Sitter triple with hyperbolic topology (B.2) and mass µ has surface gravity equal to κ, and it
holds

mH({u = t}) ≤ µ , (B.6)

for all t. Moreover, if the equality mH({u = t}) = µ holds for some t, then, up to a normalization
of u, the triple (M, g, u) is isometric to the Schwarzschild–Anti de Sitter solution with hyperbolic
topology (B.2).

We point out that the parameter µ in the above theorem is the natural analogue of the virtual
mass that we have defined in Subsection 2.2 in the case Λ > 0. In fact, it is obtained in the same
way, that is, by computing the maximal surface gravity of the horizons and then comparing it
with the model solutions, which in this case are the Schwarzschild–Anti de Sitter solutions with
hyperbolic topology. Formula (B.6) shows a connection between this quantity µ and the Hawking
mass. Moreover, as it is discussed below, the parameter µ plays an important role in the proof of
an area bound and a Black Hole Uniqueness Theorem for Schwarzschild–Anti de Sitter solutions
with hyperbolic topology in dimension n = 3. These results are in line with the ones that will be
proven for solutions with Λ > 0 in the forthcoming paper [11]. We stress that the hypotesis µ ≤ 0
(or equivalently κ ≤ 1) in Theorem B.3 above is necessary. In fact, the crucial step of the proof is
the application of the Maximum Principle to the differential inequality [9, formula (V.4)], which
is elliptic only if µ ≤ 0.

Under the same hypoteses of Theorem B.3 and with the same notations, Chrusciel and Simon
also prove that, for any boundary component Σ ⊂ ∂M with maximal surface gravity κ, it holds

|Σ| ≥ genus(Σ)− 1

genus(∂∞M)− 1
4π r2(µ) , (B.7)

where µ is again the parameter corresponding to the mass of the Schwarzschild–Anti de Sitter solu-
tion with hyperbolic topology whose horizon has surface gravity κ, and r(µ) is the largest positive
solution of 1 − x2 + 2µ/x = 0. Building on this, Lee and Neves proved the following Black Hole
Uniqueness Theorem for Schwarzschild–Anti de Sitter solutions with hyperbolic topology (B.2)
and with nonpositive virtual mass.

Theorem B.4 ([34, Theorem 2.1]). In the same hypoteses and notations of Theorem B.3, suppose
that there exists an horizon Σ ⊂ ∂M with maximal surface gravity κ and with

genus(Σ) ≥ genus(∂∞M) .

Then, up to a normalization of u, (M, g, u) is isometric to the Schwarzschild–Anti de Sitter solution
with hyperbolic topology (B.2) and with mass µ, where µ is the mass of the model solution (B.2)
whose horizon has surface gravity κ.

The proof of this theorem is based on the monotonicity of the Hawking mass under inverse mean
curvature flow, in the spirit of the classical work of Huisken-Hilmanen [30] in the asymptotically
flat case. This monotonicity is used to prove a bound from above on |Σ|, which combined with
inequality (B.7), recalling from (B.6) that the Hawking mass is controlled by µ, gives the thesis.

Theorem B.4 provides a first uniqueness result for static black holes with negative cosmological
constant. However, as already noticed, this result only works for solutions with negative mass and
hyperbolic topology. Unfortunately, it seems that no characterization is available in literature for
what should be the most natural model, that is, the Schwarzschild–Anti de Sitter solution with
spherical topology (1.14).
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