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Abstract. Among the Web opportunities, e-Commerce processes have increased in 
relevance requiring the development of complex tools to support all the parties 
involved therein. This paper proposes a neural network hybrid recommender 
system able to provide customers, associated with XML-based personal agents 
within a multi-agent system called MARF, with suggestions about flights 
purchases. MARF agents continuously monitor customers’ interests and 
preferences in their commercial Web activities, by constructing and automatically 
maintaining their profiles. In order to highlight the benefits provided by the 
proposed flight recommender, some experimental results carried out by exploiting 
a MARF prototype are presented. 
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1. Introduction 

E-Commerce (EC), defined as any form of commercial activities conducted over 
Internet [7], plays a pivot role among the Web opportunities and more and more sellers 
and buyers exploit the advantages of a real open-world market by offering and 
purchasing products and services. When an EC transaction occurs between a merchant 
and a customer, it is known as a Business-to-Consumer (B2C) process. It corresponds 
to the traditional retail commerce, that in 2012 is expected to grow up for the US home 
market till 183,9 billion of dollars (www.emarketer.com). 

To support B2C users' activities in a personalized way, new systems, with high levels 
of automation and capability to process complex tasks and large amounts of data, have 
been designed. Customer behavioral profiles are built so as to take into account 
customer's interests and preferences; a direct elicitation approach based on explicit user's 
ratings or implicitly the use of information that customer spreads in his/her B2C activities 
are used to this aim. Software agents2 automate this task to obtain customers' profiles 
appearing closer to their real interests and preferences than other approaches 3
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. 
Recommender systems [20,21,26] can exploit the information stored in such profiles to 
provide users with potentially useful suggestions for their purchases. The most part of 
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2 Software agents can actively interact with the environment and carry out delegated tasks in simple,  
   intelligent and independent manners [25,17,6,16,9,18]. 
3 Note that it is difficult to represent suitably unexpected or spontaneous behaviors such as impulsive  
   purchases and, however, an initial user's profile should be generated to solve the cold start issue. 



recommender systems are (i) Content-based, based on the past interests shown by the 
user, and (ii) Collaborative Filtering, based on the past interests of similar users. Anyway, 
Hybrids systems, combining content-based, collaborative filtering and possibly other 
techniques to generate suggestions, are commonly recognized as the most performing [2]. 

This paper proposes a Multi-Agent Recommender Framework (MARF) to support 
customers, associated with personal agents, in their tourist flight choices with suggestions 
generated by a content-based and neural network collaborative filtering recommender 
system.   

The paper is organized as follows. Section 2 deals with related work, while Section 3 
and 4 respectively present the multi-agent framework and the recommendation algorithm 
exploited therein. In Section 5, an experiment able to test the proposed recommender is 
presented and discussed and, finally, conclusions are drawn in Section 6. 

2. Related Work 

Recommender systems have been designed by using software agents in a large number of 
models and architectures proposed in a very large variety of works. For such a reason, 
approaches examined in this section are those that, to the best of our knowledge, come 
closest to the material presented in this paper. The interested reader might refer to 
[20,21,25,3,26] for a more complete overview. All the systems cited in this Section (i) 
exploit the agent technology, (ii) store information about user's interests and preferences 
in an internal profile and (iii) implement hybrid approaches combining content based and 
collaborative filtering techniques to generate most effective recommendations. 

Recommender systems are widely used within Web sites (e.g., Amazon.com, 
CDNOW.com, MovieLens, etc. [16]) to provide suggestions closed to users' interests. 
Different techniques are adopted, but no one is a priori the best for all users in all 
situations [26]. Recommender agent systems using users' profiles and working in a B2C 
scenario normally adopt hybrid approaches based on content-based and collaborative 
filtering techniques [1,12,22]. Within this scenario, the Handy Broker evolutionary 
ontology-based approach [5] takes into account the whole user's history, stored in a 
profile, on the basis of how many times a product has been selected; it evaluates product 
relevance due to tangible attributes (e.g., price). An evolutionary mechanism performs an 
implicit and rough collaborative filtering stage by integrating similar users’ profiles. In 
[13] agents assist a consumer for products rarely purchased. Domain experts are used to 
compute optimal products matching customers' preferences obtained by a questioner (a 
multi-attribute decision making method based on consumer's needs and products features 
is used in this case). Moreover, in order to share the experiences of other consumers 
social information are used to infer previous consumer suggestions. 

Content-Boosted Collaborative Filtering (CBCF) [15] is both a content-based 
predictor to process user data rated in six classes of relevance by the same user, and a 
collaborative filtering approach based on a neighborhood-based algorithm to produce 
personalized suggestions by weighting ratings of similar users. Multi Agent System 
Handling Adaptivity (MASHA) [19] is a hybrid multi-agent recommender system that 
provides suggestions by considering the device currently exploited as well. MASHA 
generates personalized Web site presentations containing suggestions derived both from 
the profile of the current user and the profiles of the other users that, during the past site 
visits, exploited the same type of device. Note that MASHA can also work without 
utilizing its advanced features. Duine [24] implements a switching method to choose 



among more techniques and able to provide more accurate recommendations. Unlike 
other hybrid recommender systems, Duine is domain-independent. 

Structural properties of the graphs (i.e., nodes and links) can model user's interests 
and preferences. In [10] a two-layer graph model, adaptable to different techniques, is 
implemented to generate content-based, collaborative filtering and hybrid 
recommendations. Users-products information uses nodes, intra and inter layer links that 
model in two layers (i) customers and products and (ii) transactions and similarities. The 
authors exploit this model with three different techniques (i.e., “direct retrieval”, 
“association mining” and “high-degree association retrieval”) to obtain content-based, 
collaborative filtering and hybrid recommendations. 

3. The Agent Framework 

In this section, the Multi-Agent Recommender Framework (MARF) is shortly 
presented. It is conceived to support the personalized suggestions generation for 
customers' tourist flight choices. In MARF each customer C (merchant M) is associated 
with a personal agent c (m) logged in an agency (Ag). All the agents share the same 
vocabulary (V), implemented with a XML-Schema [4], where each trip destination (d), 
represented by a pair (id code, textual description), is defined as an “element” and each 
flight (f) going to d is its “element instance”. Agent communications occur by means of 
messages exchanged when they are: (i) explicitly requested; (ii) the result of a 
monitored action carried out in MARF; (iii) the result of an automatic process. 

 
Figure 1. The customer Agent Profile (c.AP). 

The agent behavior consists of: (i) simple operations carried out to affiliate or delete 
the agent with MARF; (ii) all the actions related to customer’s commercial activities 
and/or required by the platform and automatically carried out by the agent. Each agent 
controls three management areas in its Agent Profile (AP), in terms of insertion, deletion 
and updating. More in detail, the AP customer agent (Fig. 1) consists of:  



• system data area storing: agent platform information, vocabulary V and some 
parameters used in the customer’s interests measures (see below); 

• working data area storing: customer’s age, sex, income range, educational 
degree, leisure preferences, available time for discretionary activities;  

• behavioral data area storing: identifier, last access data and interest measure 
for each destination and flight identifier, last access data, class, fare, carrier 
and flight time length (representing a proxy distance measure) for each 
corresponding destination instance (i.e., flight). 

Differently, the AP of a merchant agent collects: (i) working data information of 
each customer agent that visited in the past the merchant’s Web site, stored in the 
working data section and (ii) all the information related to visits and/or purchases 
performed by the customer over the site, for each destination and its instances, stored in 
the behavioral data area. 

Particularly, the interest in a destination instance, f, is measured by the Flight 
Interest (FI), ranging in (0,1) and computed as: 
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The interest in a destination d is measured by the Destination Interest (DI), 
computed as the average of all the FI values of the destination instances f associated 
with d. In this way, on the customer (i.e. seller) side, DI takes into account the whole 
customer’s history (i.e. customers’ histories). Automatically, each interest value DI (FI) 
decreases if its last access LAD (LAF) is older than the Time Threshold (TT), a system 
parameter expressed in days. Furthermore, DI (FI) is set to 0 when it is less than the 
Pruning Threshold (PT), another system parameter. 

The agency manages (in terms of insertions, deletions and updating) its Agency 
Profile (AgP), where system data and the identifiers of all the MARF agents (Fig. 2) 
are stored. The agency carries out, without human intervention, all the operations 
required to manage the framework as affiliation, deletion, limitation of the potential 
inactive affiliate growth and so on. Moreover, the agency provides agents with a 
broadcasting message and a yellow page services. 

 
Figure 2. The Agency Profile (AgP). 



4. The Recommendation Algorithm 

Recommender systems are powerful tools to promote businesses by providing 
potential buyers with personalized suggestions for their purchases. To this end, a 
hybrid recommender system has been designed; it is able to act both as content-based 
and collaborative filtering to select those instances matching interests and preferences 
of the current customer to those of other similar customers. In the recommendations 
generation the merchant agent interacts with the customer by exploiting representations 
of customers' interests and preferences based on the Web actions they performed on the 
merchants' site. 

The recommendation algorithm is encoded in the function recommendations 
(Fig.3) running on the merchant side. Its input is a customer agent c and its outputs are 
the lists L3 and L4 of destination instances (i.e., flights) for c. The function extract_mD, 
called by recommendations, returns the list L1 containing all the destinations on sale 
over the merchant’s Web site (stored in the merchant AP) ordered in a decreasing 
manner on the basis of their interest values. In order to preserve the customer’s privacy, 
the list L1 is sent to c by calling the function send. As consequence, c provides m with 
the lists L2 and bL by using the function receive. The list L2 includes the max_d (a 
parameter set by c) destinations with the highest c scores, while the list bL (exploited in 
the collaborative filtering task) includes the destinations refused by the customer, 
usually chosen by him/her in the past. When L2 is received, the function 
contentBasedF is called and returns the list L3 enclosing the first max_f (another 
parameter set by c) destination instances compatible with L2 and having the highest 
scores. Note that L2 is a qualitative representation of the customer's interests that also 
considers the customer's activities carried out over other sites. 

 

 
Figure 3. The recommendation algorithm. 

 
The generation of collaborative filtering recommendations is often an expansive 

computational task requiring complex algorithms to analyze large amounts of data and 
complex tuning phases to obtain satisfactory results. As a consequence, the 
collaborative filtering stage often has to be carried out partially or fully off-line. In 
order to simplify such a task, a single neural network4

                                                           
4 A deeper analysis on NNs is out of the aim of this paper, given the considerable and well established 

 (NN) has been used to learn 
relationships among customers’ preferences and flights. To this aim, a back-

   literature on the topic, among the others [8]. 

void recommendations(customerAgent c, ListOfInstances L3, ListOfInstances L4) { 
ListOfElements L1 = extract_mD(m.AP.BD); 
send(L1, c); 
ListOfElements L2, bL = receive(  ); 
ListOfInstances L3 = contentBasedF(L2, m.AP.BD, max_f); 
ListOfInstances L4 = collaborativeFilteringF(L2, bL, m.AP.WD, m.AP.BD, first_f); 
return; } 

 
ListOfElements = elementOfInterest(ListOfElements L1) { 

ListOfElements bL = deselectD(c.AK.BD); 
ListOfElements L5 = extract_cD(c.AK.BD, bL); 
ListOfElements L6 = intersectionD(L1, L5); 
ListOfElements L2 = selectD(L6, max_d); 
return L2, bL; } 
 



propagation NN has been chosen; the data-set has been built by taking into account the 
customers’ preferences and activities of the users that in the past have interacted with 
the merchant Web site, stored in the AP of its m agent. To simplify the learning task, 
only binary inputs have been adopted by structuring data in classes and using an input 
neuron for each class. The training set considers all the customers’ Web site visits or 
purchases; for each of its items (i.e., a site visit or a purchase) it consists of 32 input 
data and 1 output data. More in detail, the input data (neurons) are the following: age 
(4); sex (1); income range (3); educational degree (3); leisure preferences (7); available 
time for discretionary activities (3); class (2); fare (3); carrier (1) and flight time length 
(5). The output of the training set simply is the FI score computed on the merchant side. 
Many NN topologies have been trained off-line with different data sets; the best 
topology has been a three-layer NN with 32 input neurons, 65 neurons in the hidden 
layer and 1 neuron as output layer. The neuron activation function is the hyperbolic 
tangent in the hidden layer and the sigmoid one in the output layer. 

This unique back-propagation NN, trained on customers’ preferences and interests, 
works within the function CollaborativeFilteringF  to generate suitable suggestion for 
all them. This function accepts as inputs the lists L2 and bL supplied by a c, with the 
WD and BD sections of the m profile, the integer first_f (a parameters arbitrarily set by 
c) and returns the list L4. More in detail, the characteristics of the current customer and 
all the product instances offered by the merchant, purified from those having a 
destination included in the black-list bL provided by c (i.e., the refused destinations for 
c), are the inputs of the trained NN. Then the first_f destination instances having the 
highest output value produced by the trained NN are inserted in the list L4.  

On the customer agent side, when the list L1 coming from the merchant agent m is 
received, the function elementOfInterest (Fig.3) is executed. It calls the function 
deselectD to obtain the list bL storing the customer’s refused destinations. Then the 
function extract_cD computes the list L5 storing the destinations of interest for the 
customer but purified from the destinations present in bL. When the function 
intersectionD is called, the intersection of L1 and L5 is computed. The function selectD 
receives as input an integer max_d and the list L6. This latter is ordered in a decreasing 
manner, based on the interest values stored into the agent profile; then its first max_d 
destinations are inserted into the list L2 that is the output of elementOfInterest.   

5. Experiment 

A preliminary experiment is presented in the current section aimed at evaluating the 
capability of the proposed hybrid recommender to generate content-based and 
collaborative filtering suggestions assisting customers in their flight choices.  

To this purpose, the MARF system has been implemented in JADE [11] following 
its agent data structures and the recommendation algorithm descriptions. In particular, 
the parameters max_d, max_f and first_f of the recommendation algorithm have been 
set respectively to 3, 2 and 6 (see Section 4). The experiment has been executed by 
utilizing a family of 10 XML Web sites where each proposed destination instance was 
associated with a Web page, produced from a XML document. Some volunteers 
(different for age, sex, preferences and so on) accepted to test the system. On the basis 
of his/her characteristics and for each Web site, each user had a virtual budget to spent 
in purchases. In order to obtain an initial profile of the customers' interests, agents 
monitored the activities performed by the volunteers over the first 5 Web sites without 



exploiting any recommender help. Based on such profiles, some suggestions have been 
generated to support users for the other 5 sites.  

To evaluate the relevance of the generated suggestions two lists, called A and B,  
have been considered for each user. In these lists the destination instances suggested by 
the merchant agent and the corresponding customer's choices have been collected. The 
associated pairs in the two lists have been compared in order to measure the 
effectiveness of the provided support for the customers’ activities by means of the 
standard performance metrics Precision, Recall and F-measure [23]. More in detail, the 
Precision (2) is defined as the share of the instances actually visited by the user among 
those recommended by the system. The Recall (3) is the share of the instances 
suggested by the system among those chosen by the user. The F-Measure (4) represents 
the harmonic mean of Precision and Recall. Formally, these measures are defined as: 
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As shown in Table 1, the experimental results, in terms of Precision, Recall and F-
measure for the global, content-based and collaborative filtering components, evidence the 
satisfactory quality of the generated suggestions. From their analysis, it can be argued that: 
(i) performances are probably due to the good quality of the customers' profiles; (ii) the 
adoption of a NN as collaborative filtering engine promises future interesting developments. 
Table 1. Performances of the proposed hybrid recommender. 

component Precision Recall F-measure 
global 0.574 0.541 0.557 
content-based 0.495 0.445 0.469 
collaborative filtering 0.403 0.374 0.388 

6. Conclusion 

This paper illustrates a Multi-Agent Recommender Framework, called MARF, fully 
implemented and tested. The recommender adopts a hybrid approach, both content-based 
and collaborative filtering (implemented by exploiting a NN), to produce suggestions 
about flights purchase for supporting customers and merchants in their Web activities. 
MARF agents build, update and exploit customers’ profiles able to provide a 
representations of customers' orientations.  

A preliminary experimental session has been carried out by using a JADE-based 
prototype. The performances exhibited by the recommendation algorithm confirm 
expectations in terms of quality of the generated suggestions. In particular, the 
introduction of a NN to generate collaborative filtering solution produces interesting 
results that should be further verified in the future with a wide experimental campaign. 
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