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Abstract. We present a virtual reality app specifically designed for
reading/listening to short stories and poems. Empirical studies with VR
narrative experiences have proven that the process of embodied sim-
ulation enhanced by the VR medium increases users’ absorption and
engagement. Accordingly, this solution can be effectively used to pro-
mote reading and increase motivation for learning. We discuss the de-
sign choices adopted to facilitate its widespread adoption and maximise
readers’ engagement with stories.
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1 Introduction

Digital technologies have been exploited in different ways in relation to literature:
by literary artists to create new text forms, by digital humanists for curation
and criticism, but no one focused on designing literary texts in virtual reality
(VR) to enhance traditional reading experiences. StoryVR is the first VR app
specifically designed to make literature more appealing by enhancing the level
of immersion/absorption experienced while listening to stories. In recent years a
few solution for reading in VR have been released [1,3, 4], including an official
app by one of the leading distributors of VR headsets, the HTC Vivepaper
[2], which however is not maintained anymore. All these apps transpose the
two-dimensional design of the page into a 3D space replicating the interactive
affordance of paper books, that is requiring the reader to turn pages in order to
continue the story. With Story VR we decided to take advantage of the increasing
popularity of different form of experiencing literature — audiobooks — freeing the
user from gestures related to another media and enabling developers to focus on
the multimodal integration of audio and visual elements in order to enhance the
engagement with the story.

2 Virtual Reality and Electronic literature

Virtual reality is a medium used to create experiences that are perceived as
highly immersive [6]. VR environments have several positive effects when used
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as the context in which to perform ordinary activities, e.g. attention and sense of
presence are increased [5], and emotional arousal is achieved [10, 26]. However,
VR has never been exploited to actively promote reading, an activity that could
certainly benefit from increased immersion, attention and emotional engagement.
Other kinds of digital technology have been used to create new literary formats,
which are known as electronic literature: hypertexts, multimodal novels, inter-
active fiction, GPS location-specific narratives, installations in cave automatic
virtual environments, etc. [14, 22, 11]. However, the majority of this kind of works
is experimental and cannot be easily accessed by readers. On the contrary, we
designed and developed a VR app intended for a widespread standalone VR
Head Mounted Display (HMD) — Oculus Go — and with scalable content, since
librarians and users are able to upload their own texts and audiobooks.

3 Background research

The StoryVR experience has been designed on the basis of previous theoretical
and empirical research on narrative absorption [13], situated reading [16], and
presence in VR [17]. The theoretical assumption at the basis of StoryVR is that
the level of immersion perceived when reading or listening to a story can be
enhanced through environmental propping [16], that is the process for which fea-
tures of the reading environment can foster readers’ transportation into the story
world, and empathy, eliciting a higher aesthetic pleasure. This hypothesis has
been experimentally confirmed, showing that the perceived shift of embodiment
from the actual world to the VR space facilitates a further shift of perceived
embodiment into the story world [24]. The same study also found that VR can
effectively be used to promote reading, since people who read in VR were more
willing to continue reading. A similar research showed that when the VR experi-
ence is designed to let users embody the audience of a historical event, they feel
a stronger sense of presence and are more willing to later seek more information
about the event to which they participated [28]. However, although there is a
widespread enthusiasm about the use of VR in education [29],VR does not seem
to autonomously encourage learning in all fields: application to mathematics and
science learning proved to be controversial [18,19] if not supported by comple-
mentary learning strategies [23]. This process is in line with what predicted by
cognitive theory of multimedia learning [8]. Overall, VR works well as a tool to
enhance motivation and enthusiasm towards a topic, especially with narrative
experiences that enable embodied simulation.

4 Design and implementation

The app is specifically designed for reading/listening to stories, creating distraction-
free moments dedicated to this activity. For this reason, the user experience and
interface have been designed with purpose-driven limitations. It is a seated ex-
perience with movements limited to 3-degrees-of-freedom, no interaction with
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the physical environment is possible, and the user interface (Ul) is intuitive and
requires only a few clicks to start reading/listening to the story.

4.1 User Interface

The Ul is a non-diegetic panel in which users can choose an environment and
a text/audiobook from two menus (Fig. 1). The panel with the two menus can
be accessed by clicking on a 3D object floating in the scene (spatial interface), a
closed old book that opens and reveals the panel. Users can pause the audiobook,
change background scene and activate/deactivate the audio reverb (see below).
By clicking again on the 3D book the panel disappears.

Fig. 1. Home scene with user interface for the selection of story and environment.

4.2 Graphics

A series of environments have been designed and manually modelled in 3D with
the aim of creating an atmosphere that can help to focus on the reading expe-
rience and increase the absorption in the story by matching the environment
with the story’s theme or atmosphere. The home environment is a mysterious
wooden library, in which users are surrounded by books. Here they can select
a story or poem and one of four different environments (Fig. 2), designed to
offer visual and audio stimuli that will be ”peripherally perceived” during read-
ing/listening, thus supporting imagery and transportation into the story world
[16]. The scenes do not represent the story content, therefore we believe they will
not be an impediment for imagination, since users will still be able to picture
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as they want the situation evoked by the story. On the contrary, having a visual
prompt can help people who do not have a high mental imagery ability [20, 12].
A 19" century foggy alley at night is suitable for horror and mystery stories;
a spacecraft, for science fiction; an underwater cave, for adventure and pirates
stories. The fourth environment is a hut by the river, which is more neutral and
has been conceived — based on users’ feedback — as a relaxing place suited for a
variety of stories (Fig. 3). The environments have been created with a low-poly
graphic style, which has been chosen to make the experience pleasant for both
children and adults, while keeping the graphic computing power required to a
minimum, so that the app works smoothly even in low-specifications HMDs like
the Oculus Go, which are more economically affordable for schools.

Fig. 2. Details of the four animated scenes that users can choose as environment while
listening to audiobooks.

4.3 Sounds

Ambient sounds have been carefully selected and mixed to increase immersion.
Every environment has its own specific background sounds and audio reverb
zone that simulates the different spatial reflection of sound in each environment.
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Fig. 3. Relaxing environment with the menu panel and text visible.

Moreover, we considered that when we read engaging narratives there is an
unconscious narrowing of the attentional focus to the story, which consequently
limits our epistemic awareness [27], that is the reduction of sensitivity to external
stimuli. However, in VR the ambient sounds are perceived as part of the mediated
experience and it is difficult for the user to "filter off” the background noise.
Therefore, to simulate the perceptive attentional focus we used a script that
progressively reduces the volume of the ambient sound when the audio of the
story start or the text is displayed. This feature facilitates immersion into the
story world.

4.4 Virtual agent as narrator

We are currently developing a virtual agent [25] that can function as a narrator.
Having an agent that embodies the narrating voice in the VR environment will
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likely increase the sense of presence in the VR environment [15]. The goal is
to reduce users’ mind wandering by helping them keeping the attention on the
story [30, 9]. The virtual agent is programmed to have casual eye-contact with the
user and the movement of the lips is synchronised with the audio of the selected
story. Mouth shapes that create lip-syncing are based on phonemes and various
sets of phonemes are available so that different languages can be simulated.
Facial expressions and gestures are automatically synced to the speech to give
appropriate emphasis to the story and create a more positive effect on users [21].
The implementation of this solution will increase the verisimilitude of the sense
of co-presence of user and virtual agent and the feeling of a positive experience
[7]. Previous research showed that, in a narrative context, embodied simulation
of the audience is more effective than first-person embodiment of the protagonist
for increasing sense of presence, engagement, and motivation to learn [28].

4.5 User tracking

For research purposes, we included in the app analytics tools to track the
users’ choices of scenes and stories. Data collected regard the amount of sto-
ries read/listened, the rate of abandonment, and the session time. This informa-
tion can be used to understand reading preferences but also to investigate more
in depth the relationship between reading and environmental stimuli. Used in
combination with more sophisticated HMDs — e.g. with eye-tracking or EEG
sensors — Story VR can be used for neuropsychological research on reading. The
advantage will be a greater control on environmental variables during exper-
iments compared to laboratory settings, which do not usually offer a relaxed
environment encouraging reading for enjoyment.

5 Conclusion

In the context of a no-profit project promoting reading, the Story VR app is first
being distributed in public libraries together with HMDs, where specific spaces
("VR corners”) are designed to host this new service. Story VR is being used to
attract young people to the library and to collect data about library users’ pref-
erences in matching environments and stories. In order to encourage the lifelong
improvement of reading skills, using tasks that focus only on the development
of reading comprehension is a solution with major shortcomings. In this respect,
helping people to become passionate and motivated readers is of tantamount
importance to sustain their future autonomous reading activities. By leveraging
an attractive technology like virtual reality, whose learning and entertainment
potential based on embodied simulation has been widely proved, the StoryVR
app can be used in educational context to engage students, offering a new point
of access to literary cultural heritage. We are currently doing experiments with
quantitative and qualitative methods in Europe and South Korea, investigating
how the environment influences the reading experience and whether cultural dif-
ferences influence narrative absorption and the acceptance of the hybridisation
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of literature with VR technology. Users who tried the StoryVR app so far re-
ported it to create both an ”intimate” and ”cultural” experience. Overall, the
app proved to have a great potential for the promotion of reading and could be
used for educational purposes as well as for leisure. Future improvements will be
focused on adding sound effects and animations based on the progression of the
story, in order to increase narrative absorption even further.
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