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ABSTRACT Filtering has been one of the main approaches to texture analysis since early on. Traditionally,
the process involved designing the filters essentially by hand based on some prior knowledge (e.g. perceptual
models, optimal mathematical properties, etc.) In this work we propose the use of convolutional networks for
refactoring traditional, hand-designed filters. Our method consists of initialising the first convolutional layer
of the network with some classic banks of filters, training the network on texture images and retrieve the
modified filters. Experimenting with five classes of filters and eight datasets of texture images we show that
the refactored filters can be conveniently used ‘off-the-shelf’ to achieve better performance than obtained
with the original filters, but at the same computational cost.

INDEX TERMS Texture analysis, convolutional neural networks, image filters.

I. INTRODUCTION
Texture description lies at the heart of many computer
vision applications, as for instance content-based image
retrieval [1], [2], materials categorisation [3], [4], medical
image analysis [5], [6], object recognition [7], [8], image
reconstruction [9], remote sensing [10], [11] and surface
inspection [12], [13].

Up until not long ago texture analysis was essentially
‘hand-crafted’: the descriptors were mostly defined by hand
and independently on the data to be analysed. This approach
used to be the leading paradigm for many years and has given
rise to a huge number of descriptors [14]–[17].

In recent years, however, research in computer vision has
been moving towards data-driven models, where the visual
features are no longer designed by hand but learned from
the data [18]. This approach, usually referred to as Deep
Learning [19], has brought dramatic improvements in many
areas, such as object, scene and face recognition [20]–[23].
Nonetheless, it is still unclear whether this approach could
scale well to textures. Basu et al. [24] for instance affirmed
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that texture recognition is an inherently higher-dimensional
problem than object recognition, and therefore more dif-
ficult to treat with deep neural networks. Besides, both
hand-designed descriptors and Deep Learning have strengths
and weaknesses that need to be considered carefully –
specifically:
• Deep Learning can be very accurate and much
more resilient than hand-designed methods to tex-
ture non-stationariness and variations in the imaging
conditions [17], [25], [26]; however, hand-designed
methods seem still preferable when it comes to dis-
criminating very similar textures with low intra-class
variability [17], [27];

• Most hand-designed methods have a fairly intuitive
and/or interpretable structure; by contrast, Deep Learn-
ing is often used as a ‘black box’ and the features gen-
erated are rather difficult to interpret;

• Deep Learning requires very large image datasets
for training (not readily available for textures) and
significant computational resources.

It is therefore crucial to investigate convenient ways to
combine and hybridise hand-designed descriptors with Deep
Learning in order to make the most of both. In this work
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we propose the use of a convolutional network for refac-
toring traditional, hand-designed linear filters. The method
consists of initialising the first convolutional (learnable) layer
of the network with some classic banks of filters, training
the network on texture images while letting it modify the
filters’ weights. Once the training is completed we obtain
the refactored (optimised) filters as a result. We show that
such optimised filters can be conveniently used off-the-shelf
to achieve better performance than obtained with the original
filters but at the same computational cost.

The remainder of the paper is organised as follows. After
reviewing the related literature in Sec. II we recall some
basics concepts of filtering for texture analysis (Sec. III)
and describe the proposed approach in Sec. IV. Then we
detail the experimental set-up in Sec. V and discuss the
results in Sec. VI. We conclude the paper with some
final considerations (Sec. VII) and directions for future
research (Sec. VIII).

II. RELATED RESEARCH
The use of convolutional networks for texture analysis has
been attracting considerable research interest in the last few
years. The two main strategies that have so far emerged are:
1) the ‘off-the-shelf’ use of networks trained for other tasks
(e.g. object and face recognition), and 2) the design and
training of networks specific for textures.

The first approach consists of plugging a pre-trained net
into a standard image processing pipeline. This strategy has
been investigated by Cimpoi et al. [25], who showed that
networks trained for other tasks can be conveniently used
as generic feature extractors for texture analysis, either via
orderless pooling from convolutional layers or by direct use
of the order-sensitive output of the fully connected layers.
The viability of this approach has been confirmed in other
studies [4], [17], [26], [27], though in [17], [27] the authors
suggested that hand-designed features could still be better
than pre-trained CNN at discriminating textures with low
intra- and inter-class variability.

The second strategy involves designing and training
networks specific for textures. In doing this one has to
take into account two elements. The first is that texture
datasets [28], [29] tend to be much smaller than those
available for other recognition tasks (e.g. [30]); the sec-
ond that the sensitivity to overall shape information and
image layout may be inappropriate for textures, where
the objective is capturing the distribution of local patterns
of low complexity [31]. As a consequence, the current
trend is that of adopting simple network configurations
which are essentially convolutional, as for instance proposed
in [31], [32].

The use of convolutional networks as a tool for learning
texture-sensitive filters has received less attention in com-
parison. Marcos et al. [33] is possibly the only relevant
reference in this context, though in that work the authors are
mainly concernedwith learning rotation-invariant filters from
scratch, not the optimisation of classic, hand-designed filters.

III. BACKGROUND: FILTERING FOR TEXTURE ANALYSIS
Texture analysis by filtering usually involves four steps: 1) fil-
ter design, 2) convolution (filtering), 3) feature extraction and
4) classification.

The aim of the first step is to define banks of filters that
have some affinity for textures. This has generated consid-
erable research interest for at least forty years, and many
solutions have been proposed (see [14], [34], [35] for reviews
and comparisons). Herein we considered five classes of filters
as detailed in Sec III-A.

In the second step the input image I is convolved with
each of the filters of the bank. For a bank of n filters W =
{w1, . . . ,wn}wewill get as many transformed imagesTi, i ∈
{1, . . . , n}:

Ti = wi ∗ I, (1)

where ‘∗’ indicates convolution.
The third step consists of extracting meaningful features

from the transformed images. Most often these can be as
simple as the mean and standard deviation [36] (also used
in this work), but more involved ones have been proposed
too [37]. If we extract k such features for each trans-
formed image we will eventually obtain a feature vector f of
dimension n× k:

f = {f11, . . . , f1k , f21, . . . , f2k , . . . , . . . , fn1, . . . , fnk}, (2)

where fij indicates the j-th feature extracted from the i-th
transformed image.

In the fourth step the feature vector is eventually fed to
a standard classifier (e.g. nearest neighbour, Support Vector
Machine, random forest, etc.).

A. HAND-DESIGNED FILTERS
In this section we recall the basics of the linear filters con-
sidered in this study, and refer the reader to the given refer-
ences for further details. All the filters were defined over the
spatial domain using a square window of dimension s × s
(in the experiments we set s = 11px; more about this choice
in Sec. IV-A).

1) DISCRETE COSINE FILTERS
Discrete Cosine Filters (DCF in the remainder) are closely
related to the Discrete Cosine Transform (DCT), whereby a
sequence of data points is expressed in terms of a sum of
cosine functions at different frequencies [38]. For a sequence
of T points the i−th coefficient of the one-dimensional kernel
φi,T can be expressed as follows:

φi,T =

T−1∑
t=1

cos
[
(2t + 1)

π i
2T

]
: 0 ≤ i ≤ T − 1. (3)

The coefficients of the two-dimensional filters are obtained
via outer product of any pair of one-dimensional kernels.
In the experiments we set T = s and i = {1, . . . , 5}, this
way obtaining the bank of 25 filters shown in Fig. 1a.
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FIGURE 1. The original (non-refactored) hand-designed filters.

2) GABOR FILTERS
Gabor filters have long been used in texture analysis mainly
for two reasons: 1) they are a good model for the behaviour
of simple cells in the primary visual cortex [39] and 2) they
achieve optimal joint resolution in the space and frequency
domain [40]. Gabor filters are two-dimensional sinusoidal
functions modulated by a Gaussian envelope. In the exper-
iments we used a bank with three frequencies and four ori-
entations; the maximum wavelenght (minimum frequency)
was set to s, the frequency ratio to half octave, the spread of
the Gaussian window to (s− 1)/5 and the shape ratio to one
(i.e.: circular filters). Real and imaginary part of each filter
were considered separately, giving a total of 3× 4× 2 = 24
filters (Fig. 1d).

3) LAWS’ MASKS
Laws’ masks are separable filters obtained by combining
one-dimensional kernels, of which the most common (also
used here) are the following:

L5 = [1 4 6 4 1 ],

E5 = [−1 − 2 0 2 1],

S5 = [−1 0 2 0 − 1],

W5 = [−1 2 0 − 2 1],

R5 = [1 − 4 6 − 4 1], (4)

where the initial letters respectively indicate ‘Level’, ‘Edge’,
‘Spot’, ‘Wave’ and ‘Ripple’ [14], [41]. From the above we
obtained 25 two-dimensional filters via outer product of all

the possible pairwise combinations of the one-dimensional
kernels – e.g.: L5 ⊗ L5, L5 ⊗ E5, L5 ⊗ S5, etc., where ‘⊗’
indicates outer product (Fig. 1b).

4) ZERNIKE POLYNOMIALS
Zernike polynomials are sets of orthogonal polynomials that
allow the expansion of an arbitrary wavefront in polar coor-
dinates (ρ, θ). The Zernike polynomial Zmr of order r and
azimuthal frequency m over the unit circle (0 ≤ ρ ≤ 1) is
defined as follows [42]:

Zmr = Rmr (ρ) cos (mθ) : m ≥ 0,

Z−mr = Rmr (ρ) sin (mθ) : m < 0, (5)

where:

Rmr (ρ) =

n−m
2∑

l=0

(−1)l(r − l)!ρ(r−2l)

l!
[
1
2 (n+ m)− l

]
!

[
1
2 (r − m)− l

]
!

. (6)

In the experiments we considered the 28 Zernike poly-
nomials that arise from m = {−6, 5, . . . , 5, 6} and r =
{0, . . . , 6}. The digital versions of the filters were obtained
by resampling the polinomials over a digital circle of diameter
11px (Fig. 1e).

5) RANDOM FILTERS
Finally, we also considered a bank of 25 filters with weights
sampled randomly from a univariate normal distribution of
mean 0 and variance 1 (Fig. 1c).
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FIGURE 2. Network’s architecture. Key to acronyms: ‘ReLU’ = Rectifying Linear Unit, ‘CReLU’ = Concatenated Rectifying Linear Unit, ‘Conv’ = Convolution,
‘BN’ = Batch Normalization. Layers with equal structure are the same colour. Boldface numbers indicate learnable layers.

FIGURE 3. The refactored filters.

IV. PROPOSED APPROACH: REFACTORING FILTERS VIA
CONVOLUTIONAL NETWORKS
Our approach consists of using one layer of a convolutional
network for the filter refactoring. This is a four-step proce-
dure in which we start by designing the network first, then
initialise one layer of the network with the hand-designed
filters, train the network and eventually retrieve the optimise
filters. We implemented the procedure using a convolutional
network specifically designed for textures as described below.

A. NETWORK’S ARCHITECTURE AND TRAINING
We used a CNN composed of 13 layers of which nine
learnable (Fig. 2). The network was designed to capture
local, orderless visual features rather than global, order-
sensitive ones (see also Sec. II on this point). There-
fore, the learnable layers are all convolutional and there
are no fully-connected layers. The architecture is also
inspired on the ‘striving for simplicity – all-convolutional
paradigm’ [43].
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The first layers of the network were designed with the
objective of simplifying the refactoring. Since we were
mainly interested in evaluating the texture discrimination
capability of the CNN and the refactored filters, we made the
choice to operate on intensity images and discarded colour.
The input images were therefore converted to grey-scale
before processing. An 11px × 11px convolution is then per-
formed on the imagewith the convolution kernel being initial-
ized with one of the filter banks described in Sec. III-A. The
size of the convolutional mask was the result of a trade-off
between the complexity of the original, non-refactored filters
(which basically depends on the number of frequencies orien-
tations used) and the computational cost. The smaller filters
(e.g. Laws’) were embedded into the mask by padding with
zeros the resulting gap.

The stride σ of this convolutional layer is of particu-
lar importance since it determines how much information
the bank of filters passes on to the rest of the network.
For this parameter we tested an array of four values: σ ∈
{2, 5, 8, 11} (see also Sec. VI on this point). Instead of the
usual ReLU activation function we opted for a Concate-
nated Rectifying Linear Unit (CReLU) as proposed by Shang
et al. [44]. Differently from the more common ReLU, this
activation function preserves both positive and negative phase
information, which is coherent with the filter banks used
here.

The network continues with six blocks composed of a
3px × 3px convolution (with stride 1px or 2px), ReLU
activation and a batch normalization layer, followed by two
1px × 1px convolutional blocks yielding a set of local score
vectors (one score per class). The average score vector is
eventually processed in the softmax layer to produce the
vector of posterior probability estimates. The total number
of learnable parameters is 1435364 (half of them in layer 9).

The network was trained with the Adam optimization
method on the ALOT dataset (250 texture classes, 100 image
samples per class – see Sec. V-C for details). The orig-
inal data were augmented via random crop, rotation (by
multiples of 90 degrees) and/or flip. This way we obtained
75.000 patches, of which 73.000 were used for training and
the remaining ones for validation. The other training param-
eters were: number of iterations = 450.000, batch size = 10,
learning rate = 10−4, number of decay steps = 100.000,
decay rate = 0.9 and L2 regularisation = 10−4.

B. REFACTORED FILTERS
Once the network’s training is completed we can retrieve
the refactored filters and use the ‘off-the-shelf’ for texture
classification. Note that the refactoring process modifies the
original filters substantially, as shown in Fig. 3. As expected,
randomfilters becamemore complex, and some of them seem
to have evolved in a way that allows for sensitivity to common
patterns such as edges. In this case the resulting filters do not
look dissimilar from those learned by other CNNs (see for
instance [45]). In the other cases we observe that some filters

FIGURE 4. Estimated classification accuracy of the original and refactored
filters as a function of C . Values obtained on KTH-TIPS2b (for the other
datasets the behavior was very similar).

modified slightly, whereas others underwent more radical
changes.

One common trend was for some filter to overflow their
original support and spread over the whole 11 × 11 domain.
This was particularly evident for Laws’ masks, which were
originally defined over a 5 × 5 mask and zero-padded to
fill up the 11 × 11 grid. In this case the refactoring pro-
cess seems to have focused on the borders of the 11 × 11
domain. The same happened with Zernike moments, which
were originally defined on a disc and evolved from circular to
square.

For DCF, Zernike and Gabor it appears that the simplest
filters (e.g. edge detectors) underwent a tuning process, while
some of the more complex ones changed more substantially
– though their original shape is not lost altogether. In all the
cases the low-pass filters changed to detect center-surround
differences.
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TABLE 1. Texture datasets: round-up table.

TABLE 2. Average accuracy difference by type of filter: refactored vs.
original filters. Values are in percentage points.

V. EXPERIMENTS
We comparatively evaluated the accuracy of the original fil-
ters (Fig. 1) with that of the refactored ones (Fig. 3) on a set
of supervised image classification experiments. The experi-
mental settings, accuracy estimation procedure and datasets
are detailed in the following subsections.

A. FEATURE EXTRACTION AND CLASSIFICATION
Image features were, for all the filters considered, the mean
and standard deviation of the magnitude of the transformed
images. Classification was based on a linear Support Vector
Classifier (SVC). For each classification task the optimal
value for SVC penalty parameter C was determined via
five-fold cross-validation on the training data of the first
split of each dataset. The grid-search was carried over C ∈
{10−3, 10−2, . . . , 103, 3 × 10−3, 3 × 10−2, . . . , 3 × 103}.
As a result, a different optimal value of C was used for each
combination image descriptor/dataset. The accuracy vs. C
curve showed that performance was very stable around the
optimal value of C , as can be seen in Fig. 4.

TABLE 3. Average accuracy difference by dataset: refactored vs. original
filters. Values are in percentage points.

B. ACCURACY ESTIMATION
Accuracy estimation was based on split-sample validation
with stratified sampling. Half of the samples of each class
(train set) were used for training the classifier, and the remain-
ing half (test set) to estimate the accuracy. This was the frac-
tion of samples of the test set classified correctly. For a stable
estimation the results were averaged over 100 subdivisions
into train and test set.

C. DATASETS
We based the study on the following eight datasets of tex-
ture images: 1) Amsterdam Library of Textures (ALOT),
2) Columbia-Utrecht Reflectance and Texture Database
(CUReT, version maintaned by the Visual Geometry
Group at the University of Oxford, UK), 3) KTH-TIPS,
4) KTH-TIPS2b, 5) New BarkTex, 6) Plant leaves,
7) Salzburg Texture Image Database (STex) and 8) USPTex.
The main features of each dataset – e.g. type of textures,
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TABLE 4. Classification accuracy: original (hand-designed) vs. refactored filters. Boldface figures indicate the best accuracy for each combination
filter/dataset; framed figures the overall best accuracy by dataset. Symbols ‘�’ and ‘♣’ respectively indicate the hand-designed and refactored version of
each filter. All the refactored filters were obtained using σ = 8.

number of classes, number of samples for each class and
sample images are summarised in Tab. 1; further details
are available in the given references. In the experiment we
used the largest dataset (ALOT) for training the network
and refactoring the filters, the remaining ones for testing the
accuracy. All the images were converted to grey-scale before
use.

VI. RESULTS AND DISCUSSION
Table 4 compares the accuracy obtained by the original
hand-designed filters with that achieved by their refactored
versions. As can be seen, the refactored filters clearly out-
performed the original ones, obtaining better accuracy in all
the cases. The average increase by type of filter (Tab. 2)
ranged between 4.9 percentage points (for Zernike moments)
and 8.6 percentage points (for random filters); the average
increase by dataset (Tab. 3) between 2.9 percentage points
(for KTH-TIPS) and 16.8 percentage points (for STex).

Random filters were the ones that most benefited from
refactoring, as on would reasonably expect, but the increase
was also noticeable with the other types – specifically Gabor
filters and Laws’ masks. The gain was particularly consistent
with STex and USPTex. Compared with the others, these two
datasets feature a higher number of classes and less stationary
texture images.

Notably, we found that the accuracy of the non-random
hand-designed filters (either these be refactored or not) was
generally superior to that of the random ones. This is impor-
tant, since it shows that knowledge of filter design from the
‘hand-crafted era’ con be conveniently carried over into the
Deep Learning domain to improve accuracy.

As for the type of filter, Zernike’s polynomials provided the
best overall accuracy in five datasets out of seven, followed
by DCF (two datasets).

For calibration purposes Table 5 also reports the accu-
racy obtained when the whole network was used as a fea-
ture extractor. The features were, in this case, the output
of layer no. 10 averaged over the spatial dimensions and
normalized to have zero mean and unit variance. The perfor-
mance of the network was clearly superior to that of both the

TABLE 5. Best classification accuracy by dataset achieved by the whole
CNN. The results were obtained with σ = 2. See Tab. 4 for key to symbols.

hand-designed and refactored filters, which is again in line
with what one could reasonably expect.

A. COMPARISON WITH OTHER METHODS
Table 6 compares the best accuracy achieved through the
refactored filters with that obtained via other texture descrip-
tors. As can be seen, the relative perfomance of the methods
depends a great deal on the dataset and the method consid-
ered. The accuracy figures reported in [26], for instance, show
that our best refactored filters (Zernike) performed better than
pre-trained CNN models (including AlexNet, ResNet and
VGG) on KTH-TIPS; however, the results available in [17]
indicate a reversed trend for the NewBarkTex, Plant leaves
and CUReT datasets.

A comparison with other recent hand-designed descriptors
reveals that our best accuracy was slightly below than was
achieved by Improved Local Quinary Patterns (ILQP [57])
on the KTH-TIPS dataset, but higher than was obtained
via Hybrid Color Local Binary Patterns (HCLBP [58])
on KTH-TIPS2b. The data available in [59] also indi-
cate that our best refactored filters (DCF in this case)
did better than two high-performance Local Binary Pat-
terns (LBP) variants (respectively Opponent-colour Local
Binary Patterns, OCLBP, and their improved version,
IOCLBP) on NewBarkTex, but worse on CUReT. Finally,
the figures of merit reported in [60] indicate that our
best refactored filters (Zernike) did better than LBP and
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TABLE 6. Comparison with other methods. Boldface figures indicate the best accuracy by row.

ILBP — but worse than IOCLBP — both on the STex and
USPTex datasets.

This benchmark shows that the accuracy obtained with the
refactored filters was, in most cases, well within the range of
values achieved by other state of-the art image descriptors —
particularly the hand-designed ones. This result is particularly
encouraging if we consider that, differently from most other
descriptors, our proposed approach does not incorporate any
information about color.

VII. CONCLUSION
For many years texture analysis by filtering involved design-
ing the filters essentially by hand. The hand-designed
paradigm, as it is called, is now being challenged by
Deep Learning, whereby image features are no longer com-
puted via hand-crafted functions, but learned from the
data.

In this paper we have introduced a novel technique
which combines previous knowledge on filtering from the
‘hand-designed era’ with the appealing potentialities of Deep
Learning. Our method consists of using a convolutional net-
work for refactoring traditional, hand-designed filters. Start-
ing from four classes of filters that have a long history
in texture analysis, we showed how these could be con-
veniently refactored and afterwards used in a off-the-shelf
manner at the same computational cost but with significantly
improved accuracy. The gain in the discrimination accu-
racy measured on eight datasets of texture images ranged
between 2.9 and 16.8 percentage points. The use of the
refactored filters is particularly appealing in those situations
where the use of the whole CNN would be inadequate,
as the analysis of non-square images and/or segmentation
tasks.

VIII. LIMITATIONS AND FUTURE WORK
The main objective of this work was to investigate the
use of a convolutional network for refactoring traditional,

hand-designed linear filters. Our findings are promising and
could be further extended to other classes of filters and/or
network architectures.

There are of course a number of limitations to this study
and questions that should be addressed in future work.
Among them, the effect of the filters’ size on the performance
of the original and the refactored filters was not investi-
gated in this paper. Likewise, the mechanisms underlying the
changes introduced by the network into the filters’ structure
are still to be understood, and the potential links to perceptual
models of the human vision system to be determined. Finally,
the present work is limited to grey-scale textures: extensions
to the colour domain should be explored in future studies.
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