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Genome instability is an hallmark of cancer cells and can be due to 

DNA damage or replication stress. DNA double strand breaks (DSBs) 

are the most dangerous type of damage that cells have to manage. In 

response to DSBs, cells activate an highly conserved mechanism 

known as DNA damage checkpoint (DDC), whose primary effect is to 

halt the cell cycle until the damage is repaired. DDC is activated by the 

apical kinases Tel1/ATM and Mec1/ATR, which phosphorylate and 

activate the effector kinases Rad53/CHK2 and Chk1/CHK1. The 

Homologous Recombination (HR)-mediated repair of a DSB starts with 

the nucleolytic degradation (resection) of the 5’ ends to create long 

ssDNA tails. In Saccharomyces cerevisiae, resection starts with an 

endonucleolytic cleavage catalyzed by the MRX complex together with 

Sae2. More extensive resection relies on two parallel pathways that 

involve the nucleases Exo1 and Dna2, together with the helicase Sgs1. 

Resection must be tightly controlled to avoid excessive ssDNA 

creation. The Ku complex and the checkpoint protein Rad9 negatively 

regulate resection. While Ku inhibits Exo1, Rad9 restrains nucleolytic 

degradation by an unknown mechanism.  

The absence of Sae2 impairs DSB resection and causes prolonged 

MRX binding at DSB that leads to persistent Tel1 and Rad53-

dependent DNA damage checkpoint. SAE2 deleted strains are 

sensitive to DSBs inducing agents, like camptothecin (CPT). This 

sensitivity has been associated to the resection defect of sae2∆ cells, 

but what causes this resection defect and if the enhanced checkpoint 
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signaling contributes to the DNA damage sensitivity of sae2∆ cells is 

unknown.  

For these reasons, we tried to identify other possible mechanisms 

regulating MRX/Sae2 requirement in DSB resection by searching 

extragenic mutations that suppressed the sensitivity to DNA damaging 

agents of sae2Δ cells. We identified three mutant alleles (SGS1-

G1298R, rad53-Y88H and tel1-N2021D) that suppress both the DNA 

damage hypersensitivity and the resection defect of sae2∆ cells.  

We show that Sgs1-G1298R-mediated suppression depends on Dna2 

but not on Exo1. Furthermore, not only Sgs1-G1298R suppresses the 

resection defect of sae2∆ cells but also increases resection efficiency 

even in a wild type context by escaping Rad9-mediated inhibition. In 

fact, Rad9 negatively regulates the binding/persistence of Sgs1 at the 

DSB ends. When inhibition by Rad9 is abolished by the Sgs1-G1298R 

mutant variant, the requirement for MRX/Sae2 in DSBs resection is 

reduced.  

Rad53-Y88H and Tel1-N2021 are loss of function mutant variants that 

suppress sae2∆ cells sensitivity in a Sgs1-Dna2 dependent manner. 

Furthermore, abolishing Rad53 and Tel1 kinase activity results in a 

similar suppression phenotype which does not involve the escape from 

the checkpoint mediated cell cycle arrest. Rather, defective Rad53 or 

Tel1 signaling bypasses Sae2 function in DSBs resection by 

decreasing the amount of Rad9 bound at DSBs. This increases the 

Sgs1-Dna2 activity that, in turn, can compensate for the lack of Sae2. 

We propose that persistent Tel1 and Rad53 checkpoint signaling in 
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sae2∆ cells causes DNA damage hypersensitivity and defective DSB 

resection by increasing the amount of Rad9 that, in turn, inhibits Sgs1-

Dna2.  

Replication stress can induce fork stalling and a controlled resection 

can be a relevant mechanism to allow repair/restart of stalled 

replication forks. We show that loss of the inhibition that Rad9 exerts 

on resection exacerbates the sensitivity to replication stress of Mec1 

defective yeast cells by exposing stalled replication forks to Dna2-

dependent degradation. This Rad9 protective function is independent 

of checkpoint activation and relies mainly on Rad9-Dpb11 interaction. 

We propose that Rad9 not only regulates the action of Sgs1-Dna2 at 

DSBs but also at stalled replication forks, supporting cell viability when 

the S-phase checkpoint is not fully functional.
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1 Genome instability and cancer onset: a 

tight connection 

Cancer is a disease characterized by an abnormal cellular growth. So 

far, more than 100 types of different cancers have been described, 

indicating its huge complexity. The World Health Organization (WHO) 

has estimated that, in 2012, cancer was responsible for 8.8 million 

death worldwide with respect to 14 million new cases, approximately. 

Moreover, WHO predicts that these numbers are destined to augment 

in the next two decades. In addition, it has been estimated that in 2010, 

the economic cost for cancer treatment was around 1.16 trillion dollars 

[1]. From these data, it comes to light that cancer is both an economical 

and medical problem whose resolution is far from being found.  

In the last twenty years, cancer has become a central issue for 

biological, medical and clinical research. In this contest, at biological 

level, great efforts were done to understand and analyze the features 

of cancer cells. In 2000, Hanahan and Weinberg, based on the fact that 

cancer cells have defects in regulatory circuits that govern normal cell 

proliferation and homeostasis, defined that tumor cells share at least 

six common traits that were called “hallmarks of cancer cells” [2]. This 

way to rationalize such a complex disease, creates new chances for a 

combined therapeutic approach that has the objective to interfere with 

one or more of these features. In 2011, the same authors added four 

new characteristics to cancer cells [3] (Figure 1). Among them, 

genomic instability was defined as an enabling characteristic. In fact, 
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while all the hallmarks are acquired during a multi-step transformation 

process, genome instability is the engine of tumor progression. 

 

 

Figure 1 Representation of the hallmarks of cancer and drugs that interfere with 
each of the acquired capability. Adapted from [3] 

 

Genome instability is the result of mutational events at different levels 

from point mutations to chromosome rearrangements. Cancer cells 

show three main levels of genetic instability [4–6]. In the first, there are 

single base-pair mutations, like point mutations, deletions, insertions 

and microsatellite contractions or expansions (MIN); in the second 

level there are alterations in chromosome numbers and in the last, 

other types of genome alterations, like gross chromosomal 

rearrangements (GCRs), copy number variants (CNVs), hyper 

recombination events and loss of heterozygosity (LOH). In most cases, 



Introduction 

15 

 

these alterations arise as the consequence of damaged DNA, left 

unrepaired or repaired in the wrong way. DNA could be damaged by a 

variety of agents, chemicals and/or physicals deriving from both 

cellular or extracellular environment [7]. Different agents are able to 

cause different types of DNA damage that span from alterations of 

single bases to the complete disruption of the entire DNA molecule. 

Eukaryotic cells face DNA damages by activating a complex and 

conserved response named DNA damage response (DDR) [8]. 

Different proteins are involved in the DDR, with some of them 

implicated in the recognition and signaling of the damage, while others 

responsible for the repair [4,5,8].  

The genome of cancer cells is highly unstable and genome instability 

appears early during the tumor transformation process. In fact, 

precancerous lesions from different tissues show activation of the DDR 

[9,10]. Furthermore, loss of function mutations in genes involved in the 

repair of damaged DNA are thought to be responsible for hereditary 

tumors like breast cancer or colon-rectal cancer [4]. In addition, rare 

monogenic syndrome due to mutations in DDR genes, like Bloom 

syndrome, Werner syndrome or Ataxia telangectasia, are 

characterized by an increased incidence of cancer [4,11]. These 

observations are consistent with the “mutator hypothesis”, which states 

that mutations in genes of the DDR (caretaker genes) drive tumor 

development by increasing the spontaneous mutational rate. 

According to this hypothesis, genomic instability seen in precancerous 

lesions could be attributed to mutations in caretaker genes, especially 
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those implicated directly in the repair of damaged DNA. In this context, 

endogenous or exogenous sources of DNA damage, like normal cell 

metabolism products, UV-light, cigarette smoke or an incorrect diet can 

increase the number of DNA damages that cells have to fight [1,7]. If 

repair pathways are not fully functional, the likelihood of incorrect repair 

events increases together with the mutational rate.  

However, high-throughput sequencing studies have failed in identifying 

recurrent mutations in caretaker genes in sporadic cancer. Thus, in 

these types of cancer, the molecular basis of genome instability must 

be different [4]. Indeed, the most frequently mutated genes in sporadic 

tumors are genes that control cell growth positively and/or negatively, 

like RAS and PTEN. This, together with the observation that oncogenic 

activation is able to induce genetic instability [12,13], led to the 

formulation of the “oncogene induced DNA replication stress” model 

[14]. The term DNA replication stress includes all that situations in 

which the DNA replication process is hindered by different causes. 

Several evidences link oncogene activation with replication stress 

[10,14,15]. Anyway, if the mechanisms that lead to genome 

modification in hereditary cancers are logical and well defined, how 

oncogene activation induces DNA replication stress is not so clear. 

One possibility is that oncogenes can alter the activity of the Cyclin-

Dependent Kinase (CDK) complexes which are responsible for the 

control of the cell cycle.  

In this context, oncogene activity can deregulate DNA replication at 

different levels. For example, an high activity of CDK in the G1 phase 
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of the cell cycle can interfere with the origin licensing process, that 

precedes DNA replication. If the origin licensing process is partially 

blocked, the number of available replication origin decreases. In this 

context, a reduced number of replication forks has to cover longer 

distances and this increases the chance of fork stalling. Indeed, stalled 

forks cannot be rescued by incoming forks and this prolonged stall can 

degenerate in fork collapse and/or DNA breaks. 

Replication stress can be induced even by an unscheduled replication 

that occurs when the timing of replication is altered and/or the number 

of active replication origin is increased. For example, MYC 

overexpression leads to an increase in origin firing either directly, by 

associating with DNA, or indirectly, by its transcriptional regulator role. 

This increase in origin firing may exhaust substrates required for 

replication, like deoxyribonucleoside triphosphates (dNTPs) or other 

replicative proteins. This, in turn, causes fork stalling and a reduction 

in replication rate.  

Moreover, the collision between the transcription machinery and the 

replication fork has been listed as cause of oncogene-induced 

replication stress. In fact, these events can induce DNA double strand 

breaks (DSBs). Indeed, altering transcription in human cells with 

repression of cyclin E results in a partially suppression of genome 

instability [6]. This supports the hypothesis of a feedback control of 

transcription and replication that could be altered in cancer cells. 

The understanding of the molecular basis of the maintenance of 

genome integrity is of high importance in term of cancer therapies. In 
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fact, it has been estimated that the threshold of tolerable genome 

instability is around 75% of the genome. That is, a genome 

recombinant for its 75% can be tolerated by a cancer cell [16]. This 

underlines how genome instability could be the Achille’s heel of cancer 

cells. Nowadays, the best approach against cancer remains 

chemotherapy and radiotherapy, that have the objective to increase 

genomic instability in dividing cells. Anyway, side effects are the main 

negative features of these treatments. 

Recently, the concept of synthetic lethality has been exploited to 

increase cancer therapies efficacy [17]. Genetically, a synthetic lethal 

interaction between two genes occurs when the perturbation of either 

gene alone has no phenotypic effect while the alteration of both genes 

simultaneously results in loss of viability. In the context of tumor, the 

synthetic lethality is based on the concept of “oncogene addiction”, by 

which tumors cells rely their viability on a specific pathway. Exploiting 

this route, different genes have been used as target for synthetic lethal 

therapies [18]. One of the best result of these studies are the PARP 

inhibitors that are used to inactivate a specific DNA repair pathway 

(Base Excision Repair, BER) in cells that have altered the homologous 

recombination (HR) repair pathway due to mutations in BRCA1 and/or 

BRCA2 genes [17,18]. Loss-of function mutations in these genes are 

associated with breast and ovarian cancer and PARP inhibitors are 

already used in clinics and 16 new inhibitors are currently under clinical 

trials [19]. Alternatively, synthetic lethal approaches can be used also 

to increase the cytotoxicity of existing therapeutic agents [17]. 
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Considering that genome instability is compatible with cellular life to a 

defined extent, increasing genome instability by targeting DNA repair 

pathways upon genotoxic treatment may be a fertile ground to search 

for new compounds to use in combination with already-used genotoxic 

treatment [19]. 

The difficulty of synthetic lethal approaches lies in the hundreds of 

tumor query genes and thousands of potential synthetic lethal partner 

genes that need to be considered. For this reason, genetic interaction 

studies are conducted firstly on model organisms like the budding 

yeast, Saccharomyces cerevisiae [17]. All recent genes and pathways 

used for synthetic lethal approaches find a comparison in model 

organism, in particular in yeast.  

The use of budding yeast and other model organisms is justified by the 

elevated grade of conservation of important pathways, like the ones 

that maintain genome integrity [20]. For example, using budding yeast, 

Weinert and Hartwell provided evidences that eukaryotic cells possess 

mechanisms to defend their genome that have been confirmed, later, 

also in mammalian cells [21]. With time, the versatility of S. cerevisiae 

has given the opportunity to develop specific genetic systems that 

allow the identification of different crucial and conserved proteins 

implicated in the DDR.  

This experimental work takes advantage of the use of S. cerevisiae to 

provide data about the regulation and the interplay between the 

homologous recombination pathway and the checkpoint response after 

DNA breaks and replication stress. These data help to elucidate the 
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molecular mechanisms that regulate and link the repair process with 

the control of the cell cycle, upon genomic insults. Considering that 

both DNA repair process and the control of the cell cycle are impaired 

during tumorigenesis [4,5,15], our findings, if confirmed in mammalian 

cells, could be of general interest in term of increasing knowledge in 

the DDR and in term of synthetic lethal approaches.  
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2 Cellular response to DNA double strand 

breaks  

DNA is subjected to endogenous and exogenous insults that can 

modify its structure or its composition. It has been estimated that DNA 

is prone to 105 lesions per cell per day [22]. Among these lesions, DNA 

double strand breaks (DSBs), which occur when the phosphate 

backbone of two complementary strands is broken simultaneously, are 

the most dangerous one. In fact, failure in repairing them can lead to 

loss of genetic information, chromosome rearrangements and, as a 

consequence, to genome instability. 

DSB can arise as a consequence of both endogenous and exogenous 

insults [6,23,24]. Different studies have pointed out that the frequency 

of spontaneous DSBs is around 1 per 108 bp, in both yeast and 

mammalian cells [24]. The replication process can induce the formation 

of DSBs per se and, in particular, in presence of replication stress. In 

principle, each situation that causes the block of the replication fork 

could give rise to DSBs following the collapse of the replisome [6]. For 

example, topoisomerase inhibitors, like camptothecin (CPT) or 

etoposide, that are commonly used as chemotherapeutic drugs, can 

irreversibly bind the topoisomerase enzyme on DNA. This causes the 

block of the replication forks and the creation of replication 

intermediates whose resolution can induce DSBs [24]. Furthermore, 

inhibition of the topoisomerase action by CPT can leave nicks inside 

the DNA molecule that can be converted in DSBs by the passage of 
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the replication complex [5]. In addition, other exogenous agents like 

hydroxyurea (HU) or aphidicolin can impair fork progression by 

depleting nucleotide pools or inhibiting DNA polymerase, respectively 

[24]. Indeed, inter-strand crosslink, due to the action of agents like 

mitomycin C and cisplatin, can stall replication fork, increasing the 

likelihood of fork collapse [23]. Even physiological processes, like 

transcription, can be responsible for the creation of DSBs during 

normal DNA replication [6]. In fact, the interference between 

transcription and replication machineries represents a major source of 

endogenous replication stress and collision between the RNA 

polymerase and the DNA polymerase have been demonstrated to 

induce ectopic recombination via DSB intermediates [6]. In addition, 

the presence of R-loops, hybrids between DNA and RNA, can cause 

the block of replication fork [6].  

Outside the replication process, some chemical agents like reactive 

oxygen species (ROS) and other byproducts of cellular metabolism can 

interact with DNA and create DSBs directly, by oxidation of the basis 

of opposite strand, or indirectly, by the activation of other repair 

pathways that can generate DSB intermediates [22,23]. Furthermore, 

the exposition to other exogenous chemicals, like ionizing radiation or 

radiomimetic drugs (i.e. bleomycin and/or phleomycin) can induce DNA 

breaks directly or indirectly by the formation of clustered nicks, oxidized 

bases and abasic sites [23].  

Interestingly, even if DNA DSBs pose a serious threat to genomic 

stability, there are physiologically processes that need the formation of 
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programmed site-specific DNA DSB [24]. This is the case of VDJ 

recombination and class switch in lymphocytes [23,24].  

Moreover, during the meiotic process, self-inducted DSBs made by the 

highly conserved topoisomerase-like protein Spo11, guarantee meiotic 

recombination [24]. Indeed, in budding and fission yeast, the first step 

of mating type switching is dependent on a self-induced DSB [25]. 

DNA DSBs, especially if self-inflicted, must be under an accurate 

control in order to avoid dangerous repair events that can lead to 

ectopic recombination and-or loss of entire tract of DNA. For this 

reason, cells activate a complex and highly conserved cellular 

response named DNA damage response (DDR) [8,26]. In the presence 

of DNA damage or replication stress, the DDR is activated by sensor 

proteins that recognize the lesion and activate a phosphorylation 

cascade named DNA damage or DNA replication checkpoint to halt the 

cell cycle, to promote DNA repair and to activate specific transcriptional 

responses [8]. 
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3 Sensing DNA double strand breaks: the 

DNA damage checkpoint 

The ability to deal with spontaneous or environmentally induced DSBs 

is based on the capability to recognize the presence of an even single 

DSB inside a million bases length genome. Cells have a sophisticated 

surveillance mechanism that is named DNA damage checkpoint (DDC) 

[27] whose activation results in cell-cycle arrest, activation of specific 

transcriptional programs, support and control of the repair processes 

and, if the damage persists, activation of specific cellular responses 

that end with the activation of apoptotic or senescence programs 

[8,27]. In both yeast and mammals, the DDC activation is dependent 

on the activity of specific proteins that can be divided in three main 

classes: sensor, mediators and effectors (Table 1) 

Table 1 Checkpoint factors from yeast to human. Adapted from [28] 
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3.1 The MRX/MRN complex and the Tel1/ATM kinase 

as principal sensors of DNA double strand breaks 

The recognition of damaged DNA is of extreme importance to mount 

the correct cellular response. Sensor proteins have the role to identify 

and signal potentially harmful DSBs by activating mediators protein 

that, in turn, complete the activation of the DDC by recruiting and 

triggering effectors proteins [8,26]. 

One of the first protein complex recruited to a DNA break is the highly 

conserved MRX/MRN complex (Mre11-Rad50-Xrs2, in yeast, MRE11-

RAD50-NBS1, in mammals) (Figure 2) [29]. 

The MRX complex has been firstly identified and purified in yeast and, 

then, found in mammalian cells and other organisms [30–33]. The 

Mre11 subunit shows, in its N-terminal region, five phosphodiesterase 

motifs, that are essential for its nuclease activities (see par. 4.3.1) and 

the Xrs2/NBS1 binding site. In the C-terminal domain, there are two 

DNA binding sites and the interaction region with Rad50 [34]. Mre11 

binds DNA and the crystal structure of Mre11-DNA complex form P. 

furiosus has revealed important molecular details [35]. In a single MRX 

complex molecule, Mre11 exists as an U-shape homodimer. This 

conformation is essential for the DNA binding that is mediated by six 

DNA recognition loops in which 17 residues interact with the backbone 

sugar-phosphate of the minor groove of DNA [33–35]. Mre11 binds 

preferentially some DNA structures like dsDNA with 3’overhangs, 

hairpins and Y shaped DNA structures containing both ssDNA and 
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dsDNA [34]. Recently, it has been proposed that both Rad50 and 

Xrs2/NBS1 assist Mre11 DNA binding [33,34]. 

Rad50 is an ATPase belonging to the ABC ATPase superfamily. 

Indeed, its domains organization is similar to the one of the structural 

maintenance of chromosomes (SMC) family of proteins [36]. N-termini 

and C-termini contain walker A and walker B motifs that can associate 

together through the folding of two central coiled-coil domains [36]. In 

this way, by intra-molecular interactions, walker A and B domains can 

interact each other and constitute the ATPase domain of Rad50 [34]. 

The two coiled-coil domains are separated by a “hinge region” that 

contains a zinc-hook composed by a CXXC motif. Crystal structures of 

P. furiosus, S. cerevisiae and human RAD50 show that one Zn2+ atom 

can be coordinated with the cysteine of two different CXXC motifs. This 

interaction allows the dimerization between two Rad50 molecules in 

the same MRX complex molecule or between two Rad50 belonging to 

different complexes [37]. Mutations in the zinc-hook not only abrogate 

the interaction between Rad50 molecules but also afflict the interaction 

between Mre11 and Rad50 [37]. The dimerization of Rad50 by its hook 

motifs covers a critical role in MRX functionality. In fact, yeast strains 

carrying rad50 allele deleted for the hook motifs show similar 

phenotypes of those deleted for MRE11 or RAD50 [38]. Within a single 

MRX complex molecule, each Mre11 subunit of the homodimer 

interacts with one Rad50 molecule with different alpha helices. The first 

region of interaction lies in the C-terminal domain of Mre11, where an 

<HLH (helix loop helix) motif interacts with the root of the coiled-coil 
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domain of Rad50. The second interaction site is between the capping 

domain of Mre11 and the ATPase head of Rad50. Mutations in this 

interfaces, can-not completely rescue genotoxic sensitivities of MRE11 

deleted yeast strain, indicating that the functionality of the complex 

depends on the correct interaction between Mre11 and Rad50 [39].  

In both yeast and mammals, Xrs2/NBS1 exerts a regulatory function 

for the MRX/MRN complex [34]. It physically interacts with Mre11 and 

is responsible for the correct localization of the complex in the nucleus 

[40,41]. In budding yeast, deletion of XRS2 confers sensitivity to 

genotoxic agents that can be rescued by fusing a nuclear localization 

sequence (NLS) to Mre11 [40]. In addition, Xrs2/NBS1 stimulates the 

activity of both Mre11 and Rad50 by promoting the DNA binding activity 

of the complex and supporting the nuclease activity of Mre11 [42,43]. 

Xrs2 and NBS1 share domains organization [34]. In particular, in the 

N-terminus there are FHA and BRCT domains, implicated in protein-

protein interaction. At the C-terminus, there are the NLS sequence, the 

binding site of Mre11 and the interaction site with Tel1/ATM.  
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Figure 2 Structural organization of the MRX complex.  
The Mre11 nuclease sites are indicated by yellow stars. Purple dots indicate the ATP 
binding site of Rad50. 

 

This is particularly important in term of checkpoint activation. In fact, 

the MRX/MRN complex is required for the complete activation of the 

apical checkpoint kinase Tel1/ATM [44]. 

In yeast, Tel1 is a member of the phosphoinositide 3-kinase-related 

protein kinase (PIKK) family and its mammalian ortholog is called ATM 

(Ataxia Telangectasia Mutated) [45]. The PIKK enzymes are large 

proteins (270-450 kDa) with a characteristic domains organization that 

presents N-terminal HEAT repeats followed by a C-terminal kinase 

domain [46]. The kinase domain is preceded by the FRAP‐ATM‐

TRRAP (FAT) domain, followed by the PIKK‐regulatory domain (PRD) 

and by the FAT‐C‐terminal (FATC) domain. All these domains 

participate together in the regulation of the kinase activity by mediating 
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protein-protein interactions and/or by structural changes [46,47]. Even 

if deletion of TEL1 in yeast cells does not result in any obvious 

sensitivity to genotoxic stress, loss of function mutations in ATM are 

related to a rare recessive disease named Ataxia Telangiectasia (AT). 

Symptoms of the AT are ataxia, impaired body movements and 

telangiectasia. In addition, AT patients show recurrent pulmonary 

infections, high risk of developing tumors, like lymphomas and 

leukemia, and premature aging [48,49]. 

Tel1/ATM is primarily activated by DSBs and the full activation of ATM 

depends on phosphorylation events [26,50,51]. ATM is predominantly 

nuclear and exists as a noncovalent homodimer. A recent structural 

study conducted on S. pombe Tel1 has revealed that, in this 

conformation, HEAT N-terminal repeats fold in an helical solenoid that 

packs against the FAT and kinase domains inhibiting, by steric 

hindrance, the binding of substrates and regulators [52]. Following 

DNA damage, autophosphorylation of ATM on serine 1981 causes the 

monomerization and the activation of the kinase [53]. In addition, this 

autophosphorylation requires the acetylation of ATM on the FATC 

domain by the action of TIP60 [51]. Anyway, some concerns about the 

biological value of this phosphorylation have been raised by studies in 

mouse and in Xenopus eggs extract [53]. 

Even though the signals that activate ATM are not fully understood, 

studies in both yeast and mammals have clarified the mechanism of 

Tel1/ATM recruitment and some aspects of its activation.  



Introduction 

30 

 

A central role in Tel1/ATM activation is played by the MRX/MRN 

complex. One of the strongest evidence comes from the finding that 

hypomorfic mutations in MRE11 gene give rise to a very rare 

syndrome, clinically indistinguishable from AT, called AT-like disorder 

(ATLD). ATLD cells show a reduced level of ATM activation following 

DNA DSBs, indicating a relationship between ATM activation and the 

MRN complex [53]. In the regulation of Tel1/ATM, the MRX/MRN 

complex plays different roles. First, it is responsible for the correct 

recruitment of the kinase at the site of damage. This happens through 

the interaction between Tel1 and the C-terminal region of Xrs2/Nbs1 

[44,54]. In fact, yeast xrs2-11 mutants, lacking Xrs2 C-terminus, show 

impaired Tel1 recruitment to DSB [44]. In addition, as ATM exists as 

an inactive dimer, it has been proposed that the MRN complex 

stimulates the shift between inactive dimers to active monomers [54]. 

In this context, the MRN complex is important to tether DNA ends 

together and to increase local concentration of DNA. This increase in 

DNA concentration plays an important role for ATM activation. 

Furthermore, NBS1 recruits ATM and may act as a specific cofactor for 

its activation [55]. In this context, it has been demonstrated that the 

FHA domain of Xrs2 is able to activate Tel1, independently of its C-

terminal domain [56]. Studies in yeast have demonstrated that the 

MRX binding to specific DNA structures formed after genotoxic 

treatments, like DNA-protein adducts that arise following CPT action, 

has a stimulatory effect on Tel1 [50]. In addition, in vitro studies showed 

that, in the presence of the MRN complex, ATM can be activated by 
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long DNA tracts [53]. The role of MRN in this activation is not well 

understood but additional interactions between RAD50 and ATM could 

be in part responsible for ATM stimulation [53]. In both yeast and 

mammals there are evidences that the stimulation of Tel1/ATM activity 

is independent of the nuclease activity of MRX/MRN [44,50,53]. 

In summary, once a DSB occurred, the MRX/MRN complex binds to 

the damaged extremity of the broken DNA, thanks to the DNA binding 

activity of Mre11 and Rad50. Here, MRX/MRN is able to recruit and 

activate Tel1/ATM either directly, by Xrs2/NBS1 interaction with 

Tel1/ATM, and indirectly, by tethering together the DSB ends. Once 

activated, Tel1/ATM phosphorylates different substrates in order to 

support the propagation of the checkpoint signal. 
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3.2 Mec1/ATR, a secondary player in checkpoint 

activation in response to DNA double strand 

breaks 

Mec1/ATR belongs to the PIKKs kinase family, together with Tel1. 

Indeed, structural studies demonstrated that Mec1 and Tel1 assume a 

similar structural architecture with a head region comprising the FAT, 

kinase, and FATC domains, as well as the curved arm region 

consisting of large stretches of the N-terminal HEAT repeats [57]. 

Although Mec1/ATR is mainly activated by replication stress, its 

activation can be promoted also by DNA DSBs. In fact, yeast Mec1 can 

be recruited to an HO-induced DSB, whereas ATR foci can form after 

IR treatment [58,59]. In both yeast and mammals, recruitment of 

Mec1/ATR at the DSB sites requires the presence of ssDNA, coated 

by a highly conserved protein complex named Replication Protein A 

(RPA). This ssDNA-RPA is usually generated by repair processes, like 

DNA end resection [60] (see par. 4.3). Mec1/ATR recognition of RPA-

ssDNA depends on another protein, Ddc2/ATRIP [60]. Ddc2 was first 

discovered in yeast as a checkpoint protein able to interact with Mec1 

and then identified in mammalian cells [61,62]. Biochemical studies 

have then clarified the interaction between Mec1/ATR, Ddc2/ATRIP 

and RPA [63]. In particular, a highly conserved domain in the N-

terminus of Ddc2 and ATRIP, named checkpoint protein recruitment 

domain (CRD), is able to interact directly with RPA and to recruit to the 

site of damage Mec1 and ATR.  
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The importance of this partnership is underlined by the fact that, in both 

yeast and mammals, loss of Ddc2 or ATRIP, results in the same 

phenotype as the loss of Mec1/ATR, suggesting that Mec1-Ddc2 and 

ATR-ATRIP interaction should be considered mandatory for all the 

known function of the kinase [61,62]. Although RPA-ssDNA might be 

sufficient for Mec1/ATR localization to the site of damage, studies in 

Xenopus egg extracts demonstrated that it is not sufficient for ATR 

activation [64]. In fact, studies in budding yeast have demonstrated that 

two other proteins contribute to Mec1 activation: Dpb11 and Ddc1 [65].  

Ddc1 forms an heterotrimeric complex, together with Mec3 and Rad17, 

that shows a similar structure to the one of the proliferating cell nuclear 

antigen (PCNA). This complex is conserved in vertebrate cells and is 

named 9-1-1. In fact, the mammalian orthologs of the yeast proteins 

are RAD9, HUS1 and RAD1 [65]. Loading of the complex onto DNA 

requires the clamp loader formed by the proteins Rfc2-5 and Rad24. 

Once a DNA lesion has occurred, the Rad24-RFC complex is able to 

load the 9-1-1 complex at the edge of ss/ds-DNA junctions. 

Biochemical studies conducted in S. cerevisiae showed that the 

loading of the 9-1-1 complex on the DNA is both required and sufficient 

for Mec1 activation. Indeed, the Ddc1 subunit of the clamp physically 

interacts with Mec1 and is responsible for its activation [66]. Moreover, 

RPA enhances Mec1 activation by the 9-1-1 clamp, likely by bringing 

Mec1 into close proximity with Ddc1 through RPA-Ddc2 interaction 

[65]. On the contrary, there are no evidences of conservation in the 

interaction between the mammalian 9-1-1 complex and ATR. Anyway, 
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biochemical studies, using Xenopus egg extracts, demonstrated that 

ATR activation is driven by primed ssDNA and not by ssDNA, 

suggesting a possible direct involvement of the 9-1-1 complex in ATR 

activation [64]. In this context, studies have shown that HUS1−/− mouse 

embryo fibroblasts (MEF) and RAD9−/− embryonic stem (ES) cells have 

checkpoint activation defects and are sensitive to genotoxic agents 

[67].  

In mammalian cells, a key player in ATR activation is the 

topoisomerase binding protein 1, TopBP1. In vitro experiments have 

demonstrated that purified TopBP1, incubated with ATR, can induce 

its activation without the requirement of RPA or DNA, indicating that 

TopBP1 is a direct ATR activator [68]. TopBP1 displays different BRCT 

domains (breast cancer 1 C-terminal domain) that can mediate protein-

protein interaction and two of these BRCT domains, BRCT6 and 

BRCT7, contain the ATR activating domain (AAD) [68]. Protein 

mapping and mutational studies showed that the activation of ATR by 

TopBP1 is mediated by interactions with both ATR and ATRIP [65]. 

TopBP1 recruitment to the site of damage is mediated by the 9-1-1 

clamp. In particular, an N-terminal region of TopBP1 containing BRCT 

domains I and II binds to the phosphorylated C-terminal domain of 

RAD9 [69]. The importance of this interaction for checkpoint activation 

is highlighted by the fact that checkpoint defects of avian RAD9-/- cells 

can be suppressed by the fusion of the AAD domain of TopBP1 with 

histone H2A, indicating that inducing TopBP1-ATR interaction is 

sufficient for ATR activation [65].  
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TopBP1-mediated activation of ATR is conserved also in S. cerevisiae 

where the Ddc1 subunit of the 9-1-1 complex recruits the TopBP1 

ortholog Dpb11 at the site of the lesion [70]. Indeed, biochemical 

studies not only demonstrated a physical interaction with Dpb11 and 

Mec1, but also pointed out that Dpb11 is sufficient for the kinase 

activation even if RPA coated DNA is not present [70]. Anyway, 

differently from its mammalian counterpart, a minimal activation 

domain has not been identified yet for Dpb11. A Dpb11 mutant protein 

that lacks the C-terminal part, fails to activate Mec1, indicating that this 

region may contain a sort of activation domain [65]. Recruitment of 

Dpb11 at the site of damage requires the interaction with Ddc1. This 

interaction needs the phosphorylation of Ddc1 by Mec1, suggesting a 

partial activation of Mec1 even in the absence of Dpb11 [71]. Indeed, 

despite the physical interaction, mutations in both Ddc1 and Dpb11 

show a positive genetic interaction with regards to genotoxic 

sensitivities [72]. Therefore, these evidences suggest that, at least in 

yeast, following a DNA damage, the ssDNA generated by the repair 

pathways can recruit Mec1-Ddc2 by physical interaction with RPA. The 

region between ss-DNA and ds-DNA recruits the 9-1-1 clamp that 

sustains Mec1 activation through Ddc1. At the same time, 

phosphorylated Ddc1 recruits Dpb11 that, in turn, can support Mec1 

activation.  

On the contrary, in mammalian cells, evidences for a direct role of the 

9-1-1 complex in the activation of ATR are lacking. Anyway, 9-1-1 is 
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important for TopBP1 recruitment, which in turn is the master activator 

of the ATR kinase. 
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3.3 Chromatin modifications and recruitment of the 

Rad9/MDC1 mediator after Tel1/ATM and 

Mec1/ATR activation 

In yeast, once Tel1/ATM and Mec1/ATR have been activated, they 

phosphorylate a plethora of substrates. Among them, one of the first 

phosphorylation event is the one of the H2A histone on serine 129 (ɣ-

H2A) [8]. Moreover, using a specific yeast strain in which a single 

inducible DSB can be created at the MAT locus, it has been 

demonstrated that phosphorylation of H2A depends on both Tel1 and 

Mec1 and spreads over a region of 50 kb of chromatin surrounding the 

break [73]. Substitution of the serine 129 with the non-phosphorylable 

alanine results in an increased sensitivity to genotoxic agent [74]. 

Phosphorylation of histone H2A is conserved also in mammalian cells 

where the serine 139 becomes phosphorylated upon DNA damage in 

an ATM and ATR dependent manner [75]. Similarly to what happens 

in yeast, mammalian cells that are deficient for the H2AX variant of the 

H2A histone, are radiosensitive and display high levels of genomic 

instability. Moreover, H2AX-/- mice are radiation sensitive, growth 

retarded, immune deficient  and mutant males are infertile [8,16,76]. All 

these data clearly support a role in genome stability maintenance for 

this chromatin modification. Studies, conducted in different systems, 

have pointed out that the importance of H2A phosphorylation lies in its 

ability to be recognized by different proteins. In this way, it can support 

both repair and checkpoint activation [75].  
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In terms of checkpoint activation, ɣ-H2A recruits the mediator protein 

Rad9, in S. cerevisiae, and MDC1 in mammalian cells. Mediators are 

a class of checkpoint proteins that have the role to propagate the 

checkpoint signal from apical to effector kinases.  

S. cerevisiae RAD9 was one of the first checkpoint genes identified. In 

particular, rad9 mutant cells are unable to stop the cell cycle in 

response to IR-irradiation [77]. Later studies have demonstrated that 

Rad9 is able to physically interact with the effector kinase Rad53, 

acting as a scaffold that allows Rad53 activation by Tel1 and Mec1 

[78]. Nowadays, different works in budding yeast have elucidated the 

molecular details of Rad9 recruitment to damaged chromatin and its 

role in the DNA damage checkpoint. Rad9 is a protein of 148 KDa that 

displays in its C terminus, a tudor domain and a BRCT domain that can 

mediate protein-protein interactions. Following DNA damage, two 

parallel pathways act to recruit Rad9 to chromatin; one is dependent 

on histones modifications and the other is dependent on the interaction 

with Dpb11[8].  

The histone dependent recruitment of Rad9 relies on two histone post-

translational modifications: the constitutive methylation of the lysine 79 

of histone H3 and the formation of ɣ-H2A upon DNA damage.  

In contrast to histone H2A, which is phosphorylated in a DNA-damage 

dependent manner, methylation of histone H3K79 is constitutive and is 

mediated by the conserved histone methyltransferase Dot1 [8]. Rad9 

binds to H3K79me through its tudor domain and mutations that 

abrogate this binding show the same phenotype as the deletion of 
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DOT1. Indeed dot1 and rad9 mutant cells show the same impairment 

of the activation of the G1-DNA damage checkpoint, with rad9 mutation 

being epistatic to dot1 mutation [79,80].  

In addition, Rad9 is able to bind phosphorylated H2A-S129 through its 

BRCT domain. Similar to the interaction with H3K79me, both mutations 

in the BRCT domain or the presence of a non-phosphorylable H2A 

allele show the same phenotype, that is a defective G1/S DNA damage 

checkpoint [81,82]. Moreover, combination of the rad9-Y798A allele, 

defective in H3K79me interaction, with the rad9-K1088M allele, 

defective in ɣ-H2A interaction, results in the same phenotype of each 

single domain-mutant, indicating that the two modifications work in the 

same pathway for checkpoint activation [81]. How the two domains 

work together for checkpoint activation remains to be determined and, 

to date, different interpretations for the contribution of each single 

domain are available [81,82]. Anyway, mutations in both BRCT and 

tudor domain of Rad9 do not result in  complete checkpoint impairment. 

This is because Rad9 could be recruited to DSB by an histone 

independent pathway based on the interaction between Rad9 and 

Dpb11. This interaction relies on the Mec1 dependent phosphorylation 

of the C terminus domain of Dpb11. This event creates a docking site 

for the BRCT domains of Rad9 [71]. Anyway, some concerns were 

raised by the fact that in mec1 tel1 sml1 cells the interaction between 

Rad9 and Dpb11 is not compromised at all [8]. In this context, Rad9 

can be phosphorylated by CDK in a cell-cycle dependent manner. 

Recently, these CDK phosphorylation sites have been implicated in 
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supporting Rad9-Dpb11 interaction after genotoxic treatment. Cells 

harboring the rad9-aa allele, that cannot be phosphorylated by CDK, 

and those with the deletion of DOT1, fail to activate DNA damage 

checkpoint after genotoxic treatment [83]. This indicates that CDK 

phosphorylation of Rad9 supports Rad9 binding to Dpb11 and 

contributes to activate the DNA damage checkpoint in a pathway 

independent of histone modifications. Furthermore, it was recently 

shown that the interaction between Rad9 and Dpb11 can be also 

induced by phosphorylation events on Rad9 that are independent of 

CDK and Mec1 or Tel1, indicating that the regulation of this interaction 

is complex and not fully understood yet [84]. 

Once recruited to damaged DNA by the described pathways, Rad9 

becomes phosphorylated by Mec1 and Tel1 in the S/TQ cluster domain 

(SCD). This Rad9 phosphorylation sites are selectively required for 

activation of the Rad53 effector kinase [85]. 

Furthermore, phosphorylated Rad9 can be bound by Rad53 that, in 

this way, moves close to Tel1 and Mec1 increasing the likelihood to be 

phosphorylated and thus activated [78]. Indeed, Rad9 acts as a 

mediator that can propagate the Mec1 and Tel1 signal to the effector 

kinase Rad53.  

To date, the most important mediator protein in mammalian cells is 

MDC1 [86]. Mediator of DNA damage checkpoint (MDC1) is 2089 aa 

protein that appears to be the most important ɣ-H2A binding factor in 

mammalian cells. Similar to S cerevisiae Rad9, the BRCT domains 

located in MDC1 C-terminus are responsible for the interaction with 
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modified histone. Moreover, point mutations in a specific region of the 

BRCT domains abrogate MDC1 ɣ-H2A interaction [87]. Interestingly, 

the inhibition of this interaction compromises the association of several 

DDR factors like ATM, MRN and other mediator proteins like 53BP1 

and BRCA1. Moreover, ATM phosphorylates MDC1 in response to 

DNA damage and depletion of MDC1 results in checkpoints defects 

[86,88,89]. These and other evidences [90] suggest that MDC1 is 

implicated in DNA damage checkpoint activation. 

How MDC1 supports DNA damage checkpoint activation? 

Even if different, and sometimes opposite, works exist in literature, it 

seems that the answer relies on the ability of MDC1 to localize and 

maintain in close proximity different checkpoint proteins. For example, 

MDC1 is able to physically interact with NBS1 upon phosphorylation 

[91]. Moreover, abrogation of this interaction results in a compromised 

MRN complex recruitment and checkpoint defects [90]. However, it is 

not clear how the MDC1-MRN complex can support checkpoint 

activation. It is possible that the MRN dependent recruitment of ATM 

can be the more reasonable explanation. In this context, MDC1 was 

reported to interact with ATM through its N-terminal FHA domain [88]. 

In addition, like scRad9, MDC1 can support checkpoint activation by 

recruiting in ATM in proximity to the effector kinase CHK2 [89]. 

Moreover, phosphorylated MDC1 is recognized by the ubiquitin ligase 

RNF8. RNF8, in turns, through ubiquitilation events can recruit 

RNF168 that, thanks to its stronger ubiquitilating activity, is responsible 
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for an indirect recruitment of both 53BP1 and BRCA2, two other 

mediator proteins [90,92].   

Even if the exact mechanism of MDC1-mediated checkpoint activation 

needs much more details to be fully clarified, the importance of this 

factor in the DDR is highlighted by the fact that MDC1 knock out mice 

suffer from an increased tumor frequency. Furthermore, loss of 

function mutations in MDC1 are found in a significant portion of 

carcinomas [90].  

Even mammalian 53BP1 and BRCA1 have been listed as scRad9 

orthologs. Loss of function mutations of both 53BP1 and BRCA1 result 

in DNA damage checkpoint defects but how they can support 

checkpoint activation remains to be elucidated [69,93,94]. 

The picture of mediators in mammalian cells seems more complicated 

than in budding yeast and further studies are needed to shed light on 

the molecular details that sustain checkpoint activation. In fact, even if 

protein sequence and domains organization define as Rad9 orthologs, 

53BP1, BRCA1 and MDC1, it seems that, during evolution, the role of 

these proteins has diverged with 53BP1 and BRCA1 being more 

implicated in the repair of damaged DNA than in signaling. 
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3.4 Activation of the effector kinases Rad53/CHK2 

and Chk1 

The DNA damage checkpoint cascade ends with the activation of the 

two effector serine threonine kinases Rad53/CHK2 and Chk1/CHK1.  

In yeast, the principal effector kinase is Rad53 [8,95]. Rad53 was the 

first checkpoint kinase isolated and, currently, orthologs have been 

identified in almost all eukaryotes [96]. Rad53 belongs to the Chk2 

family of ser/thr kinases, whose components share function and 

structure. Structurally, at the amino terminus Chk2-like kinases show 

an SQ/TQ cluster domain (SCD) which is composed by a series of 

serine or threonine residues followed by glutamine that create a 

consensus sequence for Tel1/ATM and Mec1/ATR kinases. Following 

the SCD domain, the forkhead-associated domain (FHA) is responsible 

for protein-protein interactions by binding phospho-threonine residues. 

Interestingly, Rad53 is the only Chk2-like kinase that owns a second 

FHA domain at the C-terminus. The kinase domain occupies a large 

part of the carboxy terminal domain. It is highly conserved in all 

eukaryotes and different specific mutants with a compromised kinase 

activity have been isolated in both yeast and human [95,96]. At the 

moment, the model of Rad53 activation is based on its interaction with 

the mediator protein Rad9. In particular, once Mec1 and Tel1 become 

activated by DNA damage, they phosphorylate Rad9 in its SCD [85]. 

This event creates a docking site for the FHA domains of Rad53 

recruiting the kinase in close proximity to Mec1 and Tel1. The Rad9-
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mediated recruitment has two important effects on Rad53 activation. 

First, it allows Mec1 and Tel1 to phosphorylate Rad53 in its SCD 

domain, activating the kinase. Second, it recruits other Rad53 

molecules by either Rad9 interaction or Rad53 interaction. This 

increase in Rad53 local concentration promotes Rad53 

autophosphorylation in trans. Furthermore, Rad53 turns out to be 

phosphorylated at more than twenty residues with the most being auto-

phosphorylation sites [78]. Once hyper phosphorylated, Rad53 is fully 

active and is released from Rad9 in an ATP dependent manner [97].  

In mammals, CHK2 is phosphorylated by ATM after DNA damage on 

the priming site T68 and on other residues in the SCD domain. These 

phosphorylation events induce CHK2 dimerization through the binding 

of phosphorylated SCD domain of one monomer with the FHA domain 

of another [98]. Similarly to what happens in yeast, this dimerization 

promotes autophosphorylation at different residues that determines the 

complete activation of CHK2.  

It is worth noting that Rad53 is activated by both Tel1 and Mec1 while 

CHK2 is activated only by ATM. This implies that, in yeast, Rad53 is 

activated in response to different genotoxic stresses while mammalian 

CHK2 is activated mainly in response to DNA DSBs [96,98]. 

Consequently, Rad53 is the principal effector kinase of the DNA 

damage checkpoint [8]. On the contrary, in mammalian cells the 

activation of ATR leads to a CHK1 dependent checkpoint response.  

At the sequence level, CHK1 is highly conserved from yeast to human 

and shows an N-terminal kinase domain, a linker region, a regulatory 
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SQ/TQ domain and a C-terminal domain with a putative regulatory 

function [99]. CHK1 is activated upon phosphorylation on Ser-317 and 

Ser-345 by ATR but the exact mechanism of activation remains 

elusive. It seems that this phosphorylation promotes a conformational 

change that relieves the inhibition of the N-terminal kinase domain by 

the C-terminal regulatory domain [99,100]. In addition, other regulatory 

events have been described. For example, the protein Claspin can act 

as a direct activator of CHK1 or the splice variant CHK1-S can inhibit, 

by protein-protein interactions, the effector kinase [99]. Since ATR is 

activated by ss-DNA coated by RPA, CHK1 is activated mainly in the 

presence of replication stress (see par. 5) and in the presence of DNA 

damage in the G2 phase of the cell cycle. 

Once activated, both CHK1 and Rad53/CHK2 can phosphorylate 

different substrates inducing different cellular responses. One of the 

most important event following checkpoint activation is the block of the 

cell cycle. This avoids that cells divide with damaged DNA or in the 

presence of unreplicated DNA. In this context, cell cycle can be 

blocked at G1-S transition or at G2-M transition.  

Briefly, in both yeast and mammals, if DNA is damaged in the G1 phase 

of the cell cycle, there is the activation of Tel1/ATM and in turn of 

Rad53 and CHK2. In budding yeast, Rad53 phosphorylates the Swi6 

regulatory subunit of SBF transcription factor, inhibiting it. Thus, G1/S 

phase cyclins are not transcribed and the B-type cyclin inhibitor Sic1 is 

not degraded [8]. In mammalian cells, activated CHK2 phosphorylates 

CDC25A phosphatase targeting it for proteasomal degradation. In this 
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way, the inhibitory phosphorylation of CDK2 persists and the cell cycle 

is blocked. Moreover, CHK2 can phosphorylate and stabilize p53 

which, in turns, up-regulates the cell cycle inhibitor p21 [98].  

When damage occurs in G2 phase of the cell cycle, then the creation 

of ssDNA is favored and the checkpoint response relies mainly on ATR.  

ATR activation promotes a CHK1 dependent checkpoint response. 

Activated CHK1 phosphorylates and activates the WEE1 kinase, 

leading to the inhibitory phosphorylation of CDK1. In addition, CHK1 

phosphorylates the phosphatase CDC25C. This phosphorylation, 

inhibits the positive action of CDC25C on CDK1, thus strengthening its 

inhibition [100]. Moreover, activation of ATM can be induced even in 

G2 phase of the cell cycle and CHK2 can contribute to the G2/M 

checkpoint by a similar inhibition of CDC25C [98].  

On the contrary, in yeast, the G2-M checkpoint halts the cell cycle by 

inhibiting the metaphase to anaphase transition [8]. In this context, both 

Rad53 and Chk1, interfere with the degradation of the securin Pds1 by 

blocking the separation of sister chromatids [8].  

Even if the main effect of checkpoint activation is to block the cell cycle, 

Chk1 and Rad53/CHK2 can promote other important cellular 

responses like the activation of specific repair pathways, the induction 

of apoptosis or senescence and the stimulation of specific 

transcriptional responses [8,96,98–100].  

DNA damaging agents are the most commonly used drugs for cancer 

therapies. Normal cells activate the DNA damage checkpoint in 

response to these agents. On the contrary, more than 50% of cancer 
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cells have an impaired G1 checkpoint and their survival relies on the 

G2-M checkpoint. For this reason, CHK1 and CHK2 inhibitors are 

currently under investigation alone or in combination with DNA-

damaging agents, but, so far, none of them has given positive results 

due to high side effects [98,99]. Maybe, this is reflecting other 

physiological roles of the two kinases. In this context, different efforts 

should be needed to increase the specificity of CHK1 and CHK2 

inhibitors in cancer treatment.  
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4  Repair of DNA double strand breaks 

DNA DSBs are the most cytotoxic lesion that living cells have to face. 

Defects or failures in repairing this type of lesions result in detrimental 

chromosome rearrangements that can increase genome instability. 

Eukaryotic cells repair DNA DBSs mainly by two highly conserved 

mechanisms: Non Homologous End Joining (NHEJ) and Homologous 

Recombination (HR). 

These two pathways are mutual exclusive. In fact, when a DNA DSB 

is channeled towards the HR then NHEJ is completely inhibited. The 

interplay between HR and NHEJ is influenced by the cell cycle stage 

at which the damage has occurred and more and more molecular 

details are emerging about this regulation [101,102].  

4.1 Non Homologous End Joining 

The repair of DNA DSBs by the NHEJ consists in the rejoining of the 

two broken DNA ends. Mechanistically, the process can be divided in 

three key steps: binding of specific factors to DNA ends, processing of 

broken strands and relegation. 

In both yeast and mammals, the main DNA binding factor is the highly 

conserved Ku complex, an heterodimer composed by Ku70 and Ku80 

proteins [103–105]. The Ku complex has an high affinity for DNA ends  

and its crystal structure has revealed that the heterodimer has a 

toroidal shape with a central hole that accommodates duplex DNA 
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[105]. The central DNA binding site is rich in positively charged amino 

acids and allows the binding in a sequence independent manner. 

Moreover, this feature supports the ability of Ku to slide away from DNA 

ends allowing the recruitment, in mammals, of the DNA-PK kinase 

[106]. Yeast cells deleted for Ku70 or Ku80 are completely defective in 

NHEJ even if they do not show any obvious sensitivity to genotoxic 

agents. On the contrary, ku70 or ku80 mutants cannot grow at high 

temperature, indicating a role for the Ku complex in other physiological 

processes [103].  

In order to rejoin two DNA ends, the extremities of the break have to 

be held in close proximity. In mammalian cells, this is accomplished by 

the DNA PKcs-kinase [103]. It belongs to the PI3KK kinase family and 

it interacts with the KU complex with its C-terminal domain. DNA-PKcs 

is also able to bind DNA and autophosphorylation events have been 

linked to its regulation [106]. Anyway, the interaction between DNA-

PKs molecules on the opposite DNA ends is necessary to tether DNA 

ends together. This activity is extremely important in the context of 

NHEJ, since the Ku complex cannot compensate for the absence of 

DNA-PKs in end tethering [103]. 

Yeast cells lack DNA-PKs and the end tethering activity is carried out 

by the MRX complex [103,104,107]. Plasmid repair assay showed that 

deletion of any components of the MRX complex causes a dramatic 

drop in NHEJ efficiency [104]. The tethering activity is carried out by 

two Rad50 molecules. As described in par. 3.1, Rad50 is an ATPase 

able to hydrolyze ATP in ADP. In the ATP bound state, the MRX 
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complex is in a closed conformation. This allows Rad50 molecules 

placed at opposite DNA ends to interact each through their zinc hook 

domain [108]. This interaction is responsible for maintaining the two 

DSB end tethered.   

Most of DSBs have incompatible DNA ends that preclude direct 

ligation. DSB ends could be incompatible owing to chemical 

modifications, like DNA-protein adducts, or mismatching overhangs. In 

these cases, the two DNA ends cannot be simply rejoined together but 

need to be processed and to be made compatible. In both yeast and 

mammals, different proteins take part in this process.  

For example, the mammalian nuclease ARTEMIS is recruited and 

activated by DNA-PKcs. It has both exonuclease and endonuclease 

activity with the latter being favored by the interaction with DNA-PKcs 

[105]. Other proteins, like the MRN complex, CtIP, the helicase WRN, 

the endonuclease FEN1 and the exonuclease EXO1 have been 

implicated in DNA processing.  Enzymes like aprataxin, polynucleotide 

kinase and tyrosyl DNA phosphodiesterase 1 are able to modify the 

DNA ends at the base level [105]. In yeast, the most characterized 

NHEJ endonuclease is Rad27, ortholog of FEN1. Anyway, the activity 

of Mre11 endonuclease cannot be excluded [104]. Importantly, the 

activities of these proteins at DNA termini have an important 

consequence: the loss of tract of genetic information. This is a key 

concept in NHEJ mediated repair. In fact, since no homology directed 

repair steps is envisaged, this processing of DNA ends results in 

different modifications of the initial sequence. This makes NHEJ a 
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mutagenic repair process. In addition, nuclease digestion of little tracts 

of DNA is not often enough to give back compatible DNA ends. In this 

situation, a specific group of polymerase are recruited by direct 

interaction with the Ku complex. In mammalian cells, DNA polymerase 

µ (POLµ) and λ (POLλ) can fill the gaps left by the processing factor 

listed above [105]. These polymerases can incorporate both 

nucleotides or ribonucleotides in a template-independent manner. In 

yeast Pol4, that belongs to the same class of the mammalian POLµ 

and POLλ, acts in NHEJ [104].  

Once the DNA ends have been processed, the ligation is carried out 

by the DNA ligase IV. In mammalian cells, the DNA ligase IV exists in 

a complex with the scaffold proteins XRCC4, XLF and PAAX. DNA 

ligase IV complex is recruited by KU to the DNA ends and is able to 

rejoin together blunt ends. Importantly, the presence of XLF and PAAX 

promotes the ligation of mismatched and non-cohesive overhangs 

[105,106]. In yeast, the relegation process is carried out by the Lig4-

Lif1 complex. Differently from mammalian cells, this complex is 

recruited at DSBs mainly by a direct interaction between the Xrs2 

subunit of the MRX complex and Lif1. Anyway, it has been shown that 

also the presence of Ku70 is required for Lig4-Lif1 recruitment to DNA 

[103].The current model of the NHEJ (Figure 3) provides that, once 

the break occurred, the Ku complex, thanks to its high DNA biding 

affinity, is recruited to the DNA ends. Here, it protects the extremity of 

the break from the uncontrolled attack of nucleases. Then, it acts as a 

scaffold for the recruitment of other key NHEJ factors. Among them, 
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the bridging factor DNA PKcs, in mammalian cells, is important to 

tether together the broken DNA ends. On the contrary, in yeast this is 

carried out by the MRX complex, which binds DNA independently of 

yKu. If the DNA ends are compatible, the Ligase IV complex is 

recruited. Otherwise, processing factors like nucleases and 

polymerases are recruited by protein-protein interactions with the Ku 

complex. Once their action has created joinable ends, DNA ligase can 

complete the repair process.    
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Figure 3 Non homologous end joining in S. cerevisiae. 

After DNA double strand break formation, both the Ku complex and the MRX complex 

are recruited to the DSB ends. Ku protects the DNA ends from nucleases while the 

Rad50 subunit of the MRX complex tethers together the two broken ends. If the DNA 

ends are compatible, they are relegated by the action of the Dnl4-Lif1 complex, 

recruited by Xrs2. If the DNA ends are not re-joinable, they are processed by Rad27 

and the gap filled by the low-fidelity DNA Pol4 (red lines). Subsequently, Dnl4 

completes the repair process.   
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4.2 Homologous Recombination 

The Homologous Recombination (HR) process could be defined as the 

repair of a DNA DSB using homologous sequences. Depending on 

which kind of homologous sequence is used as repair template, the HR 

process can lead to different genetic consequences. For example, if 

sister chromatids are used for repair, this results in sister chromatid 

exchange that is the more precise way to repair DSBs. Anyway, it could 

happen that repair occurs between misaligned repetitive sequences 

giving rise to unequal sister chromatid exchange, which can create 

deletions or duplications events. Furthermore, the use of homologous 

chromosome for HR may result in the loss of heterozygosity (LHO) that, 

for example, is associated with cancer development (see par. 1). In 

addition, if the recombination occurs between ectopic positions, which 

are sites with very low homology dispersed in the genome, this results 

in deletions, duplications, inversion and translocations. All these events 

are associated with genetic diseases and cancer. For these reasons, 

HR can be seen as a two side coin: on the one hand, it is an error free 

process for the repair of DSBs because it exploits the information on 

an homologous donor. On the other, if not controlled, it can generate 

genetic alterations that are associated with genetic instability.  

Most of our knowledge about the molecular mechanisms of HR comes 

from studies of the mating type switching in S. cerevisiae [109]. 

Currently, different models of HR have been described: the double 

strand break repair model (DSBR), the synthesis-dependent strand 
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annealing (SDSA) and the break induce replication (BIR) (Figure 4) 

[110]. 

These three models differ each other for the repair outcomes but share 

some key steps: 

• Nucleolytic processing of the extremity of the DSB to obtain 

ssDNA (DNA end resection)  

• Formation of a recombinase ssDNA filament. 

• Strand invasion and Holliday junction(s) creation. 

• DNA synthesis. 

• Resolution of the Holliday junction(s) and completion of the 

repair process. 

Once a DNA DSB is created, in order to be channeled toward the HR 

repair pathway, the DNA ends are subjected to a complex processing 

that has the goal to create ssDNA. This processing is known as DNA 

end resection and the molecular details will be described in paragraph 

4.3. This process involves large number of proteins with nuclease and 

helicase activities and it is tightly controlled. In fact, the ssDNA created 

by this process can be highly unstable and subjected to degradation. 

For this reason, in both yeast and mammals, the ssDNA created during 

resection is rapidly coated by the RPA complex [110,111].  

Nevertheless, the so formed RPA-ssDNA is not able to invade the 

intact donor DNA. In fact, the strand-invasion reaction is catalyzed by 

the Rad51 recombinase. The structure of Rad51 is highly conserved 

among eukaryotes and resembles the one of RecA bacterial protein 
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with particular conservation of those residues that bind DNA and 

function in ATP hydrolysis [110]. 

The importance of this protein in DNA repair is highlighted by the high 

sensitivity of rad51 yeast mutant cells to genotoxic agents. Moreover, 

RAD51 is an essential gene in mammalian cells [111]. Similar to 

bacterial RecA, Rad51 assembles onto ssDNA or dsDNA to form a 

right-handed helical polymer that can span thousands of base pairs. 

Anyway, Rad51 is not able to displace RPA from ss-DNA because of 

the higher affinity for ssDNA and the higher concentration of the RPA 

complex respect to the one of Rad51 [112] . For this reason, in both 

yeast and mammals, the exchange between RPA and Rad51 requires 

other proteins known as mediators. The most important mediator in 

yeast is Rad52 [110,113]. Yeast cells deleted for RAD52 are extremely 

sensitive to genotoxic agents. Different genetic and biochemical 

assays have demonstrated that Rad52 is able to interact with both RPA 

and Rad51 [110]. Mechanistically, it has been proposed that Rad52 

forms a complex with Rad51 delivering it to the RPA-ssDNA complex. 

Moreover, since Rad52 works in multimers of 11 subunits it is able to 

put in close proximity at least eleven molecules of Rad51, increasing 

the likelihood of the exchange with RPA [110]. Other mediators like 

Rad55 and Rad57, have been identified in yeast and are able to 

mitigate the inhibition of Rpa1 on Rad51. In addition, the Shu complex, 

conserved only in S. pombe, has been implicated in the positive 

regulation of the Rad51 filament formation [113]. In mammals, the most 

important mediator is BRCA2 and loss of function mutations are 
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associated with ovarian and breast cancer [114]. BRCA2 binds RAD51 

by two distinct domains: the BRC repeats and a carboxy-terminal 

domain, named CTRB. Moreover, BRCA2 is able to bind DNA with 

three OB fold domain and to interact with RPA with an N terminal region 

[110]. All these features resemble the ones of yeast Rad52 protein. 

Biochemical studies have defined that the BRC3/4 repeats possess 

recombination mediator activity. In this context, the two Rad51 biding 

domains cooperate to displace RPA from ssDNA in order to create the 

presynaptic filament [110]. Moreover, DSS1 and PALB2 work together 

with BRCA2 and support its mediator function. [113].  

Once the pre-synaptic Rad51 filament has been assembled, there is 

the invasion of the intact DNA molecule. From studies conducted in E. 

coli, it is plausible that the homology search process occurs by random 

collisions between the Rad51 filament and the donor DNA. Once the 

interaction is stable, there is the formation of the synaptic complex. The 

Rad51-filament invasion induces the displacement of the same-polarity 

strand. This event creates a particular structure, known as D-loop that 

is extremely important for DNA synthesis. In yeast, all the steps of 

pairing, homology searching and D-loop formations are positively 

regulated by Rad54 [112] which is a member of the Swi2/Snf2 

superfamily of proteins and has dsDNA-ATPase, DNA translocase and 

chromatin remodeling activities. In particular, it promotes the D-loop 

formation on chromatinized substrates and, in vitro, promotes the 

association between ssDNA and a double strand plasmidic DNA. 

Furthermore, Rad54 induces strand separation, thus facilitating the 
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pairing between Rad51 filament and the donor DNA. Rad54 is also 

able to negative regulate the binding of Rad51 on dsDNA, avoiding an 

incorrect use of Rad51 by the cell. Interestingly, once the synaptic 

complex is formed, Rad54 removes some Rad51 molecules at the 3’-

OH filament in order to allow the binding of the DNA polymerase 

complex [112]. In this regard, genetic assay in yeast has allowed the 

study of the proteins required for DNA synthesis during HR. In 

particular, in the context of the D-loop the synthesis seems to be 

carried out by Polδ, even if with a lower processivity than the one 

showed during S-phase. In addition, there is also the requirement for 

the replicative proteins PCNA and Dpb11 [112].  At this point, different 

ways to conclude the HR repair exist (Figure 4). The first model 

proposed was the double strand break repair model (DSBR), in which 

the D-loop anneals with the other 3’-OH strand on the damaged 

molecule that was not engaged by the strand invasion process. This 

primes a second round of DNA replication and results in the formation 

of four way intermediates DNA molecules known as Holliday junctions 

(HJs). In order to complete the repair process, different nucleases and 

helicases have been implicated in the HJs resolution. HJs can be 

resolved by the action of two protein complexes: the yeast Mus81-

Mms4 and Slx1-Slx4 complexes, orthologs of the human SLX1-SLX4-

MUS81-EME1 complex, and the STR complex composed by Sgs1, 

TopIII and Rmi1 and their human orthologs BLM, TOP3α and RMI1/2 

[115,116]. In the first case, HJ are resolved by an endonucleolytic 

cleavage. This way of resolution induces the formation of both cross-
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over (CO) and non-cross-over products (NCO). In the second case, the 

concerted work of the Sgs1/BLM helicase and topoisomerase activity 

of TOP3 generates only non-cross-over products.  

The Synthesis Dependent Strand Annealing (SDSA) model of HR was 

generated in order to justify the higher number of NCOs then the one 

of COs events. The SDSA model proposes that the 3’-OH strand 

invades the homologous donor forming the D-loop that, after limited 

DNA synthesis is displaced. If DNA synthesis has elongated enough 

the invading strand to allow the re-annealing with the damaged 

molecule, then the repair process is concluded by fill-in synthesis and 

ligation. Consequently, only NCO products are generated.  

The last model of Homologous Recombination repair is the break 

induced replication (BIR). BIR is a recombination dependent replication 

process that results in nonreciprocal transfer of DNA from the donor to 

the recipient chromosome. During BIR only a single strand of one DSB 

end invades the homologous duplex and starts replication. This 

induces the migration of the D-loop. As far as the replication continues, 

using donor as template, the invading strands serves as template for 

the lagging-strand replication process. BIR can occur by several 

rounds of strand invasion, DNA synthesis, dissociation and it can lead 

to chromosome rearrangements when dissociation and reinvasion 

occur within repetitive inter-dispersed sequences [112]. 
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Figure 4 Models for homology-dependent DSB repair. 
Homologous recombination repair of a DSB is initiated by 5’ to 3’ resection of DNA 
ends. The resulting 3’ strand invades the homologous donor template (red). The strand 
invasion induces the displacement of the same polarity strand of the donor. This 
generates the displacement loop (D-loop) and the leading strand DNA synthesis starts. 
The classical double strand break repair (DSBR) model predicts that the displaced 
strand from the donor anneals with the complementary strand on the damaged DNA 
molecule. This allows a second round of DNA synthesis and generate a double Holiday 
junction intermediate (dHJ). Different ways of resolution of dHJ (numbers) give rise to 
Cross Over (CO) and Non Cross Over (NCO) products. If the D-loop is displaced after 
limited DNA synthesis, the invading strand reanneals with its original partner and the 
repair is concluded with gap filling (Synthesis Dependent Strand Annealing, SDSA). 
SDSA gives rise to only NCO products. In the break induced replication (BIR) model, 
a migrating D-loop is established together with a conservative DNA replication. 
Adapted from [112].    
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4.3 DNA-end resection: a crucial step in the HR 

dependent repair of DSBs 

The HR mediated repair of a DNA double strand break starts with the 

nucleolytic degradation of both the 5’ ends of the break in order to 

create long stretches of ssDNA. This process, named resection, 

involves the action of different proteins with different enzymatic 

activities that are well conserved throughout evolution.  

According to the current model, DSB resection is a bidirectional two-

step process. In the first step, named “short-range” resection, the 

MRX/MRN complex is recruited at DSB ends where, together with 

Sae2/CtIP, catalyzes an endonucleolytic cleavage of 50-300 

nucleotides away from the DSB ends. Then, the Mre11 exonuclease 

degrades in the 3’-5’ direction. In this way, the MRX/MRN complex 

provides an entry site for the nucleases Dna2/DNA2 and Exo1/EXO1. 

Furthermore, it has also a structural role in allowing their recruitment to 

the DSB. Once recruited, Exo1/EXO1 and Dna2/DNA2, with the help 

of the helicase Sgs1/BLM, degrade DNA in the 5’-3’ direction creating 

long stretches of ssDNA. This second phase is known as “long range 

resection”. The “short range” resection is of fundamental importance in 

the presence of complex DNA ends, like in the presence of protein-

DNA adducts. On the contrary, at enzyme-induced DSB, the nucleases 

implicated in long range resection can process DNA without the 

presence of the MRX/N-Sae2/CtIP complex [26,112,117].   
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Once a DSB is subjected to nucleolytic degradation its fate is sealed. 

In fact, DNA end resection commits DSB repair to HR preventing NHEJ 

[111]. Therefore, the resection process must be strictly controlled. In 

fact, if resection takes place in G1 phase of the cell cycle, when only 

the homologous chromosome is available, then the chances of an 

incorrect repair will increase because the recombination will happen 

between two non-homologous sequences. Furthermore, resection 

must be controlled also in the S/G2 phase of the cell cycle as an 

excessive generation of ssDNA could be detrimental for genome 

stability. In fact, recent studies have demonstrated that in some tumor 

types there are evidences of clustered mutations (kataegis) that are 

associated with the action of deaminase APOBEC3A/B on ssDNA 

[118]. Moreover, the control of the resection process acquires an 

extremely high importance when DNA damage occurs during DNA 

replication (see par. 5). In fact, an excessive resection can induce the 

destabilization of the DNA polymerase and the inability to complete 

DNA replication (119). 

4.3.1 End resection by MRX/MRN, Sae2/CtIP, Exo1 and 

Sgs1/BLM - Dna2 

One of the first protein complex that binds DSB is the MRX/MRN 

complex [29]. As described in par. 3.1, it is formed by the Mre11, Rad50 

and Xrs2/NBS1 proteins. Mre11 exhibits, in vitro, manganese-

dependent endonuclease activity on double-stranded DNA. Moreover, 

Mre11 has a exonuclease activity with 3’ to 5’ polarity [117,120]. This 
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opposite polarity with respect to the one required for resection has 

created debate about the role of the Mre11 enzymatic activity, in vivo. 

The use, in budding yeast, of different Mre11 mutants with reduced or 

abolished endonuclease activity has revealed that the endonucleolytic 

activity is dispensable in the presence of DSBs with “clean ends”, like 

the one generated by endonucleases [111]. On the contrary, when the 

DSB termini are blocked by proteins such as the Ku complex or 

topoisomerases, the endonucleolytic activity of Mre11 becomes 

essential for a correct HR-mediated repair. In fact, mre11 mutants 

defective in the endonuclease activity are sensitive to camptothecin, 

that extends the half-life of DNA topoisomerase cleavage complex, as 

well as to ionizing radiations that can generate single and double 

strand breaks or DNA-protein crosslink [112,121]. Furthermore, 

biochemical experiments with purified Mre11 from Pyrococcus furiosus 

have demonstrated that the endonucleolytic cleavage of 5’ strand by 

Mre11 is stimulated by protein blocks [120]. Since the nick is important 

for the access to blocked DNA ends of the downstream nucleases, the 

current resection model is based on a bidirectional processing of the 

DSB: on the one hand the processing by Mre11 in the 3’ to 5’ direction; 

on the other the processing of nucleases in the 5’ to 3’ direction. The 

same model was then confirmed in mammalian cells using different 

compounds able to inhibit the endonuclease or the exonuclease 

activity of MRE11 [122].  

The enzymatic activity of Mre11 is influenced by Rad50 ATPase. As 

described in par.3.1, Rad50 associates with two α-helices of Mre11 
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located near the nuclease domain [108,111]. ATP binding and 

hydrolysis of Rad50 induces conformational changes in both Mre11 

and Rad50. In fact, in the presence of ATP, Mre11 and Rad50 adopt a 

closed conformation, in which Rad50 head domains dimerize and 

occlude the nuclease active site of Mre11[120]. ATP hydrolysis drives 

a conformational change that induces the disengagement of Rad50 

dimer and DNA melting, so that the Mre11 active sites can access DNA 

to initiate DSB resection [108,112,120]. In other words, ATP hydrolysis 

can switch from a “closed” MRX/N complex, where the nuclease action 

of Mre11 is inhibited, thus favoring the functions of the complex in 

checkpoint activation and in NHEJ repair (see par. 3.1 and 4.1), to an 

“open” MRX/N complex that promotes HR repair by initiating DSB 

resection. Since the ATP hydrolysis rate of Rad50 is quite low [120], it 

is plausible that, in the cellular environment, the complex is mostly in 

its closed conformation. Anyway, in budding yeast, it has been recently 

found that the telomeric Rif2 protein is able to increase ATP hydrolysis 

rate of Rad50, shifting the balance towards the “open” conformation 

[107]. The Xrs2/NBS1 subunit of the MR complex is the less 

conserved. Both Xrs2 and NBS1 are responsible for nuclear 

localization of Mre11 and for the interaction with Tel1/ATM. Moreover, 

both proteins contain BRCT and FHA domains that are separated from 

the ones that bind Mre11 and Tel1/ATM, indicating that it can modulate 

protein-protein interaction. In fact, both Xrs2 and NBS1 can bind the 

regulatory protein Sae2/CtIP [111]. A recent study conducted in yeast, 

has analyzed the effect of deleting XRS2 on resection, checkpoint 
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activation and NHEJ. The results clearly demonstrate that Xrs2 is 

dispensable for resection but necessary for nuclear localization, Tel1 

activation and NHEJ function of the MRX complex [123]. 

In both yeast and mammals, Sae2/CtIP has been implicated in the 

support of MRX/MRN complex function in DSB resection [124–126]. 

Structurally, both Sae2 and CtIP are predicted to be, for most of their 

sequence, intrinsically disordered proteins. They are able to 

oligomerize and to bind DNA and the MRX/MRN complex [126]. 

Moreover, different CDKs phosphorylation sites have been mapped on 

Sae2 and CtIP, suggesting a regulatory feedback on their protein 

activity. In this context, Sae2 Ser-267 must undergo phosphorylation 

to allow resection both in vivo and in vitro [121,127]. Yeast cells deleted 

for SAE2 are sensitive to DNA damaging agents and show a delay in 

DSB resection initiation [128]. How Sae2 participates in DSB resection 

is still a matter of debate. A biochemical study by Cannavo and Cejka, 

demonstrated that Sae2 activates the endonuclease activity of Mre11 

within the contest of the MRX complex. This function is dependent on 

the ATPase activity of Rad50 [129]. On the contrary, Paull and 

colleagues have biochemically demonstrated an endonuclease activity 

of Sae2. Furthermore, they have isolated specific sae2 mutants with 

an impaired endonuclease activity [130,131]. Since no other 

laboratories, out of Paull’s lab, have detected this enzymatic activity of 

Sae2, the biochemical role of Sae2 remains an open question. On the 

contrary, it is clear that deletion of SAE2 results in a stronger 

phenotype then the one of mre11-nd mutants. The explanation for this 
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observation comes from different studies in which additional roles of 

Sae2 have been identified in end tethering, in yKU and MRX removal 

after DSB formation and in checkpoint activation [128,132–134].  

As for Sae2, the role of CtIP in DSB resection is not completely 

understood. Cells depleted for CtIP are sensitive to DSB inducing 

agents and show defects in HR mediated repair [135]. CtIP is 

phosphorylated by CDKs and this phosphorylation is required only for 

its role as co-factor and not for its putative enzymatic activity. Upon 

CDK phosphorylation, CtIP interacts with the tumor suppressor 

BRCA1, an ubiquitin ligase whose role in DSB resection lacks 

molecular details. Moreover, it has been recently demonstrated that 

CtIP can positively influence the activity of long range resection 

nucleases [136]. To sum up, both Sae2 and CtIP promotes the initial 

step of DSB resection by influencing the activity of the MRX/MRN 

complex. Further studies are needed to investigate whether they have 

a more direct role in the processing of DSB ends through a putative 

endonucleolytic activity.  

The MRX/MRN complex, together with Sae2/CtIP, is responsible for a 

limited nucleolytic degradation.  

The more extensive resection is catalyzed by two nucleases Exo1 and 

Dna2 that act in two parallel pathways [137]. 

Exo1 is a member of the XPG family of nucleases. It shows 5’-3’ 

dsDNA exonuclease activity and is able to degrade from a dsDNA end 

or an internal nick, releasing mononucleotide products. Two different 

studies conducted on reconstituted protein complexes in vitro 
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demonstrated that Exo1 is stimulated by both RPA and MRX complex 

[124,138]. RPA is able to stimulate Exo1 by avoiding non-productive 

Exo1-ssDNA bindings. On the contrary, the MRX complex promotes 

Exo1 DNA binding [138,139]. Exo1 has an affinity for 5’ recessed DNA 

ends, that are created by Mre11 processing. In addition, MRX can 

create also branched structured by a putative helicase activity that are 

recognized by Exo1 [124]. Anyway, Exo1 activity is stimulated by the 

presence of both RPA and MRX complex, even in the absence of the 

nuclease activity of Mre11 [124]. 

In this context, recent data implicate the 9-1-1 checkpoint clamp 

complex in stimulating the activity of Exo1 [140,141]. 

Since yeast Exo1 exerts its nuclease activity starting from dsDNA, no 

helicase activity has been required for DNA unwinding. On the 

contrary, it has been demonstrated that the processivity of human 

EXO1 is increased by the action of the BLM helicase [142]. Moreover, 

human EXO1 is regulated by CDK dependent phosphorylations that 

restrict its action only in S/G2 phase of the cell cycle, and by DNA 

damage induced degradation [143,144]. Similarly, in yeast, Exo1 levels 

are controlled upon DNA damage by the RNA processing factor Npl3 

[145].   

Deletion of Exo1 in yeast does not result in any obvious DNA damage 

sensitivities. Moreover, the analysis of the resection process in exo1∆ 

cells show a residual nucleolytic degradation indicating that a parallel 

pathway of DNA processing exists. In this context, deletion of the Sgs1 

helicase completely abolishes the long range resection process [125]. 
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Sgs1 is an helicase that belongs to the RecQ helicases family that are 

able to unwind dsDNA by an ATP dependent 3’-5’ translocation on the 

3’ terminated strand [146]. RecQ enzymes have three conserved 

domains that are commonly found in most helicases of this family: the 

core helicase domain, the RecQ-C-terminal (RQC) domain and the 

helicase-and-RNaseD-like-C-terminal (HRDC) domain. While the RQC 

domain has been implicated in protein stabilization and in DNA binding, 

the role of HRDC domain is not so clear and different biochemical 

studies have hypothesized that it mediates interaction with both DNA 

and other proteins [146,147]. Consistent with the fact that extensive 

resection is carried out by two parallel pathways, sgs1 mutants are not 

extremely sensitive to genotoxic treatments. Anyway, combining SGS1 

deletion with the one of SAE2 results in a synthetic lethality. Even if 

this has been attributed to defect in telomere replication [148], the 

current interpretation of this data is that cell death of the double mutant 

is caused by a strong defect in repairing endogenous DNA damage. In 

fact, the partially loss of function allele sgs1-D664Δ, which is defective 

in DSB resection, shows a strong negative genetic interaction with the 

deletion of SAE2. Moreover, this phenotype can be imputable to the 

resection defect of sgs1-D664Δ since overexpression of Exo1 

suppresses the slow growth phenotype of sae2Δ sgs1-D664Δ double 

mutant [149]. Sgs1 interacts with Rmi1 and Top3 which are both 

required for DNA end resection activity in vivo, independently of the 

topoisomerase activity of Top3 [121,147]. In this context, it has been 

observed that the heterodimer formed by Rmi1 and Top3 strongly 
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stimulates Sgs1 helicase activity. Moreover, the MRX complex 

physically interacts with Sgs1 and can be involved in its recruitment at 

the DSB. In addition, it is also able to increase the helicase activity of 

Sgs1 supporting its function in end resection [150]. Furthermore, as for 

Exo1, biochemical and genetic data involves the 9-1-1 complex in 

supporting the resection function of Sgs1 [141]   

The mammalian ortholog of Sgs1 is BLM. Mutations in this helicase are 

responsible for a recessive disease known as Bloom syndrome [147]. 

BLM inactivation in human cells treated with camptothecin results in a 

defect in RPA foci formation, indicating an involvement of BLM in the 

resection process [151]. Similarly to what happens in yeast, TOPOIIIα 

and RMI1, which form a complex with BLM, enhance the helicase 

activity of BLM whose recruitment to the DSB depends on the MRN 

complex [152,153]. Recently, also the WRN helicase has been 

implicated in DSB resection, in alternative to BLM [154].  

In both yeast and mammals, the helicase activity of Sgs1/BLM is 

necessary for creating the right substrate for the nuclease Dna2/DNA2.  

Dna2 is a bifunctional helicase-nuclease responsible for removing DNA 

flaps arising during lagging strand synthesis. Moreover, Dna2 

translocates in the 5’-3’ direction and its acts as an endonuclease 

preferentially at free ssDNA 5’ ends [155].   

Its first involvement in the resection process was provided by Zhu and 

colleagues which demonstrated that Dna2 interacts with Sgs1 and is 

responsible for end resection [156]. Furthermore, using specific yeast 

mutants that abrogate the helicase activity, dna2-R1253Q, or the 
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nuclease activity, dna2-E675A, the same authors provided evidences 

that only the nuclease activity is required for DNA end resection. In 

contrast to this data, recently, two independent groups have provided 

biochemical and genetic evidences that the helicase activity of Dna2 

supports its function in DNA end resection [157,158]. Biochemically, 

the Dna2 helicase activity helps the protein to be in proximity of the 

ssDNA-dsDNA junctions by fueling its translocation in the 5’-3’ 

direction. This results in the formation of 5-100 nucleotides long 

degradation products. By contrast, abolishing the helicase activity 

results in the formation of products of 5-12 nucleotides [158]. 

Moreover, dna2-hd (helicase dead) mutants show a defective resection 

process in an exo1∆ background [157,158]. 

Dna2 has the ability to process both 5’ and 3’ DNA ends. In the context 

of the resection process, degradation of the 3’ end would be against 

the polarity required by the resection. In any case, Dna2 correct polarity 

is maintained by the RPA complex whose binding to 3’-tailed DNA, 

promoted by Sgs1 unwinding, protects against Dna2 endonucleolytic 

activity on the 3’ end [159]. These data lead to a model for Sgs1-Dna2 

resection, where Sgs1 unwinds DNA moving in a 3’-5’ direction. The 3’ 

terminated ssDNA is rapidly coated by RPA that shields it from Dna2- 

endonuclease activity. On the contrary, Dna2 translocates with a 5’-3’ 

polarity on the second strand unwound by Sgs1, that is in the same 

general direction of Sgs1 movement onto DNA. This translocating 

activity is supported by Dna2 helicase activity and allows the protein to 
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be next to ssDNA-dsDNA junction. In this way, the processivity of  

resection increases and the polarity is kept in the right direction.  

Dna2 is highly conserved in mammalian cells where it is implicated in 

DNA end resection by interacting with BLM [152]. In addition to all the 

biochemical features already described from yeast Dna2, recent 

biochemical studies have demonstrated that mammalian DNA2 is able 

to increase the helicase activity of BLM [117,160]. Moreover, the 

activity of BLM-DNA2 complex is enhanced by both RPA and CtIP 

[136,152,153]. Interestingly, and differently from yeast, it was recently 

shown that DNA2 promotes long resection also by interacting with 

WRN [154,160] .  

In conclusion, different proteins mediate DNA end resection in order to 

reach, at least in yeast, 2 to 4 kb of ssDNA at a rate of 4.4 kb per hour 

[111]. The biological meaning of obtaining such long strands of ssDNA 

could rely in the activation of DNA damage checkpoint and/or in 

increasing the likelihood to find the right annealing in the strand 

invasion step of the HR. This could be extremely important in that 

organisms whose genome is full of repetitive sequences.  

4.3.2 Regulation of DNA end resection  

The action of the nucleases involved in the resection process must be 

controlled in order to avoid the process to take place in G1 phase of 

the cell cycle and/or to produce excessive ssDNA.  

The first level of regulation relies in the activity of the CDK-cyclin 

complexes. Evidences in yeast have shown that resection process is 
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controlled by the activity of CDK1 [137,161,162]. In this context, Sae2 

and Dna2 show S-phase specific phosphorylations and are targets of 

Cdc28 mediated regulation of end resection [127,163]. In particular, 

Sae2 is phosphorylated on Ser267. Substitution of this serine with a 

non-phosphorylable alanine residue results in a phenocopy of SAE2 

deletion [127]. Which is the biological effect of this phosphorylation on 

Sae2 remains to be determined.  

Similarly, substitution of Thr847 of CtIP with alanine impairs resection 

in human cells [164]. Differently from Sae2, CtIP presents 12 CDK 

consensus sites. In this context, S327 phosphorylation is required for 

subsequent damage-induced phosphorylation by ATM and/or ATR 

ensuring activation of CtIP at the correct cell-cycle stage. Moreover it 

is required for CtIP-BRCA1 interaction [165]. 

In yeast, CDK activity targets the endonuclease Dna2 at T4, S17, and 

S237 stimulating its recruitment to DSBs and, consequently, DNA-end 

resection [163]. Mutant cells harboring dna2-T4A/S17A/S237A allele 

are able to resect DSBs only in the presence of a functional Exo1. 

Interestingly, T4 and S17 lie within a bipartite nuclear localization 

signal, suggesting a timely regulated nuclear import of Dna2, upon 

phosphorylation, during G1/S transition [166]. Other resection factors 

have been found to be phosphorylated by CDK, like the MRN complex, 

RPA and EXO1. Anyway, only phosphorylation of mammalian EXO1 

seems to have a proved regulatory role [166]. 

Even if only Sae2/CtIP, EXO1 and DNA2 activities have been shown 

to be influenced by CDK activity, the fact that the resection process is 



Introduction 

73 

 

strongly reduced in G1 phase of the cell cycle, even in the absence of 

NHEJ factors, like yKU, supports the hypothesis that the cell cycle 

stage controls the efficiency of the DSB resection. 

Another level of resection control relies on the KU complex. The first 

evidence for KU involvement in resection control, came from the fact 

that deletion of yKU70 is able to suppress the sensitivity to genotoxic 

agent of cells harboring a non-functional MRX complex, or cells deleted 

for SAE2 [167]. This suppression requires mainly the action of Exo1. 

More details about this suppression originated from the isolation of 

different yku70 mutants able to suppress the sensitivity to genotoxic 

agents of the mre11-3 nuclease defective allele. Furthermore, they 

have been isolated as NHEJ proficient, demonstrating that the function 

in Exo1 inhibition and in the NHEJ repair are genetically separable 

[168]. Biochemical analysis of two of the mutants revealed that 

suppression of the sensitivities of the mre11-3 nuclease defective allele 

depends on a reduced affinity for DSB ends and a propensity to diffuse 

inward on linear DNA. In these ways, the DSB ends are free and able 

to recruit Exo1[168]. These data lead to a model where Ku binding to 

DNA ends hides them from Exo1. In order to resection to take place, 

the activity of Sae2-MRX induces the displacement of the Ku complex 

from the DNA allowing Exo1 to initiate resection.  

The inhibition of the Ku complex on Exo1 was also observed in human 

cells [169]. Furthermore, as in yeast, removal of KU by MRN is 

important for resection initiation in the presence of “dirty DNA ends” 

[139]. 
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In yeast, DSB resection is inhibited also by the checkpoint protein Rad9 

[170]. As described in par.3.3, Rad9 is recruited to damaged DNA in 

two different ways. One dependent on chromatin modifications and the 

other dependent on the interaction with Dpb11. Rad9 is able to interact 

with a methylated lysine on histone H3 (H3-K79), and with the 

phosphorylated serine 129 on histone H2A [82,170]. While the first 

modification is constitutive, the S129 phosphorylation is dependent on 

the Tel1 and Mec1 checkpoint kinases [8]. Inhibition of DSB resection 

by Rad9 requires its chromatin association as the lack of H3-K79 

methyltransferase Dot1 or the presence of the non-phosphorylable 

variant h2a-S129A increases the resection efficiency [58,170]. On the 

contrary, deleting the chromatin remodeler Fun30 results in an 

increase binding of Rad9 and a defect in DNA resection [171–174]. 

Interestingly, a Cdk1 control on Fun30 was recently identified, linking 

the Rad9 regulation of resection with the Cdk1 control of resection 

[174]. Furthermore, Fun30 is recruited to DSB by physical interaction 

with Dpb11, which is also implicated in Rad9 recruitment [171]. 

Whether this can be another way of controlling Rad9 binding, remains 

to be determined. Studies on the human ortholog of Fun30, 

SMARCAD1, demonstrated that it has a positive effect on the resection 

process mediated by EXO1 [173]. Alteration of chromatin status is able 

to influence Rad9 binding. In fact, deletion of RIF1 causes a decrease 

in DSB processing dependent on Rad9 [175]  

In addition to Fun30, it has been demonstrated that the scaffold protein 

complex Slx4-Rtt107 is able to reduce Rad9 binding in the chromatin 
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surrounding DSB by competing for the binding to ɣ-H2A [176]. 

Consequently, deletion of SLX4 and/or RTT107 decreases the 

efficiency of resection [177]. 

Several lines of evidence indicate that Rad9 acts as a barrier toward 

end processing enzymes by restricting the access of Sgs1-Dna2.  

First, the lack of Rad9 increases the resection efficiency also in a wild 

type context in a Sgs1-dependent manner [170,178]. Moreover, cells 

depleted for SAE2 show a defect in resection initiation [132]. 

Furthermore, this defect causes an increase of Rad9 bound close to 

the DSB [178]. Deletion of Rad9 suppresses both the resection defect 

and the sensitivity to genotoxic agents of sae2∆ cells. Anyway, this 

suppression requires the activity of Sgs1, since its depletion makes 

sae2∆ rad9∆ cells sensitive again to genotoxic agents. Moreover, the 

identification and characterization of an Sgs1 mutant protein from our 

research group, strengthens the hypothesis that Rad9 inhibits the 

Sgs1-Dna2 pathway of resection (details are reported in the result 

section). 

The human structural and functional ortholog of Rad9 in DSB resection 

is 53BP1. As Rad9, 53BP1 was reported to inhibit DNA end resection 

in the G1-phase of the cell cycle [179]. In particular, 53BP1 inhibits 

BRCA1-CtIP mediated resection by recruiting RIF1 at DSB sites 

[180,181]. Depletion of 53BP1 or RIF1 restores resection in BRCA1 

depleted cells indicating that 53BP1 and RIF1 inhibit DNA end 

resection [181]. Anyway, phosphorylation and consequent activation of 

the BRCA1-CtIP complex in S-phase, displace 53BP1-RIF1 from DNA 
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ends, promoting resection. This evidence leads to a model in which 

53BP1-RIF1 protects DSB ends from resection in G1 phase of the cell 

cycle, favoring NHEJ mediated repair. On the contrary, the activation 

of CtIP and BRCA1 induce the displacement of 53BP1-RIF1 facilitating 

the action of the MRX complex. More recently, other two 53BP1 

interacting partners have been isolated and implicated in resection 

inhibition: PTIP and REV7/MAD2L2 [165,182].  

In mammalian cells, another negative regulator of the resection 

process has been identified. In fact, the HELB protein is recruited to 

ssDNA by RPA and is able to inhibit both EXO1 and BLM-DNA2 

mediated resection [183].  

Another level of resection control, lies in the DNA damage checkpoint 

cascade (Figure 5). In fact, in both yeast and mammals, Mec1/ATR 

and Tel1/ATM, regulate the formation of ssDNA upon DSB creation. In 

yeast, deletion of MEC1 accelerates DSB resection, whereas the 

presence of the hypermorphic allele mec1-ad impairs the process 

[58,184]. Mec1 can influence DSB resection at least in three ways: (a) 

by inducing Rad53 phosphorylation and activation, that, in turn, inhibits 

Exo1 [185]; (b) by promoting the binding of Rad9 through H2A-S129 

phosphorylation, thus inhibiting resection; (c) by phosphorylation of 

different targets like Sae2, favoring the process [167]. Resection in 

mec1∆ cells is not as efficient as in rad9∆ cells, suggesting that Mec1 

can also positively regulate DNA resection. On the contrary, the lack of 

Tel1 only slightly reduces the efficiency of resection [186]. This can be 
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ascribed to a recently identified role of Tel1 in structurally supporting 

MRX functions at DNA DSB, independently of its kinase activity [107]. 

Furthermore, the effect of the checkpoint on DSB resection becomes 

clear when the resection process is not completely efficient. In this 

context, sae2∆ cells, which suffer from a resection defect, show an 

increase in Rad9 binding close to the DSB and a persistent MRX 

association, which in turn induces an unscheduled Tel1 activation 

[133,134]. In this thesis, I provided evidences that hypomorphic 

mutations in RAD53 and TEL1 promote DSB resection acting on Rad9 

recruitment at DSB ends . Moreover, Mec1 phosphorylation regulates 

also the recruitment of Slx4-Rtt107 complex favoring its persistence at 

DSBs instead of the one of Rad9 [187]. A similar mechanism has been 

individuated also in mammalian cells [187]. Furthermore, ATM and 

ATR regulate resection by phosphorylating CtIP, EXO1 and DNA2 

[165]. Moreover, a resection mechanism regulated by ATR has been 

identified at telomeres [188]. In addition, in yeast, it was recently 

demonstrated that RNA processing proteins can influence the 

resection process acting on checkpoint activation [189]. 

In conclusion, checkpoint activation and DSB resection are two 

interconnected processes. In yeast, when a DSB occurs, the MRX 

complex recruits Tel1 and activates the DNA damage checkpoint by 

H2A phosphorylation and Rad9 accumulation at the DSB. Tel1, in turn, 

sustains the activity of the MRX complex by structural stabilization.  

The ssDNA created by Exo1 and Sgs1-Dna2 is covered by RPA and 

recruits Mec1. Therefore, as resection proceeds there is a shift from 
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Tel1 to Mec1 signaling. Mec1, in turn, phosphorylates histone H2A, 

recruits Rad9 and inhibits Exo1. This has two consequences: fueling 

of checkpoint activation and limiting of the accumulation of ssDNA. 

Limiting ssDNA means also checkpoint dampening. Therefore, 

checkpoint can both favor and limit ssDNA generation (Figure 5).  
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Figure 5 Interplays between checkpoint and DSB resection 
Recognition of the DSB by MRX/MRN (MRX/N) leads to recruitment of Tel1/ATM, 
which phosphorylates histone H2A (γH2A). MRX/MRN and Sae2/CtIP start the 
resection process. Long range resection is carried out by Exo1, Sgs1-Top3-Rmi (STR) 
and Dna2. The ssDNA tails obtained are coated by the RPA complex. RPA-ssDNA 
recruits the Mec1-Ddc2/ATR-ATRIP complex. Tel1/ATM, acting on the MRX/MRN 
complex, promotes DSB resection, which activates Mec1/ATR and concomitantly 
inhibits Tel1/ATM signaling. Mec1/ATR activation requires Dpb11/TopBP1 and the 9-
1-1 complex. The 9-1-1 complex is also implicated in recruiting Exo1 and STR-Dna2, 
promoting end resection. Once recruited to the DSB, Mec1/ATR regulates the 
generation of 3′-ended ssDNA by phosphorylating Sae2/CtIP and histone H2A. 
γH2A induces the recruitment of Rad9 that inhibits STR-Dna2 dependent resection. 
Furthermore, Mec1 activates the downstream checkpoint kinase Rad53/Chk2 by 
phosphorylating Rad9 and Rad53/Chk2 itself. Moreover, phosphorylated Rad9/53BP1 
promotes activation of Rad53/Chk2 by allowing its in-trans autophosphorylation. 
Activated Rad53 is then released from DNA and can regulate both DSB processing by 
phosphorylating and inhibiting Exo1 and its specific targets in the checkpoint cascade. 
Adapted from [26]. 
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5 Maintenance of replication fork stability 

upon replication stress 

DNA replication stress can be defined as the transient slowing or 

stalling of replication forks in response to a variety of situations like 

hard to replicate genomic regions, DNA lesions or in the presence of 

DNA replication inhibitors [190,191].  

Replication fork arrest can be artificially induced by a variety of 

genotoxic agents such as hydroxyurea (HU), ultraviolet radiations, 

methyl methane sulfonate (MMS), camptothecin (CPT) and inter strand 

crosslinking agents such as mitomycin C. These agents induce fork 

arrest or collapse at much higher rate than endogenous agents and, 

for this reason, have been used in basic research to characterize the 

cellular response to replication stress. Recently, HU and CPT have 

been used as chemotherapeutics in order to reduce replication rate in 

cancer cells [191]. 

5.1 DNA replication checkpoint  

To cope with replication stresses, cells activate an highly conserved 

transduction cascade named DNA replication checkpoint, whose main 

player is the Mec1/ATR kinase [28,191,192]. 

As depicted in par. 3.2, Mec1/ATR is activated by ssDNA. If at DNA 

DSB ssDNA is provided by the resection process, how ssDNA is 

formed at stalled replication forks? 
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Following HU treatment, yeast cells accumulate short tracts of ssDNA 

at the replication forks [193]. This ssDNA regions have been 

associated with the uncoupling of the leading and lagging strands 

polymerases [191,193]. Alternatively, biochemical studies using 

Xenopus eggs extract have provided evidences that these ssDNA 

regions are the result of the uncoupling between replicative helicases 

and polymerases [194]. In this context, electron microscopy (EM) 

analysis, in both yeast and Xenopus eggs extract, revealed that the 

average length of these ssDNA tracts reached 300 nt [195]. Anyway, 

fully activation of Mec1/ATR requires Dpb11/TopBP1 and the action of 

the 9-1-1 complex. Since it requires ssDNA/dsDNA junction to be 

recruited onto DNA, the uncoupling of replicative helicases and 

polymerases cannot fully justify checkpoint activation. The observation 

that DNA replication continues at a stalled fork through the synthesis 

and elongation of new primers, solved the problem [196]. In fact, using 

Xenopus eggs extract, it has been demonstrated that Polα primase can 

be hyper-loaded on both leading and lagging strand at stalled 

replication fork. New primers are then extended by replicative 

polymerase creating ssDNA/dsDNA junction that supports checkpoint 

activation by 9-1-1 and TopBP1 [196]. This model fits perfectly with 

agents that stall replication fork. Anyway other genotoxic treatments, 

like inter-strand cross-link, could block DNA replication without a 

significant uncoupling between helicases and polymerases because of 

the stalling of the helicases and not of the replisome. In these cases, 

active fork remodeling and DNA processing, such as resection and/or 
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fork reversal are capable of activating ATR. Fork reversal is a 

mechanism by which stalled replication forks reverse their direction by 

the annealing of nascent DNA strands [190,192]. This results in a four- 

way structure with the formation of a dsDNA ends that resembles the 

one of a DSB. In this context, if the lagging strand is shorter than the 

leading strand, a 5’ ended ssDNA-dsDNA junction, responsible for ATR 

activation, would be formed. Furthermore, restart of reversed forks 

needs the activity of helicases, like RECQ1, translocases, like 

SMARCAL1, and the concerted activity of WRN helicase and DNA2 

nuclease [190,192]. In particular, DNA2 is able to process reversed 

replication forks with a 5′-to-3′ polarity [197]. This ssDNA could activate 

ATR.  

Thus, S-phase checkpoint activation can be sustained by uncoupling 

between leading and lagging strand polymerases, uncoupling between 

helicases and polymerases and by fork reversal. Moreover, other 

situations in which double strand breaks or single strand breaks occur 

in the proximity of DNA replication origin can create ssDNA by 

activating homologous recombination-mediated repair.  

In addition to the already cited proteins that collaborate in ATR 

checkpoint activation and propagation, other proteins have been 

implicated, during S-phase, in the checkpoint cascade. For example, 

in budding yeast, Dna2 and Sgs1 were associated with checkpoint 

activation [198–200]. Moreover, Rad9 is substituted with Mrc1/Claspin 

for Rad53 activation [191]. 
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In particular, a biochemical screen for Mec1 activators has identified 

Dna2 as a S-phase specific activator of the kinase [201]. This 

stimulatory activity is independent of both its nuclease and helicase 

activity and relies on two aromatic residues in its N-terminal domain, 

Trp128 and Tyr130 [201].  

In both yeast and mammals, the mediator of the S-phase checkpoint is 

Mrc1/Claspin [8,191]. In yeast, Mrc1 is a replicative protein which is 

associated with the replisome even in unperturbed conditions. 

Following HU treatment, Mrc1 becomes hyperphosphorylated in a 

Mec1-dependent manner and interacts with Rad53 [191]. Mrc1 

importance in Rad53 activation is highlighted by the isolation of an 

mrc1-AQ allele that cannot be phosphorylated by Mec1. Mutants 

harboring this allele are unable to induce Rad53 phosphorylation. In 

mammals, Claspin is recruited to stalled replication forks by Timeless 

and Tipin proteins. In particular, Tipin interacts with the RPA complex 

and recruits Timeless that, in turn, may recruit Claspin and CHK1 [8]. 

This increases the local concentration of CHK1, facilitating its 

phosphorylation by ATR.   

In addition, works from Gasser lab demonstrated both genetically and 

biochemically that Sgs1 participates in the S-phase checkpoint 

activation in a parallel pathway to that of Mrc1, and supports 

checkpoint activation by interacting with both RPA and Rad53 in a 

Mec1 dependent manner [199,200]. Moreover, evidences have been 

provided for an implication of the replisome components in checkpoint 

activation. In fact, both the DNA polymerase ε and the helicases Mcm2-
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7 contribute to a full activation of Rad53 upon replication stress 

[202,203].  

Once replication checkpoint is activated, it exerts four main functions 

to promote survival to replication stress.  

First, it induces cell cycle arrest. In yeast, this is achieved by the 

stabilization of the securin Pds1, required for sister chromatids 

cohesion. In mammals, cell cycle arrest is obtained by CHK1 

dependent inactivation of CDC25 phosphatases (par.3.4) [28,203]. 

Anyway, delaying mitosis in mec1 or rad53 mutants does not suppress 

their strong sensitivity to HU, indicating that this checkpoint function is 

not essential for cell viability after replication stress [28].  

Second, activation of the replication checkpoint induces an increase in 

dNTPs synthesis in both yeast and mammals. Deletion of budding 

yeast SML1 suppresses lethality of MEC1 deletion. Sml1 is an inhibitor 

of the RNR (ribonucleotide reductase) and is degraded in a Rad53 

dependent manner. Moreover, Rad53 activation leads to the 

transcriptional activation of genes encoding for RNR subunits [191]. 

Similarly, in mammals, CHK1 activation induces the nuclear 

accumulation of RRM2 subunit of ribonucleotide reductase. Mouse 

models with increased RRM2 expression are somehow protected 

against HU treatment and ATR inhibitors, indicating that even in 

mammalian cells one of the function of the S-phase checkpoint is to 

increase the levels of nucleotides [204].  

Third, activation of S-phase checkpoint inhibits late origin firing. This 

avoids cells experiencing a replication stress to conclude replication in 
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non-permissive conditions. Mec1/ATR can regulate origin firing by 

different ways; for example, in yeast, Rad53 inhibits both CDK- and 

DDK-dependent pathways, both required for origin firing [205]. This is 

also true for mammalian cells, where, in addition, ATR blocks origin 

firing by blocking the interaction of CDC45 with MCM helicases, that 

unwind DNA for replication initiation [192].  

Lastly, S-phase checkpoint supports replisome stabilization. This is 

one of the still debated functions of the Mec1/ATR mediated 

checkpoint. In fact, different studies conducted in yeast have observed 

that rad53 mutants treated with HU or MMS show abnormal DNA 

structures and are defective in DNA replication completion [206,207]. 

This phenotype leads to infer that, when the checkpoint is not 

functional, the replisome is unstable ad prone to collapse. In addition, 

chromatin immunoprecipitation (ChIP) assays performed in checkpoint 

mutants treated with HU, reported a reduced binding of Polε at early 

active Autonomously Replicating Sequences (ARSs) [199,200,208]. 

Anyway, two genome-wide studies conducted first in yeast and then in 

human cells have demonstrated that in Mec1/ATR defective cells the 

replisome stability is not altered [209,210]. Furthermore, Dungrawala 

and colleagues have established that even if the replisome stability is 

not altered, inhibiting ATR results in a recruitment of HR and NHEJ 

processing factor that can account for forks collapse [209]. In this 

context, in yeast, have been observed that viability of mec1 cells relies 

on homologous recombination factors like Rad52 and the Sgs1 

helicase [211,212]. An interpretation of these data could be that 
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Mec1/ATR, even without influencing the replisome composition and 

association to DNA, can regulate fork processing with a protective 

effect that avoids fork collapse.  

Other roles have been assigned to the S-phase checkpoint, like 

controlling RNA-gating, avoiding the exhaustion of replication factor, 

regulating replisome function and promoting fork restart [191,192,213].  

Going beyond models, what is extremely evident is that S-phase 

checkpoint has an huge impact on cell survival after replication stress. 

In fact, at least in yeast, RAD53 mutations result in a very strong 

sensitivity to HU. On the contrary, inactivation of Rad53 has a weak 

effect on other genotoxic agents, indicating that Rad53 has an higher 

influence upon replication stress than upon DSB inducing treatment.  

5.2 DNA end resection at stalled replication fork 

In both yeast and mammals, nucleases have been implicated in the 

processing of stalled replication fork intermediates [190,191]. 

In yeast, resection of stalled replication forks is observed only in 

checkpoint deficient mutant. Moreover, rad53 mutant cells treated with 

high concentration of HU revealed that around 40% of forks had 

experienced extensive resection. The 5% of them are in a bubble 

conformation with one side of the replication bubble being completely 

single stranded [214]. While extensive resection is associated with fork 

collapse and, thus, with poor survival after replication stress, controlled 

nucleolytic degradation can be beneficial for replication fork stability. In 

this context, yeast checkpoint deficient mutants accumulate reversed 
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fork intermediated that are considered to be pathological intermediates 

[191]. Different studies have analyzed the effect of deleting Exo1 

nuclease in rad53 mutant. Cotta-Ramusino and colleagues 

demonstrated that Exo1 is recruited at HU stalled replication forks. 

Moreover, combining molecular biology and EM approaches they 

discovered that the double mutant rad53 exo1 accumulates aberrant 

replication fork structures that correlates with an increase in reversed 

forks, respect to the wild type strain [215]. Interestingly, deletion of 

EXO1 diminished the number of replication bubbles with gapped 

molecules and hemi replicated bubbles with a completely single 

stranded region. This data indicate that checkpoint mutants 

accumulate detrimental ssDNA at replication fork in a Exo1 dependent 

manner. Anyway, abrogating Exo1 activity results in an increase in 

reversed fork. To correctly analyze this data, it must be taken in 

account that Rad53 inhibits Exo1 action [185]. In this context, in 

checkpoint mutants where Exo1 could be hyperactive, excessive 

resection induces degradation of stalled replication forks. On the 

contrary, deletion of the nuclease increases pathological fork reversal 

indicating that both over-processing and inefficient processing of 

replication intermediates are detrimental to cell survival upon 

replication stress. Thus, controlled resection of replication intermediate 

is important for replication fork stabilization. In this context, it has been 

shown that deletion of Exo1 is able to suppress sensitivity to MMS, UV 

and IR treated rad53 mutant cells. On the contrary, deletion of Exo1 

neither increases nor suppresses HU sensitivity of rad53 cells [216]. 
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This can be justified by the fact that while MMS, UV and IR induce fork 

stalling without leading to fork reversal, HU treated mutant cells 

accumulates pathological reversed forks. Consequently, Exo1 

mediated resection could be detrimental in presence of stalled 

replication forks but has a sort of beneficial effect in avoiding reversal 

of replication fork. in this regard, it has been recently shown that Exo1, 

Dna2 and Sae2 dependent processing has a positive effect in avoiding 

reversed replication fork formation [217]. In particular, Exo1 and Dna2 

can resect reversed nascent strand. This counteracts the formation of 

reversed replication forks that, once formed, can be processed by 

endonucleases like Mus81, Yen1 and Slx1 that induce DSB creation. 

Furthermore, it is conceivable that, at least in yeast, Exo1 and Dna2 

can be involved in avoiding regression of stalled replication forks by 

digesting either the reversed arm or ssDNA generated by two 

replicative helicase, Rrm3 and Pif1, whose regulation is dependent on 

Rad53 activity [214]. 

The control of resection is important both at DSB and at replication fork. 

Nevertheless, while the molecular mechanism underpinning resection 

control at DSBs has been analyzed in depth, how resection is 

controlled at stalled replication forks and if DSB proteins share their 

function even at replication forks remains to be determined. In this 

thesis, I provided evidences that Rad9 is able to control resection at 

stalled replication forks, when the S-phase checkpoint is not fully 

functional.   
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In this direction, different studies conducted in mammalian cells have 

highlighted that proteins implicated in DSB resection can be 

responsible for fork processing and protection.  

Differently from what is currently supposed in yeast, replication fork 

reversal in mammalian cells is considered a physiological event that 

supports cell survival after replication stress [190]. In this context, 

unscheduled resection conducted by the MRE11 nuclease has been 

associated to replication fork collapse [218–220]. Resection by MRE11 

was firstly observed in BRCA1/2 or RAD51 deficient cells. In fact, 

BRCA1 and BRCA2 protect against MRE11 resection by promoting 

and stabilizing the RAD51 filament formation [218]. This conclusion 

has been supported by biochemical studies conducted in Xenopus 

eggs extract where the absence of RAD51 induces the formation of 

ssDNA gaps at replication forks [195]. In vivo, replication fork reversal 

mediated by SMARCAL1 and RAD52, creates the right substrate for 

MRE11 dependent resection [221,222]. In the absence of BRCA1, 

BRCA2 or RAD51, MRE11, together with CtIP and EXO1, is 

responsible for the over-processing that induces fork degradation 

[220]. Furthermore, other nucleases have been implicated in fork 

processing like DNA2, acting in a parallel pathway respect the one of 

MRE11, or FAN1 which, instead, acts downstream of it [190,197].  

As observed in yeast, nucleolytic degradation is a double edge sword. 

In fact, if uncontrolled can lead to fork degradation and genome 

instability. On the contrary, a physiological activity of all the nucleases 

described above is required for replication fork restart and thus for 
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maintaining genome stability. For example, limited MRE11 activity 

avoids DSBs formation and promotes the removal of stalled 

polymerases supporting fork repriming mechanisms [119]. 

Furthermore, a limited resection is required for MUS81 processing that, 

in turn, promotes fork rescue [220].  

In this context, WRN has been shown to both protect stalled replication 

fork from excessive resection and to support physiological processing 

by DNA2, enabling fork restart [223]. In particular, upon WRN nuclease 

inhibition, MRE11 and EXO1 dependent resection affects the ability to 

resume replication after replication stress. It has been proposed that, 

in the presence of replication stress, DNA processing by WRN could 

create a particular conformation of nascent strand that is resistant to 

MRE11 processing. Alternatively, the gaps created by the nuclease 

activity of WRN could promote RAD51 association. In this context, 

WRN can support RAD51 filament creation by its interacting partner 

WRNIP1 [224]. Furthermore, a non- enzymatic role of WRN has been 

demonstrated in protecting stalled replication fork from MRE11 activity 

[225]. Importantly, in wild type cells, the combined activity of WRN and 

DNA2 is important to create limited ssDNA necessary for fork restart 

[223].  

Recently, another player in fork protection has been found. BOD1L 

associates with replication fork. Ablation of BOD1L increases resection 

at replication fork inducing genome instability. Moreover, genetical 

analysis have demonstrated that BOD1L acts in a parallel pathway 

respect the one of BRCA1 and BRCA2 in supporting RAD51 protection 
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function. In fact, it has been proposed that BOD1L, by physically 

interacting with BLM helicase, can inhibit its ability to dismantle RAD51 

filament. In this context, in BOD1L depleted cells, the over-processing 

at stalled replication forks depends on the BLM-DNA2 axis [226]. 

 

It is evident that in both yeast and mammals the resection process must 

be tightly controlled at both DSB and stalled replication fork. In fact, the 

right balance between pro-resection factor and anti-resection factor is 

necessary to preserve genome stability in both contexts. Synthetic 

lethal approaches are a very promising tool to increase the power of 

chemotherapeutic treatments. Furthermore, agents that induce DNA 

damage or replication stress are currently the elicit therapies for cancer 

treatment. In this context, the identification of new pathways and the 

deep understanding of the molecular mechanisms that control repair 

upon DSB and replication stress inducing treatments will be of high 

importance to open new chances in cancer treatment. 
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DNA double-strand breaks (DSBs) can be repaired by homologous 

recombination (HR), which uses undamaged homologous DNA 

sequences as a template for repair in a mostly error-free manner. The 

first step in HR is the processing of DNA ends by 5’ to 3’ nucleolytic 

degradation (resection) to generate 30 -ended single-stranded DNA 

(ssDNA) that can invade a homologous template [111]. This ssDNA 

generation also induces activation of the DNA damage checkpoint, 

whose key players are the protein kinases ATM and ATR in mammals 

as well as their functional orthologs Tel1 and Mec1 in Saccharomyces 

cerevisiae [27]. 

Initiation of DSB resection requires the conserved MRX/MRN complex 

(Mre11/Rad50/Xrs2 in yeast; Mre11/Rad50/Nbs1 in mammals) that, 

together with Sae2, catalyzes an endonucleolytic cleavage of the 50 

strands [125,129,156]. More extensive resection of the 5’ strands 

depends on two pathways, which require the 5’ to 3’ double-stranded 

DNA exonuclease Exo1 and the nuclease Dna2 working in concert with 

the 30 to 50 helicase Sgs1 [125,156]. Double-strand break resection is 

controlled by the activity of cyclin-dependent kinases (Cdk1 in yeast) 

[161], which promotes DSB resection by phosphorylating Sae2 [127] 

and Dna2 [163], as well as by ATP-dependent nucleosome remodeling 

complexes [227]. Recently, the chromatin remodeler Fun30 has been 

shown to be required for extensive resection [172,173,228], possibly 

because it overcomes the resection barrier exerted by the histone-

bound checkpoint protein Rad9 [170,172,229]. The MRX/Sae2-

mediated initial endonucleolytic cleavage becomes essential to initiate 
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DSB resection when covalent modifications or bulky adducts are 

present at the DSB ends and prevent the access of the long-range 

Exo1 and Dna2/Sgs1 resection machinery. For example, Sae2 and the 

MRX nuclease activity are essential during meiosis to remove Spo11 

from the 50 -ended strand of the DSBs [230,231]. Furthermore, both 

sae2Δ and mre11 nuclease-defective (mre11-nd) mutants exhibit a 

marked sensitivity to methyl methanesulfonate (MMS) and ionizing 

radiation (IR), which can generate chemically complex DNA termini, 

and to camptothecin (CPT), which extends the half-life of 

topoisomerase I (Top1)–DNA cleavable complexes [232]. CPT-

induced DNA lesions need to be processed by Sae2 and MRX unless 

the Ku heterodimer is absent. In fact, elimination of Ku restores partial 

resistance to CPT in both sae2Δ and mre11-nd cells [167,233]. This 

suppression requires Exo1, indicating that Ku increases the 

requirement for MRX/Sae2 activities in DSB resection by inhibiting 

Exo1. To identify other possible mechanisms regulating MRX/Sae2 

requirement in DSB resection, we searched for extragenic mutations 

that suppressed the sensitivity to DNA damaging agents of sae2Δ 

cells. This search allowed the identification of the SGS1-ss allele, 

which suppresses the resection defect of sae2Δ cells by escaping 

Rad9-mediated inhibition of DSB resection. The Sgs1-ss variant is 

robustly associated with the DSB ends both in the presence and in the 

absence of Rad9 and resects the DSB more efficiently than wildtype 

Sgs1. Moreover, we found that Rad9 limits the binding at the DSB of 

Sgs1, which is in turn responsible for rapid resection in rad9Δ cells. We 
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propose that Rad9 limits the activity in DSB resection of Sgs1/Dna2 

and the escape from this inhibition can reduce the requirement of Sae2 

and functional MRX in DSB resection. 

Sgs1-ss suppresses the sensitivity to DNA damaging 

agents of sae2∆ and mre11-nd mutants 

SAE2 deletion causes hypersensitivity to CPT, which creates 

replication-associated DSBs. The lack of Ku suppresses CPT 

hypersensitivity of sae2Δ mutants, and this rescue requires Exo1 

[167,233], indicating that Ku prevents Exo1 from initiating DSB 

resection. 

To identify other possible pathways bypassing Sae2 function in DSB 

resection, we searched for extragenic mutations that suppress the CPT 

sensitivity of sae2Δ cells. CPT-resistant sae2Δ candidates were 

crossed to each other and to the wild-type strain to identify, by tetrad 

analysis, 15 single-gene suppressor mutants that fell into 11 distinct 

allelism groups. Genome sequencing of the five non-allelic suppressor 

clones that stood from the others for the best suppression phenotype 

identified single-base pair substitutions either in the TOP1 gene, 

encoding the CPT target topoisomerase I, or in the PDR3, PDR10 and 

SAP185 genes, which encode for proteins involved in multi-drug 

resistance. The mutation responsible for the suppression in the fifth 

clone was a single-base pair substitution in the SGS1 gene (SGS1-ss), 

causing the amino acid change G1298R in the HRDC domain that is 
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conserved in the RecQ helicase family. The identity of the genes that 

are mutated in the six remaining suppressor clones remained to be 

determined. 

The SGS1-ss allele suppressed the sensitivity of the sae2Δ mutant not 

only to CPT, but also to phleomycin (phleo) and MMS, resulting in 

almost wild-type survival of sae2Δ SGS1-ss cells treated with these 

drugs (Figure 6A). The ability of Sgs1-ss to suppress the sensitivity of 

sae2Δ to genotoxic agents was dominant, as sae2Δ/sae2Δ 

SGS1/SGS1-ss diploid cells were less sensitive to CPT, phleomycin 

and MMS compared to sae2Δ/sae2Δ SGS1/SGS1 diploid cells (Figure 

6B). 

Besides providing the endonuclease activity to initiate DSB resection, 

MRX also promotes stable association of Exo1, Sgs1 and Dna2 at the 

DSB ends [234], thus explaining the severe resection defect of cells 

lacking the MRX complex compared to cells lacking either Sae2 or the 

Mre11 nuclease activity. Sgs1-ss suppressed the hypersensitivity to 

genotoxic agents of mre11-H125N cells, which were specifically 

defective in Mre11 nuclease activity (Figure 6A). By contrast, mre11Δ 

SGS1-ss double-mutant cells were as sensitive to genotoxic agents as 

the mre11Δ single mutant (Figure 6A). Altogether, these findings 

indicate that Sgs1-ss can bypass the requirement of Sae2 or MRX 

nuclease activity for survival to genotoxic agents, but it still requires the 

physical integrity of the MRX complex to exert its function. 

Sgs1 promotes DSB resection by acting as a helicase [125,156], 

prompting us to investigate whether Sgs1-ss requires its helicase 
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activity to exert the suppression effect. Both the lack of Sgs1 and its 

helicase-dead Sgs1-hd variant, carrying the K706A amino acid 

substitution [235], impaired viability of sae2Δ cells [156] (Figure 6C). 

This synthetic sickness is likely due to poor DSB resection, as it is 

known to be alleviated by making DNA ends accessible to the Exo1 

nuclease [167,233]. The K706A substitution was therefore introduced 

in Sgs1-ss, thus generating the Sgs1-hd-ss variant, and meiotic tetrads 

from diploid strains double heterozygous for sae2Δ and sgs1-hd-ss 

were analysed for spore viability on YEPD plates. All sae2Δ sgs1-hd-

ss double-mutant spores formed much smaller colonies than each 

single-mutant spore (Figure 6D), with a colony size similar to that 

obtained from sae2Δ sgs1-hd double-mutant spores (Figure 6C). 

Thus, Sgs1-ss appears to require its helicase activity to suppress the 

lack of Sae2 function. 

Suppression of sae2Δ by Sgs1-ss requires Dna2, but 

not Exo1 

The ssDNA formed by Sgs1 unwinding is degraded by the nuclease 

Dna2, which acts in DSB resection in a parallel pathway with respect 

to Exo1 [156]. Thus, we asked whether the suppression of sae2Δ 

hypersensitivity to DNA damaging agents by Sgs1-ss requires Exo1 

and/or Dna2. Although the lack of Exo1 exacerbated the sensitivity of 

sae2Δ cells to some DNA damaging agents (Figure 6E), the SGS1-ss 

allele was still capable to suppress the sensitivity to CPT, phleomycin 
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and MMS of sae2Δ exo1Δ double-mutant cells (Figure 6E), indicating 

the suppression of sae2Δ by Sgs1-ss is independent of Exo1. As DNA2 

is essential for cell viability, dna2Δ cells were kept viable by the pif1-

M2 mutation, which impairs the ability of Pif1 to promote formation of 

long flaps that are substrates for Dna2 [236]. Diploids homozygous for 

the pif1-M2 mutation and heterozygous for sae2Δ, dna2Δ and SGS1-

ss were generated, followed by sporulation and tetrads dissection. No 

viable sae2Δ dna2Δ pif1-M2 cells could be recovered, and the 

presence of the SGS1-ss allele did not restore viability of sae2Δ dna2Δ 

pif1-M2 triple-mutant spores (Figure 6F). By contrast, tetrads from a 

diploid homozygous for the pif1-M2 mutation and heterozygous for 

sae2Δ, dna2Δ and ku70Δ showed that the lack of Ku70, which relieved 

Exo1 inhibition [167,233], restored viability of sae2Δ dna2Δ pif1-M2 

spores (Figure 6G). These findings indicate that Sgs1-ss requires 

Dna2 to bypass Sae2 requirement. 
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Figure 6 Suppression of the sensitivity to genotoxic agents of sae2∆ and mre11 

nuclease defective mutants by Sgs1-ss. 

(A, B) Exponentially growing cells were serially diluted (1:10), and each dilution was 

spotted out onto YEPD plates with or without camptothecin (CPT), phleomycin or 

MMS. (C,D) Meiotic tetrads were dissected on YEPD plates that were incubated at 

25°C, followed by spore genotyping. (E) Exponentially growing cells were serially 

diluted (1:10), and each dilution was spotted out onto YEPD plates with or without CPT, 

phleomycin or MMS. (F, G) Meiotic tetrads were dissected on YEPD plates that were 

incubated at 25°C, followed by spore genotyping. 
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Sgs1-ss suppresses the adaptation defect of sae2Δ 

cells 

A single irreparable DSB triggers a checkpoint-mediated cell cycle 

arrest. Yeast cells can escape an extended checkpoint arrest and 

resume cell cycle progression even with an unrepaired DSB 

(adaptation) [237,238]. Sae2 lacking cells, like other resection deficient 

mutants, fail to turn off the checkpoint triggered by an unrepaired DSB 

and remain arrested at G2/M as large budded cells [58,132,228,239]. 

To investigate whether Sgs1-ss suppresses the adaptation defect of 

sae2Δ cells, we used JKM139 derivative strains carrying the HO 

endonuclease gene under the control of a galactose-inducible 

promoter. Galactose addition leads to generation at the MAT locus of 

a single DSB that cannot be repaired by HR, because the homologous 

donor loci HML or HMR are deleted [237]. When G1-arrested cell 

cultures were spotted on galactose-containing plates, sae2Δ SGS1-ss 

cells formed microcolonies with more than two cells more efficiently 

than sae2Δ cells, which were still arrested at the two-cell dumbbell 

stage after 24 h (Figure 7A). Checkpoint activation was monitored also 

by following Rad53 phosphorylation, which is required for Rad53 

activation and is detectable as a decrease of its electrophoretic 

mobility. When galactose was added to exponentially growing cell 

cultures of the same strains, sae2Δ and sae2Δ SGS1-ss mutant cells 

showed similar amounts of phosphorylated Rad53 after HO induction 

(Figure 7B), indicating that Sgs1-ss did not affect checkpoint 
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activation. However, Rad53 phosphorylation decreased in sae2Δ 

SGS1-ss double-mutant cells within 12–14 h after galactose addition, 

whereas it persisted longer in sae2Δ cells that were defective in re-

entering the cell cycle (Figure 7B). Thus, Sgs1-ss suppresses the 

inability of sae2Δ cells to turn off the checkpoint in the presence of an 

unrepaired DSB. The adaptation defect of sae2Δ cells has been 

proposed to be due to an increased persistence at DSBs of the MRX 

complex, which in turn causes unscheduled Tel1 activation [58,132]. 

We then asked by chromatin immunoprecipitation (ChIP) and 

quantitative real-time PCR (qPCR) analysis whether Sgs1-ss can 

reduce the binding of MRX to the DSB ends in sae2Δ cells. When HO 

was induced in exponentially growing cells, the amount of Mre11 

bound at the HO-induced DSB end was lower in sae2Δ SGS1-ss than 

in sae2Δ cells (Figure 7C). As MRX persistence at the DSB in sae2Δ 

cells has been proposed to be due to defective DSB resection, this 

finding suggests that Sgs1-ss suppresses the resection defect of 

sae2Δ cells. 
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Figure 7 Suppression of the adaptation defect of sae2Δ cells by Sgs1-ss. 
(A) YEPR G1-arrested cell cultures of wild-type JKM139 and otherwise isogenic 
derivative strains were plated on galactose-containing plates (time zero). At the 
indicated time points, 200 cells for each strain were analyzed to determine the 
frequency of large budded cells and of cells forming microcolonies of more than two 
cells. The mean values from three independent experiments are represented (n = 3). 
(B) Exponentially growing YEPR cultures of the strains in (A) were transferred to 
YEPRG (time zero), followed by Western blot analysis with anti-Rad53 antibodies. (C) 
ChIP analysis. Exponentially growing YEPR cell cultures of JKM139 derivative strains 
were transferred to YEPRG, followed by ChIP analysis of the recruitment of Mre11–
Myc at the indicated distance from the HO-cut compared to untagged Mre11 (no tag). 
In all diagrams, the ChIP signals were normalized for each time point to the 
corresponding input signal. The mean values are represented with error bars denoting 
s.d. (n = 3). *P < 0.01, t-test.   
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Sgs1-ss suppresses the resection defect of sae2Δ 

cells 

To investigate whether Sgs1-ss suppresses the sensitivity to genotoxic 

agents and the adaptation defect of sae2Δ cells by restoring DSB 

resection, we used JKM139 derivative strains to monitor directly 

generation of ssDNA at the DSB ends [237]. Because ssDNA is 

resistant to cleavage by restriction enzymes, we directly monitored 

ssDNA formation at the irreparable HO-cut by following the loss of SspI 

restriction fragments after galactose addition by Southern blot analysis 

under alkaline conditions, using a single-stranded probe that anneals 

to the 3’ end at one side of the break (Figure 8A). Resection in sae2Δ 

SGS1-ss cells was markedly increased compared to sae2Δ cells, 

indicating that Sgs1-ss suppresses the resection defect caused by the 

lack of Sae2 (Figure 8B and C). Repair of a DSB flanked by direct 

repeats occurs primarily by single-strand annealing (SSA), which 

requires nucleolytic degradation of the 5’ DSB ends to reach the 

complementary DNA sequences that can then anneal [240]. To assess 

whether the Sgs1- ss-mediated suppression of the resection defect 

caused by the lack of Sae2 was physiologically relevant, we asked 

whether Sgs1-ss suppresses the SSA defect of sae2Δ cells. To this 

end, we introduced the SGS1-ss allele in YMV45 strain, which carries 

two tandem leu2 repeats located 4.6 kb apart, with a HO recognition 

site adjacent to one of the repeats [28]. This strain also harbours a 

GAL-HO construct for galactose-inducible HO expression. As 
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expected, accumulation of the repair product was reduced in sae2Δ 

compared to wild-type cells, whereas it occurred with almost wildtype 

kinetics in sae2Δ SGS1-ss double-mutant cells (Figure 8D and E), 

indicating that Sgs1-ss improves SSA-mediated DSB repair in the 

absence of Sae2. Altogether, these findings indicate that Sgs1-ss 

suppresses both the sensitivity to genotoxic agents of sae2Δ cells and 

the MRX persistence at DSBs by restoring DSB resection. 

Interestingly, the effects of the SGS1-ss mutation are opposite to those 

of the separation-of-function sgs1-D664Δ allele, which specifically 

impairs viability of sae2Δ cells and DSB resection without affecting 

other Sgs1 functions [241]. 
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Figure 8 Sgs1-ss suppresses the resection defect of sae2Δ cells. 

(A) Method to measure double-strand break (DSB) resection. Gel blots of SspI-

digested genomic DNA separated on alkaline agarose gel were hybridized with a 

single-stranded MAT probe (ss probe) that anneals to the unresected strand. 50 –30 

resection progressively eliminates SspI sites (S), producing larger SspI fragments (r1 

through r7) detected by the probe. (B) DSB resection. YEPR exponentially growing cell 

cultures of JKM139 derivative strains were transferred to YEPRG at time zero. 

Genomic DNA was analysed for ssDNA formation at the indicated times after HO 

induction as described in (A). (C) Densitometric analyses. The experiment as in (B) 

has been independently repeated three times, and the mean values are represented 

with error bars denoting s.d. (n = 3). (D) DSB repair by single-strand annealing (SSA). 

In YMV45 strain, the HO-cut site is flanked by homologous leu2 sequences that are 

4.6 kb apart. HO-induced DSB formation results in generation of 12- and 2.5-kb DNA 

fragments (HO-cut) that can be detected by Southern blot analysis with a LEU2 probe 

of KpnI-digested genomic DNA. DSB repair by SSA generates an 8-kb fragment 

(product). (E) Densitometric analysis of the product band signals. The intensity of each 

band was normalized with respect to a loading control (not shown). The mean values 

are represented with error bars denoting s.d. (n = 3).  
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Sgs1-ss accelerates DSB resection by escaping Rad9 

inhibition 

The Sgs1-ss mutant variant can bypass Sae2 requirement in initiation 

of DSB resection either because it allows Dna2 to substitute for 

Sae2/MRX endonuclease activity or because it increases the resection 

efficiency. To distinguish between these two possibilities, we asked 

whether Sgs1-ss could bypass Sae2 requirement in resecting meiotic 

DSBs, where the Sae2/MRX-mediated endonucleolytic cleavage is 

absolutely required to initiate DSB resection by allowing the removal of 

Spo11 from the DSB ends [230,231]. A sae2∆/sae2∆ SGS1-ss/SGS1-

ss diploid strain was constructed and its kinetics of processing/repair 

of meiotic DSBs generated at the THR4 hotspot was compared to 

those of a sae2∆/sae2∆ diploid. DSBs disappeared in both wild-type 

and SGS1-ss/SGS1-ss cells about 4 h after transfer to sporulation 

medium, while they persisted until the end of the experiment in both 

sae2∆/sae2∆ and sae2∆/sae2∆ SGS1-ss/SGS1-ss diploid cells 

(Figure 9A). Thus, Sgs1-ss cannot substitute the endonucleolytic 

clipping by Sae2/MRX when this is absolutely required to initiate DSB 

resection. Interestingly, the Sgs1-ss mutant variant accelerates both 

DSB resection and SSA compared to wild-type Sgs1 (Figure 8B-E), 

suggesting that Sgs1-ss might increase the resection efficiency by 

escaping the effect of negative regulators of this process. In particular, 

Rad9 provides a barrier to resection through an unknown mechanism 

[170,229]. As shown in Figure 10A and B, both SGS1-ss and rad9Δ 



Results 

110 

 

mutant cells accumulated the resection products more efficiently than 

wildtype cells, and the presence of Sgs1-ss did not accelerate further 

the generation of ssDNA in rad9Δ cells. Thus, the lack of Rad9 and the 

presence of Sgs1-ss appear to increase the efficiency of DSB resection 

through the same mechanism. Furthermore, cells lacking Rad9 

displayed sensitivity to CPT and phleomycin (Figure 10C). Consistent 

with the finding that the SGS1-ss and rad9Δ alleles affect the same 

process, rad9Δ was epistatic to SGS1-ss with respect to the survival to 

genotoxic agents, as sae2Δ rad9Δ SGS1-ss cells were as sensitive to 

CPT and phleomycin as sae2Δ rad9Δ and rad9Δ cells (Figure 10C). 

Double-strand break resection in the G1 phase of the cell cycle is 

specifically inhibited by the Ku complex, whose lack allows nucleolytic 

processing in G1 cells independently of Cdk1 activity [242]. RAD9 

deletion does not allow DSB resection in G1, but it enhances resection 

in G1-arrested kuΔ cells [243], indicating that Rad9 inhibits DSB 

resection in G1, but this function becomes apparent only when Ku is 

absent. To investigate whether Sgs1-ss was capable to counteract the 

inhibitory function of Rad9 in G1, we monitored DSB resection in 

SGS1-ss and ku70Δ SGS1-ss cells that were kept arrested in G1 by a-

factor during HO induction. Consistent with the requirement of Cdk1 

activity for efficient DSB resection, the 3’-ended resection products 

were barely detectable in wild-type G1 cells, whereas their amount 

increased in ku70Δ G1 cells that, as previously reported [242], 

accumulated mostly 1.7-, 3.5- and 4.7-kb ssDNA products (r1, r2, r3) 

(Figure 9B and C). By contrast, DSB resection in SGS1-ss cells was 
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undistinguishable from that observed in wild-type cells (Figure 9 B and 

C), indicating that Sgs1-ss does not allow DSB resection in G1. 

Furthermore, while RAD9 deletion enhanced the resection efficiency of 

ku70Δ G1 cells, G1-arrested ku70Δ and ku70Δ SGS1-ss cells 

accumulated resection products with similar kinetics (Figure 10D and 

E). Altogether, these findings indicate that Sgs1-ss is not capable to 

allow DSB resection in G1 either in the presence or in the absence of 

Ku. As Sgs1-ss function in DSB resection depends on Dna2, whose 

activity requires Cdk1-mediated phosphorylation [163], the inability of 

Sgs1-ss to overcome both Ku- and Rad9-mediated inhibition in G1 may 

be due to the requirement of Cdk1 activity to support Dna2 and 

therefore Sgs1-ss function in DSB resection.  
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Figure 9 Sgs1-SS cannot compensate for the absence of Sae2 in meiosis and does 
not allow resection in G1. 
(A) Diploid cells were grown to stationary phase in YPA medium and then resuspended 
in SPM at time zero. Cells sample were collected at the indicated time points after 
transfer to SPM to analyze meiotic DSB formation by Southern blot analysis. Southern 
blot was performed on EcoRI-digested genomic DNA run on a native agarose gel and 
the filter was hybridized with a probe complementary to the 5’ non coding region of the 
THR4 gene. This probe reveals an intact EcoRI fragment (parental) of 7.9 kb and two 
bands of 5.7 and 7.1 kb corresponding to the prominent meiotic DSB sites (DSB1 and 
DSBII). (B and C) DSB resection. HO was induced at time zero in α-factor-arrested 
JKM139 derivative cells that were kept arrested in G1 with α-factor throughout the 
experiment. Genomic DNA was analyzed for ssDNA formation at the indicated times 
after HO induction. Densitometric analyses. The experiment as in (B) has been 
independently repeated three times and the mean values are represented with error 
bars denoting s.d. (n=3). 
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Figure 10 Double-strand break (DSB) resection is accelerated by the same 
mechanism in SGS1-ss and rad9Δ cells. 
(A) DSB resection. YEPR exponentially growing cell cultures of JKM139 derivative 
strains were transferred to YEPRG at time zero. Genomic DNA was analyzed for 

ssDNA formation as described in Figure 8A (B) Densitometric analyses. The 

experiment as in (A) has been independently repeated three times, and the mean 
values are represented with error bars denoting s.d.(n = 3) (C) Exponentially growing 
cells were serially diluted (1:10), and each dilution was spotted out onto YEPD plates 
with or without camptothecin (CPT) or phleomycin (D) DSB resection. HO was induced 
at time zero in a-factor-arrested JKM139 derivative cells that were kept arrested in G1 
with a-factor throughout the experiment Genomic DNA was analyzed for ssDNA 
formation as described in Figure 8A (E) Densitometric analyses. The experiment as in 
(D) has been independently repeated three times, and the mean values are 
represented with error bars denoting s.d.(n = 3). 
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Rapid DSB resection in rad9Δ cells depends mainly on 

Sgs1 

Generation of ssDNA at uncapped telomeres in rad9Δ cells has been 

shown to be more dependent on Dna2/Sgs1 than on Exo1 [141]. This 

observation, together with the finding that SGS1-ss does not 

accelerate further the generation of ssDNA in rad9Δ cells (Figure 10A 

and B), raises the possibility that Rad9 inhibits DSB resection by 

limiting Sgs1 activity and that the Sgs1-ss variant can escape this 

inhibition. We tested this hypothesis by investigating the contribution of 

Sgs1 and Exo1 to the accelerated DSB resection displayed by rad9Δ 

cells. As shown in Figure 11A and B, sgs1Δ was epistatic to rad9Δ 

with respect to DSB resection, as sgs1Δ rad9Δ double-mutant and 

sgs1Δ single mutant cells resected the HO-induced DSB with similar 

kinetics. By contrast, DSB resection in exo1Δ rad9Δ cells was more 

efficient than in exo1Δ cells, although it was delayed compared to 

rad9Δ cells (Figure 11C and D). Thus, the rapid resection in the 

absence of Rad9 depends mainly on Sgs1, although also Exo1 

contributes to resect the DSB in the absence of Rad9. Consistent with 

the finding that Sgs1-ss overrides Rad9 inhibition, SGS1-ss exo1Δ 

cells resected the DSB with kinetics similar to that of rad9Δ exo1Δ cells 

(Figure 12A and B).  
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Figure 11. Rapid resection in rad9Δ cells depends mainly on Sgs1. 

(A) Double-strand break (DSB) resection. YEPR exponentially growing cell cultures of 

JKM139 derivative strains were transferred to YEPRG at time zero. Genomic DNA 

wasanalysed for ssDNA formation as described in Figure 8A. (B) Densitometric 

analyses. The experiment as in (A) has been independently repeated three times, and 

the mean values are represented with error bars denoting s.d.(n = 3). (C) DSB 

resection. The experiment was performed as in (A). (D) Densitometric analyses. The 

experiment as in (C) has been independently repeated three times, and the mean 

values are represented with error bars denoting s.d. (n = 3).   
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Figure 12 exo1∆ rad9∆ and exo1∆ SGS1-ss resect the DSB with similar kinetics.  
(A) DSB resection. YEPR exponentially growing cells cultures of JKM 139 derivative 
strains were transferred to YEPRG at time zero. Genomic DNA was analysed for 
ssDNA formation at the indicated times after HO induction. (B) Densiometric analyses. 
The experiment as in (A) has been independently repeated three times and the mean 
values are represented with error bars denoting s.d (n=3). 

  



Results 

119 

 

Rad9 inhibits DSB resection by limiting Sgs1 

association at DNA break 

If loss of end protection by Rad9 allowed Sgs1 to initiate DSB 

resection, which normally requires Sae2, then RAD9 deletion, like 

Sgs1-ss, should suppress the resection defect of sae2Δ cells. Indeed, 

DSB resection in sae2Δ rad9Δ cells was as fast as in rad9Δ cells, which 

resected the DSB more efficiently than wild-type and sae2Δ cells 

(Figure 13A and B), indicating that the lack of Rad9 bypasses Sae2 

function in DSB resection. We then asked by ChIP and qPCR analysis 

whether Rad9 limits Sgs1 activity by regulating Sgs1 

binding/persistence to the DSB ends. When HO was induced in 

exponentially growing cells, the amount of Sgs1 bound at the HO-

induced DSB was higher in rad9Δ than in wild-type cells (Figure 13F), 

indicating that Rad9 counteracts Sgs1 recruitment to the DSB. 

Interestingly, the Sgs1-ss variant was recruited at the DSB with 

equivalent efficiencies in both exponentially growing wild-type and 

rad9Δ cells (Figure 13C). These differences were not due to different 

resection kinetics, as we obtained similar results also when the HO-

induced DSB was generated in G1-arrested cells (Figure 13D), which 

resected the DSB very poorly due to the low Cdk1 activity [161]. 

Interestingly, the amount of Sgs1-ss bound to the DSB was higher than 

the amount of wild-type Sgs1 in rad9Δ cells (Figure 13C and D), 

suggesting that Sgs1-ss has a higher intrinsic ability to bind/persist at 

the DSB. Altogether, these results indicate that Rad9 limits the 
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association of Sgs1 to the DSB ends and that the Sgs1-ss variant 

escapes this inhibition possibly because it binds more tightly the DSB. 

Interestingly, the robust association of Sgs1-ss to the DSB in G1-

arrested cells (low Cdk1 activity) did not result in DSB resection 

(Figure 9B and C) possibly because Sgs1 acts in DSB resection 

together with Dna2, whose activity requires Cdk1- mediated 

phosphorylation [163]. Consistent with a contribution of Exo1 in 

promoting DSB resection in the absence of Rad9, rad9Δ cells showed 

an increased Exo1 recruitment to the DSB compared to wild-type cells 

(Figure 13E). 
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Figure 13 Rad9 inhibits Sgs1 association at the double-strand breaks (DSBs). 
(A) DSB resection. YEPR exponentially growing cell cultures of JKM139 derivative 
strains were transferred to YEPRG at time zero. Genomic DNA was analyzed for 
ssDNA formation as described in Figure 8A. (B) Densitometric analyses. The 
experiment as in (A) has been independently repeated three times, and the mean 
values are represented with error bars denoting s.d.(n = 3). (C) ChIP analysis. 
Exponentially growing YEPR cell cultures of JKM139 derivative strains were 
transferred to YEPRG, followed by ChIP analysis of the recruitment of Sgs1-HA and 
Sgs1-ss-HA at the indicated distance from the HO-cut compared to untagged Sgs1 (no 
tag). In all diagrams, the ChIP signals were normalized for each time point to the 
corresponding input signal. The mean values are represented with error bars denoting 
s.d. (n = 3). *P < 0.01, t-test. (D) ChIP analysis in G1-arrested cells. As in (C), but 
showing ChIP analysis of the recruitment of Sgs1-HA and Sgs1-ss-HA in cells that 
were kept arrested in G1 by a-factor. The mean values are represented with error bars 
denoting s.d. (n = 3). *P < 0.01, t-test. (E) ChIP analysis in G1-arrested cells. As in (C), 
but showing ChIP analysis of the recruitment of Exo1–Myc in cells that were kept 
arrested in G1 by a-factor. The mean values are represented with error bars denoting 
s.d. (n = 3). *P < 0.01, t-test. 
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Programmed DNA double-strand breaks (DSBs) are formed during 

meiotic recombination and rearrangement of the immunoglobulin 

genes in lymphocytes. Furthermore, potentially harmful DSBs can 

arise by exposure to environmental factors, such as ionizing radiations 

and radiomimetic chemicals, or by failures in DNA replication. DSB 

generation elicits a checkpoint response that depends on the 

mammalian protein kinases ATM and ATR, whose functional orthologs 

in Saccharomyces cerevisiae are Tel1 and Mec1, respectively [26]. 

Tel1/ATM is recruited to DSBs by the MRX (Mre11-Rad50-Xrs2)/MRN 

(Mre11-Rad50-Nbs1) complex, whereas Mec1/ATR recognizes single-

stranded DNA (ssDNA) covered by Replication Protein A (RPA) [27]. 

Once activated, Tel1/ATM and Mec1/ATR propagate their checkpoint 

signals by phosphorylating the downstream checkpoint kinases Rad53 

(Chk2 in mammals) and Chk1, to couple cell cycle progression with 

DNA repair [27]. 

Repair of DSBs can occur by either non-homologous end joining 

(NHEJ) or homologous recombination (HR). Whereas NHEJ directly 

joins the DNA ends, HR uses the sister chromatid or the homologous 

chromosome to repair DSBs. HR requires that the 5’ ends of a DSB 

are nucleolytically processed (resected) to generate 3’-ended ssDNA 

that can invade an undamaged homologous DNA template [24,111]. In 

Saccharomyces cerevisiae, recent characterization of core resection 

proteins has revealed that DSB resection is initiated by the MRX 

complex, which catalyzes an endonucleolytic cleavage near a DSB 

[111], with the Sae2 protein (CtIP in mammals) promoting MRX 
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endonucleolytic activity [129]. This MRX-Sae2-mediated DNA clipping 

generates 5’ DNA ends that are optimal substrates for the nucleases 

Exo1 and Dna2, the latter working in concert with the helicase Sgs1 

[125,150,156,159]. In addition, the MRX complex recruits Exo1, Sgs1 

and Dna2 to DSBs independently of the Mre11 nuclease activity [234].  

DSB resection is also negatively regulated by Ku and Rad9, which 

inhibit the access to DSBs of Exo1 and Sgs1-Dna2, respectively 

[167,178,233,244] 

The MRX-Sae2-mediated endonucleolytic cleavage is particularly 

important to initiate resection at DNA ends that are not easily 

accessible to Exo1 and Dna2-Sgs1. For instance, both sae2∆ and 

mre11 nuclease defective mutants are completely unable to resect 

meiotic DSBs, where the Spo11 topoisomerase-like protein remains 

covalently attached to the 5’-terminated strands [230,231]. 

Furthermore, the same mutants exhibit a marked sensitivity to 

camptothecin (CPT), which extends the half-life of DNA-topoisomerase 

I cleavable complexes [232,245], and to methylmethane sulfonate 

(MMS), which can generate chemically complex DNA termini. The lack 

of Rad9 or Ku suppresses both the hypersensitivity to DSB-inducing 

agents and the resection defect of sae2∆ cells [167,178,233,234,244]. 

These suppression events require Dna2-Sgs1 and Exo1, respectively, 

indicating that Rad9 increases the requirement for MRX-Sae2 activity 

in DSB resection by inhibiting Sgs1-Dna2 [178,244], while Ku mainly 

limits the action of Exo1 [167,233,234]. By contrast, elimination of 

either Rad9 or Ku does not bypass Sae2/MRX function in resecting 
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meiotic DSBs [167,244], likely because Sgs1-Dna2 and Exo1 cannot 

substitute for the Sae2/MRX mediated endonucleolytic cleavage when 

this event is absolutely required to generate accessible 5’-terminated 

DNA strands. 

Sae2 plays an important role also in modulating the checkpoint 

response. Checkpoint activation in response to DSBs depends 

primarily on Mec1, with Tel1 playing a minor role [186]. On the other 

hand, impaired Mre11 endonuclease activity caused by the lack of 

Sae2 leads to increased MRX persistence at the DSB ends. The 

enhanced MRX signaling in turn causes unscheduled Tel1-dependent 

checkpoint activation that is associated to prolonged Rad53 

phosphorylation [29,132,239]. Mutant mre11 alleles that reduce MRX 

binding to DSBs restore DNA damage resistance in sae2∆ cells and 

reduce their persistent checkpoint activation without restoring efficient 

DSB resection [133,246], suggesting that enhanced MRX association 

to DSBs contributes to the DNA damage hypersensitivity caused by 

the lack of Sae2. Persistently bound MRX might increase the sensitivity 

to DNA damaging agents of sae2∆ cells by hyperactivating the DNA 

damage checkpoint. If this were the case, then the DNA damage 

hypersensitivity of sae2∆ cells should be restored by the lack of Tel1 

or of its downstream effector Rad53, as they are responsible for the 

sae2∆ enhanced checkpoint signaling [132,239]. However, while 

Rad53 inactivation has never been tested, TEL1 deletion not only fails 

to restore DNA damage resistance in sae2∆ cells, but also it 

exacerbates their sensitivity to DNA damaging agents [133,246]. 
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Therefore, other studies are required to understand whether the Tel1- 

and Rad53-mediated checkpoint signaling has any role in determining 

the DNA damage sensitivity of sae2∆ cells. 

By performing a genetic screen, we identified rad53 and tel1 mutant 

alleles that suppress both the hypersensitivity to DNA damaging 

agents and the resection defect of sae2∆ cells by reducing the amount 

of Rad9 at DSBs. Decreased Rad9 binding at DNA ends bypasses 

Sae2 function in DNA damage resistance and resection by relieving 

the inhibition of the Sgs1-Dna2 resection machinery. Altogether our 

data suggest that the primary cause of the resection defect of sae2∆ 

cells is Rad9 association to DSBs, which is promoted by persistent Tel1 

and Rad53 signaling activities in these cells. 

The Rad53-H88Y and Tel1-N2021D variants suppress 

the DNA damage hypersensitivity of sae2∆ cells 

We have previously described our search for extragenic mutations that 

suppress the CPT hypersensitivity of sae2∆ cells [244]. This genetic 

screen identified 15 single-gene suppressor mutants belonging to 11 

distinct allelism groups. Analysis of genomic DNA by next-generation 

Illumina sequencing of 5 non allelic suppressor mutants revealed that 

the DNA damage resistance was due to single base pair substitutions 

in the genes encoding Sgs1, Top1, or the multidrug resistance proteins 

Pdr3, Pdr10 and Sap185 [244]. Subsequent genome sequencing and 

genetic analysis of 2 more non allelic suppressor mutants allowed to 
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link suppression to either the rad53-H88Y mutant allele, causing the 

replacement of Rad53 amino acid residue His88 by Tyr, or the tel1-

N2021D allele, resulting in the replacement of Tel1 amino acid residue 

Asn2021 by Asp. Both rad53-H88Y and tel1-N2021D alleles restored 

resistance of sae2∆ cells not only to CPT, but also to phleomycin 

(phleo) and MMS (Figure 14A). While both rad53-H88Y and tel1-

N2021D fully rescued the hypersensitivity of sae2∆ cells to phleomycin 

and MMS, the CPT hypersensitivity of sae2∆ cells was only partially 

suppressed by the same alleles (Figure 14A), suggesting that they did 

not bypass all Sae2 functions. 

Both rad53-H88Y and tel1-N2021D suppressor alleles were recessive, 

as the sensitivity to genotoxic agents of sae2∆/sae2∆ RAD53/rad53-

H88Y and sae2∆/sae2∆ TEL1/tel1-N2021D diploid cells was similar to 

that of sae2∆/sae2∆ RAD53/RAD53 TEL1/TEL1 diploid cells (Figure 

15), suggesting that rad53-H88Y and tel1-N2021D alleles encode 

hypomorphic variants. Furthermore, both variants suppressed the 

hypersensitivity to DNA damaging agents of sae2∆ cells by altering the 

same mechanism, as sae2∆ rad53-H88Y tel1-N2021D triple mutant 

cells survived in the presence of DNA damaging agents to the same 

extent as sae2∆ rad53-H88Y and sae2∆ tel1-N2021D double mutant 

cells (Figure 14B). 

The MRX complex not only provides the nuclease activity for initiation 

of DSB resection, but also it promotes the binding of Exo1, Sgs1 and 

Dna2 at the DSB ends [234]. These MRX multiple roles explain the 

severe DNA damage hypersensitivity and resection defect of cells 
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lacking any of the MRX subunits compared to cells lacking either Sae2 

or the Mre11 nuclease activity. As Sae2 has been proposed to activate 

Mre11 nuclease activity [129], we asked whether the suppression of 

sae2∆ DNA damage hypersensitivity by Rad53-H88Y and Tel1-

N2021D requires Mre11 nuclease activity. Both rad53-H88Y and tel1-

N2021D alleles suppressed the hypersensitivity to DNA damaging 

agents of sae2∆ cells carrying the nuclease defective mre11-H125N 

allele (Figure 14C). By contrast, sae2∆ mre11∆ rad53-H88Y and 

sae2∆ mre11∆ tel1-N2021D triple mutant cells were as sensitive to 

genotoxic agents as sae2∆ mre11∆ double mutant cells (Figure 14D) 

indicating that neither the rad53-H88Y nor the tel1-N2021D allele can 

suppress the hypersensitivity to DNA damaging agents of sae2∆ 

mre11∆ cells. Altogether, these findings indicate that both Rad53-

H88Y and Tel1-N2021D require the physical presence of the MRX 

complex, but not its nuclease activity, to bypass Sae2 function in cell 

survival to genotoxic agents. 
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Figure 14. Rad53-H88Y and Tel1-N2021D suppress the hypersensitivity to genotoxic 
agents of sae2∆ cells.  
(A-D) Exponentially growing cells were serially diluted (1:10) and each dilution was 
spotted out onto YEPD plates with or without camptothecin (CPT), phleomycin or 
MMS. 
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Figure 15 rad53-H88Y and tel11-N2021D suppressor alleles are recessive. 
Exponentially growing cells were serially diluted (1:10) and each dilution was spotted 
out onto YEPD plates with or without camptothecin (CPT) or phleomycin. 
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The Rad53-H88Y variant is defective in the interaction 

with Rad9 and bypasses the adaptation defect of 

sae2∆ cells by impairing checkpoint activation 

A single unrepairable DSB induces a DNA damage checkpoint that 

depends primarily on Mec1, with Tel1 playing a minor role [186]. This 

checkpoint response can be eventually turned off, allowing cells to 

resume cell cycle progression through a process that is called 

adaptation [237,247,248]. In the absence of Sae2, cells display 

heightened checkpoint activation that prevents cells from adapting to 

an unrepaired DSB [132,239]. This persistent checkpoint activation is 

due to increased MRX amount/persistence at the DSB that in turn 

causes enhanced and prolonged Tel1 activation that is associated with 

persistent Rad53 phosphorylation [29,50,132,239]. 

If the rad53-H88Y mutation impaired Rad53 activity, then it is expected 

to suppress the adaptation defect of sae2∆ cells by lowering 

checkpoint activation. We addressed this point by using JKM139 

derivative strains, where a single DSB at the MAT locus can be 

generated by expression of the HO endonuclease gene under the 

control of a galactose-dependent promoter. This DSB cannot be 

repaired by HR because of the deletion of the homologous donor loci 

HML and HMR [237]. We measured checkpoint activation by 

monitoring the ability of cells to arrest the cell cycle and to 

phosphorylate Rad53 after HO induction. Both rad53-H88Y and sae2∆ 

rad53-H88Y cells formed microcolonies of more than 2 cells with higher 



Results 

133 

 

efficiency than either wild type or sae2∆ cells (Figure 16A). 

Furthermore, the Rad53-H88Y variant was poorly phosphorylated after 

HO induction both in the presence and in the absence of Sae2 (Figure 

16B). Thus, the rad53-H88Y mutation suppresses the adaptation 

defect of sae2∆ cells by impairing Rad53 activation.  

DNA damage-dependent activation of Rad53 requires its phospho-

dependent interaction with Rad9, which acts as a scaffold to allow 

Rad53 intermolecular autophosphorylation and activation [78,97,249]. 

Interestingly, the His88 residue, which is replaced by Tyr in the Rad53-

H88Y variant, is localized in the forkhead-associated domain 1 of the 

protein and has been implicated in mediating Rad9-Rad53 interaction 

[250]. Thus, we asked whether the Rad53-H88Y variant was defective 

in the interaction with Rad9.  

When HA-tagged Rad9 was immunoprecipitated with anti-HA 

antibodies from wild type and rad53-H88Y cells grown for 4 hours in 

the presence of galactose to induce HO, wild type Rad53 could be 

detected in Rad9-HA immunoprecipitates, whereas Rad53-H88Y did 

not (Figure 16C). This defective interaction of Rad53-H88Y with Rad9 

could explain the impaired checkpoint activation in sae2∆ rad53-H88Y 

double mutant cells.  
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Figure 16 Rad53-H88Y and Tel1-N2021D suppress the checkpoint shut off defect of 

sae2∆ cells.  

(A) YEPR G1-arrested cell cultures of JKM139 derivative strains were plated on 

galactose-containing plates (time zero). At the indicated time points, 200 cells for each 

strain were analyzed to determine the frequency of large budded cells (2 cells) and of 

cells forming microcolonies of 4 or more than 4 cells. (B) Exponentially growing YEPR 

cultures of the strains in (A) were transferred to YEPRG (time zero), followed by 

western blot analysis with anti-Rad53 antibodies. (C) Protein extracts were analyzed 

by western blot with anti-HA or anti-Rad53 antibodies either directly (Total) or after 

Rad9-HA immunoprecipitation (IPs) with anti-HA antibodies. (D) Protein extracts from 

exponentially growing cells were analyzed by western blotting with anti-HA antibodies. 

The same amounts of protein extracts were separated by SDS-PAGE and stained with 

Coomassie as loading control. (E) Kinase assay was performed on equal amounts of 

anti-HA immunoprecipitates of protein extracts from cells either exponentially growing 

in YEPD or after treatment with 50 μM CPT for 1 hour. All the immunoprecipitates were 

also subjected to western blot analysis using anti-HA antibodies. (F) Relative fold 

enrichment of Tel1-HA and Tel1-N2021D-HA compared to untagged Tel1 (no tag) at 

the indicated distance from the HO cleavage site was evaluated after ChIP with anti-

HA antibodies and qPCR analysis. In all diagrams, the ChIP signals were normalized 

for each time point to the amount of the corresponding immunoprecipitated protein and 

input signal. The mean values are represented with error bars denoting s.d. (n=3). 
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The Tel1-N2021D variant binds poorly to DSBs and 

bypasses the adaptation defect of sae2∆ cells by 

reducing persistent Rad53 activation 

Tel1 signaling activity is responsible for the prolonged Rad53 activation 

that prevents sae2∆ cells to adapt to the checkpoint triggered by an 

unrepairable DSB [132,239]. Although telomere length in tel1-N2021D 

mutant cells was unaffected both in the presence and in the absence 

of Sae2 (Figure 17), the recessivity of tel1-N2021D suppressor effect 

on sae2∆ DNA damage hypersensitivity suggests that the Asn2021Asp 

substitution impairs Tel1 function. If this were the case, Tel1-N2021D 

might suppress the adaptation defect of sae2∆ cells by reducing the 

DSB-induced persistent Rad53 phosphorylation. When G1-arrested 

cell cultures were spotted on galactose containing plates to induce HO, 

wild type, sae2∆, tel1-N2021D and sae2∆ tel1-N2021D cells 

accumulated large budded cells within 4 hours (Figure 16A). This cell 

cycle arrest is due to checkpoint activation. In fact, when the same cells 

exponentially growing in raffinose were transferred to galactose, 

Rad53 phosphorylation was detectable about 2-3 hours after galactose 

addition (Figure 16B). However, while sae2∆ cells remained arrested 

as large budded cells for at least 30 hours (Figure 16A) and showed 

persistent Rad53 phosphorylation (Figure 16B), wild type, tel1-

N2021D and sae2∆ tel1-N2021D cells formed microcolonies with more 

than 2 cells (Figure 16A) and decreased the amounts of 

phosphorylated Rad53 (Figure 16B) with similar kinetics 10-12 hours 
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after HO induction. Therefore, the Tel1-N2021D variant impairs Tel1 

signaling activity, as it rescues the sae2∆ adaptation defect by reducing 

the persistent Rad53 phosphorylation. 

The Asn2021Asp substitution resides in the Tel1 FAT domain, a helical 

solenoid that encircles the kinase domain of all the phosphoinositide 3-

kinase (PI3K)-related kinases (PIKKs) [251,252], suggesting that this 

amino acid change might reduce Tel1 kinase activity. Western blot 

analysis revealed that the amount of Tel1-N2021D was slightly lower 

than that of wild type Tel1 (Figure 16D). We then immunoprecipitated 

equivalent amounts of Tel1-HA and Tel1-N2021D-HA variants from 

both untreated and CPT-treated cells (Figure 16E, top), and we 

measured their kinase activity in vitro using the known artificial 

substrate of the PIKKs family PHAS-I (Phosphorylated Heat and Acid 

Stable protein) [253]. Both Tel1-HA and Tel1-N2021D-HA were 

capable to phosphorylate PHAS-I, with the amount of phosphorylated 

substrate being slightly higher in Tel1-N2021D-HA than in Tel1-HA 

immunoprecipitates (Figure 16E, bottom). This PHAS-I 

phosphorylation was dependent on Tel1 kinase activity, as it was not 

detectable when the immunoprecipitates were prepared from strains 

expressing either kinase dead Tel1-kd-HA or untagged Tel1 (Figure 

16E, bottom). Thus, the tel1-N2021D mutation does not affect Tel1 

kinase activity. 

Interestingly, the FAT domain is in close proximity to the FATC domain, 

which was shown to be important for Tel1 recruitment to DNA ends 

[254], suggesting that the Tel1-N2021D variant might be defective in 
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recruitment/association to DSBs. Strikingly, when we analyzed Tel1 

and Tel1-N2021D binding at the HO-induced DSB by chromatin 

immunoprecipitation (ChIP) and quantitative real time PCR (qPCR), 

the amount of Tel1-N2021D bound at the DSB turned out to be lower 

than that of wild type Tel1 (Figure 16F) This decreased Tel1-N2021D 

association was not due to lower Tel1-N2021D levels, as the ChIP 

signals were normalized for each time point to the amount of 

immunoprecipitated protein. Thus, the inability of sae2∆ tel1-N2021D 

cells to sustain persistent Rad53 phosphorylation after DSB generation 

can be explained by a decreased association of Tel1-N2021D to DSBs. 
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Figure 17 The Tel1-N2021D variant does not affect telomere length. 
Genomic DNA prepared from exponentially growing cells was digested with XhoI and 
hybridized with a poly(GT) telomere-specific probe. 
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Checkpoint-mediated cell cycle arrest is not 

responsible for the DNA damage hypersensitivity of 

sae2∆ cells 

As both Rad53-H88Y and Tel1-N2021D reduce checkpoint signaling in 

sae2∆ cells, we asked whether the increased DNA damage resistance 

of sae2∆ rad53-H88Y and sae2∆ tel1-N2021D cells was due to the 

elimination of the checkpoint-mediated cell cycle arrest. This 

hypothesis could not be tested by deleting the MEC1, DDC1, RAD24, 

MEC3 or RAD9 checkpoint genes, because they also regulate DSB 

resection [140,229,255]. On the other hand, an HO-induced DSB 

activates also the Chk1 checkpoint kinase [238], which contributes to 

arrest the cell cycle in response to DSBs by controlling a pathway that 

is independent of Rad53 [256]. Importantly, chk1∆ cells do not display 

DNA damage hypersensitivity and are not defective in resection of 

uncapped telomeres [255,256]. We therefore asked whether CHK1 

deletion restores DNA damage resistance in sae2∆ cells. Consistent 

with the finding that Chk1 contributes to arrest the cell cycle after DNA 

damage independently of Rad53 [256], Rad53 was phosphorylated 

with wild type kinetics after HO induction in both chk1∆ and sae2∆ 

chk1∆ cells (Figure 18A). Furthermore, CHK1 deletion suppresses the 

adaptation defect of sae2∆ cells. In fact, both chk1∆ and sae2∆ chk1∆ 

cells spotted on galactose-containing plates formed microcolonies of 

more than 2 cells with higher efficiency than wild type and sae2∆ cells 

(Figure 18B), although they did it less efficiently than mec1∆ cells, 



Results 

141 

 

where both Rad53 and Chk1 signaling were abrogated [256]. 

Strikingly, the lack of Chk1 did not suppress the hypersensitivity to DNA 

damaging agents of sae2∆ cells (Figure 18C), although it overrides the 

checkpoint-mediated cell cycle arrest. 

To rule out the possibility that CHK1 deletion failed to restore DNA 

damage resistance in sae2∆ cells because it impairs DSB resection, 

we used JKM139 derivative strains to monitor directly generation of 

ssDNA at the DSB ends in the absence of Chk1. As ssDNA is resistant 

to cleavage by restriction enzymes, we followed loss of SspI restriction 

sites as a measure of resection by Southern blot analysis under 

alkaline conditions, using a single-stranded probe that anneals to the 

3’ end at one side of the break. Consistent with previous indications 

that Chk1 is not involved in DNA-end resection [255], chk1∆ single 

mutant cells resected the DSB with wild type kinetics (Figure 18D). 

Furthermore, CHK1 deletion did not exacerbate the resection defect of 

sae2∆ cells (Figure 18E). Altogether, these data indicate that the 

prolonged checkpoint-mediated cell cycle arrest of sae2∆ cells is not 

responsible for their hypersensitivity to DNA damaging agents. 
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Figure 18. The lack of Chk1 does not suppress the hypersensitivity to DNA damaging 
agents of sae2∆ cells. 
(A) Exponentially growing YEPR cultures of JKM139 derivative strains were 
transferred to YEPRG (time zero), followed by western blot analysis with anti-Rad53 
antibodies. (B) YEPR G1-arrested cell cultures of JKM139 derivative strains were 
plated on galactose-containing plates (time zero). At the indicated time points, 200 
cells for each strain were analyzed to determine the frequency of large budded cells (2 
cells) and of cells forming microcolonies of 4 or more than 4 cells. (C) Exponentially 
growing cells were serially diluted (1:10) and each dilution was spotted out onto YEPD 
plates with or without camptothecin (CPT) and phleomycin. (D, E) DSB resection. 
YEPR exponentially growing cultures of JKM139 derivative cells were arrested in G2 
with nocodazole and transferred to YEPRG in the presence of nocodazole at time zero. 
Gel blots of SspI-digested genomic DNA separated on alkaline agarose gel were 
hybridized with a single-stranded MAT probe that anneals to the unresected strand on 
one side of the break. 5’-3’ resection progressively eliminates SspI sites, producing 
larger SspI fragments (r1 through r6) detected by the probe. 
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The Rad53-H88Y and Tel1-N2021D variants restore 

resection and SSA in sae2∆ cells 

As the checkpoint-mediated cell cycle arrest was not responsible for 

the DNA damage hypersensitivity of sae2∆ cells, we asked whether 

Rad53-H88Y and/or Tel1-N2021D suppressed the sae2∆ resection 

defect. We first measured the efficiency of Single-Strand Annealing 

(SSA), a mechanism that repairs a DSB flanked by direct DNA repeats 

when sufficient resection exposes the complementary DNA 

sequences, which can then anneal to each other [24]. The rad53-H88Y 

and tel1-N2021D alleles were introduced in the YMV45 strain, which 

carries two tandem leu2 gene repeats located 4.6 kb apart on 

chromosome III, with a HO recognition site adjacent to one of the 

repeats [240]. This strain also harbors a GAL-HO construct for 

galactose-inducible HO expression. Both Rad53-H88Y and Tel1-

N2021D bypass Sae2 function in SSA-mediated DSB repair. In fact, 

accumulation of the SSA repair product after HO induction occurred 

more efficiently in both sae2∆ rad53-H88Y (Figure 19A and B) and 

sae2∆ tel1-N2021D (Figure 19C and D) than in sae2∆ cells, where it 

was delayed compared to wild type. 

To confirm that Rad53-H88Y and Tel1-N2021D suppress the SSA 

defect of sae2∆ cells by restoring DSB resection, we used JKM139 

derivative strains to monitor directly generation of ssDNA at the DSB 

ends. Indeed, sae2∆ rad53-H88Y (Figure 20A) and sae2∆ tel1-

N2021D (Figure 20B) cells resected the HO-induced DSB more 
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efficiently than sae2∆ cells, indicating that both Rad53-H88Y and Tel1-

N2021D suppress the resection defect of sae2∆ cells. 

The DSB resection defect of sae2Δ cells is thought to be responsible 

for the increased persistence of MRX at the DSB [58]. Because Rad53-

H88Y and Tel1-N2021D restore DSB resection in sae2∆ cells, we 

expected that the same variants also reduce the amount of MRX bound 

at the DSB. The amount of Mre11 bound at the HO-induced DSB end 

turned out to be lower in both sae2∆ rad53-H88Y and sae2∆ tel1-

N2021D than in sae2∆ cells (Figure 20C). Therefore, the Rad53-H88Y 

and Tel1-N2021D variants restore DSB resection in sae2∆ cells and 

reduce MRX association/persistence at the DSB. 

Consistent with the finding that Rad53-H88Y and Tel1-N2021D do not 

fully restore CPT resistance in sae2∆ cells (Figure 14A), and therefore 

do not bypass completely all Sae2 functions, the rad53-H88Y and tel1-

N2021D mutations were unable to suppress the sporulation defects of 

sae2∆/ sae2∆ diploid cells (Figure 20D), suggesting that they cannot 

bypass the requirement for Sae2/MRX endonucleolytic cleavage to 

remove Spo11 from meiotic DSBs. 
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Figure 19 Rad53-H88Y and Tel1-N2021D suppress the SSA defect of sae2∆ cells.  
(A) DSB repair by SSA. YEPR exponentially growing cell cultures of YMV45 derivative 
strains, carrying the HO-cut site flanked by homologous leu2 sequences that are 4.6 
kb apart, were transferred to YEPRG at time zero. HO-induced DSB formation results 
in generation of 12 kb and 2.5 kb DNA fragments (HO-cut) that can be detected by 
Southern blot analysis with a LEU2 probe of KpnI-digested genomic DNA. DSB repair 
by SSA generates an 8 kb fragment (product). (B) Densitometric analysis of the product 
band signals. The experiment as in (A) has been independently repeated three times 
and the mean values are represented with error bars denoting s.d. (n=3). (C) DSB 
repair by SSA was analyzed as in (A). (D) Densitometric analysis of the product band 
signals. The experiment as in (C) has been independently repeated three times and 
the mean values are represented with error bars denoting s.d. (n=3).  
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Figure 20 Rad53-H88Y and Tel1-N2021D suppress the resection defect of sae2∆ 
cells.  
(A, B) DSB resection. YEPR exponentially growing cultures of JKM139 derivative 
strains were arrested in G2 with nocodazole and transferred to YEPRG in the presence 
of nocodazole at time zero. Detection of ssDNA was carried out as described in Figure 
18D . 5’-3’ resection produces SspI fragments indicated as r1 to r7. (C) ChIP analysis. 
Exponentially growing YEPR cell cultures of JKM139 derivative strains were 
transferred to YEPRG. Relative fold enrichment of Mre11-Myc at 0.2 kb from the HO 
cleavage site was evaluated after ChIP with anti-Myc antibodies and qPCR analysis 
compared to untagged Mre11 (no tag). In all diagrams, the ChIP signals were 
normalized for each time point to the amount of the corresponding input signal. The 
mean values are represented with error bars denoting s.d. (n=3). (D) Sporulation 
efficiency. Spores after 24 hours in sporulation medium of diploid cells homozygous 
for the indicated mutations. 
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Suppression of the DNA damage hypersensitivity of 

sae2∆ cells by Rad53-H88Y and Tel1-N2021D variants 

requires Sgs1-Dna2 

The MRX complex not only provides the nuclease activity for initiation 

of DSB resection, but also allows extensive resection by promoting the 

binding at the DSB ends of the resection proteins Exo1 and Sgs1-Dna2 

[156,167,234]. Suppression of the DNA damage hypersensitivity of 

sae2∆ cells by Rad53-H88Y and Tel1-N2021D requires the physical 

presence of the MRX complex but not its nuclease activity (Figure 14C 

and D). As the loading of Exo1, Sgs1-Dna2 at DSBs depends on the 

MRX complex independently of its nuclease activity [234], we asked 

whether the investigated suppression events require Exo1, Sgs1 

and/or Dna2. This question was particularly interesting, as Rad53 was 

shown to inhibit resection at uncapped telomeres through 

phosphorylation and inhibition of Exo1 [185,255]. As shown in Fig. 23A, 

sae2∆ suppression by Rad53-H88Y and Tel1-N2021D was Exo1-

independent. In fact, although the lack of Exo1 exacerbated the 

sensitivity to DNA damaging agents of sae2∆ cells, both sae2∆ exo1∆ 

rad53-H88Y and sae2∆ exo1∆ tel1-N2021D triple mutants were more 

resistant to genotoxic agents than sae2∆ exo1∆ double mutant cells 

(Figure 21A). 

By contrast, neither Rad53-H88Y nor Tel1-N2021D were able to 

suppress the sensitivity to DNA damaging agents of sae2∆ cells 

carrying the temperature sensitive dna2-1 allele (Figure 21B), 
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suggesting that Dna2 activity is required for their suppressor effect. 

Dna2, in concert with the helicase Sgs1, functions as a nuclease in 

DSB resection [156]. The dna2-E675A allele abolishes Dna2 nuclease 

activity, which is essential for cell viability and whose requirement is 

bypassed by the pif1-M2 mutation that impairs the nuclear activity of 

the Pif1 helicase [257]. The lack of Sgs1 or expression of the Dna2-

E675A variant in the presence of the pif1-M2 allele impaired viability of 

sae2∆ cells even in the absence of genotoxic agents. The synthetic 

lethality of sae2∆ sgs1∆ cells, and possibly of sae2∆ dna2-E675A pif1-

M2, is likely due to defects in DSB resection, as it is known to be 

suppressed by either EXO1 overexpression or KU deletion [167]. Thus, 

we asked whether Rad53-H88Y and/or Tel1-N2021D could restore 

viability of sae2∆ sgs1∆ and/or sae2∆ dna2-E675A pif1-M2 cells. 

Tetrad dissection of diploid cells did not allow to find viable spores with 

the sae2∆ dna2-E675A pif1-M2 rad53-H88Y (Figure 21C) or sae2∆ 

dna2-E675A pif1-M2 tel1-N2021D genotypes (Figure 21D), indicating 

that neither Rad53-H88Y nor Tel1-N2021D can restore the viability of 

sae2∆ dna2-E675A pif1-M2 cells. Similarly, no viable sae2∆ sgs1∆ 

spores could be recovered, while sae2∆ sgs1∆ rad53-H88Y and sae2∆ 

sgs1∆ tel1-N2021D triple mutant spores formed very small colonies 

that could not be further propagated (Figure 21E and F). Finally, 

neither Rad53-H88Y nor Tel1-N2021D, which allowed DNA damage 

resistance in sae2∆ exo1∆ cells (Figure 21A), were able to suppress 

the growth defect of sgs1∆ exo1∆ double mutant cells even in the 

absence of genotoxic agents (Figure 21G). Altogether, these findings 
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indicate that suppression by Rad53-H88Y and Tel1-N2021D of the 

DNA damage hypersensitivity caused by the absence of Sae2 is 

dependent on Sgs1-Dna2.  
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Figure 21 The Rad53-H88Y and Tel1-N2021D bypass of Sae2 function is Sgs1-Dna2-
dependent.  
(A, B) Exponentially growing cells were serially diluted (1:10) and each dilution was 
spotted out onto YEPD plates with or without camptothecin (CPT), phleomycin or 
MMS. (C-F) Meiotic tetrads were dissected on YEPD plates that were incubated at 
25°C, followed by spore genotyping. (G) Exponentially growing cells were serially 
diluted (1:10) and each dilution was spotted out onto YEPD plates.  
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The lack of Rad53 kinase activity suppresses the DNA 

damage hypersensitivity and the resection defect of 

sae2∆ cells 

The Rad53-H88Y protein is defective in interaction with Rad9 (Figure 

16C) and therefore fails to undergo autophosphorylation and 

activation, prompting us to test whether other mutations affecting 

Rad53 activity can bypass Sae2 functions. To this end, we could not 

use rad53∆ cells because they show growth defects even when the 

lethal effect of RAD53 deletion is suppressed by the lack of Sml1 [258]. 

We then substituted the chromosomal wild type RAD53 allele with the 

kinase-defective rad53-K227A allele (rad53-kd), which does not impair 

cell viability in the absence of genotoxic agents but affects checkpoint 

activation [259]. The rad53-kd allele rescued the sensitivity of sae2∆ 

cells to CPT and MMS to an extent similar to Rad53-H88Y (Figure 

22A). Furthermore, accumulation of the SSA repair products occurred 

more efficiently in sae2∆ rad53-kd cells than in sae2∆ (Figure 22B and 

C), indicating that the lack of Rad53 kinase activity bypasses Sae2 

function in SSA-mediated DSB repair. 
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Figure 22 The Rad53-kd variant restores DNA damage resistance and SSA in sae2∆ 
cells.  
(A) Exponentially growing cells were serially diluted (1:10) and each dilution was 
spotted out onto YEPD plates with or without camptothecin (CPT) or MMS. (B) DSB 
repair by SSA. The analysis was performed as described in Fig. 21A. (C) Densitometric 
analysis of the product band signals. The experiment as in (B) has been independently 
repeated three times and the mean values are represented with error bars denoting 
s.d. (n=3). 
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The lack of Tel1 kinase activity bypasses Sae2 

function at DSBs, whereas Tel1 hyperactivation 

increases Sae2 requirement 

Suppression of sae2∆ may be peculiar to Tel1-N2021D, which is poorly 

recruited to DSBs (Figure 16F), or it might be performed also by TEL1 

deletion (tel1∆) or by expression of a Tel1 kinase defective variant 

(Tel1-kd). Indeed, the Tel1-kd variant, carrying the Gly2611Asp, 

Asp2612Ala, Asn2616Lys, and Asp2631Glu amino acid substitutions 

that abolish Tel1 kinase activity in vitro (Figure 16E) [253], rescued the 

hypersensitivity of sae2∆ cells to genotoxic agents to an extent similar 

to Tel1-N2021D (Figure 23A). The lack of Tel1 kinase activity 

bypassed also Sae2 function in DSB resection, because sae2∆ tel1-kd 

cells repaired a DSB by SSA more efficiently than sae2∆ cells (Figure 

23B and C). By contrast, and consistent with previous studies 

[133,246] TEL1 deletion was not capable to suppress the 

hypersensitivity to DNA damaging agents of sae2∆ cells (Figure 23A). 

Rather, tel1∆ sae2∆ double mutant cells displayed higher sensitivity to 

CPT than sae2∆ cell (Figure 23A). Altogether, these data indicate that 

the lack of Tel1 kinase activity can bypass Sae2 function both in DNA 

damage resistance and DSB resection, but these suppression events 

require the physical presence of the Tel1 protein. 

As impairment of Tel1 function rescued the sae2∆ defects, we asked 

whether Tel1 hyperactivation exacerbates the DNA damage 

hypersensitivity of sae2∆ cells. We previously isolated the TEL1-hy909 
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allele, which encodes a Tel1 mutant variant with enhanced kinase 

activity that causes an impressive telomere over-elongation [260]. As 

shown in Figure 23D, sae2∆ TEL1-hy909 double mutant cells were 

more sensitive to DNA damaging agents than sae2∆ single mutant 

cells. This enhanced DNA damage sensitivity was likely due to Tel1 

kinase activity, as sae2∆ cells expressing a kinase defective Tel1-

hy909-kd variant were as sensitive to DNA damaging agents as sae2∆ 

cells (Figure 23D). Thus, impairment of Tel1 activity bypasses Sae2 

function at DSBs, whereas Tel1 hyperactivation increases the 

requirement for Sae2 in survival to genotoxic stress. 

The absence of Tel1 failed not only to restore DNA damage resistance 

in sae2∆ cells (Figure 23A), but also to suppress their SSA defect 

(Figure 24A and B). The difference in the effects of tel1∆ and tel1-kd 

was not due to checkpoint signaling, as Rad53 phosphorylation 

decreased with similar kinetics in both sae2∆ tel1-kd and sae2∆ tel1∆ 

double mutant cells 10-12 hours after HO induction (Figure 24C). 

Interestingly, SSA-mediated DSB repair occurred with wild type 

kinetics in tel1-kd mutant cells (Figure 23B and C), while tel1∆ cells 

repaired a DSB by SSA less efficiently than wild type cells (Figure 24A 

and B), suggesting that Tel1 might have a function at DSBs that does 

not require its kinase activity. Indeed, TEL1 deletion was shown to 

slight impair DSB resection [186]. Furthermore, it did not exacerbate 

the resection defect and the hypersensitivity to DNA damaging agents 

of mre11∆ cells (Figure 24D), suggesting that the absence of Tel1 can 

impair MRX function. Tel1 was also shown to promote MRX 
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association at DNA ends flanked by telomeric DNA repeats 

independently of its kinase activity [261], and we are showing that 

suppression of sae2∆ by Tel1-N2021D requires the physical presence 

of the MRX complex (Figure 14D). Thus, it is possible that the lack of 

Tel1 fails to bypass Sae2 function at DSBs because it reduces MRX 

association at DSBs to a level that is not sufficient to restore DNA 

damage resistance and DSB resection in sae2∆ cells. Indeed, the 

amount of Mre11 bound at the HO-induced DSB was decreased in 

tel1∆, but not in tel1-kd cells, compared to wild type (Figure 24E). In 

agreement with a partial loss of Tel1 function, the Tel1-N2021D variant, 

whose association to DSBs is diminished compared to wild type Tel1 

but not abolished (Figure 16F), only slightly decreased Mre11 

association to the DSB (Figure 24E). As the rescue of sae2∆ by Tel1-

N2021D requires the physical presence of the MRX complex, this Tel1 

function in promoting MRX association to DSBs can explain the 

inability of tel1∆ to bypass Sae2 function in DNA damage resistance 

and resection. 
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Figure 23 The Tel1-kd variant restores DNA damage resistance and SSA in sae2∆ 
cells.  
(A) Exponentially growing cells were serially diluted (1:10) and each dilution was 
spotted out onto YEPD plates with or without camptothecin (CPT), phleomycin or 
MMS. (B) DSB repair by SSA. The analysis was performed as described in Fig. 21A. 
(C) Densitometric analysis of the product band signals. The experiment as in (B) has 
been independently repeated three times and the mean values are represented with 
error bars denoting s.d. (n=3). (D) Exponentially growing cells were serially diluted 
(1:10) and each dilution was spotted out onto YEPD plates with or without 
camptothecin (CPT), phleomycin or MMS. 
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Figure 24 The lack of Tel1 does not restore DNA damage resistance and SSA in sae2∆ 
cells. 
(A) DSB repair by SSA. The analysis was performed as described in  Figure 19A. (B) 
Densitometric analysis of the product band signals. The experiment as in (A) has been 
independently repeated three times and the mean values are represented with error 
bars denoting s.d. (n=3). (C) Exponentially growing YEPR cell cultures of JKM139 
derivative strains were transferred to YEPRG (time zero), followed by western blot 
analysis with anti-Rad53 antibodies of protein extracts prepared at the indicated time 
points. (D) Exponentially growing cells were serially diluted (1:10) and each dilution 
was spotted out onto YEPD plates with or without camptothecin (CPT), phleomycin or 
MMS. (E) ChIP analysis. Exponentially growing YEPR cell cultures of JKM139 
derivative strains were transferred to YEPRG. Recruitment of Mre11-Myc compared to 
untagged Mre11 (no tag) at 0.2 kb from the HO-cut was determined by ChIP analysis 
and qPCR. In all diagrams, the ChIP signals were normalized for each time point to 
the amount of the corresponding input signal. The mean values are represented with 
error bars denoting s.d. (n=3). 
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Tel1 and Rad53 kinase activities promote Rad9 

binding to the DSB ends 

The suppression of the DNA damage hypersensitivity of sae2∆ cells by 

Rad53-H88Y and Tel1-N2021D requires Dna2-Sgs1 (Figure 21). 

Because Sgs1-Dna2 activity is counteracted by Rad9, whose lack 

restores DSB resection in sae2∆ cells [178,244], we asked whether 

suppression of the DSB resection defect of sae2∆ cells by Rad53 or 

Tel1 dysfunction might be due to decreased Rad9 association to the 

DSB ends. We have previously shown that wild type and sae2∆ cells 

have similar amounts of Rad9 bound at 1.8 kb from the DSB (Figure 

25A) [58]. However, a robust increase in the amount of Rad9 bound at 

0.2 kb and 0.6 kb from the DSB was detected in sae2∆ cells compared 

to wild type (Figure 25A) [178]. Strikingly, this enhanced Rad9 

accumulation in sae2∆ cells was reduced in the presence of the 

Rad53-kd or Tel1-kd variant, which both decreased the amount of 

Rad9 bound at the DSB also in otherwise wild type cells (Figure 25A). 

Thus, Rad9 association close to the DSB depends on Rad53 and Tel1 

kinase activity. Rad9 inhibits DSB resection by counteracting Sgs1 

recruitment to DSBs [244] and, as expected, Sgs1 binding to DSBs 

was lower in sae2∆ cells than in wild type (Figure 25B). By contrast, 

the presence of Rad53-kd or Tel1-kd variants increased the amount of 

Sgs1 at the DSB in both wild type and sae2∆ cells (Figure 25B). 

Together with the observation that the suppression of sae2∆ 

hypersensitivity to genotoxic agents by Rad53 and Tel1 dysfunctions 
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requires Sgs1-Dna2, these findings indicate that the lack of Rad53 or 

Tel1 kinase activity restores DSB resection in sae2∆ cells by 

decreasing Rad9 association close to the DSB and therefore by 

relieving Sgs1-Dna2 inhibition. Although both rad53-kd and tel1-kd 

cells showed some lowering of Rad9 binding at DSBs compared to wild 

type cells (Figure 25A), they did not appear to accelerate SSA, 

suggesting that this extent of Rad9 binding is anyhow sufficient to limit 

resection in a wild type context. Rad9 is known to be enriched at the 

sites of damage by interaction with histone H2A that has been 

phosphorylated on Serine 129 (γH2A) by Mec1 and Tel1 

[73,81,262,263]. As the lack of γH2A suppresses the SSA defect of 

sae2∆ cells [178], Tel1 activity might increase the amount of Rad9 

bound at the DSB in sae2∆ cells by promoting generation of γH2A. 

Indeed, the hta1-S129A allele, which encodes a H2A variant where 

Ser129 is replaced by a non-phosphorylatable Alanine residue, thus 

causing the lack of γH2A, suppressed the resection defect of sae2∆ 

cells (Figure 26). Furthermore, γH2A formation turned out to be 

responsible for the enhanced Rad9 binding close to the break site, as 

sae2∆ hta1-S129A cells showed wild type levels of Rad9 bound at the 

DSB (Figure 25C). Finally, γH2A formation close to the DSB depends 

on Tel1 kinase activity, as γH2A at the DSB was not detectable in 

sae2∆ tel1-kd cells (Figure 26D). Altogether, these data indicate that 

Tel1 promotes Rad9 association to DSB in sae2∆ cells through γH2A 

generation.  
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Figure 25 Rad53-kd and Tel1-kd prevent Rad9 association at DSBs.  
(A) ChIP analysis. Exponentially growing YEPR cell cultures of JKM139 derivative 
strains were arrested in G2 with nocodazole and transferred to YEPRG in the presence 
of nocodazole. Recruitment of Rad9-HA at the indicated distance from the HO-cut was 
determined by ChIP and qPCR. In all diagrams, the ChIP signals were normalized for 
each time point to the amount of the corresponding input signal. The mean values are 
represented with error bars denoting s.d. (n=3). (B) As in (A), but showing Sgs1-HA 
binding. (C) As in (A). All strains carried also the deletion of HTA2 gene. D) As in (A), 
but showing γH2A binding. 
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Figure 26 The lack of γH2A suppresses the resection defect of sae2∆ cells. DSB 
resection.  
YEPR exponentially growing cultures of JKM139 derivative cells with the indicated 
genotypes were arrested in G2 with nocodazole and transferred to YEPRG in the 
presence of nocodazole at time zero. All strains carried also the deletion of HTA2 gene. 
Resection is analyzed as in Figure 18D. 
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DNA replication stress is an important source of genomic instability and 

can be induced by a transient slowing or stalling of replication forks due 

to damaged DNA, unusual DNA structures, repetitive sequences or 

nucleotide depletion [190,191]. Stalled replication forks generally result 

in the uncoupling either of leading from lagging strand polymerases or 

of polymerases from replicative helicases. These events cause 

generation of tracts of Replication Protein A (RPA)-covered single 

stranded DNA (ssDNA) that recruits the checkpoint kinase Mec1 (ATR 

in mammals) [60]. Once activated, Mec1/ATR propagates the 

checkpoint signal to the downstream checkpoint kinase Rad53 (CHK2 

in mammals), whose activation requires the interaction with the 

mediator protein Mrc1 [190,191]. Rad53 activation in turn prevents 

entry into mitosis, increases the intracellular dNTP pools, represses 

late origins firing and prevents fork collapse through poorly identified 

pathways [190,191].  

Replication stress can be experimentally induced by treatment with the 

ribonucleotide reductase inhibitor hydroxyurea (HU), which globally 

blocks active replication forks by depleting the cellular pool of 

deoxynucleotide triphosphates (dNTPs) [190,191]. Although the 

molecular mechanism is still unclear, a key function of the S-phase 

checkpoint in ensuring cell survival to replication stress is to maintain 

the ability of the replisome to resume DNA synthesis once the block to 

fork progression is relieved [206,207,264,265]. Replisome components 

appear to be no longer associated with the replicative sites in Mec1- 

and Rad53-defective mutants [208,212,266], although the replication 
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proteins might still remain bound to chromatin but unable to resume 

replication [267]. 

The RecQ helicase Sgs1 (BLM in mammals) acts synergistically with 

Mec1 in resuming DNA replication upon replication stress, possibly by 

promoting the resolution of recombination structures that accumulate 

at damaged replication forks [211,212,241,266]. Furthermore, it 

contributes to initiate the checkpoint in response to stalled forks by 

promoting the recruitment of Rad53 into close proximity of Mec1-Ddc2 

[200]. Finally, in both yeast and mammals, Sgs1 and some nucleases 

like Mre11, Sae2 (CtIP in mammals), Exo1 and Dna2 have been 

implicated in the nucleolytic processing of intrachromosomal DNA 

double-strand breaks (DSBs). In particular, Sae2-dependent Mre11 

endonuclease activity generates a nick in the 5’-terminated strand that 

provides the access for Exo1 and Dna2 nucleases that can degrade 

DNA in the 5’-3’ direction [125,129,150,152,156,159]. The helicase 

activity of Sgs1 unwinds double-stranded DNA and generates a 

substrate for Dna2 that cleaves ssDNA overhangs adjoining a duplex 

DNA [150,152,156,159,268]. The resection activity of Sgs1-Dna2 is 

thought to be inhibited by the checkpoint protein Rad9 (53BP1 in 

mammals) [178,244], which provides a barrier to DNA end resection 

[170,229].  

The above yeast and mammalian nucleases have key roles also in the 

processing of replication intermediates to allow repair/restart of stalled 

replication forks and/or to prevent accumulation of replication-

associated DSBs [190,191,269]. However, unrestricted nuclease 
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access to replication forks could destroy the fork structure and prevent 

continued DNA synthesis, leading to genome instability. In the absence 

of the intra-S-phase checkpoint, the genome of HU-treated yeast cells 

is subjected to degradation by Exo1 [193,215–217] and Sae2 [217]. 

Furthermore, replication stress in ATR-defective S. pombe and 

mammalian cells results in MRE11- and EXO1-dependent ssDNA 

accumulation [270,271], suggesting that the checkpoint plays a role in 

protecting replication forks from aberrant nuclease activity. Consistent 

with this hypothesis, phospho-proteomic screens have identified Exo1 

as a target of Rad53, which negatively regulates Exo1 activity through 

phosphorylation events [185,272]. Furthermore, the fission yeast 

ortholog of Rad53, Cds1, phosphorylates and regulates Dna2 activity 

[273], which is involved in the processing and restart of reversed forks 

in both yeast and mammals [197,274].  

Mammalian proteins involved in homologous recombination (HR) or in 

the Fanconi Anaemia (FA) network, including FANCD2, RAD51, 

BRCA1 and BRCA2, have been shown to prevent excessive fork 

degradation by antagonizing MRE11 and DNA2 actions [195,219,275–

280]. Furthermore, loss of the WRN exonuclease activity enhances 

degradation at nascent DNA strands by EXO1 and MRE1 [223,225], 

whereas cells depleted of BOD1L protein exhibit a DNA2-dependent 

degradation of stalled/damaged replication forks [226]. 

Here we show that the Saccharomyces cerevisiae checkpoint protein 

Rad9, ortholog of mammalian 53BP1, is important to restrain 

uncontrolled nucleolytic degradation of damaged replication forks 
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when Mec1 is not fully functional. Loss of Rad9 or expression of a Sgs1 

variant (Sgs1-G1298R), which escapes Rad9-mediated inhibition of 

DNA-end resection, exacerbates the sensitivity to dNTP depletion of 

cells expressing the Mec1-100 defective variant. This protective 

function of Rad9 is independent of checkpoint activation and is mainly 

due to Rad9-Dpb11 interaction. The severe HU sensitivity of rad9∆ 

mec1-100 and sgs1-G1298R mec1-100 cells is accompanied by 

increased ssDNA generation at stalled replication forks and impaired 

DNA replication recovery upon dNTP depletion. These findings, 

together with the observation that Dna2 inactivation decreases the 

amount of ssDNA at stalled replication forks in both rad9∆ mec1-100 

and sgs1-G1298R mec1-100 cells, indicate a role for Rad9 in 

supporting viability of Mec1-defective cells by protecting replication 

forks from degradation. 
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Both Sgs1-G1298R and the lack of Rad9 exacerbate 

the sensitivity to HU of mec1-100 cells 

The RecQ helicase Sgs1 is involved in resection of DNA DSBs 

[125,156]. The lack of Sgs1 causes cell death in sae2∆ cells and this 

synthetic lethality can be due to defective DSB resection, as it is 

suppressed by either EXO1 overexpression or elimination of the 

resection inhibitor Ku complex [167]. We have previously described the 

sgs1-G1298R allele that fully suppresses the hypersensitivity to 

genotoxic agents (Figure 27A) and the resection defect of sae2∆ cells 

[244].  

Unlike SGS1 deletion, the Sgs1-G1298R variant did not cause by itself 

hypersensitivity to hidroxyurea (HU), camptothecin (CPT) or methyl 

methanesulfonate (MMS) (Figure 27B). 

Sgs1 is thought to work together with the recombination protein Mus81 

in the processing of repair intermediates that occur at the replication 

forks [281]. The lack of Mus81 causes cell death in a sgs1∆ 

background [200], presumably because Sgs1 is implicated in the 

resolution of, or recovery from, recombination events that arise in the 

absence of Mus81. We found that sgs1-G1298R did not impair cell 

viability when combined with the lack of Mus81 (Figure 27C), 

supporting further the finding that Sgs1-G1298R maintains most if not 

all Sgs1 functions. 

In addition to its role in promoting DSB resection, Sgs1 is constitutively 

associated to replications forks, where it acts synergistically with Mec1 
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in fork maintenance under replication stress [212,266]. To understand 

how Sgs1 functions in DSB resection and DNA replication under stress 

conditions are connected to each other, we analyzed the effects of the 

sgs1-G1298R allele in cells defective for the Mec1 checkpoint kinase. 

As mec1-null cells (kept viable by deleting SML1) die even in the 

presence of very low HU doses and experience extensive fork 

degradation after exposure to replication stress [206,216,282], we took 

advantage of the mec1-100 mutant allele that causes less severe 

sensitivity to HU compared to the mec1-null allele [283]. Furthermore, 

unlike mec1-null cells, mec1-100 cells are partially defective in the 

intra-S checkpoint but not in the G2/M checkpoint and are able to 

resume DNA replication after HU removal, although less efficiently than 

wild type cells [282,284]. Similar to sgs1∆ mec1-100 cells, sgs1-

G1298R mec1-100 double mutant cells were more sensitive to HU 

treatment compared to mec1-100 single mutant cells (Figure 27D), 

indicating that Sgs1-G1298R becomes detrimental for cell viability 

when the intra-S checkpoint is not fully functional. 

The resection activity of Sgs1/Dna2 is inhibited by the checkpoint 

protein Rad9 [178,244], which is known to limit resection of DNA DSBs 

[170,229]. We have previously demonstrated that Sgs1-G1298R not 

only suppresses the resection defect of sae2∆ cells (Figure 27A), but 

it also accelerates the resection process by escaping the Rad9-

mediated inhibition of DSB resection [244]. This finding prompted us to 

investigate the effect of deleting RAD9 in mec1-100 cells. The lack of 

Rad9, which did not cause HU hypersensitivity by itself, exacerbated 
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the sensitivity to HU of mec1-100 cells, with mec1-100 rad9∆ cells 

being more sensitive to HU than sgs1-G1298R mec1-100 cells (Figure 

27E). The HU sensitivity of sgs1-G1298R rad9∆ mec1-100 triple 

mutant cells was similar to that of rad9∆ mec1-100 double mutant cells 

(Figure 27F), indicating that the lack of Rad9 or the presence of Sgs1-

G1298R impair viability of HU-treated mec1-100 cells by affecting the 

same mechanism. 

These synthetic effects on HU are not specific for a mec1-100 

background. In fact, the lack of Rad9 or the presence of Sgs1-G1298R 

exacerbated the HU sensitivity of cells carrying either MEC1 deletion 

(kept viable by SML1 deletion) (Figure 28A) or the hypomorphic mec1-

14 allele (Figure 28B). RAD9 deletion also increased the HU sensitivity 

of cells carrying a Rad53 kinase defective variant (rad53-K227A) 

(Figure 28C), whereas it had no effect on cells lacking the downstream 

checkpoint kinase Chk1 (Figure 28D). 
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Figure 27 The HU sensitivity of mec1-100 cells is exacerbated by either Sgs1-G1298R 
or the lack of Rad9. 
(A-F) Exponentially growing cell cultures were serially diluted (1:10) and each dilution 
was spotted out onto YEPD plates with or without CPT, MMS or HU at the indicated 
concentrations. 
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Figure 28 The synthetic effects of rad9∆ and sgs1-G129R on HU are not specific for 
mec1-100. 
(A-D) Exponentially growing cultures were serially diluted (1:10) and each dilution was 
spotted out onto YEPD plates with or without HU at the indicated concentrations. 
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Both Sgs1-G1298R and the lack of Rad9 impair the 

ability of mec1-100 cells to resume DNA replication 

under replicative stress  

We examined the effects caused by either the lack of Rad9 or the 

presence of Sgs1-G1298R on the ability of mec1-100 cells to resume 

DNA replication after transient HU arrest by measuring DNA content 

by flow cytometry. Cells were blocked in G1 with α-factor and released 

into medium containing HU. After 2 hr, cells were transferred to 

medium lacking HU but containing nocodazole to prevent passage 

through mitosis. Wild type, rad9∆ and sgs1-G1298R cells completed 

replication in 40-50 minutes after release, whereas mec1-100 cells 

reached significant amounts of DNA synthesis 20-30 minutes later 

(Figure 29A). By contrast, rad9∆ mec1-100 and sgs1-G1298R mec1-

100 double mutant cells were unable to reach 2C DNA content even 

after 90 minutes (Figure 29A), indicating a severe defect in resuming 

DNA replication after transient HU exposure. Furthermore, both rad9∆ 

mec1-100 and sgs1-G1298R mec1-100 cells exhibited a rapid loss of 

viability when synchronously released from a G1 arrest into S phase in 

the presence of HU (Figure 29B).  

To follow the fate of stalled replication forks in a more direct way, we 

used bromodeoxyuridine (BrdU) pulse-chase experiments to label 

nascent strands during DNA replication in HU. We used strains that 

can incorporate BrdU into DNA because they express both the 

nucleoside transporter hENT and a thymidine kinase from Herpes 
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Simplex virus. Cells were synchronized in G1 with α-factor and 

released into medium containing HU and BrdU (Figure 29C). After the 

nascent DNA was labeled, the BrdU was chased by transferring cells 

to medium lacking both HU and BrdU and containing thymidine (Figure 

29C). As previously reported [216], labeled nascent DNA replication 

intermediates detected by using anti-BrdU antibody appeared as a 

smear in all HU-treated strains (Figure 29D). After release, most of the 

incorporated BrdU had been chased into high-molecular-weight within 

20 and 40 minutes in wild type and mec1-100 cells, respectively 

(Figure 29D). By contrast, the majority of the nascent DNA in both 

rad9∆ mec1-100 and sgs1-G1298R mec1-100 cells remained at the 

same position even after 60 minutes after release (Figure 29D), 

indicating a failure to resume DNA replication after HU-induced fork 

stalling.  

Next, we measured the association to the early ARS607 and ARS305 

replication origins of Myc-tagged DNA Polε by chromatin 

immunoprecipitation (ChIP) and quantitative PCR (qPCR) in cells 

synchronously released from a G1 arrest into S phase in the presence 

of HU. DNA Polε in wild type cells was efficiently bound to ARS607 and 

ARS305 about 20 minutes after release in HU (Figure 29E). By 

contrast, both ARS607- and ARS305-Polε association diminished in 

mec1-100 cells compared to wild type and decreased further in both 

sgs1-G1298R mec1-100 and rad9∆ mec1-100 cells (Figure 29E).  

To understand the possible impact of the sgs1-G1298R and rad9∆ 

mutations on checkpoint activation, we monitored Rad53 
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phosphorylation in cells synchronously released from a G1 arrest into 

S phase in the presence of HU. According to the finding that Mec1-100 

does not completely abolish checkpoint activation [283], mec1-100 

cells showed a delay in Rad53 phosphorylation compared to wild type 

cells and residual Rad53 phosphorylation was under detection level in 

rad9∆ mec1-100 cells (Figure 29F). By contrast, the presence of the 

sgs1-G1298R allele did not decrease the amount of Rad53 

phosphorylated forms in mec1-100 cells (Figure 29F), indicating that 

the increased HU hypersensitivity of sgs1-G1298R mec1-100 double 

mutant cells cannot be ascribed to impaired checkpoint activation. 
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Figure 29 The ability of mec1-100 cells to resume DNA replication under replicative 
stress is impaired by either Sgs1-G1298R or the lack of Rad9 
(A) Cells were arrested in G1 with α-factor (αf) and then released in YEPD containing 
0.2M HU at time zero. After 2 hr (HU), cells were transferred to medium lacking HU but 
containing nocodazole to prevent passage through mitosis. Aliquots of each culture 
were harvested at the indicated times after HU removal to determine DNA content by 
flow cytometry. (B) Cell viability. Cells were arrested in G1 with α-factor and then 
released in YEPD containing 0.2M HU at time zero. Cells taken at the indicated time 
points after release in HU were tested for colony forming units on YEPD plates. Plotted 
values are the mean values with error bars denoting s.d. (n=3). (C, D) 
Immunodetection of BrdU-pulsed DNA. Cells were arrested in G1 with α-factor (αf) and 
released into YEPD containing 0.2M HU + 25µM BrdU. After 1 hour (HU), cells were 
chased with 2 mM thymidine into fresh medium and samples were taken at the 
indicated times after chase (-HU). DNA content during the time course was measured 
by flow cytometry (C). BrdU-labeled DNA was detected with anti-BrdU antibody (D). 
High molecular weight DNA molecules are indicated by an arrow. (E) ChIP analysis. 
Cells were arrested in G1 with α-factor and then released in YEPD containing 0.2M 
HU at time zero. Relative fold enrichment of Myc-tagged DNA Polε at ARS607 and 
ARS305 replication origins was determined after ChIP with anti-Myc antibodies and 
subsequent qPCR analysis. Plotted values are the mean values with error bars 
denoting s.d. (n=3). *P<0.05 (Student’s t-test). (F) Cells were arrested in G1 with α-
factor (αf) and then released in YEPD containing 0.2M HU. 
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Dna2 dysfunction is epistatic to rad9∆ and sgs1-

G1298R with respect to the HU sensitivity of mec1-100 

cells 

Extensive DSB resection can be carried out by either of two pathways 

dependent on the enzymatic activities of the nucleases Exo1 and 

Dna2, respectively [125,150,152,156,159]. While Exo1 does not 

require a helicase activity to resect DNA ends, Sgs1 helicase is known 

to support the nuclease activity of Dna2 that degrades DNA 

endonucleolytically [150,152,156,159,268]. Thus, we analyzed the 

consequences of inactivating Exo1 or Dna2 on the HU sensitivity of 

rad9∆ mec1-100 and sgs1-G1298R mec1-100 double mutant cells. As 

expected [216], EXO1 deletion exacerbated the HU sensitivity of mec1-

100 cells and the presence of sgs1-G1298R increased further the HU 

hypersensitivity of exo1∆ mec1-100 cells (Figure 30A), indicating that 

sgs1-G1298R and exo1∆ increase the HU sensitivity of mec1-100 cells 

by altering two different pathways.  

As Dna2 is essential for cell viability [285], we used the hypomorphic 

dna2-1 allele, which increased the HU sensitivity of mec1-100 cells 

possibly due to defects in DNA replication (Figure 30B). The presence 

of the dna2-1 allele was epistatic to both sgs1-G1298R and rad9∆ with 

respect to the HU sensitivity of mec1-100 cells. In fact, the HU 

sensitivity of sgs1-G1298R dna2-1 mec1-100 cells was similar to that 

dna2-1 mec1-100 (Figure 30B), suggesting that Sgs1-G1298R and 

Dna2-1 increase the HU sensitivity of mec1-100 by altering the same 
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pathway. Furthermore, the HU sensitivity of rad9∆ dna2-1 mec1-100 

cells was similar to that of dna2-1 mec1-100 cells and less severe than 

that of rad9∆ mec1-100 cells (Figure 30C), suggesting that the lack of 

Rad9 requires Dna2 to exacerbate the HU sensitivity of mec1-100 

cells. 
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Figure 30 Epistatic relationships between rad9∆, sgs1-G1298R, exo1∆ and dna2-1 
with respect of the HU sensitivity of mec1-100 cells. 
(A-C) Exponentially growing cultures were serially diluted (1:10) and each dilution was 
spotted out onto YEPD plates with or without HU at the indicated concentrations. 
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Dpb11-mediated recruitment of Rad9 plays the major 

role in supporting mec1-100 survival to replicative 

stress  

We investigated whether Rad9 is recruited at stalled replication forks 

by ChIP and qPCR in cells synchronously released from a G1 arrest 

into S phase in the presence of HU. Transient Rad9 association to 

ARS607 replication origin was detected in both wild type and mec1-

100 cells about 30 minutes after release in the presence of HU, with 

mec1-100 cells showing a stronger Rad9 association (Figure 31A).  

Recruitment of Rad9 to chromatin involves multiple pathways. In both 

yeast and mammals, Rad9 is constitutively bound to chromatin even in 

the absence of DNA damage through the interaction between its Tudor 

domain and histone H3 methylated at K79 (H3-K79me) [79,80,286–

288]. In addition, Rad9 binding to the damaged sites is further 

strengthened through the interaction of its BRCT domain with histone 

H2A phosphorylated at S129 (γH2A) by Mec1 and Tel1 checkpoint 

kinases [262,263]. Finally, phosphorylation of the S462 and T474 Rad9 

residues by cyclin-dependent kinase (Cdk1) leads to Rad9 interaction 

with the multi-BRCT domain protein Dpb11 (TopBP1 in mammals), 

which is a replication factor that mediates histone-independent Rad9 

recruitment to damaged sites [82,83].  

To investigate which of the above pathways could mediate Rad9 

function in supporting viability of mec1-100 cells under replication 

stress, we analyzed the HU sensitivity of mec1-100 cells that were 
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defective in Rad9 binding to H3-K79me, γH2A or Dpb11. The HU 

sensitivity of mec1-100 cells was only slightly increased by expression 

of either the rad9-Y798A or the hta1-S129A allele (Figure 31B), which 

abolishes γH2A generation and Rad9 association to H3-K79me, 

respectively [79,80,262,263,288]. By contrast, the HU sensitivity of 

mec1-100 cells was dramatically increased by expression of the rad9-

S462A-T474A allele (rad9-STAA) (Figure 31B), which lacks the S462 

and T474 Cdk1-dependent phosphorylation sites that mediate Rad9-

Dpb11 interaction [83]. This finding indicates that Dpb11-dependent 

recruitment of Rad9 plays the major role in supporting mec1-100 

resistance to replicative stress. 

While the lack of Rad9 impairs checkpoint activation in response to 

DNA damage in G1 and G2, the Rad9-STAA mutant variant is fully able 

to activate both the G1/S and the G2/M checkpoints [172]. Moreover, 

the lack of either γH2A or H3-K79me affects only activation of the G1/S 

checkpoint [57-63]. The increased HU sensitivity of mec1-100 cells 

lacking histone-dependent or -independent Rad9 association to DNA 

cannot be attributed to impaired activation of the downstream kinase 

Rad53. In fact, unlike RAD9 deletion that reduces Rad53 

phosphorylation in HU-treated mec1-100 cells (Figure 29F), Rad53 

phosphorylation in rad9-Y798A mec1-100, hta1-S129A mec1-100 and 

rad9-STAA mec1-100 cell cultures synchronously released from a G1 

arrest into S phase in the presence of HU was similar to that of mec1-

100 cells (Figure 31C). The finding that rad9∆ mec1-100 cells, which 

displayed an undetectable Rad53 phosphorylation upon replicative 
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stress (Figure 29F), were more sensitive to HU than rad9-STAA mec1-

100 cells and sgs1-G1298R mec1-100 cells (Figure 31B) suggests 

that part of the rad9∆ mec1-100 HU hypersensitivity is due to a defect 

in checkpoint activation 
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Figure 31 The lack of Rad9-Dbp11 interaction exacerbates HU sensitivity of mec1-

100 cells. 
(A) ChIP analysis. Cells were arrested in G1 with α-factor and then released in YEPD 
containing 0.2M HU at time zero. Relative fold enrichment of Flag-tagged Rad9 at 
ARS607 replication origin was determined after ChIP with anti-Flag antibodies and 
subsequent qPCR analysis. Plotted values are the mean values with error bars 
denoting s.d. (n=3). *P<0.05 (Student’s t-test). (B) Exponentially growing cultures were 
serially diluted (1:10) and each dilution was spotted out onto YEPD plates with or 
without HU at the indicated concentrations. The hta1-S129A strains also carry HTA2 
deletion.(C) Cells were arrested in G1 with α-factor (αf) and then released in YEPD 
containing 0.2M HU at time zero, followed by western blot analysis of protein extracts 
with anti-Rad53 antibodies. 
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The lack of Fun30 or Slx4 suppresses the HU 

hypersensitivity of mec1-100 cells 

The function of Rad9 in inhibition of DSB resection is counteracted by 

the Swr1-like family remodeler Fun30 (SMARCAD1 in mammals) 

[171–173,228] and the scaffold protein complex Slx4-Rtt107 [177,187], 

both of which promote DSB resection by limiting Rad9 accumulation to 

DNA DSBs [172,177]. Thus, we reasoned that, if Rad9 maintains 

viability of HU-treated mec1-100 cells by limiting ssDNA generation, 

then the lack of Fun30 or Slx4-Rtt107 might suppress the HU 

hypersensitivity of mec1-100 cells by increasing Rad9-mediated 

inhibition of resection. Indeed, both fun30∆ mec1-100 and slx4∆ mec1-

100 double mutants were less sensitive to HU compared to mec1-100 

cells (Figure 32A). Moreover, the lack of Fun30 or Slx4 did not 

suppress the HU sensitivity of rad9∆ mec1-100 cells (Figure 32A), 

suggesting that their suppression effect on mec1-100 requires Rad9. 

Slx4 also counteracts the function of Rad9 in allowing Rad53 activation 

in response to MMS treatment [71]. Suppression of the HU 

hypersensitivity of mec1-100 cells by SLX4 deletion is not due to a 

more efficient checkpoint activation, as the kinetics of Rad53 

phosphorylation in HU-treated slx4∆ mec1-100 cells was similar to that 

of mec1-100 cells (Figure 32B). 

The interaction between Slx4 and Dpb11 is strongly induced by Mec1-

dependent Slx4 phosphorylation in response to MMS treatment 

[187,289]. The dependency on Rad9 for survival of HU-treated mec1-
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100 cells is likely not due to decreased Slx4 phosphorylation, as HU 

treatment did not result in changes of Slx4 electrophoretic mobility as 

it did MMS treatment [290]. Furthermore, the lack of Rad9 exacerbated 

also the HU sensitivity of cells defective for the Rad53 checkpoint 

kinase (Figure 29C), which is not involved in Slx4 phosphorylation 

[290]. 

Fun30 not only promotes DNA end resection by counteracting the 

resection block imposed by Rad9, but it participates in chromatin 

organization even in the absence of DNA lesions [291]. Fun30 is 

phosphorylated by Cdk1 and these phosphorylation events generate a 

binding site for Dpb11 that targets Fun30 to DSBs [171]. The Fun30-

S20A-S28A mutant variant (Fun30-SSAA) cannot be phosphorylated 

by Cdk1 and is defective in DSB resection but not in silencing [171], 

indicating that Cdk1-mediated Fun30 phosphorylation is required for 

Fun30 function in DSB resection but not for its function in chromatin 

organization. Thus, to rule out the possibility that general changes in 

chromatin organization could be responsible for suppression of the HU 

sensitivity of mec1-100 cells by the lack of Fun30, we asked whether 

Fun30-SSAA still suppressed the HU sensitivity of mec1-100 cells. 

Indeed, fun30-SSAA mec1-100 cells, similar to fun30∆ mec1-100 cells, 

were less sensitive to HU compared to mec1-100 cells (Figure 32C), 

indicating that this suppression effect depends on the lack of Fun30 

function in DSB resection. 



Results 

187 

 

 

Figure 32 The lack of Slx4 or Fun30 suppresses the HU hypersensitivity of mec1-100 
cells. 
(A, C) Exponentially growing cultures were serially diluted (1:10) and each dilution was 
spotted out onto YEPD plates with or without HU at the indicated concentrations. (B) 
Cells were arrested in G1 with α-factor (αf) and then released in YEPD containing 0.2M 
HU at time zero, followed by western blot analysis of protein extracts with anti-Rad53 
antibodies. 
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Both Sgs1-G1298R and the lack of Rad9 increase 

ssDNA generation at stalled replication forks in a 

Dna2-dependent manner 

As loss of the inhibition that Rad9 exerts on resection is sufficient to 

reduce survival of mec1-100 cells to replication stress, the increased 

HU hypersensitivity of sgs1-G1298R mec1-100 and rad9∆ mec1-100 

cells might be due to uncontrolled degradation of stalled replication 

forks. To evaluate directly the presence of ssDNA at stalled replication 

forks, we took advantage of a qPCR assay that was previously used to 

detect ssDNA at DSBs [162] and at terminally arrested replication forks 

[292]. This assay is based on ssDNA being refractory to digestion by 

the restriction enzyme SspI, which cleaves double-stranded DNA 

(dsDNA) but not ssDNA. Ssp1-digested and mock-digested DNAs 

were amplified by qPCR using primers surrounding Ssp1 restriction 

sites and the resulting amplification products were then normalized to 

an amplicon on chromosome XI. 

Cells arrested in G1 with α-factor were released into medium 

containing HU and ssDNA was analyzed by qPCR at different 

distances from the early efficient ARS607 replication origin. It has been 

previously reported that replication forks in untreated wild type cells 

show short gaps of ∼220 nt, which likely represent the regions engaged 

by the replisome during replication [193]. In the presence of HU, the 

size of these gaps increases by ∼100 nt asymmetrically, possibly 

because of uncoupling events [193]. Consistent with these findings, an 
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increase in ssDNA above background levels (αf) was detected in HU-

treated wild type, rad9∆, sgs1-G1298R and mec1-100 cells at DNA 

regions closed to the replication origin. Both the amount and the 

extension of this ssDNA was dramatically increased in rad9∆ mec1-

100 and sgs1-G1298R mec1-100 double mutant cells after release in 

HU compared to mec1-100 cells, with rad9∆ mec1-100 cells showing 

the strongest effect (Figure 33). The ssDNA detected in rad9∆ mec1-

100 and sgs1-G1298R mec1-100 cells was specific to DNA regions 

surrounding the replication origin, as no significant differences above 

background levels (αf) were observed at a control locus (Figure 33). 

Furthermore, the amount of ssDNA decreased progressively as the 

distance from the replication origin increased. Strikingly, the presence 

of the dna2-1 allele decreased the amount of ssDNA in both rad9∆ 

mec1-100 and sgs1-G1298R mec1-100 cells (Figure 33), strongly 

suggesting that the ssDNA accumulated in the above double mutants 

is caused by Dna2-mediated nucleolytic processing.  

As ssDNA is rapidly coated by the RPA complex that coordinates DNA 

damage signaling [110], we also evaluated the association of Rpa1 at 

stalled replication forks by ChIP and qPCR in cells synchronously 

released from a G1 arrest into S phase in the presence of HU. Rpa1 

association at both early efficient ARS607 and ARS305 replication 

origins increased in all cell cultures about 20 minutes after release in 

the presence of HU and decreased about 40 minutes later, with sgs1-

G1298R mec1-100 and rad9∆ mec1-100 double mutant cells showing 

a more persistent RPA binding compared to both wild type and each 



Results 

190 

 

single mutant (Figure 34A). Interestingly, while Rpa1 association at 

stalled replication forks in wild type, rad9∆, sgs1-G1298R and mec1-

100 cells paralleled that of DNA Polε and showed a pick of association 

at 20 minutes after release in HU (compare Figure 29E and A), the 

amount of ssDNA detected directly by qPCR remained constant at 20, 

40 and 60 minutes after release (Figure 33). As the ssDNA molecules 

could re-anneal to each other upon DNA extraction and 

deproteinization, the signal detected by qPCR could represent 

preferentially ssDNA gaps generated asymmetrically (which therefore 

cannot re-anneal), rather than ssDNA regions covered by RPA that are 

engaged by the replisome during replication.  

RPA is subsequently displaced by the recombinase Rad51 to generate 

Rad51 nucleoprotein filaments that initiate homologous recombination 

[110]. Consistent with an increase in ssDNA generation, the decrease 

in Rpa1 binding at the replication origins in sgs1-G1298R mec1-100 

and rad9∆ mec1-100 double mutant cells was concomitant with an 

increased accumulation of Rad51, whose association and persistence 

was higher in both sgs1-G1298R mec1-100 and rad9∆ mec1-100 cells 

than in mec1-100 cells (Figure 34B). Interestingly, although we could 

not detect any increase in ssDNA generation at the replication origin in 

HU-treated mec1-100 cells (Figure 33) [212], Rad51 association 

appeared to be increased in mec1-100 cells compared to wild type 

cells (Figure 34B). This finding can be consistent with a role of Mec1 

in inhibiting Rad51 activity possibly by controlling its association to 

DNA that can be partially defective in mec1-100 cells [293].  
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Finally, as the recombination protein Rad52 stimulates DNA annealing 

and Rad51-catalyzed strand invasion reactions to allow recombination-

mediated fork restart [110], we analyzed the formation of Rad52 

recombination foci. Rad52 foci were not detectable in HU-treated wild 

type cells, while their frequency increased dramatically after HU 

treatment in both sgs1-G1298R mec1-100 and rad9∆ mec1-100 

double mutant cells compared to mec1-100 cells (Figure 34C). 

Collectively, these results show that both sgs1-G1298R and the lack of 

Rad9 increase ssDNA generation at the replication forks when the 

checkpoint is dysfunctional, pointing to a role for Rad9 in restricting 

resection at arrested replication forks.   
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Figure 33 ssDNA generation at stalled forks in mec1-100 cells is increased by either 
Sgs1-G1298R or the lack of Rad9 in a Dna2-dependent manner. 
Analysis of ssDNA formation at different distances from ARS607 by qPCR. 
Exponentially growing YEPD cell cultures were arrested in G1 with α-factor (αf) and 
then released in YEPD containing 0.2M HU. Genomic DNA prepared at different time 
points after α-factor release was either digested or mock-digested with Ssp1 and used 
as template in qPCR. The value of Ssp1-digested over non-digested DNAs was 
determined for each time points after normalization to an amplicon on chromosome XI 
that does not contain Ssp1 sites. The data shown are expressed as fold enrichments 
in ssDNA at different time points after α-factor release in HU relative to the α-factor (αf) 
(set to 1.0). A locus containing Ssp1 sites on chromosome XI is used as a control 
(control locus). The mean values are represented with error bars denoting s.d. (n=3). 
*P<0.05 (Student’s t-test). 
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Figure 34 Rpa1, Rad51 and Rad52 association to stalled replication forks is 
increased by either Sgs1-G1298R or the lack of Rad9. 
(A, B) ChIP analysis. Cells were arrested in G1 with α-factor and then released in 
YEPD containing 0.2M HU at time zero. Relative fold enrichment of Rpa1 and Rad51 
at ARS607 and ARS305 replication origins was determined after ChIP with anti-Myc 
(A) or anti-Rad51 (B) antibodies and subsequent qPCR analysis. Plotted values are 
the mean values with error bars denoting s.d. (n=3). *P<0.05 (Student’s t-test). (C) 
Rad52 foci at the indicated times after release from a G1 arrest in 0.2M HU. Plotted 
values are the mean values with error bars denoting s.d. (n=3). *P<0.05 (Student’s t-
test). 
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Genome instability is one of the most pervasive feature of cancer cells 

[3]. DNA damage and replication stress are responsible for a significant 

portion of genome instability [4,6,15]. DNA double strand breaks (DNA 

DSBs) are the most dangerous damages that cells have to manage. In 

fact, failure of repairing them can lead to genomic rearrangements and 

loss of genetic information.  

Damaged DNA activates a highly conserved cellular response named 

DNA Damage Checkpoint (DDC) [8]. DDC is a transduction cascade 

whose primary objective is to stop the cell cycle and to favor DNA 

repair. Cells repair DSBs mainly by two distinct pathways: Non 

Homologous End Joining (NHEJ) and Homologous Recombination 

(HR). NHEJ repairs DNA DSBs by simply rejoining the two broken 

ends, with minimal processing. Since no intact template is used for the 

repair, it is considered an error prone mechanism. On the contrary, HR 

exploits the intact information on the sister chromatids to fix the break.   

HR requires nucleolytic degradation (resection) of the DSB ends to 

create ssDNA that is engaged in the homology search process [112]. 

In both yeast and mammals, the resection process must be tightly 

regulate to avoid the creation of excessive ssDNA that could be 

detrimental for genome stability. Using the budding yeast S. cerevisiae 

as model organism, in this experimental work I have provided data 

about the regulation of this process at both DNA DSB and stalled 

replication forks. 
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In S. cerevisiae, the MRX complex and Sae2 are involved in the onset 

of DSB resection, whereas the extensive resection requires the action 

of Exo1 and Dna2 nucleases, with the latter working together with the 

Sgs1 helicase [125,129,294,295]. The absence of Sae2 not only 

impairs DSB resection, but also causes prolonged MRX binding at the 

DSB that leads to an unscheduled activation of the DNA damage 

checkpoint dependent on Tel1 and Rad53.  

Furthermore, sae2∆ cells are sensitive to genotoxic agents like methyl-

methan-sulphonate (MMS), camptothecin (CPT) and phleomycin. 

Interestingly, deletion of KU suppresses the CPT sensitivity of sae2∆ 

cells in an Exo1 dependent manner [233]. This indicates that Sae2 

activity is required for the processing of CPT induced DSBs and that 

the Ku complex inhibits Exo1 activity at DSBs. 

The biochemical role of Sae2 in DSB resection is debated [129,130]. 

Moreover, how short range resection and long range resection are 

regulated and linked to each other is not completely understood.  

For these reasons, we searched for extragenic mutations able to 

suppress the DNA damage sensitivity of sae2∆ cells in order to identify 

other possible mechanisms able to bypass Sae2 function in DSB 

resection. By performing a genetic screen, we identified SGS1-ss, 

rad53-ss and tel1-ss mutant alleles. 

In the first part of this experimental work, I have contributed to the 

characterization of the Sgs1-ss (Sgs1-G1298R) mutant variant. This 

allele carries a point mutation that causes the change of the glycine 
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1298 with an arginine. The mutation falls in the HRDC domain that is 

implicated in protein-protein interaction and in Sgs1-DNA interaction 

[147,296,297].  

We have shown that Sgs1-ss is able to suppress not only the sensitivity 

to genotoxic agents of sae2∆ cells but also the one of the mre11 

nuclease-dead mutant. This indicates that Sgs1-ss bypasses the 

functions of both Sae2 and the MRX complex in resection onset. 

Anyway, this suppression requires the integrity of the MRX complex as 

Sgs1-ss is not able to suppress the sensitivity of mre11∆ mutants. This 

is consistent with the structural role of MRX complex in recruiting Sgs1 

and other resection factors to DSB [298].   

As expected [295], the Sgs1-ss variant supports the viability of sae2∆ 

mutants to genotoxic treatment working in concert with Dna2 nuclease. 

In fact, Sgs1-ss is able to suppress sae2∆ cells sensitivity even in the 

absence of Exo1. By contrast, Sgs1-ss can’t rescue the synthetic 

lethality of the sae2∆ dna2∆ double mutant. 

Cells lacking Sae2 suffer from a resection defect and an unscheduled 

checkpoint activation. The molecular analysis of the resection process 

in sae2∆ SGS1-ss cells has revealed that the presence of Sgs1-ss 

suppresses the resection defect of sae2∆ cells. Furthermore, the 

double mutant sae2∆ SGS1-ss showed a checkpoint activation and de-

activation kinetics similar to the one of wild type cells. In this context, 

Sgs1-ss decreases the amount of the MRX complex bound at the DSB.  
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These findings indicate that Sgs1-ss is able to suppress the sensitivity 

to genotoxic agents of sae2∆ cells by restoring DSB resection which, 

in turn, decreases the MRX persistence at the DSB.  

Interestingly, Sgs1-ss is able to accelerate the resection process even 

in a wild type context suggesting that this mutant variant might 

increases the resection efficiency by escaping the effect of negative 

regulators. In particular, the checkpoint protein Rad9 was implicated in 

the control of the resection process with an unknown mechanisms 

[170].  

We showed that Rad9 inhibits the action of the Sgs1-Dna2 long-range 

resection machinery. In fact, extensive resection in Rad9-deficient cells 

is mainly dependent on Sgs1, whose recruitment at DSBs is inhibited 

by Rad9. By contrast Sgs1-ss is robustly associated to the DSB ends 

both in the presence and in the absence of Rad9. These findings 

indicate that Rad9 inhibits the activity of Sgs1-Dna2 by limiting Sgs1 

binding/persistence at DSB ends and that the Sgs1-ss mutant variant 

escapes this inhibition possibly because it is more tightly bound to 

DNA. If Rad9 could have an additional effect on the helicase activity of 

Sgs1 and if Sgs1-ss could escape even this putative control, remains 

to be determined. Anyway, while Ku increases the requirement for the 

MRX-Sae2 activities in DSB resection by inhibiting preferentially Exo1 

[299], Rad9 mainly restricts the action of Sgs1-Dna2. As MRX and 

Sae2 are especially important for initial processing of DNA ends that 

contain protein-DNA adducts, the Rad9- and Ku- mediated inhibitions 
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of Sgs1/Dna2 and Exo1 activities in initiating DSB resection ensure 

that all DSBs are processed in a similar manner independently of their 

nature (Figure 35). 

 

 

Figure 35 Inhibition of DSB resection by Ku and Rad9. 
Ku is bound very close to the DSB end. Rad9 is bound to chromatin even in the 
absence of DSB via interaction with methylated histone H3 (yellow dots). Rad9 
association at DSB is enhanced by ɣ-H2A generation (red dots). Ku and Rad9 inhibit 
DSB resection by limiting Exo1 and Sgs1-Dna2 access to DNA ends, respectively.  
 

In the second part of this work, I have contributed to characterized the 

rad53-ss and tel1-ss mutant alleles. Rad53-ss (Rad53-H88Y) carries 

an aminoacidic change from a histidine to a tyrosine in the FHA1 

domain, implicated in Rad53 activation [85,249,250]. Tel1-ss (Tel1-

N2021D) carries the change of an asparagine into an aspartic acid in 

the FAT domain, which is implicated in the regulation of Tel1 kinase 

activity [53].  

We show that impairment of Rad53 activity either by affecting its 

interaction with Rad9 (Rad53-H88Y) or by abolishing its kinase activity 

(Rad53-kd) suppresses the sensitivity to DNA damaging agents of 

sae2∆ cells. A similar effect can be detected also when Tel1 function 



Discussion  

201 

 

 

is compromised either by reducing its recruitment to DSBs (Tel1-

N2021D) or by abrogating its kinase activity (Tel1-kd). These 

suppression effects are not due to the escape of the checkpoint-

mediated cell cycle arrest, as CHK1 deletion, which overrides the 

persistent cell cycle arrest of sae2∆ cells, does not suppress the 

hypersensitivity of the same cells to DNA damaging agents. Rather, we 

found that impairment of Rad53 or Tel1 signaling suppresses the 

resection defect of sae2∆ by decreasing the amount of Rad9 bound 

very close to the break site. Since we and others have demonstrated 

that Rad9 inhibits Sgs1-Dna2 [178,244], this reduced Rad9 association 

at DSBs relieves inhibition of Sgs1-Dna2 activity that can then 

compensate for the lack of Sae2 function in DSB resection. In this view, 

active Rad53 and Tel1 increase the requirement for Sae2 in DSB 

resection by promoting Rad9 binding to DSBs and therefore by 

inhibiting Sgs1-Dna2. Consistent with a role of Sgs1 in removing MRX 

from the DSBs [149], the relieve of Sgs1-Dna2 inhibition by Rad53 or 

Tel1 dysfunction leads to a reduction of MRX association to DSBs in 

sae2∆ cells. 

Our finding that Tel1 or Rad53 inactivation can restore both DNA 

damage resistance and DSB resection in sae2∆ cells is apparently at 

odds with previous findings that attenuation of the Rad53-dependent 

checkpoint signaling by decreasing MRX association to DSBs 

suppresses the DNA damage hypersensitivity of sae2∆ cells but not 

their resection defect [133,134]. Noteworthy, the bypass of Sae2 
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function by Rad53 or Tel1 dysfunction requires the physical presence 

of MRX bound at DSBs, which is known to promote stable association 

of Exo1, Sgs1 and Dna2 to DSBs [299]. Thus, we speculate that a 

reduced MRX association at DSBs allows sae2∆ cells to initiate DSB 

resection by relieving Rad9-mediated inhibition of Sgs1-Dna2 activity. 

As DSB repair by HR has been shown to require limited amount of 

ssDNA at DSB ends [300,301], the ssDNA generated by this initial DSB 

processing might be sufficient to restore DNA damage resistance in 

sae2∆ cells even when wild type levels of resection are not restored 

because DSB bound MRX is not enough to ensure stable Sgs1 and 

Dna2 association. 

Surprisingly, TEL1 deletion, which relieves the persistent Tel1-

dependent checkpoint activation caused by the lack of Sae2, did not 

restore DNA damage resistance and DSB resection in sae2∆ cells. We 

found that the lack of Tel1 protein affects the association of MRX to the 

DSB ends independently of its kinase activity. As the rescue of sae2∆ 

by Tel1-N2021D requires the physical presence of the MRX complex, 

this reduced MRX-DNA association can explain the inability of TEL1 

deletion to restore DNA damage resistance and resection in sae2∆ 

cells. Therefore, while an enhanced Tel1 signaling activity in the 

absence of Sae2 leads to DNA damage hypersensitivity and resection 

defects, a sufficient amount of Tel1 needs to be present at DSBs to 

support MRX function at DSBs. 
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How do Rad53 and Tel1 control Rad9 association to DSB? Rad53-

mediated phosphorylation of Rad9 does not appear to promote Rad9 

binding to the DSB [302,303]. Because Rad53 and RPA compete for 

binding to Sgs1 [200], it is tempting to propose that impaired Rad53 

signaling activity might shift Sgs1 binding preference from Rad53 to 

RPA, leading to increased Sgs1 association to RPA-coated DNA that 

can counteract Rad9 binding and inhibition of resection. In turn, Tel1 

and Mec1 can phosphorylate Rad9 [304,305], and abrogation of these 

phosphorylation events rescues the sensitivity to DNA damaging 

agents of sae2∆ cells [178], suggesting that Tel1 might control Rad9 

association to DSBs directly through phosphorylation. On the other 

hand, Tel1 promotes generation of γH2A [73,81,262,263], which 

counteracts DSB resection by favoring Rad9 association at the DSB 

[58]. We show that expression of a non-phosphorylable H2A variant in 

sae2∆ cells suppresses their resection defect and prevents the 

accumulation of Rad9 at the DSB. Furthermore, γH2A generation close 

to the break site depends on Tel1 kinase activity. Thus, although we 

cannot exclude a direct control of Tel1 on Rad9 association to DNA 

ends, our findings indicate that Tel1 acts in this process mostly through 

γH2A generation. 

Altogether, our results support a model whereby Tel1 and Rad53, once 

activated, limit DSB resection by promoting Rad9 binding to DSBs and 

therefore by inhibiting Sgs1-Dna2. 
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It is already known that Sae2 activates Mre11 endonucleolytic activity 

that clips the 5’-terminated DNA strand, thus generating 5’ and 3’ tailed 

substrates that can be processed by Exo1/Sgs1-Dna2 and Mre11 

activity, respectively (Figure 36, left). When Sae2 function fails, 

defective Mre11 nuclease activity causes increased MRX persistence 

at the DSB that leads to enhanced and prolonged Tel1-dependent 

Rad53 activation. As a consequence, Tel1- and Rad53-mediated 

phosphorylation events increase the amount of Rad9 bound at the 

DSB, which inhibits DSB resection by counteracting Sgs1-Dna2 activity 

(Figure 36, middle). Dysfunction of Rad53 or Tel1 reduces Rad9 

recruitment at the DSB ends and therefore relieves inhibition of Sgs1-

Dna2, which can compensate for the lack of Sae2 in DNA damage 

resistance and resection (Figure 36, right). In conclusion, we 

demonstrate that Rad9 increases the requirement for MRX/Sae2 

activities in DSB resection by inhibiting the action of Sgs1/Dna2 and 

that dampening Tel1 or Rad53 signaling bypass Sae2 function in DSB 

resection. Altogether, these finding indicate that the primary cause of 

the resection defect of sae2∆ cells is an enhanced Rad9 binding to 

DSBs that is promoted by the persistent MRX-dependent Tel1 and 

Rad53 signaling activities. This work reveals new details of the 

molecular mechanisms of DSB resection and the role of Sae2 at DSBs 

in the model organism S. cerevisiae.  

ATM inhibition has been proposed as a strategy for cancer treatment. 

Therefore, the observation that dampening Tel1/ATM signaling activity 
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restores DNA damage resistance in sae2∆ cells might have 

implications in cancer therapies that use ATM inhibitors for synthetic 

lethal approaches to threat tumors with deficiencies in the DNA 

damage response. 

 

 

Figure 36 Model for the role of Sae2 at DSBs. 
(Wild type, left) Sae2 activates the Mre11 endonuclease activity to incise the 5’ strand. 
Generation of the nick allows bidirectional processing by Exo1/Sgs1-Dna2 in the 5’-3’ 
direction from the nick and MRX in the 3’ to 5’ direction toward the DSB ends. Ku and 
Rad9 inhibit DSB resection by limiting Exo1 and Sgs1-Dna2, respectively. (sae2∆, 
middle) The absence of Sae2 impairs the MRX nuclease activity (nonfunctional MRX 
nuclease is in grey). As a consequence, the endonucleolytic cleavage of the 5’ strand 
does not occur and resection is carried out by Exo1 and Dna2-Sgs1 that degrade the 
5’ strands from the DSB ends. Impairment of Mre11 nuclease activity also causes 
increased MRX association at the DSB, which leads to enhanced Tel1-dependent 
Rad53 activation. Tel1 and Rad53 activities limit DSB resection from the DSB end 
(dashed arrow) by increasing the amount of DSB-bound Rad9, which inhibits Sgs1-
Dna2 recruitment at DSBs. (sae2∆ tel1 or sae2∆ rad53, right) Impairments of Tel1 or 
Rad53 activity (nonfunctional Tel1 and Rad53 are in grey) restore efficient resection in 
sae2∆ cells by relieving Rad9-mediated inhibition of Sgs1-Dna2. Restored DSB 
resection by Sgs1-Dna2 also reduces MRX persistence at the DSB. 
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In the last part of this work, I have evaluated if the control of the 

resection exerted by Rad9 at DSBs could be also extended to stalled 

replication fork.  

Controlled degradation of replication forks by nucleases can be a 

relevant mechanism to recover replication fork blockage by promoting 

HR repair and/or by processing specific stalled replication fork 

structures. However, unscheduled nuclease action could destroy the 

fork structure and prevent continued DNA synthesis, leading to 

genome instability. Structural analysis of DNA replication forks in S. 

cerevisiae has shown that rad53 mutant cells treated with HU 

accumulate replication forks with extended ssDNA gaps that appear to 

be localized on only one of the two newly synthesized strands [193]. 

On the one hand, formation of these ssDNA gaps is partly dependent 

on the Exo1 nuclease [215,216], which turns out to be a target of 

Mec1/ATR [185,270,272], suggesting that the intra-S checkpoint 

suppresses Exo1-dependent processing of stalled replication forks. On 

the other hand, Rad53 checkpoint kinase appears to limit ssDNA 

generation at stalled replication forks by ensuring the coupling of 

leading- and lagging-strand synthesis possibly through inhibition of 

excessive template unwinding and upregulation of dNTP levels [213]. 

In both yeast and mammals, the checkpoint protein Rad9/53BP1 is 

known to inhibit resection of intra-chromosomal DSBs 

[170,229,306,307] by counteracting the resection activity of Sgs1-

Dna2 [178,244]. Here, we describe a previously undisclosed function 
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of Rad9 in maintaining viability of Mec1-defective cells upon dNTP 

depletion by protecting stalled replication forks from detrimental 

nucleolytic processing. In particular, we show that the sensitivity to HU 

of cells either lacking Mec1 or expressing mec1 hypomorphic alleles is 

exacerbated by loss of Rad9 or expression of an Sgs1 variant (Sgs1-

G1298R) that escapes Rad9-mediated inhibition of DSB resection. 

Furthermore, the HU hypersensitivity of mec1-100 cells is suppressed 

in a Rad9-dependent manner by elimination of Slx4 or Fun30, which 

are known to counteract the inhibition that Rad9 exerts on DSB 

resection[171–173,177,228]. Finally, both the rad9∆ and sgs1-G1298R 

mutations dramatically increase the generation of ssDNA at the 

replication forks in HU-treated mec1-100 cells in a Dna2-dependent 

manner. These findings, together with the observation that Dna2 

deficiency is epistatic to rad9∆ and sgs1-G1298R with respect to HU 

sensitivity of mec1-100 cells, indicate a role for Rad9 in supporting 

viability of Mec1-deficient cells by protecting replication forks from 

Dna2-mediated degradation. This Rad9 protective function relies 

mainly on the interaction of Rad9 with Dpb11, which is recruited to 

stressed replication origins [307] and forms nuclear foci in response to 

replication stress [308]. Altogether, our data support a model whereby 

survival to replication stress of Mec1-defective cells is dependent on 

the Rad9-Dpb11 complex that restrains uncontrolled Dna2-mediated 

nucleolytic processing of stalled replication forks. 
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Whether the increased Dna2-dependent ssDNA generation in rad9∆ 

mec1-100 and sgs1-G1298R mec1-100 cells arise upon nucleolytic 

degradation of nascent DNA strands and/or of DSBs that are 

generated by the action of endonucleases at unprotected stalled 

replication forks remains to be determined. In any case, the lack of the 

Mus81 endonuclease, which cleaves branched structures that can be 

generated at stalled replication forks [309,310], did not suppress the 

HU hypersensitivity of rad9∆ mec1-100, suggesting that Mus81 is not 

responsible for these possible DNA cleavage events. Given the role of 

Dna2 in Okazaki fragment maturation [155,268,311], we favor the 

hypothesis that Rad9 prevents Dna2 activity in degrading 5’ ends 

generated at nascent lagging strands.  

Altogether, these findings suggest a working model (Figure 37), in 

which the intra-S checkpoint prevents the generation of excessive 

ssDNA under replication stress both by coordinating DNA unwinding 

with leading- and lagging-strands synthesis and by limiting exposure of 

nascent DNA strands to Exo1-mediated degradation 

[185,215,216,272]. Rad9, in turn, limits nucleolytic degradation of 

nascent lagging strands by inhibiting Sgs1-Dna2 resection activity. 

Inactivation of the checkpoint can cause the dislocation of the 

replisome from sites of DNA synthesis and the exposure of newly 

synthesized DNA to Exo1-mediated degradation. Under this condition, 

the lack of Rad9 relieves the inhibition of Sgs1-Dna2 activity and this 

leads to uncontrolled Dna2-dependent degradation of nascent lagging 
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strands that, together with Exo1-mediated resection, destroys the fork 

structure and prevents continued DNA synthesis. 

Notably, the Dpb11-Rad9 interaction appears to be conserved in 

human cells, where TopBP1, the Dbp11 human orthologue, stabilizes 

53BP1 to the sites of damage to exert its inhibitory function on DSB 

resection [187,312].  

Our evidences depict a specific role for Rad9 acting on Y-shaped forks. 

Anyway, it could be of interest to test if this protein could control the 

processing also in the context of reversed forks, where a controlled 

nucleolytic activity is required for their resolution.  

As replication stress underlies a significant proportion of the genomic 

instability observed in cancer cells, understanding whether a similar 

53BP1-mediated resection block is active also at mammalian damaged 

replication forks and supports survival to replicative stress of ATR-

deficient cells can be important to improve the use of ATR inhibitors in 

cancer therapy. 
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Figure 37 A model for the role of Rad9 in protecting stalled replication forks from 
degradation.  
(Left) In wild type cells, activation of the checkpoint in response to inhibition of DNA 
replication maintains replisome integrity, couples leading- and lagging-strand 
synthesis and limits Exo1-mediated degradation. Rad9 limits the resection activity of 
Sgs1-Dna2 to degrade nascent lagging strands. (Middle) Checkpoint dysfunction leads 
to the dislocation of the replisome from sites of DNA synthesis and to the exposure of 
newly synthesized DNA to Exo1- mediated degradation. Rad9 still inhibits the resection 
activity of Sgs1-Dna2. (Right) When both the checkpoint and Rad9 are dysfunctional, 
inhibition of both Exo1 and Dna2 activity is relieved, leading to uncontrolled DNA 
degradation. 
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Yeast and bacterial strains  

Yeast strains 

The yeast strains used in this study are derivatives of W303, JKM139, 

YMV45 and SK1 strains. Strains JKM139 and YMV45 were kindly 

provided by J. Haber (Brandeis University, Waltham, USA). Strains 

YMV45 are isogenic to YFP17 (mat∆::hisG hml∆::ADE1 hmr∆::ADE1 

ade1 lys5 ura3-52 trp1 ho ade3::GAL-HO leu2::cs) except for the 

presence of a LEU2 fragment inserted 4.6 kb centromere-distal to 

leu2::cs. To induce a persistent G1 arrest with α-factor, some strains 

carried the deletion of the BAR1 gene, which encodes for a protease 

that degrades the α-factor. Deletions were generated by one-step PCR 

disruption method. PCR one-step tagging methods was used to obtain 

strains carrying fully functional MYC-tagged or HA-tagged alleles. The 

accuracy of all gene replacement and integrations was verified by 

PCR. Strains expressing both the nucleoside transporter hENT1 and 

the Herpes Simplex virus thymidine kinase (HSV-TK) to allow BrdU 

incorporation were constructed by transforming cells with p306-BrdU-

Inc plasmid kindly provided by O. Aparicio (University of Southern 

California). 
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Bacterial strains  

E. coli DH5αTM strain (F-, φ80 dlacZM15, D(lacZTA-argF) U169, deoR, 

recA1, endA1, hsdR17, (rK-,mK+) phoA supE44, λ−, thi-1, gyrA96, 

relA1) is used as bacterial host for plasmid manipulation and 

amplification. E. coli DH5αTM competent cells to transformation are 

purchased from Invitrogen. 

Growth media  

S. cerevisiae media 

YEP (Yeast-Extract Peptone) is the standard rich media for S. 

cerevisiae and contains 10 g/L yeast extract, 20 g/L peptone and 50 

mg/L adenine. YEP must be supplemented with 2% glucose (YEPD), 

2% raffinose (YEP+raf) or 2% raffinose and 2% galactose 

(YEP+raf+gal) as carbon source. YEP-based selective media are 

obtained including 400 μg/mL G418, 300 μg/mL hygromicin-B or 100 

μg/mL nourseotricin. Solid media are obtained including 2% agar. 

Stock solutions are 50% glucose, 30% raffinose, 30% galactose, 80 

mg/mL G418, 50 mg/mL hygromicin-B and 50 mg/mL nourseotricin. 

YEP and glucose stock solution are autoclave-sterilized and stored at 

RT. Sugars and antibiotics stock solutions are sterilized by micro-

filtration and stored at RT and 4°C respectively. 
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S.C. (Synthetic Complete) is the minimal growth media for S. 

cerevisiae and contains 1.7 g/L YNB (Yeast Nitrogen Base) without 

amino acids, 5 g/L ammonium sulphate, 200μM inositol, 25 mg/L uracil, 

25 mg/L adenine, 25 mg/L hystidine, 25 mg/L leucine, 25 mg/L 

tryptophan. S.C. can be supplemented with drop-out solution (20 mg/L 

arginine, 60 mg/L isoleucine, 40 mg/L lysine, 10 mg/L methionine, 60 

mg/L phenylalanine, 50 mg/L tyrosine) based on yeast strains 

requirements. Different carbon sources can be used in rich media (2% 

glucose, 2% raffinose or 2% raffinose and 3% galactose). One or more 

amino acid/base can be omitted to have S.C.-based selective media 

(e.g. S.C.-ura is S.C. lacking uracil). To obtain G418 or NAT S.C. 

selective medium the 5 g/L ammonium sulphate are replaced with 1 

g/L monosodic glutamic acid. Solid media are obtained by including 2% 

agar. Stock solutions are 17 g/L YNB + 50 g/L ammonium sulphate (or 

10g/L monosodic glutamic acid), 5 g/L uracil, 5 g/L adenine, 5 g/L 

hystidine, 5 g/L leucine, 5 g/L tryptophan, 100X drop out solution (2 g/L 

arginine, 6 g/L isoleucine, 4 g/L lysine, 1 g/L methionine, 6 g/L 

phenylalanine, 5 g/L tyrosine), 20mM inositol. All of these solutions are 

sterilized by micro-filtration and stored at 4°C. 

VB sporulation medium contains 13.6 g/L sodium acetate, 1.9 g/L KCl, 

0.35 g/L MgSO4, 1.2 g/L NaCl. pH is adjusted to 7.0. To obtain solid 

medium include 2% agar. pH is adjusted to 7.0. Sterilization by 

autoclavation. 
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E. coli media 

LD is the standard growth medium for E. coli. LD medium contains 10 

g/L tryptone, 5 g/L yeast extract and 5 g/L NaCl. Solid medium is 

obtained by including 1% agar. LD+Amp selective medium is obtained 

including 50 μg/mL Ampicillin. LD is autoclave-sterilized and stored at 

RT. Ampicillin stock solution (2.5 g/L) is sterilized by micro-filtration and 

stored at 4°C. 
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Molecular biology techniques  

Extraction of yeast genomic DNA (Teeny yeast DNA 

preps) 

Yeast cells are harvested from overnight cultures by centrifugation, 

washed with 1 mL of 0.9M sorbytol 0.1M EDTA pH 7.5 and 

resuspended in 0.4 mL of the same solution supplemented with 14mM 

β-mercaptoethanol. Yeast cell wall is digested by 45 minutes’ 

incubation at 37°C with 0.4 mg/mL 20T zimoliase. Spheroplasts are 

harvested by 30 seconds centrifugation and resuspended in 400 μL 

TE. After addition of 90 μL of a solution containing EDTA pH 8.5, Tris 

base and SDS, spheroplasts are incubated 30 minutes at 65°C. 

Samples are kept on ice for 1 hour following addition of 80 μL 5M 

potassium acetate. Cell residues are eliminated by 15 minutes’ 

centrifugation at 4°C. DNA is precipitated with chilled 100% ethanol, 

resuspended in 500 μL TE and incubated 30 minutes with 25 μL 1 

mg/mL RNase to eliminate RNA. DNA is then precipitated with 

isopropanol and resuspended in the appropriate volume (typically 50 

μL) of TE. 

Southern blot analysis 

Yeast genomic DNA prepared with standard methods is digested with 

the appropriate restriction enzyme(s). The resulting DNA fragments are 
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separated by agarose gel electrophoresis in a 0.8% agarose gel. When 

adequate migration has occurred, gel is washed 40 minutes with a 

denaturation buffer (0.2N NaOH, 0.6M NaCl), and 40 minutes with a 

neutralization buffer (1.5M NaCl, 1M Tris HCl, pH 7.4). DNA is blotted 

onto a positively charged nylon membrane by overnight capillary 

transfer with 10X SSC buffer (20X SSC: 3M sodium chloride, 0.3M 

sodium citrate, pH 7.5). Membrane is then washed with 4X SSC and 

UV-crosslinked. Hybridization is carried out by incubating membrane 

for 5 hours at 50°C with pre-hybridization buffer (50% formamide, 5X 

SSC, 0.1% N-lauroylsarcosine, 0.02% SDS, 2% Blocking reagent) 

following by o/n incubation at 50°C with pre-hybridization buffer + 

probe. The probe is obtained by random priming method 

(DECAprimeTM kit by Ambion) on a suitable DNA template and with 

32P d-ATP. Filter is then washed (45 minutes + 15 minutes) at 55°C 

with a washing solution (0.2M sodium phosphate buffer pH 7.2, SDS 

1%, water), air dried and then exposed to an autoradiography film. 

Denaturing gel electrophoresis and southern blot analysis to 

visualize single-stranded DNA (ssDNA) 

A 0.8% agarose gel (in H2O) is submerged in a gel box containing a 

50mM NaOH, 1mM EDTA solution for 30 minutes to equilibrate. 

Ethidium bromide is omitted because it does not efficiently bind to DNA 

under these conditions. After digestion with the appropriate restriction 

enzyme(s), DNA samples are prepared by adjusting the solution to 
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0.3M sodium acetate and 5mM EDTA (pH 8.0) following by addition of 

2 volumes of ethanol to precipitate DNA. After chilling (o/n) and 

centrifuging the samples (15 minutes, possibly at 4°C), pellet is 

resuspended in alkaline gel loading buffer (1X buffer: 50mM NaOH, 

1mM EDTA pH 8.5, 2.5% Ficoll (Type 400) and 0.025% bromophenol 

blue). After loading the DNA in the gel, a glass plate can be placed on 

the gel to prevent the dye from diffusing from the agarose during the 

course of the run. Because of the large currents that can be generated 

with denaturing gels, gels are usually run slowly at lower voltages (e.g. 

30 V over-night). After the DNA has migrated far enough, the gel can 

be stained with 0.5 μg/mL ethidium bromide in 1X TAE electrophoresis 

buffer (1 hour). The DNA will be faint because the DNA is single 

stranded. Gel is then soaked in 0.25N HCl for 7 minutes with gentle 

agitation, rinsed with water and soaked in 0.5M NaOH, 1.5M NaCl for 

30 minutes with gentle agitation. Gel is then rinsed briefly with water 

and DNA is blotted by capillary transfer onto neutral nylon membrane 

using 10X SSC. Hybridization is carried out by incubating membrane 

for 5 hours at 42°C with pre-hybridization buffer (50% formamide, 

denhardts solution + 4X BSA, 6% destran sulphate, 100 μg/mL salmon 

sperm DNA, 200 μg/mL tRNA carrier) following by o/n incubation at 

42°C with pre-hybridization buffer + single-stranded RNA (ssRNA) 

probe. The ssRNA probe is obtained by in vitro transcription using 

Promega Riboprobe System-T7 and a pGEM-7Zf-based plasmid as a 

template. Following hybridization, membrane is washed twice with 5X 
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SSPE (20X SSPE = 3M NaCl, 200μM NaH2PO4, 20μM EDTA, pH 7.4) 

at 42°C for 15 minutes, 30 minutes with 1X SSPE 0.1% SDS at 42°C, 

30 minutes with 0.1X SSPE 0.1% SDS at 42°C, 15 minutes with 0.2X 

SSPE 0.1% SDS at 68°C and 5 minutes with 0.2X SSPE at RT. Finally, 

membrane is exposed to an X-ray film. 

Denaturing gel electrophoresis and western blot analysis to 

analyze BrdU incorporation  

Cell were treated as described. After DNA extraction, genomic DNA 

was loaded on to agarose gel and run under denaturing conditions, as 

described above. After the run, DNA was transferred onto a nylon 

membrane. The membrane was then blocked with 4% non- fat milk and 

incubated overnight with anti-BrdU antibodies (RPN202, GE). 

Secondary anti-rabbit antibodies conjugated to HRP were then used to 

visualize BrdU-DNA. 

 

DSB resection and repair by Single-Strand Annealing (SSA) 

DSB end resection at the MAT locus in JKM139 derivative strains was 

analyzed on alkaline agarose gels by using a single-stranded probe 

complementary to the unresected DSB strand. This probe was 

obtained by in vitro transcription using Promega Riboprobe System-T7 

and plasmid pML514 as a template. Plasmid pML514 was constructed 
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by inserting in the pGEM7Zf EcoRI site a 900-bp fragment containing 

part of the MATα locus (coordinates 200870 to 201587 on 

chromosome III). Quantitative analysis of DSB resection was 

performed by calculating the ratio of band intensities for ssDNA and 

total amount of DSB products. 

DSB formation and repair in YMV45 strain were detected by Southern 

blot analysis using an Asp718-SalI fragment containing part of the 

LEU2 gene as a probe. Quantitative analysis of the repair product was 

performed by calculating the ratio of band intensities for SSA product 

with respect to a loading control. 

Quantification of ssDNA by qPCR 

Genomic DNA was digested or not with the restriction enzyme SspI, 

which cuts dsDNA within the PCR amplicon. Digested and mock-

digested DNAs were subjected to amplification by qPCR (iQ SYBR 

green supermix, Biorad, 1708882) using primers annealing on either 

side of the Ssp1 restriction site. qPCR was performed with a Biorad 

MiniOpticon. We quantified ssDNA using the formula: ssDNA= 

100/[(1+2∆Ct)/2], in which ∆Ct is the difference between the threshold 

cycles of digested and undigested DNA of a given time point. A control 

locus on chromosome XI with no SspI restriction sites, for which the Ct 

values for digested and undigested DNA would be expected to be 

similar, was used to correct the ∆Ct values of other primers and to 

normalize the results relative to the amount of DNA initially loaded onto 
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the plate. The control locus is located 20 kb and 27 kb from ARS1103 

and ARS1102, respectively, on chromosome XI. 

Chromatin Immuno-Precipitation (ChIP) analysis 

Cell at a concentration of 8x106-1x107cells/ml, are harvested by adding 

1.4 mL of 37% formaldehyde for 5 minutes while shaking, in order to 

create DNA-protein and protein-protein covalent bounds (cross-link). 

Then 2.5 mL of 2.5M glycine are added for other 5 minutes while 

shaking. Treated cells are kept in ice until centrifugation at 1800 rpm 

for 5 minutes at 4°C. Cell pellet is then washed first with HBS buffer 

(50mM HEPES pH 7.5, 140mM NaCl) and then with ChIP buffer (50mM 

HEPES pH 7.5, 140mM NaCl, 1mM EDTA pH 8, 1% IGEPAL CA-630, 

0.1% Sodium deoxycholate, 1mM PMSF). Before each wash cells are 

pelleted by centrifugation at 1800 rpm for 5 minutes at 4°C. After the 

wash with ChIP buffer and subsequent centrifugation, the supernatant 

is carefully and completely removed. Then add 0.4 mL of ChIP buffer 

+ complete anti-proteolitic tablets (Roche) is added and samples are 

stored at -80°C until the following day. Cells are broken for 30 minutes 

at 4°C with glass beads. After glass beads eliminations, the lysate is 

subjected to centrifugation at 4°C for 30 minutes. Pellet is resuspended 

in 0.5 mL ChIP buffer + anti-proteolitics and then sonicated, in order to 

share DNA in 500-1000 bp fragments. At this point 5 μL as “input DNA” 

for PCR reactions and 20 μL as “input” for western blot analysis are 

taken. Then 400 μL of the remaining solution is immunoprecipitated 
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with specific Dynabeads-coated antibodies. After proper incubation 

with desired antibodies, Dynabeads can be washed RT as follow: 2X 

with SDS buffer (50mM HEPES pH 7.5, 1mM EDTA pH 8, 140mM 

NaCl, 0.025% SDS), 1X with High-salt buffer (50mM HEPES pH 7.5, 

1mM EDTA pH 8, 1M NaCl), 1X with T/L buffer (20mM Tris-Cl, pH 7.5, 

250mM LiCl, 1mM EDTA pH 8, 0.05% sodium deoxycholate, 

0.5%IGEPAL-CA630), and then 2X with T/E buffer (20mM Tris-Cl pH 

7.5, 0.1mM EDTA pH 8). All washes are done by pulling down 

Dynabeads 1 minute and then nutating for 4 minutes with the specific 

buffer. After the last wash Dynabeads are resuspended in 145 μL TE 

+ 1% SDS buffer, shaked on a vortex, put at 65°C for 2 minutes, shaked 

on vortex again and then pulled down. then 120 μL of the supernatant 

are put at 65°C over-night for reverse cross-linking, while 20 μL are 

stored as sample for western blot analysis of the immunoprecipitated 

protein amount. Previously taken input DNA samples must be put at 

65°C over-night with 115 μL of TE + 1% SDS buffer. Then, DNA is 

purified for PCR analysis with QIAGEN columns. 

Quantification of immunoprecipitated DNA was achieved by 

quantitative real-time (qPCR) on a Bio-Rad MiniOpticon apparatus 

using primer pairs located at different distances from the HO-induced 

DSB and at the ARO1 fragment of chromosome IV. Data are expressed 

as fold enrichment at the HO-induced DSB over that at the non-cleaved 

ARO1 locus, after normalization of each ChIP signals to the 

corresponding amount of immunoprecipitated protein and input for 
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each time point. Fold enrichment was then normalized to the efficiency 

of DSB induction. 

For ChIP assays conducted at ARS305 and ARS607, data are 

expressed as fold enrichment at these genomic regions over that a 

region located 14 kb from ARS607, after normalization of each ChIP 

signals to the corresponding input for each time point.  

γH2A was immunoprecipitated by using anti-γH2A antibodies 

(ab15083) from Abcam; Rad51 with anti-Rad51 (ab104232) from 

Abcam; MYC-tagged, HA-tagged and FLAG-tagged proteins were 

immunoprecipitated with anti-MYC (ab32) from Abcam, anti-HA 

(ab9110) from Abcam and anti-Flag (F1805) from Sigma Aldrich, 

respectively.  

Immunoprecipitation and kinase assay 

Protein extracts for the immunoprecipitations were prepared in a lysis 

buffer containing 50mM HEPES (pH 7.4), 100mM KCl, 0.1mM EDTA 

(pH 7.5), 0.2% Tween-20, 1mM dithiothreitol (DTT), 25mM NaFl, 

100μM sodium orthovanadate, 0.5 mM phenylmethylsulfonyl fluoride, 

25mM β-glycerophosphate, and a protease inhibitor cocktail (Roche 

Diagnostics). After the addition of a 1:1 volume of acid-washed glass 

beads and breakage, equal amounts of protein of the different clarified 

extracts were incubated for 2 hours at 4°C with 75 μL of a 50% (vol/vol) 

protein A-Sepharose resin covalently linked to 12CA5 monoclonal 

antibody. For the Kinase Assay, resins then were washed three times 
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in the lysis buffer and were resuspended in 450 μL of a kinase buffer 

containing 10mM HEPES (pH 7.4), 50mM NaCl, 10mM MgCl2, 10mM 

MnCl2, 1mM DTT. Resuspended resins (150 μL) were dried, followed 

by the addition of 11.5 μL of kinase buffer, 1.5 μL of 20μM unlabeled 

ATP, 10 μCi of 32P-labeled ATP, and 1 μL of Phosphorylated Heat- 

and Acid-Stable protein I (PHAS-I; 1 μg/μL; Stratagene). Kinase 

reactions were incubated at 30°C for 30 minutes. Sodium dodecyl 

sulfate (SDS) gel-loading buffer (15 μL) was added to the resins, and 

bound proteins were resolved by SDS-18% polyacrylamide gel 

electrophoresis and visualized after exposure of the gels to 

autoradiography films. The residual 300 μL of each resuspended resin 

was dried, resuspended in 10 μL of loading buffer, and subjected to 

Western blot analysis with anti-HA antibody.  

For immunoprecipitation, after incubation with monoclonal antibodies 

anti-Rad53, A-Sepharose resins were washed twice with lysis buffer. 

Then, after been dried and boiled, were subjected to Western blot 

analysis.  

SDS-PAGE and western blot analysis 

Protein extracts for western blot analysis were prepared by TCA 

precipitation. Protein extracts are loaded in 10% polyacrylamide gels 

(composition). Proteins are separated based on their molecular weight 

by polyacrylamide gel electrophoresis in the presence of sodium 

dodecyl sulphate (SDS-PAGE). When adequate migration has 
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occurred proteins are blotted onto nitrocellulose membrane. 

Membrane is saturated by 1-hour incubation with 4% non-fat milk in 

TBS containing 0.2% TRITON X-100 and incubated for 2 hours with 

primary antibodies. Membrane is washed three times with TBS for 10 

minutes, incubated for 1 hour with secondary antibodies and again 

washed with TBS.  

Detection is performed with ECL (Enhanced ChemiLuminescence - GE 

Healthcare) and X-ray films according to the manufacturer. 

Primary polyclonal rabbit anti-Rad53 antibodies are purchased at 

Abcam (ab104232).  
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Cell cycle analysis  

Synchronization of yeast cells with α-factor 

α-factor allows to synchronize a population of yeast cells in G1 phase. 

This pheromone activates a signal transduction cascade which arrests 

yeast cells in G1 phase. Only MATa cells are responsive to α-factor. 

To synchronize in G1 a population of exponentially growing yeast cells 

in YEPD, 2 μg/mL α-factor is added to 6x106 cells/mL culture. As the 

percentage of budded cells will fall below 5% cells are considered to 

be G1-arrested. Cells are then washed and resuspended in fresh 

medium with or without 3 μg/mL α-factor to keep cells G1-arrested or 

release them into the cell cycle respectively. At this time cell cultures 

can be either treated with genotoxic agents or left untreated. If cells 

carry the deletion of BAR1 gene, that encodes a protease that 

degrades the α-factor, 0.5 μg/mL α-factor is sufficient to induce a G1-

arrest that lasts several hours. 

Synchronization of yeast cells with nocodazole 

Nocodazole allows to synchronize a population of yeast cells in G2 

phase. This drug causes the depolimerization of microtubules, thus 

activating the mitotic checkpoint which arrests cells at the metaphase 

to anaphase transition (G2 phase). To synchronize in G2 a population 

of exponentially growing yeast cells in YEPD, 0.5 μg/mL nocodazole is 
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added to 6x106 cells/mL culture together with DMSO at a final 

concentration of 1% (use a stock solution of 100X nocodazole in 100% 

DMSO). As the percentage of dumbbell cells will reach 95% cells are 

considered to be G2-arrested. Cells are then washed and resuspended 

in fresh medium with or without 1.5 μg/mL nocodazole to keep cells 

G2-arrested or release them into the cell cycle respectively. At this time 

cell cultures can be either treated with genotoxic agents or left 

untreated. 

FACS analysis of DNA contents 

FACS (Fluorescence-Activated Cell Sorting) analysis allow to 

determine the DNA content of every single cell of a given population of 

yeast cells. 6x106 cells are harvested by centrifugation, resuspended 

in 70% ethanol and incubated at RT for 1 hour. Cells are then washed 

with 1 mL 50mM Tris pH 7.5 and incubated overnight at 37°C in the 

same solution with 1 mg/mL RNase. Samples are centrifuged and cells 

are incubated at 37°C for 30 minutes with 5 mg/mL pepsin in 55mM 

HCl, washed with 1 mL FACS Buffer and stained in 0.5 mL FACS buffer 

with 50 μg/mL propidium iodide. 100 μL of each sample are diluted in 

1 mL 50mM Tris pH 7.5 and analyzed with a Becton-Dickinson FACS-

Scan. The same samples can also be analyzed by fluorescence 

microscopy to score nuclear division. 
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Other techniques  

Drug sensitivity assay 

Overnight-grown saturated cultures of the indicated strains were 

serially diluted (10 fold) in water; 10 µl drops of each dilution were 

deposited on each plate. Images were scanned 2-3 days after plating 

and growth at 28°C. Each experiment was repeated at least twice. 

Search for suppressors of sae2∆ sensitivity to CPT 

To search for suppressor mutations of the CPT-sensitivity of sae2∆ 

mutant, 5x106 sae2∆ cells were plated on YEPD in the presence of 

30μM CPT. Survivors were crossed to wild type cells to identify by 

tetrad analysis the suppression events that were due to single-gene 

mutations. Subsequent genetic analyses allowed grouping the single-

gene suppression events in 11 classes. The seven classes that 

showed the most efficient suppression were chosen and the 

suppressor genes were identified by genome sequencing and genetic 

analyses. Genomic DNA from seven single-gene suppressors was 

analyzed by next-generation Illumina sequencing (IGA technology 

services) to identify mutations altering open reading frames within the 

reference S. cerevisiae genome. To confirm that, SGS1-G1298R, 

rad53-H88Y and tel1-N2021D mutations were responsible for the 

suppression, either TRP1, URA3 or HIS3 gene was integrated 
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downstream of the rad53-H88Y and tel1-N2021D stop codon, 

respectively, and the resulting strain was crossed to wild type cells to 

verify by tetrad dissection that the suppression of the sae2∆ CPT 

sensitivity co-segregated with the TRP1, URA3 or HIS3 allele. 

Microscopy analysis 

Yeast cells were grown at 23°C. Once harvested, were resuspended 

in ethanol 100% and kept at -20 C° for 2 hours. After sonication, drops 

were deposited onto glass microscope slides. Fluorophore was a 

yellow fluorescent protein (YFP) that was visualized on a Nikon Eclipse 

600 equipped with a 100 X 0.5-1.3 Planfluor oil objective (Nikon). 
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