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Outline

I We propose a novel approach for estimating Average Causal Effects
(ATEs) in the presence of multiple treatments;

I We propose a new Potential outcome model with a longitudinal
Latent Markov (LM) structure of dependence for multivariate
responses in the context of observational studies.

Fulvia Pennoni - University of Milano-Bicocca - A dynamic causal LM model, Catania July 4, 2017



Introduction The causal LM model Illustrative application Conclusion Conclusion

Potential outcome framework
I The causal effects are defined according to the potential outcomes:

the set of all outcomes related to all the feasible treatments for
every sample unit;

I The interest is to consider the Average Treatment Effect: the
difference (over the population) between the difference over two
potential outcomes corresponding to two treatments (or between
treatment and control);

I We follow the proposal of Lanza et al. (2013): they use a mixed
method between matching and weighting to estimate causal effects
within a latent class model (Goodman, 1974 and Lazarsfeld and
Henry, 1968);

I Matching and weighting are two statistical approaches to balance
groups according to pre treatment covariates.
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The notation

We consider this notation in the following:

I n: number of individuals;

I T : number of time points (occasions) defining the longitudinal
structure of the data;

I Y it : vector of categorical response variables Yijt (at occasion t,
variable j , individual i);

I X i : corresponding column vector of pre-treatment specific covariates
related to each individual i .
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The illustrative example
In the illustrative example we aim at studying the development of the
Human Capital (HC), and the related university-to-work transition
phenomenon, due to the different types of degree, therefore we consider

I n: number of observed graduates in a certain year;

I T : each available time at which each response can be observed after
graduation;

I Y it : vector of categorical response variables where r = 3 and cj = 3
related to:
i) contract type with categories: none, temporary, and permanent;
ii) skill with categories: none, low/medium, and high;
iii) gross income in Euros (e) (quarterly) with categories:

none, ≤3750 e, and >3750 e.

I X i : corresponding column vector of pre-treatment covariates:
gender, district of birth, final grade at high school diploma, type of
high school.
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Latent variable

I The aim is to consider the effect of the acquired type of degree on
the development of a latent concept like the Human Capital (HC);

I It is a latent construct related to the skills, competencies, and
attributes embodied in individuals that are relevant to the economic
activities, with particular reference of the labor market;

I From an economic point of view we take into account the definition
of Harpan and Draghici (2014):“the generic knowledge and skill
accumulated during experiences and education”;

I We conceive the HC as a latent variable affected by the investment
in education, own ability and type of higher education;

I In the applicative example, we propose to measure it by considering
the the above three response variables related to the economic
climate just before the economic recession.
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The causal LM model

• HC is a latent variable denoted by its “potential versions" as H(z)
it ,

with i = 1, . . . , n, t = 1, . . . ,T , z = 1, . . . , l , where l is the number
of the possible treatments;

• Only one of the possible outcomes H(z)
it is indeed selected and this

selection may depend on the value of the variables themselves;

• H
(z)
it corresponds to the latent state of individual i at occasion t if

he/she had taken treatment z ;

• We consider a marginal model for H(z)
it given the pre-treatment

covariates in the sense of Robins et al. (2000).
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The causal LM model

I The variables in the vector H(z)
i = (H

(z)
i1 , . . . ,H

(z)
iT ) are assumed as

stochastic Markov processes of first-order;

I They have a discrete distribution with support {1, . . . , k} so that it
is possible to identify (classify) individuals, with individuals in the
same latent state sharing the same latent characteristics;

I We expect that there are sub-populations which cannot be directly
observed having different expected behaviors with reference to the
response variables.
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The causal LM model
I We propose an innovative use of the propensity score method

(Imbsen, 2000) which is extended to account for multiple
treatments;

I First, we estimate a multinomial logit model for the probability of
taking a certain type of treatment given the individual pre-treatment
covariates x (see also, McCaffreys et al. 2013, among others):

log
p(Zi = z |x i )

p(Zi = 1|x i )
= ηz + x ′iλz , z = 2, . . . , l ,

where ηz and λz are regression parameters and so to obtain the
individual weights

ŵi = n
1/p̂(zi |x i )∑n

m=1 1/p̂(zm|x i )
, i = 1, . . . , n.

I Second, we use the estimated values to weight the log-likelihood
function which is used to estimate the model parameters within the
Expectation-Maximization algorithm.
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The causal LM model

I The probabilities at the first time period are modelled according to a
baseline-category logit model:

log
p(H

(z)
i1 = h)

p(H
(z)
i1 = 1)

= αh + d (z)′βh, h = 2, . . . , k ,

where the intercept is αh, and βh = (βh2, . . . , βhl)
′ is a column

vector of l − 1 parameters, βhz of βh corresponds to the effect of the
z-th treatment with respect to the first treatment;

I βh corresponds to the ATE effect of the whole population of interest
for the first time period.
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The causal LM model

I The probabilities at the time periods different from the first one
(transition probabilities of the hidden chain) are modelled according
to a multinomial logit model:

log
p(H

(z)
it = h|H(z)

i,t−1 = h̄)

p(H
(z)
it = 1|H(z)

i,t−1 = h̄)
= γh̄h + d (z)′δh,

where γh̄h are the intercepts and
δh = (δh2, . . . , δhl)

′, h̄ = 1, . . . , k , h = 2, . . . , k , t = 2, . . . ,T is the
vectors of regression coefficients;

I Each coefficient δhz is again an ATE which is referred to the
transition from level 1 to level h of the latent variable;

I The parameters of the measurement model are left unconstrained

φjy |h = p(Yijt = y |H(z)
it = h),

where h = 1, . . . , k, j = 1, . . . , r , y = 0, . . . , cj − 1.
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Causal LM model estimation procedure

I The weighted log-likelihood is considered

`(θ) =
n∑

i=1

ŵi`i (θ), `i (θ) = log p(y i1, . . . , y iT |zi ),

where θ is the vector of all causal LM model parameters and the
p(y i1, . . . , y iT |zi ) the manifest probability;

I The complete data log-likelihood `∗(θ) is maximized according to
the following two steps of the EM algorithm:

• E-step: compute the expected value of the frequencies and indicator
variables the complete log-likelihood equation, given the observed
data and the current value of the parameters, so as to obtain the
expected value of `∗(θ);

• M-step: update θ by maximizing the expected value of `∗(θ)
obtained at the E-step.
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Details on the estimation procedure

• The complete data, which correspond to the value of every latent
variable, further to the observed covariates and response variables:

`∗(θ) =
k∑

h=1

r∑
j=1

T∑
t=1

cj−1∑
y=0

ahjty log φjy |h +
k∑

h=1

n∑
i=1

ŵibhi1 log p(Hi1 = h|zi )

+
k∑

h̄=1

k∑
h=1

n∑
i=1

T∑
t=2

ŵibh̄hit log p(Hit = h|Hi,t−1 = h̄, zi )

where: ahjty is the frequency of subjects responding by y to the j-th
response variable and belonging to latent state h at occasion t; bhit
is an indicator variable equal to 1 if subject i belongs to latent class
h at occasion t, with p(Hi1 = h|zi ); and bh̄hit = bh̄i,t−1bhit is an
indicator variable equal to 1 if the same subject moves from state h̄
to state h at occasion t and wi are the weights.
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Asymptotic properties of the proposed estimator

• We make a proof of the consistency for the estimator:

• We consider a data generating model of the following type for
i = 1, . . . , n:
1. the vector of covariates x i is drawn from an unknown distribution

f (x);
2. the potential latent outcomes H(z)

it are drawn given x i from a Markov
chain for t = 1, . . . ,T and z = 1, . . . , l ;

3. given x i , the treatment indicator zi is generated from a multinomial
logit model based on the probabilities pz(x i ), z = 1, . . . , l ;

4. the latent variables are generated as H(zi )
it for t = 1, . . . ,T ;

5. given the generated value of H(zi )
it , the outcomes Yijt are generated,

for j = 1, . . . , r and t = 1, . . . ,T , according to the LM model.

• Proposition: As n→∞, the estimator θ̂ under the data generating
model described above and the estimator θ̃ under the randomized
sampling scheme converge in probability to the same point θ0 of the
parameter space.
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Finite sample properties of the proposed estimator

• We assess some finite sample properties through simulations
comparing the estimates obtained with the proposed estimator of
the LM model with and without using weights;

• We show that bias of the proposed estimator is negligible; while the
bias is large for the estimator not corrected for confounding and it
does not decrease when the sample size and/or the time occasions
are higher;

• The standard deviation of the proposed estimator decreases as n and
T increase; in particular, it decreases with a rate close to

√
n;

• The table below shows the results of simulations according to the
scenario of the following slide
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Simulation design

• The estimates are compared with those obtained from the naive
estimation method of the LM model without using PS weighting and
those obtained in the case of randomized treatment;

• We assume the existence of two covariates affecting both the
treatment and the value of the potential outcomes H(z)

it for all
possible treatments z : one is continuous and is binary with two
possible values;

• we drew 1,000 samples of size n = 1000, 2000 for a number of time
occasions T = 4, 8, and we consider k = 2, 3 latent states; so that
there are 16 scenarios overall;

• For k = 2 latent states and l = 2 treatments, and we fix α∗2 = −1,
β∗22 = 2, τ2 = 1, γ∗12 = −1, and γ∗22 = 1, with δ∗22 = β∗22/2 and
ψ2 = τ2/2.
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Illustrative application: The administrative archives

I The data are from integrated administrative archives:1

- the archive of the federal observatory of the labour market in
Lombardy concerning the compulsory communications given by the
employer from 2000 to nowadays, regarding activation, termination
of the employment relationship;

- the archive of the graduates of four universities in Milan, concerning
the academic performance for all students gaining a university degree
between 2003 and 2008;

- the archive of the Italian office of revenues relative to the annual
gross earned income of all residents declaring income in Lombardy
(available years: 2007- 2008 for residents in Milan);

- the archive of the Milan’s City Hall recording annually the personal
information about citizens.

1held by the Interuniversity Research Centre, visit http://www.crisp-org.it/
Fulvia Pennoni - University of Milano-Bicocca - A dynamic causal LM model, Catania July 4, 2017
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Illustrative application: data description
I We dispose of all the graduates in 2007 from four different

universities with five years of university education: (pre-reform and
post-reform)

I We exclude the faculties such as Law and Health often characterized
by institutionalized stages for advancement in the associated
professional careers;

I due to the fact that the archives covers different subpopulations and
temporal periods we analyze a dataset of 1,624 individuals resident
in the area surrounding Milan;

I The period of observation after graduation is one year

I The percentage of graduates for each type of treatment are the
following
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Illustrative application: response variables
I Unemployment rate is about 62% for the first quarter;
I The graduates who are employed in the first quarter, about 12%

start working with a permanent contract and, within one year this
value is about 19%;

I About 24% start working mainly with high skills and, within one
year, graduates having high skill jobs are about 36%.
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Illustrative application: Pre-treatment covariates

I A covariate need to be selected when it shows a strong dependence
with the treatment when the hypothesis of equal means of this
covariates for the different degrees is rejected;

I We used ANOVA (ANalysis Of VAriance) model the quantitative
covariates and χ2 test of independence for qualitative covariates.

I For example the proportions related to gender are showed in the
following
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Illustrative application: selection of the pre-treatment
covariates

I We assess the balance among Architecture, Economic, Humanities,
Scientific degrees by considering the pre-treatment covariates
through a multinomial logit model;

I Percentage of females among graduates in a technical subject is
around 20% and it is around 80% among graduates in a humanities
subject. By employing weights these percentages are 45% and 49%
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Illustrative application: results
• Estimated conditional probabilities of labor condition (φjy |h) when
k = 4;
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I 1st class: lowest HC level; 2nd class: intermediate HC level with high
probability of a temporary job, requiring a low/medium skill level,
and intermediate income level; 3rd class: similar to the 2nd class
with the exception of a higher skill level and a slightly higher income;
4th class: high HC level with permanent contract, intermediate-high
skills, and high income.
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Illustrative application: estimates on the initial probabilities

I Every parameter βhz is an ATE of degree (treatment) z , with
respect to a technical degree (z = 1), in terms of initial probabilities
expressed on the logit scale;

I Standard errors for the parameter estimates are obtained by a
non-parametric bootstrap method;

I At the beginning of the period of observation, there is a statistically
significant difference in terms of effect on HC of technical degrees
with respect to architecture and humanities degrees.
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Illustrative application: results

I According with the estimates of the above parameters it is possible
to dispose of the estimated initial probabilities;

I At the beginning of the period of observation, there is a statistically
significant difference in terms of effect on HC of technical degrees
with respect to architecture and humanities degrees and in favor of
the first ones;

I Recall that the first and the last latent classes, corresponding to the
subpopulations of individuals with the lowest and the highest HC
level, respectively
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Illustrative application: estimates on the transition
probabilities

I Every parameter γh̄h is an ATE of the degree z , with respect to a
technical degree (z = 1), on transition probabilities;

I The causal effects of the degree type on the evolution of the HC
level through transition probabilities are different;

I There are significant differences between technical degrees and all
the other types of degree during the period of observation
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Illustrative application: results
I Estimated transition probabilities according with the degree type:
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Illustrative application: results

- By considering the estimated transition probability matrices of Table
11 we conclude that

- for technical degrees there is the lowest probability of remaining in
the first latent class (0.72) and then the highest probability of
moving away from this class;

- The second lowest probability of remaining in the first class is for
economic degrees (0.84);

- The third lowest probability of remaining in the first class is for
humanities degrees (0.85),

- For scientific degrees we have the second lowest probability of
persistence in the first latent class (0.86) and the third lowest
probability of remaining in the last class (0.97),

- For architecture we have the highest probability for the first class
(0.89) and the lowest for the last class (0.95).
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Conclusions
I We propose a new estimator under the potential outcome framework

with longitudinal observational data;

I We provide a proposition of for the consistency of the novel
estimator by showing that it converges to the same point of the
parameter space at which the standard estimator converges under a
perfectly randomized sampling scheme;

I This new statistical model has a potential use in a wide range of
observational studies;

I The proposal is feasible also for more time occasions by which it can
be possible to study the long-term effects of the treatment;

I The illustrative example dealing with the effect of the degree may be
also considered to implement another way to rank university degrees
so that they can be also evaluated in terms of their impact on HC
levels.
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I For more details on the main basic and advanced theory of the
latent Markov models consider the book and the summer school of
the following slides
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Latent Markov models for longitudinal data
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