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Abstract

The exponential trend of the complementary metal-oxide-semiconductor (CMOS)
technologies predicted by Moore’s law has been successfully demonstrated over the
last three decades. A constant downscaling of CMOS technologies has been devel-
oped, in order to comply with requirements on speed, complexity, circuit density and
power consumption of advanced high performance digital applications.

With the arrival of nanoscale (sub-100nm) CMOS technologies, digital perfor-
mance improve further, but many new challenges have been introduced for analog
designers. In fact, for the digital circuits CMOS scaling-down leads to several benefits:
speed improvement, reduced power consumption, high integration and complexity
level. The analog circuits, instead, strongly suffers from the ScalTech trend, because
the MOS behavior dramatically changes through the different technological nodes. Es-
pecially for the ultra-scaled nodes, second order effects, previously negligible, become
very important and start to be dominant, affecting the transistors performance. For
instance, lower intrinsic DC-gain, reduced dynamic range, operating point issues and
larger parameter variability are some of the problems due to the scaling of physical
(length, oxide thickness, etc.) and electrical (supply voltage) parameters. Analog
designers have to manage these problems at different phases of the design, circuital
and layout, in order to satisfy the market high-performance requirements.

Despite that, the design of analog circuit in sub-nm technologies is mandatory in
some cases or can be even strategical in others. For example, in mainly mixed-signal
systems, the read-out electronic requires high frequency performance, so the choice
of deep submicron technology is mandatory, also for the analog part. Other types
of applications are the high-energy physics experiments, where read-out circuits are
exposed to very high radiation levels with consequent performance degradation.
Since radiation damage is proportional to gate oxide volume, smaller devices exhibit
lower radiation detriment. It has been demonstrated in fact, that 28nm CMOS tech-
nology devices are capable to sustain 1Grad-TID exposure, not possible with previous
technologies.

In this thesis, the main challenges in ultra-scaled technologies are analysed and
then integrated circuits designed in 28nm CMOS technology are presented. The aim
of this work is to show the design approach and several solutions to be applied in
order to outermost the limits of silicon scaling, address the major scaling problems
and guarantee the required performance.

The first circuit design, presented in the second chapter and integrated in 28nm
CMOS technology, is a Fast-Tracker front-end (FTfe) for charge detection. The read-
out system has been developed starting from the main specifications and circuital
solutions already adopted for muon detection in ATLAS experiment. The proposed
front-end is able to detect an event and soon after to reset the system in order to
make the read-out front-end already available for the following events, avoiding long
dead times. Moreover, exploiting a two thresholds crossing solution, the required
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information can be collected, simplifying the architecture compared to the current.
The second circuit design presented and always integrated in 28nm CMOS

technology, is a Chopper instrumentation amplifier. Instrumentation amplifiers are
the key building blocks in sensor and monitoring applications, where they are used
to sense and amplify usually very small (sub-mV) and low frequency signals. For
this reason it is important to reduce or eliminate the input offset and flicker noise
introduced by the amplifier itself, superimposing the main signal to be detected. The
proposed amplifier use the classical modulation technique, called chopper, in order
to meet the low offset and low flicker noise requirements. The use of an ultra-scaled
technology ensures the amplifier employment in every mixed-signal system, with
advantages also in terms of charge injection.
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Introduction

In this thesis, the main key challenges in ultra-scaled technologies are analysed, and
then integrated circuits designed in 28nm CMOS technology are presented.

The first chapter focuses on trends in device characteristics and how they in-
fluence the performance of nanoscale CMOS technologies circuits.

The second chapter shows the design in 28nm CMOS technology of a Fast Tracker
Front-End (FTFE) for charge detection, starting from the requirements and the cir-
cuital solutions actually employed for ATLAS MDT detectors read-out electronic. The
purpose of the project was to implement an efficient system, able to detect consecutive
input events, avoiding long dead time e signal losses. The specific architecture is
analysed and the resulting performance are shown.

In the third chapter a Chopper Instrumentation Amplifier designed in 28nm
CMOS technology is presented. It is an amplifier characterized by the use of a mod-
ulation technique, called chopper, in order to meet the low offset and low flicker
noise requirements, important in sensors and monitoring applications. In particular
the three-stage operational amplifier has been designed to work in sub-threshold
region, in order to address the scaling problems. After the architecture and the design
procedure description, the results of the integrated prototype are shown.

At the end some conclusions are drawn.
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Chapter 1

Device Trends of Technological
Scaling-Down

1.1 Introduction
Nanometer CMOS technologies play a key role for the improvement of the mixed-
signal systems, thanks to the high integration level of analog and digital circuits in the
same die area. Even if digital signal processing is replacing some analog operations,
the mixed-signal systems require anyway an analog front-end able to manage and
convert the external signals. This means that the weak analog performance but also
the advantages of the ultra-scaled technologies must be managed. In particular, the
scaling-down of physical and electrical parameters leads to improvements for digital
circuits on one side, while a lot of design issues for analog circuits on the other side.
To cope with market requirements but also the analog design limits, advanced lithog-
raphy techniques, new material like high-K/metal gate (HKMG), and new devices,
as finfet or thinfet, have been introduced [3][4][5][6].

In the following subsections, the main trends in device characteristics due to
the technological scaling-down will be analysed. Their influence on the design of
nanoscale CMOS circuits will be shown, from both circuital and layout point of view.

1.2 Supply Voltage
Figure 1.1 shows that standard supply voltage VDD of the analog devices decreases
with the minimum transistor channel length [7]. Low supply voltage is a necessity
in scaled technologies, in order to limit the channel electric field to a maximum
acceptable value. In fact, the high intensity of the inside-silicon electric fields due
to the smaller channel length can cause gate oxide and drain-to-source breakdown
events, with consequent reliability problems [8]. As shown in Fig. 1.1, supply voltage
for nanoscale technologies has reached almost the limit, with a value for the 28nm
technological node of 0.9 V. Though this trend can be positive for digital power

3



4 Device Trends of Technological Scaling-Down

Figure 1.1: Supply variation with transistor length.

performance, it is not entirely true for the analog counterpart.
Lower supply voltage in digital CMOS circuits results in lower power consump-

tion, since it depends on three components:

• the leakage current due to the reverse biased diodes formed between the sub-
strate, the well and the diffusion regions of the transistors;

• the short circuit current from the supply voltage to ground when PMOS and
NMOS transistors are simultaneously on for a short transition period;

• switching current due to the charging and discharging of the load capacitances.

The last component is the dominant one and the related dynamic power consump-
tion Pdig is given by:

Pdig = ft · C ·V2
DD (1.1)

where ft is the operation frequency and C is the capacitive load. From Eq. (1.1), digital
power consumption reduces in scaled technologies, improving power performance in
mixed-signal circuits.

On the contrary, for analog circuits the situation is very different, since lower
supply voltage does not lead automatically to lower power consumption. The main
reason is the reduced Signal-to-Noise ratio (SNR) at constant noise power, due to
the smaller output signal swing. Let us consider one of the most simple single stage
amplifier, i.e the common source circuit (Fig. 1.2). The maximum allowable output
swing VOUT,rms is:

VOUT,rms = VDD − 2VOV (1.2)
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VBIAS

VIN
M1

VOUT

VDD

Figure 1.2: Common source circuit.

where VOV is the transistor overdrive voltage, assumed equal for NMOS and PMOS
devices. Considering only the M1 noise contribution and assuming dominant the
thermal noise, the output in-band integrated noise is approximately given by:

V2
N,rms =

(
2

3
4kT

1

gm,M1

)
A2

VBW (1.3)

where k is the Boltzmann constant, T is temperature, gm,M1 is the transistor M1

transconductance, AV is the amplifier DC-gain and BW is the -3dB bandwidth. The
SNR can be written as:

SNR =
V2

OUT,rms

V2
N,rms

=
(VDD − 2VOV)

2(
2
34kT 1

gm,M1

)
A2

VBW
= I1

(VDD − 2VOV)
2

kn
(1.4)

where I1 is the M1 drain-source current. As a result, at constant gain and bandwidth,
the SNR is proportional to I1 by V2

DD. Lower is VDD, lower is the SNR, or alternatively
in order to maintain the same SNR, when VDD decreases, current consumption I1

must be increased, with larger power consumption. A numerical example can better
highlight this problem, supposing to compare the 180nm and the 28nm technological
nodes (assuming for simplicity that kn is equal in both cases):

SNR180nm =
I1

kn
(1.8− 2 · 0.2)

2
= 1.96

I1

kn
(1.5)

SNR28nm =
I1

kn
(0.9− 2 · 0.05)

2
= 0.64

I1

kn
(1.6)

Notice that with the same current consumption, the SNR is 3 times lower in 28nm
technology, or alternately the current should be 3 times higher than the 180nm case to
obtain the same SNR. (The assumption of equal kn parameter is not misleading, since
it increases in scaled technologies, proving more the problem).
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Figure 1.3: Threshold voltage variation with transistor length.

1.3 Threshold Voltage
As for supply voltage, technological scaling-down leads to a reduction of the transistor
threshold voltage VTH too, in order to ensure a high drive current capability. This
trend is reported in Fig. 1.3. However, VDD scales faster than VTH and VTH even
approaches VDD, inverting the decreasing trend of the last years, with a reduction of
the VDD/VTH ratio. This happens in order to maintain low the transistors turn-off
leakage current Ioff , which increases with scaling-down process. This Ioff current is
mainly due to a subthreshold leakage [8] current which occurs when the gate voltage
is lower than VTH and can be written as follows:

Isub = I0e−
VTH
nVt

(
1− e−

V
Vt

)
(1.7)

where I0 is a technological dependent constant, n is the subthreshold slope, Vt = kT/q

is the thermal voltage. What can be deduced from (1.7) is that VTH cannot be de-
creased significantly, but a minimum value is required, in order to avoid high leakage
current.

As a results, while the VDD/VTH ratio in 0.25 µm CMOS technology was about 6,
for 28 nm is about 2. This strong reduction makes critical the analog circuits design
and leads to operating point and dynamic range issues:

• the overdrive voltage results to be small and less headroom is left to the output
signals, with a dynamic range reduction;

• MOS transistors biasing in strong/moderate region becomes very difficult,
so weak inversion region is an inevitable choice, where transistors current
mismatch is critical and open loop linearity degraded because of the exponential
characteristic;
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• there is no margin for cascode topologies.

1.4 PVT Variations
As technology scales below 65 nm, manufactured dies began to exhibit a substantial
spread of device performance across die and within each die due to Process, Voltage
and Temperature (PVT) variations.

Process variation accounts for deviations in the semiconductor fabrication process.
Variations in the process parameters can be impurity concentration densities, oxide
thickness and diffusion depths, caused by non-uniform conditions during deposi-
tions and/or during diffusions of the impurities. Beside, variations in the device
dimensions W and L can occur, mainly resulting from the limited resolution of the
photo-lithographic process. Consequently, transistor parameters, such as threshold
voltage, vary from the nominal value.

Also supply voltage can vary from the established ideal value during day-to-day
operation, leading to different currents and circuital operating conditions, which must
be taken into account during the design process.

Finally, temperature variation is an important aspect during circuit design. When
a chip is operating, the temperature can vary throughout the chip and this is due to
the power dissipation in the MOS-transistors, according also to the chip application.
Of course, transistors characteristics are not the same at different temperatures and
this trend seems to be worse in ultra-scaled technology.

During the analog circuits design, worst-case analysis are an important tool to
analyse all these problems and to ensure expected performance even in the worst-
case scenarios. The typical PVT cases to be considered are nominal, fast and slow
for transistors process, ±10% of the supply voltage and −40 ◦C, 27 ◦C and 120 ◦C

for temperature. Table 1.1 gives the VTH value in 28 nm CMOS technology for a
NMOS device (W=300 nm, L=30 nm and VGS=600 mV) versus process, temperature
and supply voltage variations. The nominal value of VTH is 538.5 mV, but it changes
with PVT from 389.1 mV to 677 mV, i.e. ±150 mV (±25%), which is not negligible.

1.5 Mismatch Variations
The threshold voltage and the other transistor parameters are strongly influenced by
any fluctuation or variation on MOS properties. This variations are classified into
random and systematic ones [9]. Random variations can cause differences between
identically designed and adjacent devices; it can be determined as the standard de-
viation of the differences for two closely spaced and identical devices. Systematic
variations cause identical devices with the same layout, but not necessarily close
to each other, to behave differently and to have a mean value difference of some
parameters.

In deep sub-µm designs, especially 28 nm technology and lower, random local vari-
ations have become a significant part of the total variation and the related mismatch
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0.8 V 0.9 V 1 V

tt
-40 °C 582.2 mV 576.6 mV 571 mV
27 °C 544.2 mV 538.5 mV 533 mV

120 °C 491.4 mV 485.7 mV 480.1 mV

ff
-40 °C 484 mV 477.9 mV 471.8 mV
27 °C 449.5 mV 443.3 mV 437.2 mV

120 °C 401.5 mV 395.3 mV 389.1 mV

fs
-40 °C 508.8 mV 503.2 mV 497.6 mV
27 °C 473.3 mV 467.6 mV 462.1 mV

120 °C 424 mV 418.3 mV 412.7 mV

sf
-40 °C 656.4 mV 650.8 mV 645.2 mV
27 °C 615.8 mV 610.2 mV 604.2 mV

120 °C 559.5 mV 553.8 mV 548.2 mV

ss
-40 °C 677 mV 671.9 mV 666.8 mV
27 °C 635.7 mV 630.6 mV 625.5 mV

120 °C 578.5 mV 573.3 mV 568.2 mV

Table 1.1: PVT variations of VTH in 28nm CMOS technology (VDD=0.8, 0.9, 1 V,
Temp=-40, 27, 120 °C, Process=tt, ff, fs, sf, ss).

decreases with the W and L scaling-down. Typical contributions [10][11][12][13] to
the random events are:

• gate length variation

• line-edge roughness

• line width roughness

• random dopant fluctuations

• gate dielectric thickness variation

• defects and traps in the gate dielectric and gate dielectric-silicon interface

• patterning and proximity effects

• transistor strain

• polishing effects for the gate and Shallow Trench Isolation (STI)

• implant and annealing effects.

These random local events introduce statistical variation that can be analysed only in
Monte Carlo simulations. In general random mismatch is inversely proportional to
the device’s dimension; the simple linear model is [14]:

σ2 =
A2

WL
+ B + S2D2

x (1.8)

where:
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Figure 1.4: VTH mismatch comparison between 40 nm and 28 nm technologies.

• A is the mismatch parameter depending on the technology, approximately
depending on the MOS oxide thickness Tox;

• B is an offset of measurement (possibly low as possible);

• W and L are width and length of the device;

• S is the sensitivity parameter for different spaces between devices;

• D is the space between the two devices.

Neglecting the mismatch sensitivity to space devices, the simpler most used relation-
ship is:

σ2 =
A2

WL
(1.9)

For example, for threshold voltage the standard deviation results to be:

σ∆VTH
=

A∆VTH√
WL

(1.10)

This means that for the same device area, scaled technology features a better matching.
As an example, in Fig. 1.4, the VTH standard deviation is plotted versus 1/

√
WL for

40 nm and 28 nm technologies, obtained from an NMOS in saturation region with
minimum length. The slope of the resulting lines corresponds to the terms A∆VTH

and
it results to be 3.8 mV·µm and 1.54 mV·µm for 40 nm and 28 nm nodes, respectively.
Thus, all the circuits whose power consumption is limited by the device matching can
exploit the improved scaled technologies matching performance. However the VTH
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Figure 1.5: MOS intrinsic gain vs. transistor length (Voltage gain @ 5xLmin).

value is also affected by other layout dimension effects (LDE), typically negligible in
larger devices, but severe and dominant in scaled technologies. The main LDE effects
that introduce systematic mismatch are Well Proximity Effect (WPE), Poly Spacing
Effect (PSE), OD Spacing Effect (OSE), Shallow Trench Isolation (STI) [12], which can
be evaluated only through post-layout simulations, since they depends on the layout
design.

1.6 Intrinsic Gain Reduction
Degradation of the transistors intrinsic gain, defined as the product gmrds, where rds

is the Mosfet output resistance, is one of the major challenges in the design of analog
circuits in scaled technologies. In order to minimize the short channel effects and the
drain induced barrier lowering (DIBL), the doping density close to drain and source
wells is increased. In this way, leakage current during the switching phase in digital
circuits is decreased, saving the switching capability [15]. However, the transistor
output resistance strongly reduces and the resulting effect is a reduction of the gain.
Maintaining the intrinsic gain across technology nodes is not feasible, as illustrated in
Fig. 1.5. The intrinsic gain decreases of about 30 dB from 250 nm to 28 nm technology.

Analog designers have to use higher channel length to recover output resistance
and mitigate this effect, otherwise they are forced to distribute horizontally the gain,
since cascode topologies are difficult to bias, increasing complexity and number of
poles.
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Figure 1.6: Example of NMOS layout in 28nm technology (100 fingers of 3 µm/1 µm
to obtain a total NMOS of 300 µm/1 µm).

1.7 Restrictive Design Rules
Starting from the 28 nm technological node, the design rules are becoming much more
complex in terms of device usage, density requirements and physical design limits.
These restrictions have a significant impact on device selection as well as physical
implementation of the circuit layout.

Double-pattern lithography and metal gate technologies have led to strict design
rules, because poly and metal density must be kept very uniform across the die in
order to fabricate the minimum channel length devices in a reliable way. Beside limits
on the minimum and maximum poly density, there are also rules for the maximum
poly area per device finger. This rules are challenging for digital circuits, but especially
for analog designs, where large devices are used in order to improve matching or
large decoupling capacitances for filtering are employed. As a consequence, large
area devices must be fragmented to satisfy design rules, with an increase of analog
circuits area in comparison with previous technological nodes.

Another requirement of the double-pattern lithography is that the gate orientation
of all the devices must be uniform across the whole wafer, circuits rotation is strictly
prohibited.

About devices geometries, other restrictions are: maximum transistor gate area,
maximum transistor width W and length L and also a limited set of transistor W and
L available. For example in 28 nm CMOS technology the maximum W and L for a
single device finger are 3 µm and 1 µm, respectively. All this restrictions impose the
use of a combination of smaller series and parallel transistors to create the desired
transistor, as shown in Fig. 1.6 .

Moreover scaled technologies are characterized by a larger metal sheet resistance,
up to 0.45 Ω/sq for the low metal layers in 28 nm technology, respect to 0.08 Ω/sq
of old technologies as 180 nm and 250 nm. As a consequence, a careful approach
to layout must be used, avoiding long and small metal paths, preferring the use of
higher metal layers for long distances.

1.8 Intrinsic Transition Frequency
Sub-100 nm CMOS technologies are characterized by a MOS transistor frequency
significantly higher than the past, entering the hundreds of GHz domain. Figure
1.7 shows the MOS transition frequency fT trend vs. the minimum channel length
[15]. The gate length reduction leads to a fT above 300 GHz for 28 nm technology.
To demonstrate the implication of an intrinsic speed increase with scaling-down, let



12 Device Trends of Technological Scaling-Down

Figure 1.7: MOS transition frequency vs transistor length.

consider the approximate expression of the maximum operating frequency fT,max of
an amplifier:

fT,max =
gm

2π (Cgs + Cgd + Cdb)
(1.11)

where gm is the transistor transconductance, Cgs is the gate-source capacitance, Cgd is
the gate-drain capacitance and Cdb is the drain-bulk capacitance. As technologies are
scaled-down, gm tends to be larger while the capacitances reduce proportional to L.
The result is an improved bandwidth capability, that for analog circuits design enables
the implementation, for example, of broadband filters and amplifiers. However design
in GHz domain leads to increased power consumption, noise and circuital complexity,
challenges that the analog designer must deal with.

1.9 Radiation Hardness
Investigation in the CMOS technologies radiation hardening has become an impor-
tant issue, especially for integrated circuits exposed to high level of radiations with
consequent performance degradation [16]. In the next future, in many physical ex-
periments at CERN (LHC, ATLAS, etc.), detector electronics close to the collision
point will experience a cumulative total ionizing dose (TID) up to 1 Grad, a level
of radiation never reached before. Until now, hardness-by-design techniques have
been adopted, in order to mitigate the radiation damage effects: circuital dedicated
solutions or custom transistors layout (enclosed-layout devices)[17]. However the
circuital approaches don’t solve completely the problems, while the layout solution is
not feasible in sub-µm technologies, because of the restrictive design rules discussed
before. The good news is that ultra-scaled technologies, and especially the 28 nm
CMOS, results to be more radiation resistant than the others. In fact, radiation damage
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is proportional to gate oxide volume, i.e. smaller devices exhibit lower radiation
detriment. Moreover in ultra-scaled technologies, gate dielectric has been replaced
with high-k materials, and this can be another advantage to avoid radiation damages.

In literature recent works on the technologies radiation characterization can be
found, for 130 nm, 65 nm and 28 nm technologies [18][19], with also comparisons be-
tween different nodes. In particular, preliminary analysis show that standard Mosfets
in 28 nm CMOS technology are tolerant to 1 Grad of TID. The main consequences
caused by TID in Mosfets are trapped charges in the oxide and in the Si-oxide interface
leading to a VTH and subthreshold slope variation (Fig. 1.8), and trapped charges
in the STI thick oxide creating an off-state leakage current path between source and
drain (Fig. 1.9). While the global absolute VTH variation for the 28 nm node is within
70 mV, for the 65 nm node this variation is higher up to 300 mV. Nevertheless, a
considerable degradation has been observed for the drain leakage current respect to
the previous technological nodes, while the trend of the subthreshold slope confirms
the results of previous technologies. However, these are first promising results, which
must be more investigated but give more incentive to exploit the 28 nm and beyond
technologies in radiation and not applications.





Chapter 2

Fast Tracker Front-End for
ATLAS MDT

2.1 Introduction
In the last years integrated circuits with deep sub-micron technologies have been
widely employed in read-out electronic for high energy physics experiments. The
main reason is to replace the current electronics used at CERN based on old CMOS
processes. In this way, a higher density can be achieved thanks to the increased
scaling, sensitivity/noise/power performance are improved and it is possible to
exploit the intrinsic radiation hardness of the ultra-scaled technologies [20][18]. As
a result, the development of efficient microelectronics read-out front-ends for high
energy physics has become an interesting research field.

In this chapter, a read-out front-end for ATLAS Monitored Drift Tube (MDT)
chambers is presented. After an overview of the ATLAS experiment and the MDT
system, the electronic front-end design is described, from circuital and layout point
of view. Then the test set-up will be discussed and front-end performance will be
analysed.

2.2 ATLAS Monitored Drift Tube Chambers
ATLAS [1] (A Toroidal LHC ApparatuS) is a multi-purpose high-luminosity experi-
ment which is part of the Large Hadron Collider (LHC) at CERN. The LHC [21] is
the most powerful particle hadron accelerator and collider with a circumference of 27
km, located in a ring-shaped tunnel below the surface and consisting of eight straight
sections. The high luminosity and increased cross-sections enable high precision tests
of the Standard Model on QCD (i.e. quantum chromodynamics), electroweak inter-
actions and flavour physics. Inside the accelerator, two high-energy particle beams,
guided by a strong magnetic field maintained by superconducting electromagnets,
travel at close to the speed of light before they are made to collide. Collisions happen
at four locations around the accelerator ring, corresponding to the positions of four

15
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Figure 2.1: The ATLAS experiment at the Large Hadron Collider [1].

particle detectors – ATLAS, CMS, ALICE and LHCb.
The ATLAS detector investigates a wide range of physics topics, from the search

for the Higgs boson and its properties to extra dimensions and particles that could
make up dark matter. The high LHC luminosity and interaction rate imposed challeng-
ing requirements for the detectors and the read-out electronics in terms of radiation
hardness and also resolution, since a lot of overlapping events per bunch crossing
accompany the interesting event. The interactions in the ATLAS detectors create an
enormous flow of data. As the read-out and storage capability is limited, ATLAS
uses an advanced trigger system to select which events to record and which to ignore,
without discharging interesting events.

The overall ATLAS detector layout is shown in Fig. 2.1. It is forward-backward
symmetric with respect to the interaction point. A thin superconducting solenoid
surrounds the inner-detector cavity, while three large superconducting toroids are
located in the central barrel region and in the so-called end-caps. In the inner detector,
high-resolution semiconductor pixel and strip detector, together with straw-tube
tracking detectors, perform pattern recognition, momentum measurements and elec-
tron identification. Moreover high granularity liquid-argon (LAr) electromagnetic
sampling calorimeters are present, providing electromagnetic and hadronic energy
measurements.

The Muon Spectrometer is the main block of the ATLAS detector and defines the
overall dimension. It measures the deflection of the muon tracks in the magnetic
field generated by the large superconducting air-core toroid magnets, with a high-
precision muon trigger and momentum measurement up to the TeV scale. The magnet
configuration generates a field mostly orthogonal to the muon tracks, minimising
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Figure 2.2: The ATLAS Muon Spectrometer [1].

the resolution degradation due to multiple scattering. An overview of the Muon
Spectrometer is given in Fig. 2.2.

The primary momentum measurement in the muon system is provided by Mon-
itored Drift Tube (MDT) [2] chambers which consist of aluminium pressured drift
tubes with a diameter of 30 mm, filled with Ar/CO2 gas at 3 bar. The MDT chambers
are arranged in three cylindrical layers along the trajectory of the track, which allows
a determination of the momentum from the sagitta of the track’s curvature in the
magnetic field. Most of the MDT chambers are composed of two multi-layers of drift
tubes separated by support frames consisting of three cross plates interconnected by
two long beams in tube direction. Apart from the length, all MDT tubes are identical.
With an average tube resolution of 80 µm, a chamber resolution of 40 µm and 35 µm
is achieved for 6 and 8 layer chambers, respectively. Electrons created by ionisa-
tion of the Argon atoms by traversing charged particles drift towards a gold-plate
tungsten-rhenium anode wire with 50 µm diameter, kept at a potential of 3080 V. In
this way, clusters of electron-ion pairs are created along the muon path; the moving
ionisation charge multiplied in the avalanche close to the wire induces a current on
the anode wire which is detected by the front-end electronics in order to measure
the arrival time and ionisation charge of the hit. The signal of a single electron drops
hyperbolically with a certain time constant that is on the order of few nanoseconds.
As a consequence, the overall signal generated by a charged particle hit is the sum of
the currents induced by all ion and electron ionisation clusters. Figure 2.3 shows a
simplified illustration of a muon signal generated by three clusters.

Once the read-out front-end has measured the drift time, it can be translated into
the drift radius at which the muon crossed the tube through a specific relationship
and algorithms. Figure 2.4 shows the cross section of a MDT tube. The wall thickness
is 0.4 mm and the inner radius is 14.58 mm (Rmax). For each track, the electrons
from the primary ionisation clusters drift to the central wire along radial lines, the
corresponding drift lengths ranging from Rmin to Rmax. In the Ar/CO2 gas the drift
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velocity shows a strong dependence on the radius. The exact shape of the radius-to-
drift time relation (r-t relation) depends also on parameters like temperature, pressure,
magnetic field and total hit rate in the tube. For this reason this operating parameters
have to be monitored with high precision and used in the calibration phase.

The main task of the readout electronics in the MDT chambers is to detect the
arrival time of the hit and the relative charge, preserving the measurement accuracy
of the tubes and facing with the expected high hit rate. While only electrons arriving
earliest at the wire, namely those coming from the cluster created nearest to the anode
wire, are used for the determination of the track coordinate, the subsequent ones
will create additional threshold crossings, increasing the data volume to be read.
Therefore, the electronics have to use programmable dead-time in order to disable the
detection of multiple crossings. In addition electronics are necessary to control the
readout system itself, to monitor the chamber environment and running conditions
and to supply the necessary low and high voltage power.

2.3 ATLAS MDT Front-End Electronics
The current MDT front-end electronics comprise passive signal and high-voltage
distribution boards, active read-out boards and monitoring units. Figure 2.5 shows a
schematic drawing of the MDT drift tube connections to the electrical system. On the
right chamber end there is the high-voltage hedgehog board, which connects the tubes
to the high voltage supply with 383 Ω matching terminating resistor, in order to avoid
reflections. The high-voltage hedgehog board contains also 1 MΩ resistor and 470 pF
capacitor to filter noise above 500 Hz. At the left end there is the signal hedgehog
board, which connects the tube to the "mezzanine" board containing the active read-
out electronics. In particular, every mezzanine board performs amplification, shaping,
discrimination and digital conversion of the signals coming from 24 drift tubes
through the signal hedgehog board.
The architecture of the MDT read-out is shown in Fig. 2.6. The basic components of
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Figure 2.5: Electrical connections to an MDT drift tube [2].

the mezzanine board are three ASD (Amplifier-Shaper-Discriminator) blocks, which
process 8 channels each, and a TDC (Time-to-Digital Converter), where the arrival
times of leading and trailing edge are stored in a buffer memory of 256 words. Each
time measurement is paired together with an identifier of the corresponding tube.
The time is measured in units of the Timing, Trigger and Control (TTC) clock of
40.08 MHz, which is the bunch crossing (BC) frequency of the LHC machine. The
MDT chambers contain up to 18 mezzanine boards which are controlled by a local
processor, the Chamber Service Module (CSM), while the whole system is controlled
and programmed by a JTAG.

In the current ASD block [22] (Fig. 2.7), which is the core of the active front-end
before the digital conversion, after the amplification and the shaping stage, the signal
passes a discriminator with a programmable threshold. The first threshold crossing
time defines the arrival time of the signal.

Currently, the ASD can operate in two

Figure 2.6: Schematic diagram of the
MDT readout electronics [2].

different modes: Time-over- Threshold
(ToT) and charge measurement (ADC) mode.
In ToT mode, the output logic signal re-
mains high as long as the MDT shaped
signal is above the first threshold; basi-
cally the leading edge and the trailing
edge are taken into account in order to
measure the electron arrival time and the
ToT. In ADC mode the signal charge am-
plitude is measured in the rising edge
with a proper analog-to-digital converter
named Wilkinson ADC or short gate ADC.
After integrating the shaped pulse for a
given rate, the charge is stored on a hold-
ing capacitor, which is run down at a con-
stant rate. The ADC output width thus
encodes the rising edge charge informa-
tion. The charge data is mainly used for the so-called "time slewing correction" [23].
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Figure 2.7: Block diagram of one current ASD channel [2].

The use of a fixed discriminator threshold for arrival time measurement introduces a
dependence of the threshold crossing time on the pulse amplitude fluctuations, so
called time slewing; the charge measurement through a short gate ADC allows for
recovery of the resolution. Apart from this improvement, the charge measurement
can also provide very useful information for monitoring purposes.

As highlighted before, the complicated shape of the MDT signals can cause
multiple threshold crossings per hit increasing the read-out information size. For
this reason, in order to mask multiple hits from the same track, a programmable
dead-time, up to about 750 ns, is introduced. During this dead time, the front-end is
blind at any other hit detection, in order to obtain a threshold crossing multiplicity
very close to unity. The overall dead time value depends on the operation mode: in
ToT mode is the time-over-threshold while in ADC mode is the time of integration.
Typically the ASD user’s manual [22] specifies it; the actual dead time varies in the
range of 220 - 820 ns. However it reduces the efficiency of the front-end because good
muon hits, which are masked by preceding background hits, could be lost. Therefore
a trade-off exists between the loss of hit efficiency and the data volume to be stored.

The read-out front-end presented in this thesis has been designed starting from
the ATLAS-MDT front-end characteristics described above. In the next section, design
motivations and tasks will be discussed, followed by a detailed description of the
proposed front-end.

2.4 Fast Tracker front-end Architecture
A Fast Tracker front-end (FTfe) has been designed in TSMC 28nm CMOS technol-
ogy, starting from the requirements and the circuital solutions employed for the
ATLAS-MDT detectors read-out electronics. The main task of this work was the
implementation of a front-end characterized by a fast charge detection, avoiding the
typical long dead times and loss of events described above. In particular, after a
detailed analysis of the current system, the following front-end features have been



2.4 Fast Tracker front-end Architecture 21

CSP 

Opamp

Active gm-RC

Filter (Shaper)
Comparators

LOGIC UNIT

CF

RF

RESET 

SW

Charge Sensitive 

Preamplifier (CSP)

C1

R1

R2

Comp2

Comp1 

VTH2

VTH1

TIME_DIFF

VOUT_COMP1

VOUT_COMP2VOUT_SHAPERVOUT_CSP

CC

Resistive dividers

CDIIN

Figure 2.8: FTfe block diagram.

worked out:

• Detection of the arrival time of the event, taking into account a first threshold
crossing time.

• Measurement of the charge amplitude, in order to correct the time-slewing
effect, using a second threshold during the rising time; the resulting time differ-
ence pulse width will encode the charge information and the short gate ADC is
no longer necessary.

• Front-end reset soon after charge detection, in order to made the system avail-
able for the next charge arrival, avoiding multiple threshold crossings per muon
hit and reducing the required dead time and also the loss of events.

The block scheme of the proposed FTfe is shown in Fig. 2.8. The input current
pulse coming from the muon detector is converted into a voltage signal by the Charge
Sensitive Preamplifier (CSP), composed by a passive feedback net CF − RF, the reset
switch SW and the single-ended Opamp. By closing SW it is possible to discharge
the CF capacitor and restore the CSP output at the common-mode voltage. The CSP
output voltage is then shaped and amplified by an Active gm-RC Filter, in order to
implement a unipolar shaping for tail cancellation, as will be discussed in detail later.
The shaper output voltage is fed into two comparators, which compare it with two
different thresholds generated by resistive dividers externally controlled. The Comp1
output pulse indicates the first crossing time, i.e. the charge arrival time. The Comp1
and Comp2 output pulses are then used in the Logic block to determine:

• the time difference pulse TIME_DIFF, which corresponds to the difference of the
two crossing times during the shaper output rising edge and can be used to
recover the charge information;
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Figure 2.9: Simplified timing diagram of the FTfe.

• the reset signal for the CSP, whose interval depends on the input charge.

A programmable CSP feedback capacitor CF has been implemented in order
to control the CSP output pulse amplitude vs technology and temperature spread.
Moreover, for a better control on the peaking time and to adjust the tail cancellation
circuit for different technology behaviour, temperature and gases, the shaper time
constants are programmable.

A simplified timing diagram of the desired front-end behaviour in response to
the input current pulse is shown in Fig. 2.9. In particular, typical CSP and shaper
output signals are represented, for a certain amount of input charge. After the two
crossing times and the generation of the TIME_DIFF pulse, the active-low reset signal
closes the CSP switch SW, bringing again the CSP output to common mode voltage.
After a certain reset interval, smaller than the current dead times, the system returns
to normal operation, waiting for the next arrival charge.

The starting specifications for the system to be developed are summarized in Table
2.1, in terms of input charge QIN, detector parasitic capacitance CD, peaking time delay
TP, sensitivity S and Equivalent Noise Charge (ENC). The parameter TP represents
the time delay between the input charge arrival and the output voltage peak VPEAK;
basically it indicates the front-end capability to quickly detect the charge arrival,



2.4 Fast Tracker front-end Architecture 23

Parameter Value
Input charge QIN 5-100 fC

Detector capacitance CD 10 pF
Peaking time delay TP ≤ 30 ns

Sensitivity S > 4 mV/fC
ENC < 0.5 fC

Table 2.1: FTfe specifications.

CSP Shaper
Peak Amplitude (for QMIN and QMAX) 5-100 mV 25-500 mV
Peaking time delay '10 ns '30 ns
Output integrated noise < 400 µVRMS < 2 mVRMS

Table 2.2: FTfe specs distribution.

preserving a good MDT resolution in the drift time and distance measurements. The
sensitivity S [24] is defined as the conversion ratio between output voltage peak and
input charge, as indicated in Eq. (2.1):

S =
VPEAK

QIN
(2.1)

The ENC [24] is defined as the ideal charge to be injected at the CSP input able to
generate a signal equal in amplitude to the Root-Mean-Square (RMS) output noise,
resulting with a Signal-to-Noise ratio (SNR) equal to 1. It features a different way to
represent the SNR and can be evaluated in terms of Coulombs or electrons as follows:

ENC =
VnOUT,RMS

S
(2.2)

ENCel =
ENC

q
(2.3)

where q indicates the electron charge of 1.6× 10−19 C.
Starting from requirements indicated in Table 2.1, specifications as voltage peak

(hence gain), peaking time delay and noise have been distributed among the front-end
building blocks, basically CSP and shaper. The resulting specifications for each block
are summarized in Table 2.2.

In the following subsections, the design of every FTfe block is described in detail,
starting from the CSP circuit.

2.4.1 Charge Sensitive Preamplifier
The CSP block consists of an operational amplifier with the CF − RF feedback net
and a switch SW for the reset operation (Fig. 2.10). Since CD is quite large, as
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indicated in Table 2.1, stability is critical for this design. Moreover during the reset
interval, i.e. when SW is closed, the Opamp is in buffer configuration with CD as
capacitive load, and this situation can be problematic for stability. As a consequence,
a complete analysis of the circuit is necessary, in order to satisfy specifications and to
fix every issue. The circuit behaviour, assuming an ideal opamp with infinite gain
and bandwidth, depends only on the feedback net and in particular on CF. In fact,
the transfer function can be written as follows:

VOUT

ID
= − RF

1 + sCFRF
(2.4)

The detector signal is a narrow pulse having, in good approximation, a Delta-like
shape, i.e. ID = QINδ(t), where QIN is the charge created in the detector after the hit.
Consequently the output voltage becomes:

VOUT = − RF

1 + sCFRF
QIN ≈ −

QIN

sCF
→ VOUT(t) ≈ −QIN

CF
e−t/CFRF (2.5)

From Eq. (2.5) it results that the feedback is dominated by the capacitance, and the
output voltage peak depends only on the ratio between the QIN and CF, while the
detector impedance does not contribute. Thus, the ideal sensitivity results to be:

S =
1

CF
(2.6)

In a real design, opamp poles and finite gain together with the detector capacitance
influence the CSP behaviour, affecting its performance. Assuming to express the gain
of the opamp as gmRL >> 1 and that RF ' RL, the CSP transfer function in first
approximation can be written as [25]:

VOUT

ID
= −RF

1− sCF

gm(
1 + sCFRF

(
1 + 2 CD

CFgmRL

))(
1 + sCD

gm

)
= −RF

1− sτz
(1 + sτp1) (1 + sτp2)

(2.7)
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Parameter Value
CF 750 fF
RF 30 kΩ
CSP Opamp Class A

input gm 5 mA/V
DC Gain 42.5 dB
UGB 557 MHz
Dominant pole fp 5.5 MHz

Table 2.3: CSP dimensioning.

A zero with time constant approximately equal to CF

gm
and two poles with time

constants in first approximation depending on CFRF (which determines the dominant
pole) and CD

gm
(which defines the non-dominant pole) are introduced. The output

voltage peak in this case results to be:

VOUT_PEAK =
QINRF

τp1 + τp2
=

QINRF

CD

gm
+ CFRF

(
1 + 2 CD

CFgmRL

) (2.8)

and the sensitivity becomes:

S =
RF

CD

gm
+ CFRF

(
1 + 2 CD

CFgmRL

) (2.9)

Moreover, also the peaking time delay TP can be expressed as a function of the time
constants as follows:

tP =

(
τp1τp2

τp2 − τp1

)
log

(
τp2

τp1

)
(2.10)

From Eq. (2.7) and Eq. (2.8), it is evident that CD and opamp parameters influence
the CSP output voltage in terms of gain (hence peak voltage) and time constants
(hence peaking time and rise/fall time). The final dimensioning for the CSP design
components in order to satisfy the CSP specifications are then listed in Table 2.3.

The operation amplifier, whose structure is shown in Fig. 2.11, is a classical two-
stage Miller compensated opamp, operating in weak inversion region. The Miller
capacitance CM is equal to 1 pF, while the nulling resistor RM value is 250 Ω. In order
to maintain a good phase margin during the reset interval, when the opamp is in
buffer configuration, and to avoid problematic ringing in the CSP output voltage
during that phase, a capacitance of about 5 pF with a series switch controlled by
the reset signal have been added in parallel with CM. In this way, during the reset
interval, the Miller effect is increased and stability is ensured.

About the feedback net, CF − RF values are indicated in Table 2.3 also. A cali-
bration for CF has been implemented to compensate for technology and temperature
spread. CMOS integration process leads to statical variations of parameters related to
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Figure 2.11: CSP Opamp schematic.

transistors, resistors and capacitors. Typically, capacitors mean standard deviation
can reach 30% w.r.t. the nominal value; this variation must be taken into account
during the design and eventually compensated if necessary for the circuit functioning.
In the CSP circuit, capacitance CF influences the output voltage evolution, especially
the voltage peak, and then sensitivity. For this reason, a binary-weighted digital
programmable capacitor array [26] has been implemented, where the calibration
precision depends on the number of bits and the capacitors size. Changing the related
digital word, a specific value for the CF can be selected, in a reference range that
must cover the maximum possible error. Calculation of the array capacitors is done
through a Matlab® script. If Cnom is the nominal value of the capacitance, N is the
number of bits and ∆C is the maximum expected process variation of the capacitance
value, the minimum Cmin and maximum Cmax values are:

Cmin = Cnom · (1−∆C) (2.11)

Cmax = Cnom · (1 + ∆C) (2.12)

As a results, the minimum capacitance step and so the maximum error ε achievable
with the array depends on the number of bits as follows:

ε =
Cmax − Cmin

2N
=

∆C

2N−1
(2.13)

Once known the maximum variation of the capacitance, the Matlab® script deter-
mines the array offset capacitor.

In this design, in order to compensate accurately the output voltage peak varia-
tion resulted from PVT simulations, the CF capacitor has been replaced with 4-bits
capacitor array (Fig. 2.12). Every process and temperature variation can be com-
pensated by tuning the CF value, with about 5% accuracy. As discussed also in the
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Figure 2.12: Schematic of the CF capacitor array.

Figure 2.13: The capacitor values related to the digital words.

first chapter, ultra-scaled technologies are characterized by a larger and asymmetric
variability of parameters, caused by physical and fabrication limitations. In Fig. 2.13
the digital word vs. capacitance relation is shown in nominal case together with about
20-30% positive and negative variation. In Fig. 2.14, the corresponding output voltage
peak is shown vs. the digital word in the three cases.

2.4.2 Shaper
The CSP output signal is processed by a shaper stage, whose main tasks are:

• amplification of the signal;

• noise filtering;

• shaping of the signal in order to define the fall time, cancel the tail and restore
quickly the signal to the baseline (reducing the dead time).

The commonly used signal shaping concepts are the so-called unipolar and bipolar
shaping [27] [28]. The unipolar shaping is implemented with linear filters; the simplest
way is to use the CR high-pass and RC-low-pass filter, but also more complex filter
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Figure 2.14: The CSP output voltage peak values related to the digital words.

t

V

unipolar shaping

bipolar shaping

Figure 2.15: Front-end delta response for unipolar and bipolar shaping.

types can be used. Unipolar shaping is characterized by soft and slow decreasing
falling edges that can cause a shift of the baseline at high counting rates. A solution
can be the implementation of an active baseline restoration or an alternative can
be the use of the bipolar shaping, which differentiates the signal suppressing low
frequency. As a result, it provides baseline stability up to high rates, but causes an
undershoot with a length corresponding to the length of the ion tail. In Fig. 2.15
typical δ-responses for unipolar and bipolar shaping are illustrated. A disadvantage
of the bipolar shaping is the pile-up effect: muon signal pulses may be overlaid at
high counting rates on top of the undershoot of preceding charge pulse, leading to
a reduction of amplitude and rise time of the secondary muon pulse at the baseline.
The signal pile-up effect leads to hit efficiency loss and degrade the time resolution.
Only optimisation of the shaping or baseline restoration can suppress the problem.

In this design, since the dead time is reduced thanks to the reset operation which
already performs a baseline restoration, a simple unipolar shaping has been chosen.
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Figure 2.16: Active gm- RC schematic used as shaper stage.

Parameter Value
Filter type Active gm- RC
R1 2 kΩ
R2 20 kΩ
C1 2 pF
Shaper Opamp Class A

input gm 1 mA/V
DC Gain 53 dB
UGB 75 MHz
Dominant pole fp 168 kHz

Table 2.4: Shaper dimensioning.

The shaping stage has been realized with an Active gm- RC filter [26] topology, whose
schematic is shown in Fig. 2.16. It is a biquadratic cell characterized by a closed-loop
structure that exploits the opamp frequency response in the filter transfer function. In
particular, the unity-gain-frequency (UGB) of the opamp is made comparable with
the filter desired pole frequency. This reduces its power consumption w.r.t standard
closed-loop structures, in which the opamp UGB should be much higher than the
filter pole. Moreover, thanks to the closed-loop topology, high linearity and frequency
response accuracy can be ensured. The transfer function of the Active gm- RC can be
expressed as follows:

T(s) =
G

s2

ω2
0

+ s
ω0Q + 1

(2.14)

G =
R2

R1
(2.15)

ω0 =

√
ωop

C1R2
(2.16)

Q =
1

1 + G

√
ωopC1R2 (2.17)
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Figure 2.17: Shaper opamp schematic.

From the specifications of Table 2.1, a pole frequency at about 7 MHz and 20 dB
gain have been chosen. Hence, the biquadratic cell has been dimensioned as indicated
in Table 2.4. The opamp is based on the class-A Miller scheme, as shown in Fig. 2.17,
similar to the CSP opamp. However it has a proper and dedicated bias circuit that
matches the input stage gm with an external resistor [26]. This enables the gm to track
the integrated resistor process deviation. At the right side of Fig. 2.17, the adjusting
circuit is shown. Imposing the same current in the two paths and that:(

W

L

)
Mb2

= k

(
W

L

)
Mb1

(2.18)

through the matching between Mb1 and the opamp input transistors M1 and M2,
the input gm is forced to be proportional to 1/Rref , where Rref is matched with the
integrated resistances of the feedback net. This control on gm allows full spread
calibration of the filter pole by acting also on variable capacitors. In fact, all the
capacitors of the shaping stage, i.e. C1 and the opamp Miller capacitance CM, have
been replaced with 5-bits programmable capacitor arrays. In this way the overall filter
frequency response can be controlled to compensate the cut-off frequency, i.e. the
peaking time, variations due to technology and temperature spread. The capacitor
arrays have been dimensioned using the same algorithm adopted for CSP feedback
capacitance. In Fig. 2.18 the capacitance vs. digital word relation is shown in nominal
case together with about ±30% positive and negative variation. In Fig. 2.19, the
corresponding pole frequency variation is shown vs. the digital word in the three
cases.

2.4.3 Comparators and thresholds
The two comparators, one for the first threshold VTH1 and one for the second thresh-
old VTH2, have the same structure, in order to reduce every possible difference in the
response to the input signal coming from the shaper. They detect the presence of a
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Figure 2.18: The Shaper capacitors values related to the digital words.

Figure 2.19: The Active gm- RC pole frequency values related to the digital words.

specific charge and provide two output pulses containing the information about the
two thresholds crossing times. Both the comparators have been implemented with a
simple two-stage opamp topology.

The two thresholds have been realized with two identical resistive dividers com-
posed by 20 equal smaller resistances of 10 kΩ, in order to ensure a good matching
and a high accuracy of the voltages. The scheme is shown in Fig. 2.20. Voltages across
every divider are externally controlled; in this way:

• it is possible to adjust VTH1,2 w.r.t. the output shaper common mode voltage,
controlling the middle output voltage of the dividers VCM;

• given that the minimum voltage step across a single resistance is ∆VX = ∆VDIV/20,
VTH1 will be at ∆VX from the output shaper signal baseline, while VTH2 will
be always at 2∆VX from the first threshold;
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Figure 2.20: Resistive dividers schematics.

• it is possible to change the voltage distance between the two thresholds VTH1,2

and between the thresholds and the output shaper signal baseline.

The nominal case of our set-up consists of a ∆VDIV set to 100 mV around the output
shaper common mode voltage and, as a consequence, the threshold voltages VTH1

and VTH2 at −5 mVDC and −15 mVDC respectively from the output shaper signal base-
line.

The output signal VOUT_COMP1 of the first comparator contains the information
about the VTH1 crossing time, which represents the charge arrival time. Moreover
from this signal, also the Time-over-Threshold (ToT) information can be extracted if
necessary, which corresponds to the interval between rising and falling edge times.
Then, the two signals VOUT_COMP1 and VOUT_COMP2 are provided to the Logic block
in order to determine the time difference pulse TIME_DIFF and the reset signal.

2.4.4 Logic block
The reset signal is generated starting from the VOUT_COMP1 signal. In fact, using
a chain of passive RC nets and inverters followed by a NOR logic gate, the reset
pulse interval can be set. In particular, the RC time constants applied to VOUT_COMP1

make the reset signal starting about 17 ns after the first comparator switching. The
reset interval length depends on the ToT of VOUT_COMP1, i.e. on the input charge. A
simplified schematic of the reset signal generation is illustrated in Fig. 2.21. When
the reset voltage is low, the CSP feedback switch closes, since it is implemented with
a PMOS transistor. Thanks to an additional NOR logic gate it is possible to force an
external reset to the CSP.

The time difference pulse TIME_DIFF, useful to extract the charge amplitude in-
formation, is provided by a NOR logic port which receives at input the inverted
VOUT_COMP1 and VOUT_COMP2 (Fig. 2.21). The pulse width of TIME_DIFF is equal to
time difference between the first and the second thresholds crossing, proportional to
the charge amplitude. It can be used to correct the time-slewing effect by the off-chip
digital signal processing.
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Figure 2.21: Schematic of the logic block with Reset and TIME_DIFF signals generation.

151um

198um

Figure 2.22: FTfe layout and routing to pads.

2.4.5 Output buffers
Analog and digital buffers have been included in the design in order to route out inter-
nal and output signals and avoid the effect of parasitic loads. In fact, pads, cables and
other external components can affect the signal quality due to capacitive/inductive
effects. In particular, two analog buffers, realized with a source-follower structure,
have been used for the CSP and the shaper outputs signals. While for the digital
output signals, i.e. VOUT_COMP1, VOUT_COMP2, TIME_DIFF and reset signal, digital
buffers composed by a four-inverters chain have been employed.

2.5 FTfe Layout
After the front-end design, the layout of the entire circuit in CMOS 28 nm technology
has been carried out. The total front-end area is 0.03 mm2. In Fig. 2.22 the chip layout
is shown, included the routing to the pads.

Figure 2.23 presents the layout of the front-end only, highlighting the different
blocks:

1. CSP part, which includes the CSP opamp, the CF − RF feedback net with the
programmable capacitors array for CF, the reset switch and the buffer for the
CSP output voltage. This part occupies an area of 0.008 mm2.

2. Shaper part with a 0.007 mm2 of area, which comprises the shaper opamp, the
two programmable capacitors arrays for C1 and the opamp Miller capacitance,
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Figure 2.23: FTfe layout in detail.

the feedback resistances and the buffer for the shaper output signal.

3. Comparators and resistive dividers for the corresponding threshold voltages,
which occupy an area of 0.006 mm2.

4. Logic block and digital buffers, for a total area of 0.0022 mm2.

In this technology, parasitics effects are not negligible and can easily compromise
the circuit behaviour w.r.t. the schematic simulations. For this reason, a lot of atten-
tion must be paid in particular for supply, ground and substrate paths. For example,
higher metals have been used for longer paths, since they are characterized by less
parasitics resistances. Reduced number of vias have been adopted, for example in
the substrate rings, since they are characterized by a high resistivity. For ground
paths towards the pads, stacks of all metals have been used to filter and reduce every
possible disturbs in the circuit, originated in the digital part. For this purpose, also
separated supply lines are used for analog and digital blocks.

2.6 FTfe Performance
In Fig. 2.24 a diagram of the front-end with all input and output pins is shown. A list
of them with their type and functionality is present in Table 2.5.
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Figure 2.24: Chip pin diagram.

2.6.1 Signals settings
The muon detector is modelled with a current pulse generator and the detector capac-
itance CD equal to 10 pF, as shown in Fig. 2.24. The input current pulse amplitude is
fixed as QIN/QTIME, where QTIME is set to 30 ps and QIN is the input charge which
can assume values from 5 fC (166 µA) to 100 fC (3.3 mA).

Capacitive loads towards ground of 6 pF are connected to the output digital sig-
nals (to model possible capacitances) and of 1 µF to the threshold voltages provided
by the resistive dividers (to filter noise and every possible disturb). For the CSP and
shaper analog buffers outputs, appropriate RC parallel nets are used.

All the other input voltages and currents values are listed in Table 2.5.

2.6.2 Results
After parasitic extraction, transient noise post layout simulations have been run in
order to validate the FTfe functionalities.

CSP

Figure 2.25 shows the CSP frequency response, characterized by a DC Gain of 42.5 dB,
a dominant pole at 6 MHz and 610 MHz of UGB.

Figures 2.26 and 2.27 show the transient noise simulation related to the CSP output
signal generated from the minimum (5 fC) and the maximum (100 fC) input charge,
respectively. In particular, input current pulse (blue line) and CSP output voltage
(red line) are plotted together. Some peaking can be observed, correspondent to
the switching instant of the digital blocks which disturbs the analog part, especially
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Pin name Description Value

csp_inm CSP negative input: input pulse current Iin [166µ-3.3m]A
csp_inp CSP Positive input 800mV

csp_ibias CSP bias current 100µA
b_cf<0:3> Word code for CF calibration 0101
v_d_bufN Drain of the NMOS buffer for CSP output 1V

out_csp_buf CSP output voltage after buffer Analog Out
sh_inp Shaper opamp positive input 750mV

sh_ibias Shaper bias current 100µA
b_sh<0:4> Word code for Shaper cap calibration 01010
v_d_bufP Drain of the PMOS buffer for Shaper output 0V

out_shaper_buf Shaper output voltage after buffer Analog Out
comp1_ibias Comparator1 bias current 100µA
comp2_ibias Comparator2 bias current 100µA

out_comp1_buf Output voltage of Comparator1 after buffer Digital Out
out_comp2_buf Output voltage of Comparator2 after buffer Digital Out

comp1_vth Threshold voltage VTH1 of Comparator1 Analog Out
comp2_vth Threshold voltage VTH2 of Comparator2 Analog Out

vd1_thr1 High voltage of VTH1 resistive divider 775.6mV
vd2_thr1 Low voltage of VTH1 resistive divider 675.6mV
vd1_thr2 High voltage of VTH2 resistive divider 775.6mV
vd2_thr2 Low voltage of VTH2 resistive divider 675.6mV
vcm_thr2 Voltage at half VTH2 resistive divider Analog Out

Time_Range_buf Time difference output pulse after buffer Digital Out
reset_buf Internal reset signal after buffer Digital Out
reset_ext External reset signal (1V→OFF, 0V→reset) 1V

avdd Supply voltage for analog part 1V
dvdd, dvdd_buf Supply voltages for digital part 1V

agnd Ground voltage 0V

Table 2.5: Pin list, with description and set up in nominal value.

through ground paths. They have been reduced using different supply voltages,
but more isolation and filtering should be added in a next optimisation. Table 2.6
summarizes the main important parameters for both cases.

Figure 2.28 reports the CSP output peak amplitude ∆PEAK_CSP vs. the input
charge. Note that the characteristic is linear.

The output integrated noise results to be 125 µVRMS.
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Figure 2.25: CSP frequency response.

Figure 2.26: Input current pulse (blue) and CSP output voltage (red) for 5fC input
charge.

Figure 2.27: Input current pulse (blue) and CSP output voltage (red) for 100fC input
charge.
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Input charge QIN 5fC 100fC

Input current pulse IIN 166 µA 3.3 mA

CSP output common mode VCM_CSP 802.4 mV 802.4 mV

CSP output voltage peak VPEAK_CSP 807.9 mV 885 mV

CSP output peak amplitude ∆PEAK_CSP 5.05 mV 82.6 mV

CSP peaking time delay TP_CSP 11 ns 11 ns

Table 2.6: CSP transient noise results summary.

Figure 2.28: CSP output peak amplitude vs. input charge.

Shaper

The frequency response of the Active gm- RC is shown in Fig. 2.29. The DC Gain is
19.5dB, the dominant pole is at 7.6MHz and the UGB is equal to 420MHz.

Transient noise simulation about the Shaper output voltage is reported in Figs.
2.30 and 2.31 for 5fC and 100fC of input charge, respectively. Table 2.7 summarizes
the main important parameters for both cases.

CSP and Shaper have also been tested for 5 different input charge values (5, 10,
25, 50, 75, 100 fC). The resulting time domain waveforms are shown in Fig. 2.32.

Figure 2.33 reports the Shaper output peak amplitude ∆PEAK_SH vs. the input
charge. The characteristic results to be very linear. Shaper peaking time delay TP_SH

is almost constant respect to different input charges, as shown in Fig. 2.34. Peaking
time specification is satisfied, since it is equal to 28 ns (<30 ns). The total noise density
at Shaper output is equal to 1.18 mVrms.
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Figure 2.29: Shaper frequency response.

Figure 2.30: Input current pulse (blue) and Shaper output voltage (red) for 5fC input
charge.

Figure 2.31: Input current pulse (blue) and Shaper output voltage (red) for 100fC
input charge.
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Input charge QIN 5fC 100fC

Input current pulse IIN 166µA 3.3 mA

Shaper output common mode VCM_SH 725.6 mV 725.6 mV

Shaper output voltage peak VPEAK_SH 701 mV 256 mV

Shaper output peak amplitude ∆PEAK_SH 24.6 mV 469.6 mV

Shaper peaking time delay TP_SH 28 ns 28 ns

Table 2.7: Shaper transient noise results summary.

Figure 2.32: CSP and Shaper output signals for different input charges (5÷100 fC).

Figure 2.33: Shaper output peak amplitude vs. input charge.
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Figure 2.34: Shaper peaking time delay vs. input charge.

Figure 2.35: CSP, Shaper, Comparators and Reset signals at 5fC input charge.

Comparators

Comparators response is shown in Figs. 2.35 and 2.36. Together with the input pulse,
the analog (CSP and Shaper outputs and threshold voltages) and digital outputs
(Reset and Comparators outputs) are reported for minimum and maximum charge
cases, respectively. Notice that the reset interval depends on the input charge and
varies in the range of [80 - 160] ns. Soon after the Reset signal switches to zero, the CSP
output signal is restored to the common mode voltage. The VTH1 and VTH2 crossings
of the Shaper output signal are detected by the two comparators. At minimum charge,
when slope is soft, the two comparators switches with a delay of 9 ns each other; at
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Figure 2.36: CSP, Shaper, Comparators and Reset signals at 100fC input charge.

maximum charge, when slope is steeper, the delay between the two comparators
switching instants decreases to 1.1 ns.

Logic block

Figures 2.37 and 2.38 show the TIME_DIFF signal related to the switching instants of
the two comparators, for minimum and maximum charge respectively. This signal
contains the information about the charge amplitude.

Figure 2.37: Time difference pulse at 5fC input charge.
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Figure 2.38: Time difference pulse at 100fC input charge.

Front-end Characteristics

The FTfe has been characterized in terms of sensitivity S, ENC and SNR. The sensi-
tivity is quite constant over the input charge range, as illustrated in Fig. 2.39. It is
>4 mV/fC, as required by the front-end specifications. Also the ENC parameter is
almost constant (Fig. 2.40) with a value around 0.25 fC, less than the requirement of
0.5 fC. Finally, The SNR vs. input charge is plotted in Fig. 2.41 and it increases with
the input charge. All the characteristics have been evaluated at the Shaper output.

A summary of the main FTfe parameters are listed in Table 2.1, while a comparison
with a state-of-the-art ASD for ATLAS MDT chambers is reported in Table 2.9. The
performance of the proposed front-end are in line with the state-of-the-art, with a
better behaviour in terms of area, power consumption, ENC and SNR. This advan-
tages derives especially from the different technology used and from the simpler
architecture employed. In fact, the reference work presents a front-end which includes
more amplifier stages and the short gate ADC, with an higher supply voltage of 3.3V.

In the current ASD system, the TDC uses an input clock frequency of 40 MHz
provided by the LHC to synchronize the acquisition of detector signals to the bunch
crossings of the LHC machine. The time resolution is 250 ps, required to measure
the drift time. In our case, the total time range in which can be encoded the charge
amplitude information is of 8 ns (i.e. difference between the maximum and minimum
charge time difference pulse width). Assuming to use the same current TDC and to
maintain the same time resolution, the resulting ENOB is 5.3. However, in the next
future, exploiting the ultra-scaled technology, as the 28 nm itself, better resolutions
can be achieved, improving conversion accuracy [29][30].
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Figure 2.39: Sensitivity vs. input charge.

Figure 2.40: ENC vs. input charge.

Figure 2.41: SNR vs. input charge.
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Input charge [5-100] fC
Input detector capacitance 10 pF
CSP peaking amplitude [5-82] mV
CSP peaking time delay 11 ns
Shaper peaking amplitude [24.6-469.6] mV
Shaper peaking time delay 28 ns
Shaper output rms noise 1.18 mVRMS

Sensitivity [4.93-4.69] mV/fC
ENC [0.24-0.25] fC
SNR [23.3-48.9] dB
Reset interval [80-160] ns
Technology CMOS 28nm
Supply voltage 1 V
Power consumption 2.6 mW

Table 2.8: FTfe results summary.

Parameter This Work [31]
CMOS Technology 28nm@1V 0.13 µm@3.3V

Area 0.03 mm2 0.7 mm2*

Power Consumption 2.6 mW 33 mW
Detector Capacitance 10 pF 60 pF

Input Charge 5fC-100fC 5fC-100fC
Peaking Time Delay 28 ns 12 ns

Sensitivity 4.7 mV/fC 14 mV/fC
ENC 0.24 fC 0.6 fC
SNR 23.3 dB 15 dB

*extrapolated

Table 2.9: State-of-the-art comparison.





Chapter 3

Chopper Instrumentation
Amplifier

3.1 Offset Compensation Techniques
In many measurement systems, such those dedicated to biomedical applications or
read-out electronic for different kind of sensors [32][33], small signals of few nV or µV
are processed. These low frequency sub-microvolt signals require a large but precise
amplification, so they can be handled by an Analog-to-Digital Converter (ADC). A
simplified diagram of such a system is shown in Fig. 3.1. However operational
amplifiers have several non-idealities in DC and at low frequency, which are input
offset voltage and flicker noise [34], characterized by the same order of magnitude of
the weak sensor signals. In order not to saturate the amplifier or limit the accuracy of
the sensor read-out system, input offset and flicker noise have to be properly reduced.

Offset in CMOS amplifier is a DC error defined in general as the input signal that
forces the system output to zero. In a real opamp, as illustrated in Fig. 3.2, even when
input voltages are shorted, a DC voltage is present at output. It is defined input offset

+

-

SENSOR

SIGNAL

ADC

R2

R1

Figure 3.1: A simplified sensor read-out diagram.
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A
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VOS

Figure 3.2: Amplifier with input offset source.

voltage VOS, and modelled like a voltage source at the amplifier input, the signal
required to force the amplifier output voltage to zero. The input offset signal can be
due to asymmetric paths in the circuital topology and it is called systematic offset; or
it is originated by random mismatches caused by lithographic imperfections and it is
called random offset. Offset is also a time-varying signal that can drift as a function
of temperature, voltage supply, input level and ageing. The main consequences of
offset signal are threshold voltage VTH and drain current IDS variations. In particular,
two identical MOS exhibit a VTH mismatch [14] given by the following expression:

σ2
∆VTH

=
A2

∆VTH

WL
+ S2D2

x (3.1)

where A∆VTH and S are the Pelgrom constants dependent on CMOS technology used
in the fabrication process, W is the MOS channel width, L is the MOS channel length
and Dx is the distance between them. Pelgrom formula shows that VTH variation is
inversely proportional to the area and directly proportional to the distance. Hence,
the variation in IDS caused by a threshold voltage mismatch is given by:

σ∆ID
ID

=

√
σ2
β +

(
gm

IDS
σT

)2

(3.2)

where σβ and σT represent the variations of the current factor and the threshold
voltage between two identical devices (always dependent on area and distance),
while the ratio gm/IDS defines the MOS efficiency and it is inversely proportional to
the overdrive voltage VOV. In order to decrease current mismatch, VOV should be
increased. Therefore mismatch current can be minimized by proper saturation region
biasing, while threshold voltage mismatch can be reduced increasing the MOS area.
Both approaches cannot be used so directly, especially in ultra-scaled and low-voltage
design, where signal swing is small and parasitic capacitances cannot be no more
neglected.

As mentioned before, at low frequency operational amplifiers contribute also with
the flicker noise (1/f). It is a type of noise coming from the mechanism of generation
and recombination of carriers activated by localized energy levels that reflect the
discontinuity at the MOS surface. Basically, some electrons escape from the channel
and are trapped in the MOS gate oxide. This phenomena is characterized by a large
time constant, so its power is concentrated at low frequency. The power density of
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Figure 3.3: Low frequency noise behaviour of a CMOS amplifier.

the 1/f noise is:

Sn,fl(f) =
kf

WL

1

f
(3.3)

where kf is the flicker noise coefficient dependent on the amount of impurity in the
silicon. The equation shows that flicker noise is inversely proportional to MOS area
and frequency; so good performance could be obtained with large area devices (but
increasing also MOS capacitance). If we extend 1/f noise down to zero frequency, it
becomes a constant error signal: offset. The typical low frequency noise behaviour
of an amplifier is shown in Fig. 3.3. Offset and 1/f noise dominate at low frequency,
while thermal noise dominates at higher frequency; the corner frequency is between
the region dominated by the flicker noise and the white noise.

Instead of increasing the transistor size to improve offset behaviour, it can be
considered to add extra circuitry for offset trimming or dynamic offset compensation.
Calibration or trimming during production is a possible solution to achieve a low
offset, but this approach doesn’t take care of offset drift due to temperature and
ageing, limiting the accuracy. The best alternative is to compensate for the offset
dynamically, during the amplifier lifetime, reducing also the offset drift due to time
and temperature. Moreover, most of the techniques used to cancel offset removes also
flicker noise, improving the system accuracy. There are two commonly used dynamic
offset compensation techniques [34][35][36]: auto-zeroing and chopping. Auto-zero
is a sampled-data technique, while chopper is a modulation method; both satisfy
the low offset requirements, however with advantages and drawbacks which will be
analysed in the following subsections.

3.1.1 Auto-zero Technique
Auto-zero is a sampled-data technique; the basic idea is to sample offset and flicker
noise in one phase and then to subtract them from input signal in a second phase. Fig-
ure 3.4 illustrates one of the possible architecture named Auto-Zeroing Output Offset
Storage (AZ OOS). It consists of a capacitor C placed at the output of an amplifier and



50 Chopper Instrumentation Amplifier

-

+
VIN

VOUT

+

-

VOS+VN

Φ2

Φ1

C

Φ1

Φ2

Figure 3.4: Auto-zero technique block diagram.

some switches to control the required phases. During the sampling phase (φ1 closed,
φ2 open) opamp inputs are shorted and the offset voltage VOS and flicker noise Vn

are sampled and stored in the capacitor C. During this time, the amplifier cannot be
used. In the amplification phase (φ1 open, φ2 closed) input signal is amplified while
offset and noise stored before are subtracted at the amplifier output.

A first drawback of this technique is that input signal path is disconnected during
the sampling phase and so the input signal cannot be amplified continuously. Al-
though this may be not compatible with continuous-time applications, it is well suited
to sampled-data systems such as switched-capacitor circuits where all the signals
are sampled at the end of a phase and held during the complementary time interval.
Moreover, because of the sampling operation, this topology suffers from the thermal
noise folding back into the signal band, increasing the overall input-referred noise
[37]. The auto-zero technique is also limited by charge injection due to the switches,
resulting in a residual offset voltage which can be reduced using a large capacitor C.
As a consequence, power consumption increases, because driving large capacitive
loads leads to large bias currents. All these disadvantages make this method unsuit-
able, especially for low power applications.

3.1.2 Chopper Technique
The chopper technique exploits a modulation function to shift offset and signal to
different frequencies. Figure 3.5 illustrates an idealized chopper modulated amplifier.
It consists of a commutating mixer, or chopper, followed by an ideal amplifier and
another chopper. Signals m1(t) and m2(t) are two non-overlapping clock signals with
period T = 1/fchop , where fchop is called chopper frequency.

The input signal is modulated by the first chopper and transposed to high fre-
quency, in particular to the odd harmonics of the modulation signal. Then, offset
voltage and 1/f noise are added to the modulated signal and amplified by the gain
stage. After amplification, the signal is demodulated back to the baseband by the
second chopper, while offset and flicker noise are modulated once for the first time
and transposed to high frequency, leaving the chopper amplifier ideally without any
offset and flicker noise signals. Figure 3.6 depicts the spectra of the signals involved
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Figure 3.5: Simplified chopper technique diagram.

SIGNAL

MODULATED 

SIGNAL

OFFSET&NOISE SIGNAL AT 

BASEBAND

MODULATED 

OFFSET&NOISE 

fchop 3fchop 5fchop

Sn

fchop 3fchop 5fchop fchop 3fchop 5fchop

Sn Sn

Figure 3.6: Frequency operation of the chopper technique.
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Figure 3.7: Polarity-reversed switch schematic.

in the relevant points of the processing chain. The chopping frequency fchop should
be greater than the corner frequency, in order to reduce as much as possible 1/f noise
contribution, and it must have 50% duty-cycle.

The modulation process is implemented by a polarity-reversed switch driven
by a square wave with a chopper frequency fchop, shown in Fig. 3.7; at every period
input signal is inverted and the result is a modulated signal at fchop.
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Figure 3.8: Continuous-time amplifier schematic.

Unlike auto-zero technique, chopper method does not introduce aliasing of the
white noise, because there is not a sample and hold operation, but noise is only
periodically inverted without changing its properties. For this reason also input
signal is always processed, so the chopper technique is better used in continuous-time
applications. However also the chopper technique introduces residual offset, mainly
caused by the charge injection mismatch demodulation from the clock lines driving
the switches and the input of the amplifier. Residual offset increases with fchop, so
lower chopper frequency should be used, also to ensure a higher gain of the overall
amplifier, since the amplifier itself loses gain after the dominant pole. However,
higher fchop modulates input signals far from the corner frequency, improving noise
performance. Therefore, a trade off exists between gain, residual offset and noise,
which leads to find the optimized value for fchop according to the architecture and its
specifications. It is also necessary to put effort in the layout phase of the differential
choppers and clock lines, in order to reduce parasitic capacitances mismatches and
the proportional residual offset.

3.2 Chopper Amplifier: Prototype 1
In this section, the design and implementation of a chopper amplifier in 28nm CMOS
technology is presented. First, the continuous-time version of the amplifier will be
described, followed then by a description of the chopped one. At the end, layout and
results will be analysed.

3.2.1 Continuous-time opamp design
The continuous-time opamp architecture is shown in Fig. 3.8. It is characterized
by three gain stages (indicated by their input transconductance gmi) with a classical
Nested Miller compensation implemented through capacitors CM1 and CM2, required
to achieve closed-loop stability of the overall amplifier. The first stage has been
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Figure 3.9: First stage input rail-to-rail folded cascode schematic.
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Figure 3.10: Second and third stages differential amplifiers schematic.

designed as a rail-to-rail input folded cascode amplifier shown in Fig. 3.9, while the
second and third stages are simple differential amplifier illustrated in Fig. 3.10 (they
will be discussed in detail later).

The high number of stages is due to the high gain requirement, typical for in-
strumentation amplifier together with low offset and 1/f noise requirements. Since
ultra-scaled technologies are characterized by a reduced intrinsic gain, as already
discussed in the first chapter, a horizontal gain distribution is mandatory in this
systems, in order to obtain high DC gain. Moreover MOS transistors operating in
subthreshold region must be adopted, because of the low voltage, reduced swing,
reduced supply-threshold voltage ratio constraints which characterize scaled tech-
nologies as the CMOS 28nm and analysed in the first chapter. In fact, exploitation of
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the subthreshold region increases signal swing, improving dynamic range, exhibits
higher MOS transconductance efficiency gm/ID and lower distortion. The drawbacks
of working in that region are larger current mismatch and reduced bandwidth. About
the mismatch, in this case it is not a problem, since a proper dynamic offset compensa-
tion technique is adopted; regarding the low bandwidth, in this type of applications
(i.e. biomedical, instrumentation, sensors), high frequency operation is not a require-
ment and a few kHz-bandwidth is generally enough. In fact, the main improvement
brought by ultra-scaled technology, the high transition frequency, in this type of
systems is not really necessary due to the low-frequency operation. Nevertheless in
mainly mixed-signal systems [33], where signal processing requires high frequency
performance, the readout electronics often consists of an instrumentation amplifier
that precedes an ADC. Since the RF front-end drives the choice of deep sub-micron
technologies, it will be the same for the analog baseband front-end. For this reason,
the design of a chopper amplifier in ultra-scaled technology is an interesting research
activity.

The typical design procedure for multi-stage amplifiers working in strong inver-
sion cannot be adopted in this case, because of the different behaviour of transistors in
the sub-threshold region. In particular, in the subthreshold regime, the drain current
ID and the threshold voltage VTH for an n-channel MOS are [38][39]:

ID = I0
W

L
e

VGS−VTH
nVT

(
1− e

−VDS
nVT

)
≈ I0

W

L
e

VGS−VTH
nVT (3.4)

VTH = VTH0 − λDVDS − λBVBS (3.5)

where I0 is a technology-dependent parameter, W/L is the aspect ratio of the transistor,
VGS and VDS are the gate-source and drain-source voltages respectively, n is the
subthreshold slope constant which depends on technology, VT is the thermal voltage,
VTH0 is the threshold voltage at room temperature with zero bias (VBS = 0V), and λD

and λB are the Drain-Induced Barrier Lowering (DIBL) and Body effect coefficients
respectively. From Eqs. 3.4 and 3.5, the small signals transistor parameters can be
derived for the subthresold region; they are summarized in Table 3.1, compared with
their value in saturation region of strong inversion. In Table 3.1 also the power spectral
density for the input referred noise (thermal noise) Sn,in is indicated in both cases
(in the expressions shown in table, K = µnCox, λ is the channel length modulation
coefficient, T is the absolute temperature, kB is the Boltzmann constant and q is the
elementary charge).

Considering Eqs. 3.4 and 3.5 together with the expressions listed in Table 3.1 and
the guidelines given in [39][40] about the opamp design in subthreshold region, the
transfer function of the circuit can be written as:

H(s) =
A0(

1 + s
pd

) N(s)

D(s)
(3.6)

where A0, pd, N(s) and D(s) are DC gain, dominant pole, numerator and denominator,
respectively. They are given by:
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Subthreshold Strong inversion
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Table 3.1: Small signals transistor parameters (saturation region).
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1
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s +

CM2CL

gm2gm3
s2 (3.10)

where gmi and Roi are the transconductance and the output resistance of the i-th stage,
CL is the load capacitance and the factor λni

represents the DIBL effect coefficient
of transistor Mn of the i-th stage (as illustrated in Figs. 3.9 and 3.10). Eq. 3.7 relates
the DC gain only to the λ values of the contributing transistors, which are related to
transistors lengths. As a consequence, the minimum lengths of the involved mosfets
can be estimated in order to reach the desired DC gain. From Eq. 3.10, there are two
LHP non-dominant complex and conjugated poles that can be expressed as:

p2,3 ' −
gm3

2CL

(
1 +

√
1− 4

gm2

CM2

gm3

CL

)
(3.11)

and two zeros real and opposite, given by Eq. 3.12, whose phase contribution is
negligible and also their gain contribution if they are greater than the UGB.

z1,2 ≈ ±
√

gm2gm3

CM1CM2
(3.12)

The amplifier specifications used as starting point for the design are listed in Table
3.2. The procedure starts from the noise requirement; as well known, the noise in
multistage amplifiers is dominated by the first stage, which in this case is a rail-to-rail
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Parameter Value
Technology CMOS 28nm

Supply voltage VDD 0.9 V
Capacitive load CL 100 pF

Input referred noise IRN 150 nV/
√

Hz

Bandwidth GBW 340 kHz
Phase Margin Φ 70 °

DC Gain A0 110 dB

Table 3.2: Chopper amplifier specifications.

Parameter Value
Ib 500 nA

gm1 15µA/V
gm2 15µA/V
gm3 500µA/V
A01 50 dB
A02 25 dB
A03 35 dB
CM1 7 pF
CM2 2 pF

Table 3.3: Amplifier dimensioning.

folded cascode working in subthreshold region. Hence the input thermal noise PSD
can be expressed as:

Sn,in = 4
qn2V2

T

Ib

[
1 +

I17,18

Ib
+

I11,12

Ib

]
(3.13)

where n has been considered equal for NMOS and PMOS to 1.35, Ii is the current
flowing through the i-th transistor. About the bandwidth specification, it can be
expressed as follows:

GBW =
gm1

2πCM1
=

Ib

2πnVTCM1
(3.14)

According to Eqs. 3.4 - 3.14 and Table 3.1, the resulting opamps small signal parame-
ters and capacitors value are summarized in Table 3.3. Notice that the higher value
of gm3 than gm1,2 is due to the large load capacitor CL to be driven, while the Miller
capacitance CM2 choice derives from the phase margin specification.

Stage 1

As mentioned before, the first stage is an input rail-to-rail folded cascode amplifier.
This choice has been done in order to implement an input common-mode rail-to-



3.2 Chopper Amplifier: Prototype 1 57

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

Vcm,in - [V]

0

2

4

6

8

10

12

14

16

18

g
m

 -
 [

A
/V

]

g
m
 input N

g
m
 input P

g
m tot

Figure 3.11: Rail-to-rail operation of the input stage.

rail capability and maximize the Signal-to-Noise Ratio (SNR), since ultra-scaled
technologies are characterized by a small allowable signal swing. The rail-to-rail
operation is guaranteed by the use of a complementary input stage [41], which means
an input stage with both n-ch and p-ch input pairs, as shown in Fig. 3.9. This
technique ensures that above the entire common mode range there is always at least
an input pair operating:

• for input common-mode close to either supply voltage, only one input pair
is active and the total transconductance is the gm of the correspondent input
transistors;

• in the middle voltage range, both input pairs work and the total transconduc-
tance is doubled.

However, in a rail-to-rail operation, it is necessary to hold every performance
parameter constant over the entire input common mode range, in particular DC gain
and bandwidth, which highly depend on the input transconductance. For this reason
it is necessary to implement specific techniques that keep the input gm constant for
the entire common mode range. There are several constant gm techniques in literature
[42][43][44][45][46], which uses maximum/minimum selection circuits or input DC
level shifter. Since the transistors work in subthreshold region, where the gm is
proportional to the drain current (Table 3.1), the basic idea in this design is to double
the input gm over the entire common-mode interval, also when only one active pairs
is working, simply doubled the bias currents. In particular, as illustrated in Fig. 3.9,
current switches M5 and M6 are used:

• when the input common-mode is close to the VDD, only n-type input pair works
and the bias current of the input pair off flows through current switch M6,
doubling the total current and also the total gm;
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Figure 3.12: Transfer function of the first stage.

Figure 3.13: Transfer function of the second stage.

• when the input common-mode is close to ground, only p-type input pair works
and the bias current of the input pair off flows through current switch M5,
doubling the total current and also the total gm.

Figure 3.11 illustrates the simulated input total gm kept almost constant to about
15 µA/V, as a function of the input common-mode voltage. The transfer function
is shown in Fig. 3.12, with a DC Gain of 49 dB and a UGB of 350 kHz. The current
consumption is 26 µA.

Stage 2 and 3

The second and third stages are simple differential opamp with n-type input pair,
already illustrated in Fig. 3.10. The bias currents are 1 µA and 33 µA for second and
third opamp respectively. Figures 3.13 and 3.14 illustrate their transfer function. The
second stage exhibits a DC Gain of 27 dB with 2.2 MHz of UGB, while the third stage
is characterized by 35 dB DC Gain and a UGB of 780 kHz.
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Figure 3.14: Transfer function of the third stage.
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Figure 3.15: Chopped amplifier schematic.

3.2.2 Chopped opamp design

The complete schematic of the chopper amplifier is shown in Fig. 3.15. Two choppers
are placed across the first gain stage in order to reduce its offset and flicker noise
contribution, with a lower corner frequency. Since the amplifier need to handle rail-to-
rail input signals, every switch of the chopper has been realized with a transmission
gate structure [47], shown in Fig. 3.16, which is made of both PMOS and NMOS
devices. In general, they should be driven with four non-overlapping phases to drive
correctly the two modulators and to prevent noise leakage. This clock contains a short
period of time where neither signal is propagated through the chopper block to avoid
noise leakage during switching. The phases should also be close to a 50% duty cycle
for proper modulation. Moreover, the use of complementary switches with scaled
channel length helps to reduce charge injection, since the gate-source capacitances
are small and the charge injected by the two transistors approximately cancels each
other. In particular, aspect ratios of 1 µm/30 nm and 2 µm/30 nm have been used for
complementary switches NMOS and PMOS, respectively.
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1

2 2
3

4

4

Figure 3.17: Chopper amplifier layout.

3.2.3 Layout

After the amplifier design, the layout of the entire circuit in CMOS 28nm technology
has been carried out. The total area is 0.014 mm2. Figure 3.17 shows the layout of the
chopper amplifier, highlighting the different blocks:

1. The input stage with a 0.0038 mm2 of area;

2. Choppers, which occupies together an area of 0.0003 mm2;

3. Second and third stages for an area of 0.0008 mm2;

4. Miller capacitances CM1 and CM2, realized as parallel of 1 pF minimum capaci-
tance, with a total 0.0063 mm2 of area.

3.2.4 Results

In Fig. 3.18 a diagram of the chopper amplifier with all input and output pins is
shown. A list of them with their type and functionality is present in Table 3.4.
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Figure 3.18: Chopped amplifier pin diagram.

Pin name Description Value

INM Amplifier negative input Analog In
INP Amplifier positive input Analog In

PHI1 Phase 1 for the choppers Digital In
PHI2 Phase 2 for the choppers Digital In

PHI1N Complementary Phase 1 for the choppers Digital In
PHI2N Complementary Phase 2 for the choppers Digital In
VCM1 Common mode voltage for stage 1 450 mV
VCM2 Common mode voltage for stage 3 450 mV
IBIAS1 Stage 1 first bias current 100 nA

IBIAS1_ULVT Stage 1 second bias current 100 nA
IBIAS2 Stage 2 bias current 1 µA
IBIAS3 Stage 3 bias current 1 µA

AVDD_CH1 Supply voltage for chopper 1 0.9 V
AVDD_CH2 Supply voltage for chopper 2 0.9 V

AVDD_1 Supply voltage for stage 1 0.9 V
AVDD_2 Supply voltage for stage 2 0.9 V
AVDD_3 Supply voltage for stage 3 0.9 V

OUT Amplifier Output (to be connected to 100 pF) Analog Out
OUT_OP1_m Negative output of stage 1 after chopper Analog Out
OUT_OP1_p Positive output of stage 1 after chopper Analog Out

OUT_OP2 Output of stage 2 Analog Out
AGND Ground voltage Analog In

Table 3.4: Pin list, with description and set up in nominal value.

Post-layout simulations

The total current consumption is 60 µA. Figure 3.19 shows the simulated transfer
function in comparison with the expected one. The final DC Gain is 106 dB, about
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Figure 3.19: Chopped amplifier bode diagram.

4 dB below the expected 110 dB, due to the chopping effect. The GBW is 329 kHz,
with a phase margin of 68 ° and the dominant pole is at about 1.2 mHz.

Figure 3.20 shows the low frequency periodic noise simulation in case of continuous-
time and chopped amplifier. The result is a decrease of the corner frequency from
11.5 kHz to 50 Hz, with consequently a reduction of the flicker noise.

The result of the input referred offset distribution after 50 Montecarlo runs is
illustrated in the histogram in Fig. 3.21; the standard deviation is 2.2 µV.

Figure 3.22 shows the transient step response in unity-gain closed-loop configura-
tion.

Figure 3.20: The periodic noise simulation result for the continuous-time and the
chopped amplifier.
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Figure 3.21: Input referred offset distribution of the chopper amplifier.

Figure 3.22: Chopped amplifier step response.

Measurements

In order to characterize the prototype, a board has been designed with a proper and
dedicated software named Altium® . A photograph of the board is shown in Fig. 3.23.
For this prototype, the voltage references have been provided externally with resistive
dividers, while the four non-overlapping phases of the choppers have been generated
externally through a FPGA, in on and off state. Moreover, the board allows to measure
the chopper amplifier in different configurations, buffer or inverting/non-inverting
with a gain of 2/3.

Unfortunately, some problems have been faced during the measurement phase,
most of them related to the chopper four phases generation. In fact, the direct con-
nection of the FPGA pins to the chopper switches leads to extra impedance parasitic
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Figure 3.23: Photograph of the chopper amplifier test board.

Figure 3.24: Measured frequency response with the amplifier in inverting config-
uration and 6 dB of gain compared to simulations: phases off (right), phases on
(left).

Figure 3.25: Noise measurement with phases off and off.

loads and cross interferences with inputs and outputs of the first stage. The first
consequence is that the input stage does not work properly when the choppers are
on, but more bias current is necessary. However, the measured frequency response
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Figure 3.26: Diagram of the chopper amplifier second prototype.

in buffer configuration (or others) has a reduced bandwidth than the simulated case
and a high not expected Q-peaking appears, as shown in Fig. 3.24. Second, the
chopper effect on offset and flicker noise with/without choppers is not evident, as
demonstrated in Fig. 3.25. This problem has been verified also through a Cadence®

simulation, adding some parasitic loads to the phases inputs.
For this reason, a second prototype has been integrated, including a block for the

internal generation of the four non-overlapping phases for the choppers.

3.3 Chopper Amplifier: Prototype 2
The second prototype of the Chopper Amplifier, integrated with the same 28nm
CMOS technology used for the first prototype, includes the four-phase non-overlapping
clock signal generator. Other improvements to the circuit are the use of resistive di-
viders for the reference voltages and buffers to route out the output signals of the
internal amplifiers. The final schematic of the second prototype is shown in Fig. 3.26.

3.3.1 Four-phase Generator
The circuit diagram of the four-phase non-overlapping clock signal generator [48]
is illustrated in Fig. 3.27. In order to obtain equal pulse widths of complementary
clock signals with 50% of duty cycle, the input reference clock is applied to a divide-
by-2 circuit based on a D flip-flop. The resulting signal and its complementary are
then applied to a cross-coupled section including two NOR gates, two phase delay
blocks and two phase disoverlap blocks. The phase delay blocks are realized by two
inverters connected in series with 1 pF grounded capacitor between them, as indicated
in Fig. 3.27. Each phase disoverlap block includes a series of four inverters with 1 pF
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Figure 3.27: Four-phases generator schematic.

grounded capacitor between the two couples. These delay blocks determine the time
disoverlap between the four-phase signals, required to drive the four complementary
switches.

Figure 3.28 shows the plot of the phase generator output signals with a frequency
of 150 kHz. The minimum delay between the switching instants is about 1.5 ns, as
highlighted in Fig. 3.29.

Figure 3.28: Four phases time transient.
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Figure 3.29: Detail of the time disoverlap between the four phases.

1

1

2

Figure 3.30: Layout of the chopper amplifier second prototype.

3.3.2 Layout
The layout of the second prototype in CMOS 28nm technology has a total area of
0.023 mm2. Figure 3.30 shows the layout of the chopper amplifier, highlighting the
new blocks:

1. D flip-flop and four-phase generator for an area of 0.0012 mm2;

2. Resistive dividers and buffers with an area of 0.0041 mm2.

3.3.3 Results
The pin diagram of chopper amplifier second prototype is the same of the first one,
except for the phases pins not present in this case. A list of the pins with their type
and functionality is present in Table 3.5.

The total current consumption is 70 µA. Figure 3.31 shows gain and corner fre-
quency for different chopping frequency. There is a trade-off between those factors;
the chosen chopping frequency is 150 kHz because ensures good compromise be-
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Pin name Description Value

INM Amplifier negative input Analog In
INP Amplifier positive input Analog In

VCM1 Common mode voltage for stage 1 450 mV
VCM2 Common mode voltage for stage 3 450 mV
IBIAS1 Stage 1 first bias current 1 µA

IBIAS1_ULVT Stage 1 second bias current 1 µA
IBIAS2 Stage 2 bias current 2 µA
IBIAS3 Stage 3 bias current 1 µA

AVDD_CH1 Supply voltage for chopper 1 0.9 V
AVDD_CH2 Supply voltage for chopper 2 0.9 V

AVDD_1 Supply voltage for stage 1 0.9 V
AVDD_2 Supply voltage for stage 2 0.9 V
AVDD_3 Supply voltage for stage 3 0.9 V

OUT Amplifier Output (to be connected to 100 pF) Analog Out
OUT_OP1_m_buf Negative output of stage 1 after chopper&buffer Analog Out
OUT_OP1_p_buf Positive output of stage 1 after chopper&buffer Analog Out

OUT_OP2_buf Output of stage 2 after buffer Analog Out
AGND Ground voltage Analog In

Table 3.5: Pin list, with description and set up in nominal value.

tween gain (108.4 dB) and corner frequency (560 mHz).
Figure 3.32 shows the amplifier transfer function. The final DC Gain is 108.4 dB,

the GBW is 375 kHz, with a phase margin of 76 ° and the dominant pole is at about
1.3 Hz.

Figure 3.33 shows the low frequency periodic noise simulation in case of continuous-
time and chopped amplifier with 150 kHz chopping frequency. The result is a decrease
of the corner frequency from 27.5 kHz to 560 mHz, with consequently a reduction of
the flicker noise. The input-referred noise at 10 kHz is 147 nV/

√
Hz.

The result of the input referred offset distribution after 50 Montecarlo runs is
illustrated in the histogram in Fig. 3.34; the standard deviation is 26 µV.

Next step of measurements could validate the proposed architecture and design
procedure, showing the potentialities of a chopper amplifier in 28nm CMOS technol-
ogy.
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Figure 3.31: Simulated DC Gain and corner frequency for different chopping period.

Figure 3.32: Bode diagram of the chopper amplifier second prototype.
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Figure 3.33: Input referred noise of the chopper amplifier second prototype.

Figure 3.34: Input referred offset distribution of the chopper amplifier second proto-
type.







Chapter 4

Papers

A paper and a poster on the first prototype of the Chopper amplifier are listed in
the next pages. They have been presented at the IEEE International Conference on
Electronics, Circuits and Systems (ICECS 2015) held in Cairo (Egypt).
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Abstract—This paper presents a chopper instrumentation 

amplifier designed in 28nm CMOS technology. The operational 

amplifier has a rail-to-rail folded cascode input stage, which 

ensures a constant gm over the available common-mode range. It 

is characterized by a Nested Miller compensation. All transistors 

operate in sub-threshold region; thus the opamp has been 

designed through a specific procedure for sub-threshold 

operation. The chopper technique is exploited to reduce the input 

referred offset and noise. The circuit operates with 0.9V supply 

voltage and exhibits a simulated 106dB DC gain and 329kHz 

GBW. Montecarlo simulations demonstrate an offset distribution 

with 2.2µV standard deviation. The input noise spectral density is 

equal to 27nV/√Hz, giving a noise efficiency factor of 8.  

Keywords—chopper technique, nested miller compensation, 

sub-threshold operation, instrumentation amplifier 

I.  INTRODUCTION 

Instrumentation Amplifiers (IAs) are the key building 
blocks in sensor and monitoring applications. The analog input 
signal to be amplified is usually a low frequency sub-mV 
signal. Accordingly, IAs must be designed to achieve low input 
referred offset and noise, especially flicker noise, and high 
gain, in order not to compromise system performance. 
Autozero or chopper techniques are often exploited [1]-[3] to 
meet the low offset requirement. In particular chopping is a 
modulation technique in which the signal and the offset are 
modulated to different frequencies and in this way the offset, as 
well as flicker noise, can be filtered out. 

Nowadays deep nanometers CMOS technologies with sub-
1V supply voltages are available. Scaling-down is not a 
primary requirement in chopper IA implementation. First of all, 
it brings to a reduction of the supply voltage, but threshold 
voltages doesn’t decrease with the same trend. The decreasing 
Vdd/Vth ratio results in operating point issues and a smaller 
allowable signal swing. Exploitation of the sub-threshold (or 
weak inversion) region and rail-to-rail input stage operation 
[4]-[8] address both problems and allow to use all the possible 
voltage headroom, improving dynamic range and signal-to-
noise ratio. Moreover the intrinsic gain decreases and 
consequently distributing horizontally the gain is mandatory to 
match requirements. On the other hand scaled-down 
technologies enable to design choppers with better 
performance in terms of charge injection, implementing 
minimum size transistors. The main improvement brought by 
ultra-scaled technology, the high transition frequency, in this 
type of systems is not necessary due to the low-frequency 

operation. Nevertheless in mainly mixed-signal systems [9], 
where signal processing requires high frequency performance, 
analog circuits must comply with these issues. In fact the 
readout electronics in some systems often consists of an IA that 
precedes an ADC. The RF front-end requires an efficient 
implementation in terms of area and power efficiency and for 
this reason it drives the choice of deep submicron technologies, 
in which also the analog part must be realized.  

In this scenario, this paper presents a three-stage chopper 
amplifier working in sub-threshold region, with a Nested 
Miller compensation (NMC) and a rail-to-rail folded cascode 
input stage. The amplifier, designed in 28nm CMOS 
technology, is able to drive 200pF of capacitive load.  

This paper is organized as follow. Section II describes the 
design of the opamp using specific equations for sub-threshold 
region and the chopper schematic. Section III shows the 
simulation results. Finally conclusions are carried out in 
Section IV. 

II. OPAMP CIRCUITAL TOPOLOGY 

Figure 1 shows the scheme of the continuous-time opamp 
only, characterized by three stages and a classic Nested Miller 
compensation. The first stage, whose schematic is shown in fig. 
2, is a rail-to-rail input folded cascode opamp. The 
complementary input stage ensures a rail-to-rail input range 
with constant transconductance gm, thanks to the control of bias 
currents made by two current switches (M6 and M5). The 
second and third stages are simple differential stages with 
active load, as shown in fig. 3.  

A. Continuous Time Opamp Design 

The typical design procedure for multi-stage amplifiers 
working in strong inversion cannot be adopted in this case, 
because of the different behavior of the sub-threshold region. 

 
Fig. 1. Continuous time opamp 
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Considering the guidelines given in [5][10] for opamp analysis 
in sub-threshold region, the loop gain transfer function of the 
circuit can be written as: 
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Note that the DC gain is related to the DIBL effect coefficient 
of transistors and, consequently, to the transistors lengths. 
According to this, their lengths have been estimated in order to 
obtain a gain distribution of 50dB, 25dB and 35dB for the first, 
second and third stage respectively. From eq.(5), there are two 
LHP non-dominant complex and conjugated poles that can be 
expressed as 
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and two zeros real and opposite, given by (7), whose phase 
contribution is negligible: 
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Also their gain contribution can be negligible if they are greater 
than the GBW. 

 Let assume as starting points of the design an input 
referred noise IRN of 150nV/√Hz and the desired GBW of 
340kHz. Noise is dominated by the first stage, which in this 
case is a rail-to-rail folded cascode working in sub-threshold 
region, shown in fig. 2; hence the input thermal noise PSD can 
be expressed as [5]: 
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where q is the electron charge, n is the sub-threshold slope that 
we approximate equal for NMOS and PMOS to 1.35, Vt is the 
thermal voltage and Ii is the current flowing through the i-th 
transistor. The GBW is: 
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where gm1 and Ib are the transconductance and current of the 
first stage, and Cm1 is the external Miller capacitor. According 
to the previous expressions, we set Ib, gm1 and Cm1 respectively 
equal to 500nA, 15µA/V and 7pF. Then, gm3 has to be bigger 
than gm1 and gm2 (also equal to 15µA/V), since the load 
capacitor CL is very large and equal to 100pF. Thus, gm3 has 
been set equal to 500 µA/V. Finally in order to have a phase 
margin Φ of about 70° [5], we set Cm2 equal to 2pF. 

B. Chopper Opamp 

Figure 4 shows the overall chopper amplifier. The circuit 

has two chopper blocks across the first gain stage. In this way 

the signal is modulated, amplified and then demodulated 

again. The modulation is done by a square-wave signal with 

frequency fchop, through a polarity-reversing switch. Offset and 

flicker noise, added by the first stage, are modulated once and 

shifted to high frequency. The results are less input offset 

 
Fig. 2. Schematic of the rail-to-rail folded cascode stage. 

 

 

 

 

 
Fig. 3. Schematic of the second and third stage (i=2,3). 

 

 

 

 

 
Fig. 4. Schematic of the chopper amplifier. 
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voltage, a lower corner frequency and only a white noise floor. 

Since the first stage has a rail-to-rail input and in order to 

reduce charge injection, transmission gate (i.e. 

complementary) switches with minimum size transistors have 

been used. The chosen chopping frequency fchop is 500kHz. 

 

III. POST-LAYOUT SIMULATION RESULTS 

The proposed chopper amplifier has been implemented 
using the 28nm CMOS technology with a supply voltage of 
0.9V. The total current consumption Itot is 60µA. The 
performance over the available common mode range are 
constant thanks to rail-to-rail input stage that maintains a 
constant gm1, as shown in fig. 5. 

Figure 6 shows the simulated transfer function in 
comparison with the expected one. It has about 106dB of DC 
gain instead of 110dB, probably due to the chopping effect, 
with a dominant pole at 1.2Hz. The GBW is 329kHz with a 
phase margin of about 68°. Figure 7 shows a low frequency 
periodic noise simulation with and without chopper. The result 
of the chopper operation is a lower corner frequency which 
scales from 11.5kHz to 50Hz, less flicker noise and also white 
noise that has a final value of 27nV/√Hz. 

The histogram in fig. 8 shows the simulated input referred 
offset distribution after 50 Montecarlo runs of the circuit in 
inverting configuration. The obtained standard deviation is 
2.2µV. The transient step response in unity-gain closed-loop 
configuration is reported in fig. 9 and it is characterized by a 

slew-rate SR of about 0.1V/µs. PSRR is reported in fig. 10, 
while CMRR is equal to 70dB. 

In order to compare noise reduction due to the chopper 
technique with other works, the Noise Efficiency Factor [11] 
(NEF) is typically employed. It is defined as: 

kT4V

I2
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t

tot
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where Vn,in is the input referred noise density, Itot is the total 
current consumption, k is the Boltzmann constant and T is the 
absolute temperature. The resulting NEF is 8. The layout of the 
proposed amplifier is shown in fig. 11 and it occupies an area 
of 0.014mm2.  

 
Fig. 5. Rail-to-rail operation of the input stage. 

 

 

 

 

 

 
Fig. 6. Opamp transfer function. 

 
Fig. 7. Input referred noise voltage. 

 
Fig. 8. Input referred offset distribution. 

 
Fig. 9. Amplifier step response. 

76 Papers



Table I summarizes the main performance of the proposed 
chopper amplifier and provides a comparison with other similar 
works present in literature. Performance results to be 
competitive in terms of noise, offset and NEF, even if designed 
in a challenging scenario with an ultra-scaled technology. 
Moreover area occupation is 10 times smaller than other works. 

IV. CONCLUSIONS 

In this work a chopper instrumentation amplifier is 
presented, designed in a 28nm CMOS technology with 0.9V 
supply voltage. It is characterized by a rail-to-rail input stage, a 
Nested Miller compensation and the exploitation of the 
chopper technique in order to reduce input referred offset and 
noise. Due to the employment of an ultra-scaled technology, a 
careful design has been carried out since the operational 
amplifier works completely in sub-threshold region. The results 
are 106dB DC gain and 329kHz GBW with about 68° phase 
margin. The circuit operates with 500kHz chopping frequency 
and achieves a distribution of the offset voltage with 2.2µV 
standard deviation, obtained over the 50 available samples. The 
input referred noise density is 27nV/√Hz. Finally the proposed 
opamp achieves a NEF of 8.  
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Fig. 10. PSRR frequency response. 

 
Fig. 11. Layout of the chopper amplifier. 

TABLE I. COMPARISON WITH THE STATE OF ART CHOPPER AMPLIFIER 

 This Work [12] [13] 

Year 2015 2010 2010 

Technology 28nm 0.18-0.5µm 0.7 µm 

Supply voltage 0.9V 1.8/5V 5V 

Chopping frequency 500kHz 500kHz 30kHz 

DC Gain 106dB 168dB >100dB 

GBW 329kHz 260kHz 900kHz 

Input referred offset 

standard deviation 
2.2 µV 1.94 µV 2 µV 

IRN 27nV/√Hz 27nV/√Hz 21nV/√Hz 

Supply current 60µA 14.4 µA 143µA 

Power 54µW 26/72µW 715µW 

NEF 8 5.5 9.6 

Area 0.014mm2 1.14mm2 1.8mm2 
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Performance Resume
Parameter This Work [3] [4]

Year 2015 2010 2010
CMOS Technology 28 nm 0.18/0.5 µm 0.7 µm

Supply Voltage 0.9 V 1.8/5 V 5 V
Chopping frequency 500 kHz 500 kHz 30 kHz

DC Gain 106 dB 168 dB >100 dB
GBW 329 kHz 260 kHz 900 kHz

Input offset standard deviation 2.2 µV 1.94 µV 2 µV
IRN 27 nV/Hz 37 nV/Hz 21 nV/Hz

Power Cons. 54 µW 26/72 µW 715 µW
NEF 8 5.5 9.6
Area 0.014 mm2 1.14 mm2 1.8 mm2

Layout View

Input Referred Offset DistributionInput Referred Noise VoltageOpamp Frequency Response

Step response

Scaled Technology Issues
• Mixed-signal systems requires the use of scaled technology also for analog blocks

– Reduction of the VDD/VTH ratio

* Less signal swing �
* Operating point issues �

– Reduced intrinsic gain gmrds

* Horizontal gain distribution �
* Increased power consumption �

• Solution → Subthreshold operation (VGS ≤ VTH)

– Increased signal swing �
– Higher efficiency gm/ID ratio �
– Larger current mismatch � → dynamic offset compensation!

First stage
• Input rail-to-rail folded cascode opamp

• Constant transconductance gm over signal swing:

– input MOS working in weak inversion
– control of the bias current made by two current switches

M5&M6
– gm=α ID⇒ gmtot = gmP + gmN = α (IP + IN)

Rail-to-rail constant gm

Chopper technique
• Dynamic offset cancellation technique

• Offset & 1/f noise reduced through modulation:

– Signal is modulated, amplified and then demodulated again

– Offset&1/f noise are modulated once and shifted to high
frequency

• mi(t) is a square wave signal with period Tchop=1/fchop

• Modulator is a polarity reversing switch

Dimensioning
Parameter Value

Ib 500 nA
gm1 15 µA/V
gm2 15 µA/V
gm3 500 µA/V
Cm1 7 pF
Cm2 2 pF
A01 50 dB
A02 25 dB
A03 35 dB

Specifications
Parameter Value

CMOS Technology 28 nm
Supply Voltage 0.9 V
Capacitive load 100 pF

DC Gain 110 dB
Gain Bandwidth 340 kHz

Input Referred Noise 150 nV/Hz
Phase Margin 70○

ScalTech28 Project: Description
• Three-stage instrumentation amplifier (IA)

– Input Folded cascode opamp as first stage
– Differential opamp as second and third stage

• Chopper technique in order to meet the low offset requirement of IAs

• Sub-threshold operation and dimensioning of the overall amplifier

• Rail-to-rail input stage with constant gm through bias current control

• Nested Miller Compensation through Cm1 & Cm2

• 100pF of capacitive load

Abstract
This paper presents a chopper instrumentation amplifier designed in 28nm CMOS technology. The operational amplifier has a rail-to-rail folded cascode input stage, which ensures a constant gm over the available common-mode
range. It is characterized by a Nested Miller compensation. All transistors operate in sub-threshold region; thus the opamp has been designed through a specific procedure for sub-threshold operation. The chopper technique is
exploited to reduce the input referred offset and noise. The circuit operates with 0.9V supply voltage and exhibits a simulated 106dB DC gain and 329kHz GBW. Montecarlo simulations demonstrate an offset distribution with
2.2µV standard deviation. The input noise spectral density is equal to 27nV/Hz, giving a noise efficiency factor of 8.
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Conclusions

In this thesis, integrated circuit designs in 28 nm CMOS technology have been pre-
sented, with different application fields. The aim of this works was to study and
analyse the advantages and especially the limits of the ultra-scaled technologies, as
the 28 nm CMOS technology. Supply and threshold voltage ratio reduction, reduced
intrinsic gain, worse PVT variations, restrictive layout rules, but also better transition
frequency, mismatch variation and radiation hardness, have been described. Im-
provements for digital circuits on one side, a lot of analog design issues on the other
side, characterize the scaled technologies, because of the poor analog performance.
Different solutions and approaches have been used to face with the technology issues,
circuital and of layout.

The first developed system is a read-out front-end for muon detection in the
ATLAS experiment. In the last years, integrated circuits have been widely used in
the high-energy physics experiments in order to improve the read-out performance.
Because of the gradually CERN systems upgrade, read-out circuits will be exposed
to increasingly radiation levels (up to 1Grad), with consequent damages. For this
reason, the exploitation of ultra-scaled radiation hardness technologies has become
a challenging research activity. The proposed solution for the read-out electronic is
different from the current one used in the ATLAS detector, because it reset the front-
end soon after the detection, in order to be available for next events, without loss of
information. Thanks to a double threshold architecture, all the required information
in terms of arrival time, charge amplitude and ToT are collected. The preliminary
post-layout results seems to be promising and in line with the typical ATLAS de-
tectors requirements. In particular, the read-out front-end exhibits almost 5 mV/fC
of sensitivity, 0.2 fC of ENC and a peaking time delay of 28 ns. The test board has
already been realized and the next step, after the arrival of the chips expected in short
time, will be the measurements, in order to validate the proposed architecture.

The second design is a Chopper instrumentation amplifier in 28 nm CMOS tech-
nology. Instrumentation amplifiers are used in a wide range of applications, sensors,
biomedical or RF mixed-signals; as a consequence, they must be integrated in scaled
technology to follow the required systems performance. The proposed Chopper
amplifier consists of a three stages Nested Miller compensation architecture, with two
chopper across the first gain stage. It has been completely dimensioned in subthresh-
old region, with a rail-to-rail input stage and able to drive 100 pF of capacitive load.
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A second prototype has been integrated including the four-phase non-overlapping
clock generator and it is characterized by 108 dB DC Gain and a low corner frequency
of 560 mHz. The next step will be to measure the chip and to verify that problems
have been solved, validating the performance.
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