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Executive Summary

This thesis presents a three year work inside the Compact Muon Solenoid (CMS) collaboration,

mainly focused on data analysis from proton-proton collisions collected by the Large Hadron

Collider (LHC) at a centre of mass energy of 8 TeV (LHC Run-I).

My efforts were dedicated to searches for heavy particles decaying into di-boson pairs exploring

boosted topologies, where the fragmentation products of hadronically decaying vector bosons

(V → qq′) overlap in the detector, preventing their identification as resolved jets. Several

benchmark scenarios for new physics have been considered, from heavy Standard Model (SM)

like Higgs boson to beyond the SM (BSM) extensions of the Higgs sector and massive gravitons

predicted by Warped Extra Dimension (WED) models.

In order to explore these boosted signatures, I developed specific algorithms to identify boosted

vector bosons decaying hadronically (V-jets), which are also applied in other searches for new

physics characterized high pT jets originating from W/Z-boson, Higgs boson or top quark

decays. These algorithms have been improved and new methods have been tested on detailed

simulation, reproducing the conditions of the present data taking (LHC Run-II), and finally

commissioned with first 13 TeV collisions.

Eventually, I performed feasibility studies for the Vector Boson Scattering (VBS) in view of

the CMS detector upgrade, foreseen for the high luminosity LHC (HL-LHC) data taking. If no

evidence for new physics will be observed with Run-II collisions, this rare process would be-

come crucial to search for BSM physics via precision electroweak measurements.

The CMS detector is one of the two general purpose experiments placed along the LHC ring

at Cern, which achieved the Higgs boson discovery. Although no clear hints of BSM physics

have been observed during Run-I, a number of puzzles, such as the origin of dark matter, the

matter-antimatter asymmetry, the hierarchy problem and the electroweak vacuum stability,

suggest that the SM cannot be considered the ultimate theory of nature. The LHC Run-II

represents a unique opportunity for particle physics, where the machine will give access to an

energy range never explored before, since the beam collisions will happen at a centre of mass

energy of 13 TeV, allowing searches for new physics over a broad phenomenology, as well as

to continue the precise measurements of SM processes.

The work presented here is organised in six chapters, where the first two are dedicated to a
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vi Contents

brief introduction to the SM theory and BSM extensions, as well as to a description of the CMS

experiment, while the analyses I performed are detailed in the following ones.

In particular, Chapter 1 presents the fundamental principles of the SM of elementary particles,

focusing also on the experimental measurements inside the Higgs sector. A description of

possible BSM models is reported to provide a concise theoretical background for the searches

presented in the thesis. Finally, the VBS process is described highlighting its role in testing

the electroweak symmetry breaking (EWSB) mechanism.

Chapter 2 is dedicated to the description of the LHC machine and to the key aspects of par-

ticle phenomenology at hadron colliders. The CMS experiment and each sub-detector it is

composed of are also illustrated. Finally, identification algorithms and performances of the

different physics objects (muons, electrons, jets and missing energy) are summarized.

In Chapter 3, I present my studies on identification techniques and properties of hight pT jets

produced by boosted hadronically decaying vector bosons, based on the 8 TeV data collected

during Run-I, which still represent the reference benchmark inside the CMS community. Then,

my work on vector boson jet tagging in view of the LHC Run-II is reported, with a particular

emphasis on jet substructure correlations and performances in a high pileup environment.

In fact, with the increase of the beam intensity foreseen during Run-II, a larger number of

additional strong interactions (pileup), happening together with a hard scattering event, will

degradate the performances and the resolution of jets and missing transverse energy. For

these reasons, I worked also on the commissioning of a powerful pileup rejection method,

called PileUp Per Particle Identification (PUPPI), for high pT jets and missing energy, looking

at the first Run-II data.

Chapter 4 is dedicated to a search for heavy resonances decaying into vector boson pairs ex-

ploring semi-leptonic signatures with 8 TeV data. I performed the WW → `νqq analysis, as

well as the combination with other exclusive searches in di-boson final states (ZZ→ ``qq and

VV → qqq′q′). With no significant excess observed above the predicted background, upper

limits are produced for massive gravitons predicted by Bulk and Randall-Sundrum WED mod-

els. Eventually, a model independent re-interpretation of the analysis is also performed.

In Chapter 5, a search for a SM-like Higgs boson at high mass, 600 < mH < 1000 GeV, in the

boosted semi-leptonic WW final state is presented. The analysis is categorised in exclusive

jet bins to disentangle the gluon fusion production from the vector boson fusion (VBF) mode.

The result is also interpreted in the context of a BSM heavy Higgs scenario, called electroweak

singlet model, which predicts the existence of two Higgs scalars with the mass of the lighter

one being around 125 GeV. Upper limits on these models are set through an unbinned fit to

the reconstructed di-boson invariant mass spectrum (mWW), where a deviation with a local

significance of about 2.5 σ has been observed in the VBF category for 700 < mWW < 800 GeV.

Finally, Chapter 6 presents a preliminary performance evaluation for a Vector Boson Scatter-

ing (VBS) analysis in view of the high luminosity LHC data taking, considering two different

topologies represented by the scattering of same sign W-boson pairs and the fully leptonic

WZ boson one. The ultimate goal is to assess the future CMS sensitivity to the longitudinal

electroweak scattering, to partial unitarized scenarios and to new physics in the EWSB sector,

which is parametrized through anomalies in the vector boson self couplings. In addition, the

difference in the performance between the proposed upgraded CMS detector and the present

one, which will undergo a strong degradation due to radiation damage, is investigated showing

how the upgraded technology allows better performances in all the considered benchmarks.





Chapter1

Theoretical introduction: from the Higgs
boson to BSM physics

Elementary particles and their interactions are described by a fundamental theory called Stan-

dard Model (SM). It is a renormalizable gauge theory developed in the framework of quantum

field physics, which has been confirmed experimentally, up to the TeV scale, by several exper-

iments: from the precision measurements performed by the Large Electron Positron machine

(LEP) [1] to the recent Large Hadron Collider (LHC) era [2, 3, 4, 5]. In this Chapter, the elec-

troweak sector of the SM is presented in Section 1.1, together with the Brout-Englert-Higgs

(BEH) mechanism for the electroweak symmetry breaking (EWSB) in Section 1.2. In Section 1.3,

a summary of the CMS experimental results on the SM Higgs boson are exposed.

In Section 1.4, a brief description of beyond the SM Higgs sector extensions is presented, while,

in Section 1.5, an introduction to extra-dimensions models, considered in searches for heavy

gravitons, are described. Eventually, in Section 1.6, the Vector Boson Scattering (VBS) process

is presented, describing its importance in probing the unitarization of the EWSB mechanism.

1.1 The Gauge theory of weak interactions

Weak interactions at low energy are described by the Fermi effective Lagrangian, which consists

of the product of a vector current and an axial vector one. For example, the transfer operator

responsible for a nucleon β decay is given by [6]:

L = −
G

(β)
F√
2
·
[
ψ̄pγ

µ(1− α · γ5)ψn
][
ψ̄eγµ(1− γ5)ψνe

]
(1.1)

where the parameters G
(β)
F and α are estimated studying hyperon decays. This theory cannot

be renormalized just from a simple dimensional point of view. In fact, since the action must to

be dimensionless, the Fermi operator contains dimension-six mass terms that don’t guarantee

the unitary of the S-Matrix expansion:

[S] =
[ ˆ

dx4L(ψ, ∂µψ)
]

= [mass]−4 × [L] [ψ] = [mass]
3
2 → GF = [mass]−2 ⇔ ÔF = [mass]6

In order to build a correct theory describing weak couplings, it should be developed in the

framework of local invariant gauge theories, in analogy with Quantum Electro Dynamics (QED).

1



2 1 Theoretical introduction: from the Higgs boson to BSM physics

This gauge theory has to reproduce, in the low energy limit, the local four-fermion interaction

described via the Fermi Lagrangian.

This happens when the interaction, described in a gauge theory by the exchange of a massive

vector boson with mass mV, is characterized by a transferred momentum q2 � m2
V. Since

gauge theories are known to be renormalizable, the mass of this intermediate vector boson

acts as a cut-off to the growth of cross section with energy [7]. The theory of electroweak

interactions is defined to be local invariant under the gauge group SU(2)L⊗U(1)Y. The matter

fields, which enter in this theory, are 1/2 spin particles (fermions), whose free Lagrangian is

given by:

L(ψ, ∂µψ) = iψ̄γµ∂µψ −mψ̄ψ = ψ̄(/p−m)ψ (1.2)

where an operator ψ in the spinor representation of the Lorentz group1 is assigned to each

fermion. To build a SU(2)L symmetry, the following chiral projectors are introduced:

PR/L =
1

2
(1± γ5)→


PR + PL = 1

PR · PL = PL · PR = 0

P2
R = PR P2

L = PL

⇒ ψ =
1

2
(1− γ5)ψ +

1

2
(1 + γ5)ψ = ψL + ψR

where ψL and ψR are the left and the right chiral component of ψ. For sake of simplicity, one

starts considering a system composed by a charged lepton and its neutrino (ψ`, ψν`):

L = ψ̄`(/p−m`)ψ
` + ψ̄ν`(/p−mν`)ψ

ν` = ψ̄`L /pψ
`
L + ψ̄`R /pψ

`
R + ψ̄ν`L /pψ

ν`
L + ψ̄ν`R /pψ

ν`
R

−m`(ψ̄
`
Lψ

`
R + ψ̄`Rψ

`
L)−mν`(ψ̄

ν`
L ψ

ν`
R + ψ̄ν`R ψ

ν`
L )

Neglecting the mass terms to reproduce the left handed Fermi current, one can assign the left

handed fields to an SU(2) doublet ΨL, while the right handed ones remain scalars with respect

to the action of the SU(2)L group:

L = Ψ̄L /pΨL + ψ̄`R /pψ
`
R + ψ̄ν`R /pψ

ν`
R


ΨL =

[
ψν`L

ψ`L

]
→ SU(2)L → Ψ′L = ΨL · e−(igϑiτi)/2

ψ`R, ψ
ν`
R → SU(2)L → ψ`R, ψ

ν`
R

(1.3)

where g is a general coupling constant to the SU(2) group, while τi are the SU(2) generators

in its fundamental representation which satisfy the commutation rule: [τi, τj ] = iεijkτk.

1.1.1 Local non-abelian Gauge symmetries

Considering N fields φi (scalars or spinors) and a SU(N) local transformation, a generic gauge

theory has to be based on a Lagrangian invariant under such group:

φi(x)→ SU(N)→ φ′i(x) = Uij(x)φj(x) (1.4)

In QED, where the invariance gauge group is abelian [U(1)em → U(x) = eiqϑ(x)], the kinetic term

of the Dirac Lagrangian is not invariant under local phase transformations. The symmetry is

then restored through the substitution of the ordinary derivate with the covariant one [8]:

Dµ = ∂µ − igAµ ; D′µ = U(x)DµU(x)−1 = Dµ ; A′µ = Aµ −
i

g
U(x)−1∂µU(x)

1 γµ are defined as a base of the Clifford algebra. In this chapter, the Chiral or Weyl representation is
considered: γ0 = I2x2 ⊗ σ1, γi = σi ⊗ iσ2 and γ5 = iγ0γ1γ2γ3.



1.1 The Gauge theory of weak interactions 3

where Aµ is a massless vector field that interacts with fermion through the covariant derivative.

To obtain an invariant Lagrangian, it is necessary to introduce a free kinetic term for the gauge

field Aµ:

[D′µ, D
′
ν ] = U [Dµ, Dν ]U−1 = −igU(∂µAν − ∂νAµ)U−1 = [Dµ, Dν ] [Dµ, Dν ] = −igFµν

Thus, in an Abelian gauge theory, the commutator of the covariant derivate is locally invariant

and proportional to the strength Fµν of the field Aµ.

In the non-Abelian case, like for the SU(N) group, the gauge field Aµ is an N×N matrix that

undergoes the following transformation rule [8]:

D′µ = U(x)DµU(x)−1 → A′µ = U(x)AµU
−1(x)− ig−1U(x)∂µU(x)−1 (1.5)

In analogy with the Abelian case, the gauge field strength is defined to be:

Fµν = −ig−1[Dµ, Dν ] = ∂µAν − ∂νAµ − ig[Aµ, Aν ] (1.6)

that is no longer gauge invariant, but its trace meets the invariance condition:

F ′µν = UFµνU
† 6= Fµν Tr(F ′µνF

′µν) = Tr(UFµνU
†UFµνU †) = Tr(U †UFµνF

µν) = Tr(FµνF
µν)

The field Aµ is then expanded over a base of generators ta for the gauge group, obtaining:

Aµ = Aaµt
a Fµν = F aµνt

a ;


1) (ta)† = ta

2) Tr(ta) = 0

3) Tr(tatb) = taijt
b
ji = δab

2 →
4) [ta, tb] = ifabc tc

{
Aaµ = 2 · Tr(Aµt

a)

F aµν = 2 · Tr(Fµνt
a)

Writing Fµν as a function of Aµ, as in Equation 1.6, and using the Lie algebra definition, one

finds:

F aµν = ∂µA
a
ν − ∂νAaµ + gfabcAbµA

c
ν

where a set of gauge fields Aaµ, introduced in the theory, are massless. Mass terms, which have

the form 1
2mAA

a
µA

µ
a , cannot be added without spoiling the local symmetry, as indicated by

the transformation rule reported in Equation 1.5.

1.1.2 Local invariance in the electroweak sector

Starting from the Lagrangian defined in Equation 1.3 and requiring local invariance under the

SU(2)L ⊗ U(1)Y group, a covariant derivate dependent on four additional gauge fields must

be introduced [9, 10]:

Dµ = ∂µ −
ig

2
τ iW i

µ −
ig′Y

2
Bµ → L = LKin + LCC + LNC (1.7)

LCC =
g

2
Ψ̄Lγ

µ
[
τ1W 1

µ + τ2W 2
µ

]
ΨL LNC =

g

2
Ψ̄Lγ

µτ3W 3
µΨL +

g′Y

2
Bµ

[
ψ̄`γµψ` + ψ̄ν`γµψν`

]
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where the triplet W i
µ is related to the SU(2) generators, while the singlet Bµ is connected with

the U(1) symmetry. The charged current Lagrangian LCC is then written in terms of charged

vector fields W±µ :{
τ± = 1

2 [τ1 ± iτ2]
W±µ = 1√

2
[W 1

µ ± iW 2
µ ]

LCC =
g√
2

[Ψ̄Lγ
µτ±ΨLW

∓
µ ] =

g√
2

[Jµ+CCW
−
µ + Jµ−CCW

+
µ ] (1.8)

where Jµ±CC represents the weak charged current through which left handed fermions are coupled

with charged vector bosons W+ and W−:

Jµ+CC = ψ̄ν`L γ
µψ`L Jµ−CC = ψ̄`Lγ

µψν`L (1.9)

The local gauge invariance under the chosen group originates also a neutral current LNC,

which is not predicted inside the Fermi model. This contribution cannot be directly identified

with the electromagnetic current, since it contains neutrino terms and it does not involve left-

handed and right-handed fermions with the same weight. For this reason, LNC is translated

according to the following notation:

Ψ =


ψν`L
ψ`L
ψν`R
ψ`R

 T3 =


1
2 0 0 0

0 −1
2 0 0

0 0 0 0

0 0 0 0

 Y =


Y (L) 0 0 0

0 Y (L) 0 0

0 0 Y (νR) 0

0 0 0 Y (`R)


LNC = gΨ̄γµT3ΨW

3
µ + g′Ψ̄γµ

Y

2
ΨBµ (1.10)

In order to recover the electromagnetic current term, an orthogonal transformation is per-

formed in the two-dimensional space of the neutral gauge fields W 3
µ and Bµ:[

Bµ
W 3
µ

]
=

[
cosϑW sinϑW

− sinϑW cosϑW

] [
Aµ
Zµ

]
(1.11)

This depends only on one mixing angle, called Weinberg angle, measured to be sin2 ϑW =

0.2315± 0.0002. In terms of Zµ and Aµ, Equation 1.10 takes the following form:

LNC = Ψ̄γµ
[
g sinϑWT3 + g′ cosϑW

Y

2

]
ΨAµ + Ψ̄γµ

[
g cosϑWT3 − g′ sinϑW

Y

2

]
ΨZµ (1.12)

where one can identify Aµ as the photon field providing:

eQ = g sinϑWT3 + g′ cosϑW

Y

2
(1.13)

The conventional adopted choice is to set the hypercharge of the left chiral fields as Y(L) =-1.

In this way, from the left-handed terms in Equation 1.13, one obtains the Gell-Mann-Nishijima

formula:{
νl : g

2 sinϑW − g′

2 cosϑW = 0

l : −g
2 sinϑW − g′

2 cosϑW = −e
→ g sinϑW = g′ cosϑW = e → Q = T3 +

Y

2
(1.14)

Table 1.1 reports all the different matter fields (leptons and quarks), that enter in the SM

picture of elementary particle interactions.
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Leptons Q T3 Y Interaction Quarks Q T3 Y Interaction

νeL νµL ντL 0 1
2 -1 Weak uiL = uL cL tL

2
3 +1

2
1
3 Weak, EM, Strong

eL µL τL -1 -12 -1 Weak, EM diL = dL sL bL -13 -12
1
3 Weak, EM, Strong

νeR νµR ντR 0 0 0 No Interaction uiR = uR cR tR
2
3 0 4

3 Weak, EM, Strong

eR µR τR -1 0 -2 Weak, EM diR = dR sR bR -13 0 -23 Weak, EM, Strong

Table 1.1: The building blocks of the SM: leptons and quarks.

1.1.3 Vector boson sector

The electroweak Lagrangian must include also the kinetic terms for the gauge fields:

LB = −1

4
BµνB

µν − 1

4
W a
µνW

µν
a

{
Bµν = ∂µBν − ∂νBµ
W a
µν = ∂µW

a
ν − ∂νW a

µ + gfabcW b
µW

c
ν fabc = εabc

The Lagrangian LB is usually expressed, through Equation 1.8 and Equation 1.11, in terms of

the physical fields Aµ, Zµ and W±µ , showing trilinear and quadrilinear self interactions among

vector bosons, which is a consequence of the chosen non-Abelian gauge group (SU(2)L).

Even if first studies of these interactions have been already performed also at the LHC [11,

12], precision measurements of trilinear (WWZ, WWγ) and quadrilinear (WWγγ, WWZZ,

WWγZ, WWWW) gauge couplings represent an important milestones for the future physics

at hadron colliders. So far, fermions and vector bosons are forced to be massless inside the

theory, since mass terms will spoil the local invariance. A possible solution of this conflict

between massless particles, as required by the theory, and massive fermions and vector bosons,

as observed experimentally, is provided by the EWSB mechanism.

1.2 The Higgs model for the electroweak symmetry breaking

One necessary condition for the electroweak theory, to reproduce in the low energy limit the

Fermi model, consists of a non zero-mass prediction for the W-bosons. In fact, one can set

a lower bound to mW comparing the µ decay amplitude, expressed in the Fermi theory, with

the SM one expressed in the low energy limit [q2 � m2
W ⇒ q2 → 0] [13]:

GF√
2

=
( g

2
√

2

)2 1

m2
W

→ mW ≥ 37.3 GeV

which is much larger than the actual photon mass upper bound mγ ≤ 1.1 · 10−18 eV [14].

To introduce gauge boson masses in the Lagrangian, the symmetry can be explicitly broken

adding a mass term by hand, which would lead to a non-renormalizable theory.

In a quantum field theory, to any continuous global symmetry of the Lagrangian, a conserved

current and a consequent conservation law is associated. This principle is known as Nother’s

theorem [15]:

φ→ φ+ iδϑataφ → L′(φ′, ∂µφ′) = L(φ, ∂µφ) ⇒ Jµ =
∂L

∂(∂µφ)
δφ : ∂µJ

µ = 0

where the Lorentz scalar charge Q =
´
d3x J0(~x, t) is conserved (Q̇ = 0). Taking the Hamil-

tonian H, a global symmetry of the system and its related charge operator Q̂, then:
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• Wigner-Weyl symmetry: if [Q̂,H] = 0 and Q̂|0〉 = 0, the spectrum falls in multiplets of

the symmetry group, therefore particles belonging to the same multiplet have the same

mass.

• Nambu-Goldstone symmetry: if [Q̂,H] = 0 and Q̂|0〉 6= 0, the symmetry is not mani-

fested in the spectrum and is said to be spontaneously broken.

The most common way through which a spontaneous symmetry breaking is realized consists

of introducing a set of field operators φk, which satisfy a non-trivial transformation under the

gauge group and a non vanishing vacuum expectation value (VEV) 〈0|φk|0〉 = vk 6= 0.

Since the space is isotropic, the fields φk must be scalars otherwise the VEV would be frame

dependent. Furthermore, we must be careful not to break the U(1) invariance related to QED,

to keep the photon massless achieving a unified theory.

Definitely, the easiest way is represented by the minimal Higgs mechanism where, introducing

a scalar field (φ) in the doublet representation of SU(2), a new Lagrangian term LH invariant

under the electroweak gauge symmetry is added as [16, 17, 18, 19, 20]:

φ =

[
φ1
φ2

]
; Dµ = ∂µ −

ig

2
τ iW i

µ −
ig′Y

2
Bµ ; V (φ, φ†) = µ2φφ† + λ(φφ†)2 (1.15)

LHiggs = (Dµφ)†(Dµφ)− V (φ, φ†) (1.16)

The chosen Higgs potential V (φ, φ†)2 depends on µ2: for µ2 > 0 the scalar potential has a

global minimum at |φ0|2 = 〈0|φ|0〉 = 0 while, for µ2 < 0, it has an infinite number of global

minima characterized by:

|φ0|2 = 〈0|φ0|0〉 = −µ
2

2λ
=

1

2
v2 ; φ0 =

1√
2

[
v1
v2

]
; |v1|2 + |v2|2 = v2

where v is the vacuum expectation value for the Higgs field φ. The expected form of the poten-

tial is sketched in Figure 1.1 where, for µ2 > 0, all the minimum configurations are connected

by a gauge transformation, changing the complex phase of φ without affecting its modulus.

When a particular configuration is selected, the Higgs field is expanded around the minimum

obtaining a renormalizable perturbation theory. As a consequence, the symmetry is said to

be spontaneously broken. To keep the vacuum unchanged under U(1)em transformations, the

Higgs field hypercharge should be fixed as follows:

eieQϑ(x)φ0 ≈ (I2×2 + ieI2×2 · ~Q)φ0 ⇒
[
Q1 0

0 Q2

] [
v1
v2

]
=

[
1
2 + Y (φ)

2 0

0 −1
2 + Y (φ)

2

] [
v1
v2

]
=

[
0

0

]
where there are two possible solutions to preserve U(1)em symmetry:

1) v1 = 0 ; |v2| = v ; Y (φ) = 1 2) v2 = 0 ; |v1| = v ; Y (φ) = −1 (1.17)

Adopting the first choice Y(φ) = 1, Q1 = 1 and Q2 = 0, one obtains v2 = v real and positive.

Expanding φ around this minimum, one finds:

φ =

[
φ+

φ0

]
=

[
ϑ1(x) + iϑ2(x)

1√
2
(v + h(x) + iϑ3(x))

]
=

1√
2
e−

i
v
τ iϑi(x)

[
0

h(x) + v

]
(1.18)

2 V (φ, φ†) = µ2φφ† + λ(φφ†)2 is the most general assumption for the Higgs potential which is consistent
with gauge invariance and renormalizability.
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Figure 1.1: Form of the Higgs potential V (φ) as a function of on the µ2 sign, positive on the left and
negative on the right.

where the Goldstone modes ϑi(x) are reabsorbed through an SU(2)L transformation, resulting

in the so called unitary gauge. Inside the unitary gauge framework, the Higgs potential takes

the following form:

V (φ, φ†) = µ2φφ† + λ(φφ†)2 =
1

2
(2λv2) · h(x)2 + λv · h(x)3 +

λ

4
· h(x)4 − λ

4
v4 (1.19)

where the scalar real Higgs field h(x) acquires a rest mass given by m2
h = 2λv2, which depends

on the Higgs self coupling constant λ and the VEV v. In addition, there are also cubic (∝ h3(x))

and quartic (∝ h4(x)) Higgs self couplings and a constant term, called cosmological constant

(ρh = λv4/4) that is not relevant for the SM. Substituting this gauge choice inside the covariant

derivative in Equation 1.15, one finds:

Dµφ =
1√
2

([ 0

∂µh(x)

]
− i

2

(
g

[
Wµ

3 Wµ
1 − iW

µ
2

Wµ
1 + iWµ

2 −Wµ
3

]
+ g′Bµ

)[ 0

h(x) + v

])
=

1√
2

[
0

∂µh(x)

]
− i

2
√

2

[
v+h(x)

] [g(Wµ
1 − iW

µ
2 )

−gWµ
3 + g′Bµ

]
=

1√
2

[
0

∂µh(x)

]
− i√

2

(
1+

h(x)

v

)[ gvWµ+

−v
√

g2+(g′)2

2 Zµ

]
therefore:

(Dµφ)†(Dµφ) =
1

2
∂µh(x)∂µh(x) +

[g2v2
4

W+
µ W

µ− +
1

2

(g2 + g
′2)v2

4
ZµZµ

][
1 +

h(x)

v

]2
(1.20)

Thanks to the spontaneous symmetry breaking and the unitary gauge choice, the three degrees

of freedom related to the Goldstone modes ϑi(x) are transferred to the vector bosons (W±µ and

Zµ) through their mass terms, as reported in Equation 1.20. Thus, each vector boson becomes

massive acquiring one additional polarization mode, keeping unchanged the total number of

degrees of freedom. In particular:

m2
W =

g2v2

4
; m2

Z =
v2(g2 + g

′2)

4
; mγ = 0 ; v =

√
1√

2GF
≈ 246.22 GeV (1.21)

where W and Z-boson masses are quadratically dependent on both the VEV and the weak

coupling constants (g and g′), such that m2
Z = m2

W + v2g
′2/4 = m2

W/ cos2 ϑW. Always from
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Equation 1.20, cubic and quartic couplings of the Higgs field to pairs of massive vector bosons

(W+W− or ZZ) are extracted proportional to 2h(x)/v and h(x)2/v2, respectively. The cubic

coupling strength is proportional to the vector boson rest mass and requires a non null VEV,

in fact:

gh→WW = g ·mW ; gh→ZZ =
1

2

g ·mZ

cosϑW

→ Γ(h→WW)

Γ(h→ ZZ)
= 4 cos2 ϑW

m2
W

m2
Z

≈ 2.7 (1.22)

Finally, since the Higgs field is coupled to W/Z bosons, the di-boson mass spectrum becomes

sensitive to the SM Higgs presence and properties.

1.2.1 Fermion mass generation

As already described in Section 1.1.2, a Dirac mass term is not locally invariant under the

electroweak gauge group, but it is possible to accommodate an invariant Dirac mass, for both

leptons and quarks, trough the Higgs field. This is performed introducing a generic Yukawa

term, which respects both Lorentz and SU(2)L ⊗U(1)Y invariance:

LY = +Ψ̄i
LΓij` φ(ψ`R)j + Ψ̄i

LΓijν φ̃(ψνR)j + Q̄iLΓijd φ(ψdR)j + Q̄iLΓiju φ̃(ψuR)j + h.c. (1.23)

where LY is reported as function of the interaction eigenstates and (Γl, Γν , Γu, Γd) are generic

3×3 complex matrices in the three-dimensional generation space of quarks and leptons. Since

neutrino mass is mν ≈ 0, the correspondent term is neglected:

Q̄iLΓijd φ(ψdR)j =
[

(ψ̄uL)i (ψ̄dL)i
]

Γijd

[
0

v+h(x)√
2

]
(ψdR)j =

v + h(x)√
2
·
[
(ψ̄dL)iΓijd (ψdR)j

]

Q̄iLΓiju φ̃(ψuR)j =
[

(ψ̄uL)i (ψ̄dL)i
]
Γiju

[
v+h(x)√

2

0

]
(ψuR)j =

v + h(x)√
2
·
[
(ψ̄uL)iΓiju (ψuR)j

]
Thanks to the previous equations, one finds:

LY =
[
1 +

h(x)

v

][
(ψ̄dL)iM ij

d (ψdR)j + (ψ̄uL)iM ij
u (ψuR)j + (ψ̄`L)iM ij

` (ψ`R)j
]

+ h.c.

Each complex squared matrix M can be diagonalized, obtaining real positive entries, through

a bi-unitary transformation. This implies that it is always possible to find a pair of unitary

transformations (V ,U) which map M`, Mu or Md into a diagonal form:

LY =
[
1 +

h(x)

v

][
(ψ̄dL)kV ki

d,L(V ih
d,L)†Mhm

d Umjd,R(U jnd,R)†(ψdR)n..] + h.c.


(ψ̄d

′
L )i = (ψ̄dL)k(V ki

d,L)

M ij
d′ = (V ih

d,L)†Mhm
d Umjd,R

(ψd
′

R )j = (U jnd,R)†(ψdR)n

LY =
[
1 +

h(x)

v

]{∑
i

[
mi
d′(ψ̄

d′
L )i(ψd

′
R )i +mi

u′(ψ̄
u′
L )i(ψu

′
R )i +mi

`(ψ̄
`
L)i(ψ`R)i + h.c.

]}
(1.24)

Eventually, the Yukawa term inside Equation 1.23 has been re-written in terms of mass eigen-

states instead of weak interaction ones. In this way, both fermion masses and Yukawa couplings
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between fermions and the Higgs field have been produced, which are proportional to the ratio

between the fermion mass and the VEV.

The kinetic part of the electroweak Lagrangian, as well as the neutral current, remain un-

changed moving from interaction to mass eigenstates, thanks to the unitary of V u,d
R,L and Uu,dR,L

transformations. This guarantees, at least at three level, the suppression of flavor changing

neutral currents, which are possible only at higher orders in the perturbation expansion. The

only piece affected by this transformation is the weak charged current interaction, because up

and down components, belonging to a SU(2) doublet, transform in different ways:

JµCC = Q̄iLγ
µτ+QiL = (ψ̄uL)iγµ(ψdL)i = (ψ̄u

′
L )i(V ik

u,L)†γµUkjd,L(ψd
′

L )j = (ψ̄u
′

L )iγµV ij
CKM(ψd

′
L )j (1.25)

where the unitary matrix VCKM = V †u,LUd,L is called Cabibbo-Kobayashi-Maskawa matrix.

It is responsible for flavor changing in weak charge currents at three level experimentally

discovered, for the first time, in weak decays without conservation of strangeness. The matrix

elements have been measured by different experiments [21].

1.2.2 Theoretical constraints on the Higgs boson mass

Through the BEH mechanism, a new real massive scalar field h(x) is introduced in the elec-

troweak theory. Its mass value is not predicted by the SM, since the Higgs coupling constant

λ is a free parameter of the model. However, there are different theoretical arguments that

give an indirect constraint on the Higgs boson mass, in particular:

• Perturbative unitary bound: the unitary of the longitudinally polarized VBS amplitude,

VLVL → VLVL, gives a direct theoretical constraint on mh [22]:

mh . 800 GeV

The relationship between the Higgs boson and the unitary bound of the VBS will be

better described in Section 1.6.

• Running of λ: one loop renormalization calculations state that the Higgs self coupling

constant λ must be a function of the renormalization scale µ of the analyzed process.

This dependence is extracted by solving the evolution equation (RGE) [23] as follows:

dλ(µ)

dlog(µ2)
=

1

16π2

[
12λ2+

3

8
g4+

3

16
(g2+g′2)2−3h2t−3λg2−3

2
λ(g2+g′2)+6λh2t

]
ht =

√
2mt

v

This solution, together with the other ones for the fundamental SM parameters (g(µ),

g′(µ), gs(µ), ht(µ))3, brings to the results reported in Figure 1.2 (left), where λ(µ) is

shown for different initial condition. If the initial condition λ(µ0) at µ0 = v or µ0 = mZ

is too small, λ(µ) becomes negative for large renormalization scale values. Since λ(µ)

is a coupling constant, it has to be positive along the whole energy range in which the

SM validity aims to be extended. This is equivalent to the requirement that the Higgs

potential remains bounded from below, which allows to set a lower limit to mh.

Another important feature is the increase of the coupling constant λ(µ) with the scale µ

as a function of the Higgs mass hypothesis. When λ becomes grater than one, the theory

3These are usually obtained with the MS scheme
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Figure 1.2: Left: the running of coupling constant λ(µ) for different initial values of λ(mZ). Middle:
lower limit on mh as function of the energy scale Λ. Right: lower limit on mh as a function of mt.

leaves the perturbative domain giving a Landau singularity. Considering a simplified

model, without gauge and Yukawa couplings, the evolution of λ is given by:

λ(µ) =
λ(µ0)

1− 3
4π2λ(µ0) log µ2

µ20

; λ→∞⇔ µ2 ≈ Λ2
L = µ20 exp

4π2

3λ(µ0)
(1.26)

where, for every initial condition λ(µ0), the theory has an upper ΛH and a lower scale ΛL

of validity, which correspond to a lower and a upper limit on mh, respectively. Taking

mh to lie between [125,150] GeV, the theory is valid approximately up to the Planck

scale ≈ 1019 GeV as shown in Figure 1.2 (middle and right). Therefore, the SM should be

considered as an effective low energy theory, where the difference between the electroweak

scale, ≈ 102 GeV, and the Plank one, ≈ 1019 GeV, is usually called hierarchy problem.

1.3 Higgs boson measurements at the LHC

The SM Higgs boson production cross section at a proton-proton (pp) colliders is shown in

Figure 1.3 as a function of the Higgs mass hypothesis (mh). On the left, the total cross section

is reported for different
√
s values (7, 8 and 14 TeV), while, on the right, the contribution of

the different leading production mechanisms is displayed [24]. In addition, in Figure 1.4, the

corresponding Leading Order (LO) Feynman diagrams are drawn.

• Gluon fusion (gg → h) is the dominating Higgs production mechanism over the entire

mass range accessible at the LHC. It proceeds mainly with a heavy quark loop (top

quark), as shown in Figure 1.4, since the Higgs coupling to fermions is proportional to

mf/v, as stated in Section 1.2.1. The inclusive cross section is known with NNLO+NNLL

QCD and NLO EWK accuracy [24].

• Vector Boson Fusion (qq′ → qq′h) is about one order of magnitude weaker than the

gluon fusion, where the Higgs boson in produced through a direct coupling with vector

bosons (W or Z), which are irradiated by a pair of incoming quarks from the proton

beams. The cross section is known at NNLO QCD + NLO EWK reducing the scale depen-

dence at the level of 1-2% [24]. In addition, the fragmentation of the outgoing quarks

produces two forward hard jets with high invariant mass, which are commonly used to

tag the event.
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Figure 1.3: (Left) The SM Higgs total production cross section, as a function of its mass (mh), for three
different center of mass energy:

√
s = 7, 8 and 14 TeV. (Right) The SM Higgs production cross-sections

at
√
s = 8 TeV for the different production mechanisms: gluon fusion (blue), vector boson fusion (red),

associate production with a W or a Z-boson (green, grey), tt and bb associated production (violet and
magenta respectively). When available, NNLO QCD and NLO EKW corrections are taken into account.

Figure 1.4: Leading order Feynman diagrams for the most important production processes of the SM

Higgs boson: (a) gluon fusion, (b) vector boson fusion, (c) Higgs-strahlung and (d) tt associated
production.

• Associated production with W or Z-boson (qq′ →Wh, qq →WZ) have a smaller cross

section than the previous mechanisms but, the presence of additional vector bosons

helps in tagging the events reducing the contamination from other SM processes. This

production mode is sensitive, as well as VBF, only to the Higgs coupling to vector bosons

and the cross section is predicted with NNLO QCD + NLO EWK accuracy [24].

• Associated production with tt pairs (qq, gg → tth) has the smallest cross section, only

known at NLO QCD [24]. This represents an important process since it is directly sensitive

to the Higgs coupling properties to the top quark.

Depending on the Higgs boson mass hypothesis, different decay channels can be exploited to

detect it. This is reported in Figure 1.5 (left), where the decay branching fractions, including

NLO QCD and EWK corrections, are shown. New channels becomes available once the Higgs

mass hypothesis exceeds a di-lepton/quark or di-boson threshold. Light-fermion decay modes

contribute only in the low mass region, up to mh around 150 GeV, while once the decay into

pairs of vector bosons is accessible, this quickly dominates.

The Higgs boson does not couple to photons and gluons at Leading Order (LO), but such

couplings can arise via fermion or vector boson loops, giving a sizable contribution in the

low mass region. At the same time, the Higgs total width is shown in Figure 1.5 (right). It

quickly increases with the mass due to the opening of new channels, becoming almost as large
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as the Higgs mass itself around 1 TeV and making the definition of the Higgs boson itself as

a particle matter to debate.
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Figure 1.5: (Left) Decay branching ratios of the SM Higgs boson in the different channels as a function
of the mass hypothesis. (Right) Total decay width of the SM Higgs boson as a function of its mass.

In the year 2012, the ATLAS and the CMS Collaborations announced the observation of a

new boson with mass close to 125 GeV [25, 26]. Subsequent studies on production and decay

rates [27, 28, 29, 30, 31] and spin-parity [32, 33] of the new boson showed that its properties

are compatible with those expected for the SM Higgs boson. The CMS measurements targeting

its decay into fermions (bb̄ and ττ) or vector bosons (ZZ∗, WW∗, γγ) and different production

modes (gg → h, VBF, associated production with a vector boson and qq, gg → tth) have been

combined to extract the mass of the resonance and its couplings to SM particles [34] 4. In Fig-

ure 1.6 (left), the 68% CL confidence regions, obtained from a two-dimensional likelihood scan,

for the Higgs signal strength relative to the SM expectation (µ = σ/σSM) and its mass (mh) are

shown for h→ ZZ→ 4` and h→ γγ searches, as well as for their combination. Only these two

channels are considered for the mass measurement thanks to their optimal resolution, coming

from the precise measurements of lepton momentum and photon energy. In addition, again in

Figure 1.6 (right), a likelihood scan as a function of mh is obtained introducing independent

signal strengths for each specific production or decay mode, profiling them in the statistical

interpretation. The Higgs boson mass is measured to be mh= 125.02+0.29
−0.31 GeV.

Fixing the mass value to the best-fit one, the signal strengths have been evaluated grouping

different analysis categories and trying to separate each production or decay mode minimizing

mutual contaminations. Results are shown in Figure 1.7 for both production (left) and decay

modes (middle). In addition, since each Higgs boson production mechanism can be associated

to either coupling to fermions (ggh, tth) or vector bosons (VBF, VH), a proper decorrelation

of channels allows to extract relative signal strengths of the Higgs coupling to fermions and

vector bosons. Figure 1.7 (right) shows the likelihood scan of the data for µVBF,Vh/µggh,tth,

where the best-fit corresponds to 1.25+0.62
−0.44 which is compatible with the SM expectation.

4Many studies have been developed to give a complete characterization of the Higgs boson properties but,
in this Section, only few of them, which are connected with the topics later explored in this thesis, will be
described.
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Finally, the Higgs coupling to SM particles is investigated simultaneously in different production

and decay processes, including the possibility of the SM Higgs to be coupled to BSM particles.

To test possible deviations from the SM predictions, production rate scale factors κ2i = σi/σ
SM
i

and decay ones κ2i = Γii/Γ
SM
ii are fitted to data, where reference values are provided in [35].

The Higgs coupling to massive vector bosons is protected from large radiative corrections by

the electroweak custodial symmetry [36]. Thus, testing the compatibility of these couplings

with the SM expectation is an indirect check of the presence of new physics in the EWSB sector.

In Figure 1.8 (left), a two-dimensional scan in the (κV, κf ) parameter space is shown, where

data are compatible within 68% CL with the SM prediction (κV, κf ) = (1,1). Moreover, Fig-

ure 1.8 (right) reports the coupling scale factors to single particles, where the small uncertainty

on κt is achieved since the Higgs boson is mainly coupled to top quarks in the ggh production.
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Overall, couplings to vector bosons, fermions, gluons and photons5 are compatible with the

SM prediction within 95% CL. The current precision in the Higgs couplings to SM particles is

around 15% for vector bosons (W,Z,γ), 20% for gluons and 30% for fermions.
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(κV,κf ) = (1, 1). (Right) Likelihood scans for the coupling scaling factors, one coupling at a time while
profiling the remaining ones: κV (W and Z boson), κb (bottom quark), κτ (τ -lepton), κt (top quark),
κg (gluon, “effective coupling”) and κγ (photon, “effective coupling”).

1.4 BSM extensions of the Higgs sector

The properties of the observed Higgs boson, briefly summarized in Section 1.3, are compatible

with the SM expectation, within the present experimental and theoretical uncertainties, and

consistent with the unitarity constraint of the vector boson scattering amplitude. Because of

the uncertainties, it is still possible that the discovered resonance represents only one piece

of a more extended Higgs sector, only partially responsible for the EWSB. BSM extensions can

be realized in several scenarios, such as the electroweak singlet [37, 38, 39, 40, 41] or the two

Higgs doublet model (2HDM) [42, 43].

In this Section, the simplest case in which an additional Higgs scalar field φH is added to the

SM Lagrangian, transforming under a hidden U(1)hid gauge symmetry broken by a non null

VEV, is investigated. This implies that φH must be neutral to all the quantum numbers related

to the SM gauge groups. Only renormalizable couplings with original Higgs field are allowed

through a term φ2Hφ
2
h, where h stands for the interaction eigenstate of the observed boson with

mass of about 125 GeV. Under these constraints, the Higgs Lagrangian becomes:

LHiggs = |Dµφh|2 + |DµφH|2 + µ2φh |φh|
2 + µ2φH |φH|2 − λ|φh|4 − ρ|φH|4 − η|φh|2|φH|2 (1.27)

5Gluons and photons don’t couple directly with the Higgs boson. An effective coupling is possible only
with heavy quark or vector boson loops, as in shown for the gluon fusion production in Figure 1.4
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where the Higgs doublet φh and the singlet φH are written as:

φh =

[
ϑ1(x) + iϑ2(x)

1√
2
(v + h(x) + iϑ3(x))

]
φH =

1√
2

[H(x) + ξ + iϑ4(x)] (1.28)

As already described in Section 1.2, Goldstone degrees of freedom can be transferred to vector

boson masses with the unitary gauge choice, while v and ξ are the respective VEV used for

breaking the related symmetries:

v2 =
1

λ
(−µ2φh −

1

2
η2ξ2) ξ =

1

ρ
(−µ2φH −

1

2
η2v2) (1.29)

Moreover, combining Equation 1.27 and Equation 1.28, the following mass matrix is obtained:

M =

[
2λv2 ηvξ

ηvξ 2ρξ2

]
(1.30)

where by means of a diagonalization, one gets the following mass eigenstates:[
h′(x)

H ′(x)

]
=

[
cosα sinα

− sinα cosα

]
·
[
h(x)

H(x)

]
(1.31)

while the mass eigenvalues are given by:

M2
h′,H′ = (λv2 + ρξ2)±

√
(λv2 − ρξ2)2 + η2v2ξ (1.32)

In the most generic case, h′ and H ′ couple to both the SM Higgs field h(x) and the hidden

sector H(x). We can reasonably assume from direct Higgs boson measurements that the two

potential parameters (λ,ρ) and the VEVs (v,ξ) are of similar size, while the off-diagonal param-

eter η is moderate. In this way, the properties of h′ remain dominated by the SM component,

while H ′ is characterized primarily by the hidden Higgs field. The phenomenology of this

model depends on whether the SM Higgs particle is lighter or heavier than the new companion.

The most interesting scenario is obtained placing the new scalar H ′ in the high mass region,

mH ∈ [130, 1000] GeV, assuming that h′ matches the novel Higgs boson observed at 125 GeV,

decaying only into SM particles at a rate reduced by the mixing parameter. Possible decays of

the heavier boson H ′ into the hidden sector are suppressed.

In this framework, h′ couplings to SM particles are universally suppressed by the mixing pa-

rameter cosα, which reduces the production cross section σ and total width Γtot with respect

to the SM predictions (σSM, ΓSM), according to:

σ = cos2 α · σSM ΓSM = cos2 α · (ΓSM
vis + ΓSM

inv) Γtot = ΓSM + Γnew (1.33)

where Γnew and cos2 α are already constrained by SM Higgs measurements, as described in

Section 1.3, while Γinv refers to the Higgs invisible width due to h → ZZ → νν decays. It is

common to express Equation 1.33 in terms of the coupling scale factor (κ) and the branching

fraction of new physics (BRnew):

κ =
ΓiΓj
Γtot

· ΓSM

ΓSM
i ΓSM

j

=
cos2 α

1 + Γnew/(ΓSM cos2 α)
=

cos2 α

1 +Bnew
Bnew =

BRnew

BRSM

=
BRnew

1− BRnew



16 1 Theoretical introduction: from the Higgs boson to BSM physics

where i and j indicate the initial and final state of the considered process. Since κ is measured

by SM Higgs direct searches, upper bounds on the mixing angle α and the hidden branching

fraction are set:

sin2 α ≤ 1− κ2 BRnew ≤ 1− κ → Γnew

ΓSM
= cos2 α

(cos2 α

κ
− 1
)

(1.34)

which leads to:

cos2 α =
κ

1− BRnew

Γhid

ΓSM
=

κ · BRnew

(1− BRnew)2
(1.35)

Looking at the mixing parameter, there are two interesting cases:

• | cosα| = 1 and BRnew = 0, where the heavier Higgs is completely decoupled from the

SM one, i.e. the SM couplings and width are not modified by the high mass sector. This

scenario is equivalent to search for a SM-like Higgs boson at high mass.

• | cosα| ∈ (0,1), where the low and the high mass bosons are coupled, thus the SM branch-

ing fractions and couplings are modified according to the properties of the new state.

The value of BRnew depends only on the amplitude of the H → hh decay since no decays

into hidden particles are considered.

From direct measurements, an indirect upper limit at 95% CL is measured to be cos2 α ≤ 0.28,

which is obtained using the signal strength fits to the h(125) boson, as reported in [34]. On

the other hand, experimental results from direct searches of the extended Higgs sector will be

widely described in Chapter 5.

1.5 Gravitons in warped extra dimensions models

Additional heavy particles, with respect to those expected within the SM, are also predicted

by unified models describing the gravitational interaction inside the framework of quantum

field theory. The SM of elementary particles describes precisely four fundamental interactions

(electromagnetic, weak, strong and Higgs field), while the gravitational one remains out of

this picture. The mass scale that weakens the gravitational force is known as Planck scale,

mpl = mpl/
√

8π = 2.4×1018 GeV, while the one for the weak interactions is around 100 GeV.

In the Warped Extra Dimension (WED) theory [44, 45], the effective difference between the

Plank and the weak scale is explained by the existence of an additional finite spatial dimension

in our world that, in this picture, would have a non plain five-dimensional metric. This

five-dimensional space is referred to as the Bulk. Quantum fluctuations of the metric are

interpreted as particles, where fluctuations around its infinite four-dimensional part correspond

to the Graviton field (spin-2), while the ones around the finite fifth dimension give rise to a

spin-0 field called Radion. Therefore, the finitness of the extra dimension introduces in the

four-dimensional effective theory excitation modes, which appear as heavy resonances, usually

called Kaluza-Klein (KK) modes. The mass of the lightest KK-mode of the gravitational field

is expected to be in the TeV range, depending on the size of the ratio between the extra

dimension curvature and the Plank scale (k/mpl).

The metric commonly chosen in WED models brings to a Universe scenario in which, once the

compactification scheme is applied, the extra dimension is described as a finite line connecting
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two four-dimensional infinite branes. Starting from the most generic Lorentz invariant solution

of the Einstein equation in the four-dimensional space:

ds2 = e−2σ(φ)ηµνdx
µdxν + r2cdφ

2 = gMNdx
MdxN (1.36)

the following action can be written:

S = SGravity + STeV + SPlank + SMatter (1.37)

where SGravity is the gravitational action, STeV and SPlank are the gravitational actions confined

in the two four-dimensional branes, φ is the fifth dimension and gMN is the five-dimensional

tensor metric. The gravitational actions are written as:

SGravity =

ˆ
d4x

ˆ +π

−π
dφ
√
g(ΛBulk + 2M3

5R) (1.38a)

Si=TeV/Plank = −
ˆ
d4x

√
g(φ = 0, π)Λi (1.38b)

From the Einstein equation, taking Λbulk = ΛPlank = −ΛTeV = Λ, the exponential warped

factor σ(φ) is expressed as:

σ(φ) = rc|φ|

√
−Λ

24M2
5

= rc|φ|k (1.39)

Finally, integrating out the extra dimension, the Plank mass is defined as follows:

m2
pl =

M3
5

k
(1− e−2πkrc) (1.40)

where k and rc, respectively known as curvature parameter and compactification radius, are

free parameters in the theory ruling the hierarchy between the weak and the gravitational

scales. When the Higgs sector is added to the WED context, the Higgs doublet is confined to

live in the TeV brane, which corresponds to the SM world, and the four dimensional VEV of

the Higgs field becomes:

v = e−πkrc v0 (1.41)

where v0 is the five-dimensional VEV, usually assumed to be of the order of the Plank scale.

Therefore, a reasonable separation between weak and gravitational scales is foreseen when

krc ∼ 11. Moreover, gravity particles are generated by quantum fluctuation around the

classical solution for the metric, usually decomposed in the following way:

δgMN(x, φ) =

[
hµν|(x, φ) hµ,5(x, φ)

h5ν|(x, φ) h5,5(x, φ)

]
(1.42)

where selecting hµ,5 = h5,ν = 0, also known as axial gauge choice, tensor and scalar pertur-

bations are decoupled. Tensor fluctuations obtained from the Fourier expansion of the action

correspond to Graviton modes, while the scalar ones to the Radion field. Eventually, one

obtains the following equation:

krc =
1

π
ln
(
x1k̃

mpl

mG

)
(1.43)

where krc should range between (10,12) to reproduce a phenomenologically acceptable condi-

tion, which is allowed when k̃ = k/mpl lies within (0.01,1) and mG between (100 GeV,2 TeV).

In this context of KK-Gravitons originated from WED, there are two main sub-cases:
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• Bulk scenario in which matter fields can propagate along the extra dimension.

• RS1 scenario in which matter fields are confined in the SM brane, also know as TeV

brane.

1.5.1 Graviton production and decay at the LHC

In analogy with the Higgs boson production at hadron colliders, described in Section 1.3, KK-

Gravitons are mainly produced via gluon fusion, while sub-leading contributions comes from

VBF and associated production of an heavy graviton with a Z-boson.

In Figure 1.9, the predicted cross section for these production mechanisms is shown as a

function of the Graviton mass, for both RS1 (left) and Bulk (right) models, fixing the ratio

k/mpl equal to 0.2 [46]. The ranking among the different production modes is similar to the one

observed in the SM Higgs sector, where the ratio between gluon fusion and VBF cross sections

(σggh/σqqh) is model dependent. In fact, a factor ∼10 is expected for the Bulk Graviton

production, while a factor ∼100 for the RS1 model.

Given the different phenomenology predicted by Bulk and RS1 scenarios, fixing the same k̃

value, the predicted cross section for two models are sizably different over the whole mass

range, around 0.1 (100) pb at 1 TeV for Bulk (RS1) gravitons.

Figure 1.9: KK-Graviton production cross section with k/mpl = 0.2, (left) RS1 scenario, (right) Bulk
one. The red curves correspond to the gluon fusion production, the green ones to VBF and the blue
ones to the associated production with a vector boson. The dot-dashed, continuous and dashed lines
refer to

√
s = 14, 13 and 8 TeV, respectively.

Graviton branching fractions to SM particles, for masses above the tt pole, are substantially

different between Bulk and RS1 scenarios. Bulk gravitons mainly decay into massive objects

(tt ∼ 80%, WW∼ 15%, ZZ∼ 8% and hh ∼ 7%), while RS1 ones are mainly decaying into gluons

(∼ 50%), WW (∼ 15%) and ZZ (∼ 8%). This implies that di-boson signatures (WW,ZZ) are

the best sensitive topologies for discovering or excluding particles predicted by WED models.

Furthermore, fixing a common curvature parameter, the total width of RS1 gravitons is two

order of magnitude larger than what is predicted in the Bulk scenario, which is less than 5 GeV

up to mG of 2 TeV. Therefore, for KK-Gravitons predicted in the Bulk model, the total width

is usually small or negligible with respect to the experimental resolution (σm/mG), which is

typically around 10% for signatures involving jets and genuine missing transverse energy.

Finally, another relevant difference between RS1 and Bulk gravitons lies on the polarization

state of the vector bosons produced by their decay. In fact, RS1 gravitons produce almost
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pure transverse modes, while Bulk only longitudinal ones. A detailed description of dedicated

searches for KK-Gravitons, decaying into di-boson final states, with the CMS experiment at the

LHC, are reported in Chapter 4.

1.6 Vector boson scattering

Vector boson scattering and quartic gauge couplings are fundamental aspects of the SM, which

remain mainly unexplored after the first years of LHC collisions. Evidence for the electroweak

WW production has been reported by both ATLAS and CMS experiments, looking at 8 TeV

data [47, 48]. The observation of the Higgs boson provides a natural candidate involved in

the EWSB mechanism, strongly constraining BSM models like 2HDM, MSSM, NMSSM, composite

Higgs, etc. Anyway, vector boson scattering still represents a model independent benchmark

to precisely test of the EWSB sector, without assuming any specific model of new physics that

could introduce deviations in the VBS spectrum with respect to the SM expectations.

With VBS one refers to purely electroweak processes in which, at LO in the perturbation theory,

starting from two quarks in the initial state, a six parton final state is produced involving only

electroweak vertexes (α6
ew). Depending on the vector boson content of the final state (ZZ,

W±W∓, W±W± or WZ), several diagrams, characterized by the same initial and final state,

are involved:

• Vector boson scattering diagrams are divided into three independent logical steps:

emission of a vector boson pair (W or Z) from the initial state partons, scattering of

the emitted bosons and finally their decay into the final state particles. Examples are

reported in Figure 1.10, which shows how quartic and triple gauge couplings are involved

in these scattering interactions.

• Non scattering diagrams strongly interfere with the scattering ones, making not pos-

sible to disentangle scattering from non scattering processes. Examples are shown in

Figure 1.11.

• Electroweak tt and single-top production for which examples are shown in Figure 1.12.

• Three vector boson production for which examples are reported, as well, in Figure 1.12.

In conclusion, several contributions must be considered when looking for a complete LO esti-

mate of α6
ew processes. The production times decay approximation is not suitable to obtain a

correct description and the interference with diagrams of the order O(α4
ewα

2
s) leads, in some

cases, to a sizable effect.

1.6.1 Longitudinal electroweak scattering

In absence of the SM Higgs boson, the amplitudes of the longitudinal electroweak scattering

(VLVL → VLVL) would increase as a function of
√
ŝ as ŝ/m2

V, violating unitarity [49].

The Higgs boson observed by the LHC experiments may restore the unitarity, although some

scenarios of BSM physics predict enhancements in the cross sections through modifications of

the Higgs sector or the presence of additional resonances [50, 51]. One possibility is represented
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Figure 1.10: Examples of scattering diagrams contributing to α6
ew VBS process: (top) generic graphs,

(bottom) VBF Higgs production and Higgs strahlung.

Figure 1.11: Examples of non-scattering and non-doubly vector boson production diagrams contributing
to α6

ew LO VBS process.

by the electroweak singlet extension described previously in Section 1.4.

The longitudinal polarization 4-vector associated with a vector boson (V) is defined to be:

εµL(p) =
pµ

mV

+ vµ(p) =
pµ

mV

− 2mV

2(p0)2
(p0,−~p) (1.44)

Considering as reference frame the center of mass of the incoming di-boson pair, where ~p1 =

−~p2, the previous equation becomes:

εµL(p1) =
pµ1
mV

− 2mV

s
pµ2 εµL(p2) =

pµ2
mV

− 2mV

s
pµ1 (1.45)

A similar relation holds also for the momenta of the outcoming vector bosons (k1,k2). Taking as

example W+(p1)W
−(p2)→W+(k1)W

−(k2), the scattering Feynman diagrams with a quartic

gauge coupling (4-point vertex), the s-channel and the t-channel exchange of a γ or a Z-boson

or a Higgs boson are characterized by the following amplitudes:

Mγ+Z
t = − g2

4m4
V

[
(s− u)t− 3m2

V(s− u) +
8m2

V

s
u2
]

Mγ+Z
s = − g2

4m4
V

[
s(t− u)− 3m2

V(t− u)
]
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Figure 1.12: Examples of other electroweak processes contributing to α6
ew LO VBS: (top) three vector

boson production graphs, (bottom) tt and single-top electroweak productions.

M4 =
g2

4m4
V

[
s2 + 4st+ t2 − 4m2

V(s+ t)− 8m2
V

s
ut
]

Mh =
k2Vg

2

4m2
V

u

Summing up these different terms:

Mtot =
[
Mγ+Z
t + Mγ+Z

s + M4

]
+ Mh = − g2

4m2
V

u+
k2Vg

2

4m2
V

u (1.46)

where, if the couplings to the Higgs boson are purely SM-like, the longitudinal scattering

amplitude will be completely unitarized. On the other hand, if the h→ V V coupling deviates

from the SM prediction, the divergent term (s/m2
V) becomes dominant after the Higgs pole,

bringing to a distortion of the di-boson spectrum. It has been shown that the unitarity

violation occurs at
√
sWW = 1.7, 2.7, 3.8 TeV for k2V = 0.7, 0.9, 0.95 respectively [52]. In

Figure 1.13, the longitudinal scattering cross section for W+W− →W+W− and W+W− → ZZ

is shown as a function of
√
sWW for various k2V values.

Due to the small electroweak production cross section O(α6
ew), the contamination from both

di-boson pairs produced via diagrams of the order O(α4
ewα

2
s) and from other SM processes with

the same signature, the investigation of EWSB trough VBS will be one of the most challenging

analyses of the future high luminosity LHC (HL-LHC) program [53].

1.6.2 Anomalous quartic gauge couplings

The presence of new resonances in the high mass regime are predicted by different BSM models.

Even if their direct search would not be kinematically allowed at the LHC, a universal way to

indirectly test them consists of precisely measure the vector boson self coupling interactions.

Triple gauge interactions have been already studied at LEP [54, 55], Tevatron [56, 57], as well

as with the collisions recorded by the LHC during Run-I [58, 59, 60], while first attempts of

quartic gauge coupling measurements have just started.

These studies open a new opportunity in the search for BSM phenomenology, since new physics
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Figure 1.13: Scattering cross section for (left) W±L W∓L → W±L W∓L and (right) W±L W∓L → ZLZL as a
function of

√
sWW. Different values of δk2V , with respect to unity, are shown and a Higgs boson mass

of 200 GeV is assumed.

effects can be parametrized through anomalies in the vector boson quartic couplings (aQGC),

predicting an enhanced cross section with respect to the SM expectation [61]. This parametriza-

tion is performed in an effective field theory approximation, where only Lorentz invariant

operators without derivative of gauge fields are considered, giving the following Lagrangian:

LVVV’V’
QGC = cVV’

0 TVV’
0 + cVV’

1 TVV’
1 (1.47)

where all the possible operators are given by:

TWW
0 = gαβgµν [W+

α W
−
β W

+
µ W

−
ν ] TWW

1 = gαβgµν [W+
α W

+
β W

−
µ W

−
ν ]

TWZ
0 = gαβgµν [W+

α ZβW
−
µ Zν ] TWZ

1 = gαβgµν [W+
α W

−
β ZµZν ]

T ZZ
0 = T2(ZZ) = gαβgµν [ZαZβZµZν ]

If the SM is thought as an effective low energy theory, which holds below a certain energy scale

Λ, the coefficient c0 and c1 would become:

cVV’
i = cVV’

i,SM + g2∆cVV’
i (1.48)

where deviation from the SM case, g2∆cVV’
i , are generated by higher order operators embedding

new physics effects usually expected to be around the TeV scale. These additional terms should

contain only the Higgs doublet (φh), Dµφh and the field strengths W i
µν and Bi

µν .

Dimension-six operators are better constrained by looking at anomalies in the triple gauge

couplings, thus the lowest anomalous operators, considered to study aQGC models, are of

dimension eight6. First bounds on the structure of quartic vector boson interactions, in the

framework of dimension-eight effective field theory operators, have been set using 8 TeV

data [48]. Prospects on aQGC limits obtained studying the VBS topology, in the context of

HL-LHC program, will be described in Chapter 6.

6A complete picture of all the possible eight-dimensional operators considered in aQGC models can be found
in the Appendix A of [61].





Chapter2

The CMS detector at the LHC

Despite its success in describing the majority of the measurements performed at particle col-

liders so far, the SM leaves some unexplained phenomena, like the neutrino non-zero mass, the

matter abundance with respect to anti-matter in the Universe and the dark matter indirect

detection. Hadron collisions are one of the most effective ways to search for direct evidence

of BSM physics, thanks to their large centre-of-mass energy and instantaneous luminosity. In

this Chapter, starting from Section 2.1, the LHC project goals and the Cern accelerator system

are illustrated. Then, in Section 2.2, a brief phenomenological summary of hadron collider

physics is reported while, in Section 2.3, a general description of the CMS experiment and its

sub-detectors is given. Finally, in Section 2.4, a description of offline physics object recon-

struction algorithms is presented.

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) is a two-ring superconducting proton-proton (pp) collider

installed at the CERN laboratory, 100 meters underground, in the old 27 km long tunnel of

LEP machine [62]. It is the most advanced High Energy Physics (HEP) project, both for the

reachable center of mass energy (
√
s = 14 TeV) and for the design instantaneous luminosity

(L = 1.5 × 1034 cm−2s−1). The large beam energy of 7 TeV, together with the radius of

the machine, imposed to use a set of superconducting dipole magnets, with a inner magnetic

field of about 8.3 T, to bend the beams. The Nb-Ti magnets work at a temperature of 1.9 K

in a liquid helium bath; inside each of them there are two separate beam pipes for the two

colliding beams. The beam is delivered to the LHC for its final acceleration by a multiple steps

injection chain, where at the beginning protons are extracted from a bottle of hydrogen gas

and accelerated, up to 50 MeV, by a linear machine (LINAC). Then, bunches of protons are

prepared and accelerated, up to 26 GeV, in the Proton Synchrotron (PS) before being injected

in the Super Proton Synchrotron (SPS), where they reach the energy of 450 GeV. Finally, they

are injected into the LHC ring, as shown in Figure 2.1.

During the acceleration phase in the LHC ring, radio-frequency resonant cavities, operating at

400 MHz, give to each bunch a kick of about 0.5 MeV per turn. To reach large instantaneous

luminosity, the beam is composed by approximately 3 · 103 bunches, each containing 1010

23
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Figure 2.1: (Left) The CERN accelerating system is shown: from the LINAC to the LHC ring. (Right) A
recent picture of the LHC magnets, taken inside the underground ring.

protons, separated in time by 25 ns. Beams collide in four interaction points along the LHC,

where as many experiments are installed: CMS (Compact Muon Solenoid) [63] and ATLAS (A

Toroidal LHC ApparatuS) [64] are general purpose experiments, ALICE (A Large Ion Colliding

Experiment) [65] is devoted to heavy ion physics (Pb-Pb), while LHCb (the Large Hadron

Collider beauty experiment) [66] is dedicated to flavor physics and CP violation measurements.

2.1.1 Physics goals of the LHC

The LHC already entered in the history of particle physics for the discovery of the Higgs boson

and the first measurements of its properties, as reported in Section 1.3. Anyway, the LHC

program is not only based on Higgs physics.

The LHC was designed to investigate hard scattering processes, characterized by an interaction

energy between 100 GeV and 3 TeV. Within this range, the LHC experiments will search for

new phenomena at the TeV energy scale, like new fundamental symmetries of nature (super-

symmetry), the existence of additional massive quark and lepton generations, the existence

of new heavy gauge bosons (Z′,W′), search for particles predicted in extra dimension models,

technicolor, lepto-quarks, etc... Finally, thanks to the high production rate of W and Z-bosons,

bottom and top quarks, the LHC experiments will provide precise electroweak measurements,

as well as in QCD and B-physics, at an energy scale where the SM has never been tested before.

2.1.2 The LHC operation

The first pp collisions were delivered by the LHC in November 2009, at a center of mass energy

of 0.9 TeV and successively at 2.36 TeV, for a total integrated luminosity of 10 µb−1 and

4 µb−1 respectively. In 2010, the LHC upgraded its colliding energy at
√
s = 7 TeV, providing

40 pb−1 of integrated luminosity. Starting from March 2011, the LHC maintained the same

beam energy with a progressive increase of its instantaneous luminosity delivering, at the end

of the year, 6.10 fb−1.

In the year 2012, LHC operated at
√
s = 8 TeV, delivering an integrated luminosity of 20 fb−1

at the instantaneous luminosity of 7 · 1033 cm−2s−1, as shown in Figure 2.2. In addition,

Figure 2.2 shows also the time evolution of the integrated luminosity for both 2010, 2011 and

2012.
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Figure 2.2: (Top) Total integrated luminosity versus time for 2010, 2011 and 2012 data taking. (Bottom)
Evolution of the instantaneous luminosity from 2010 to 2012.

During 2013 and 2014, several maintenance interventions have been performed to upgrade the

machine to reach a beam energy of 6.5 TeV. In the early spring 2015, the first collisions at√
s = 13 TeV have been delivered. In Figure 2.3, the display of an event, recorder by CMS

experiment during the first set of 13 TeV collisions, is reported.

2.2 Physics at hadron colliders

In a pp collider, the total cross section is in the range of 100 mb, which is consistent with a

target area calculated taking the typical transverse size of a hadron of about 1 fm.

The total cross section grows slowly with energy, as shown in Figure 2.4, where the NLO

predictions, expected at the LHC, are reported for the most common QCD and electroweak

processes as function of the center of mass energy.

The inelastic cross section is mainly composed of events in which only low pT hadrons are

produced in the final state, usually called minimum bias interactions. The main purpose of

hadron colliders is to look for events with large transferred momentum or, equivalently, short

interaction distance, called hard scattering phenomena.

Cross sections for these events are calculated within the perturbative theory according to

the QCD parton model approach. The incoming hadron is treated as a beam of point-like

constituents, called partons. If the transferred momentum of the interaction is much larger

than the binding energy within the hadron structure, the parton is effectively considered as a
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Figure 2.3: An event display recorded by CMS during the first run of unstable collisions, at
√
s = 13 TeV,

happend on Thursday 21st May 2015.

free particle. Thus, the parton model is based on two assumptions: describing only process

at short distance, that is equivalent to high transverse momentum or large scattering angle,

and decorrelating this hard process from the interactions of the hadron residuals.

The inclusive cross section for an hard scattering interaction is calculated through the QCD-

improved parton model formula [67]:

σH1H2(p1, p2) =
∑
ij

ˆ
dx1dx2 f

H1
i (x1, µf )fH2

j (x2, µf ) σ̂ij(x1 · p1, x2 · p2, µf , µr) (2.1)

where the main ingredients are:

• σH1H2(p1, p2) represents the hard scattering cross section, such as tt̄, W or Z production.

• i and j are generic incoming parton indices, indicating quarks, or anti-quarks or gluons.

• fHi (x, µf ) are called Parton Density Functions (PDF), which represents the probability

to find, inside the hadron structure, a parton of type i with a fraction x of hadron total

four-momentum. The PDF must be measured with collision data.

• σ̂ij(x1 · p1, x2 · p2, µf , µr) is the short distance cross section, which is calculated in the

perturbation theory framework at a given order.

Equation 2.1 depends on two arbitrary scales: the renormalization scale (µr), which scans the

evolution of the strong coupling constant absorbing ultra-violet divergences with the renor-

malization procedure, and the factorization one (µf ), that enters in the theory to rule collinear

divergences from initial state emission. This factorization scale acts as a cut-off, where the

finite contribution of the NLO partonic cross section, for q2 > µ2f where q is the transferred

momentum, remains in the partonic term while the divergent one, given by q2 < µ2f , is reab-

sorbed inside the hadron structure through the PDFs. Usually, the best scales choice consists

in a common value close to the energy scale of the considered process, such as mh for the
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Figure 2.4: NLO cross sections expected at hadron colliders (pp and pp̄) as function of
√
s. Dotted

vertical lines mark the collision energies at 2 TeV (Tevatron), and at [7,10,13] TeV (LHC).

Higgs production or mZ for Drell-Yan. The Scale choice represents an important source of

uncertainty on the final cross section prediction, together with the approximated knowledge

of the PDFs, whose uncertainties are estimated by the PDF for LHC working group [68].

2.2.1 Hadron collider kinematics

Differently from what happens in a e+e− machine where, both in the transverse and in the

longitudinal plane, the center of mass system is at rest, in a hadron collider the center of mass

is at rest only in the transverse one, since the incoming partons pT are negligible while it is

boosted along the beam direction (conventionally called z-axis) due to the unknown parton

p̂z = x ·p. For this reason, it is useful to look for boost invariant kinematic variables, to better

describe hadron collider kinematics.

A convenient set of observables is given by the transverse momentum pT , the rapidity y and

the azimuthal angle ϕ, which are defined as follows:

pT =
√
p2x + p2y ; y =

1

2
log

E + pz
E − pz

; px = pT cosϕ ; px = pT sinϕ (2.2)

where pT and ϕ are invariant under longitudinal boost, while the rapidity itself is not in-

variant, but the ∆y meets this property. Experimentally, it is more convenient to use the



28 2 The CMS detector at the LHC

pseudorapidity (η) instead of the rapidity (y). The pseudorapidity is defined as the rapid-

ity for a massless particle, i.e. when E ≈ |~p|, which coincides with rapidity (y) only in the

ultra-relativistic limit:

η =
1

2
log
|~p|+ pz
|~p| − pz

= − log[tan(ϑ/2)] ; |~p| = pT cosh η ; pz = pT sinh η (2.3)

where ϑ is the polar angle, defined between ~p and the beam axis.

Finally, in the (η, ϕ) plane, one can define a boost invariant metric commonly used to measure

distances between objects:

∆R =
√

∆η2 + ∆ϕ2 (2.4)

2.3 The Compact Muon Solenoid

The Compact Muon Solenoid (CMS) is a general purpose detector installed along the LHC ring.

The detector design and layout were driven by the choice of the magnetic field configuration,

fundamental for charged particles momentum measurement. The core of the experiment

consists of a superconducting solenoid, 13 m long and with 5.9 m inner diameter, able to

produce a magnetic field of about 3.8 T [69]. This allows to have high momentum resolution,

at the order of few percent for muons with pT up to 1 TeV. It is called compact because

three main sub-detectors are placed inside the solenoid: the inner tracking system, which is

the nearest detector to the interaction point, the electromagnetic calorimeter (ECAL) and the

hadronic one (HCAL). The solenoid return field is used to saturate the external iron holding

structure, where four layers of muon gaseous chambers are placed to track outgoing muons.

The CMS structure follows the typical design of collider experiment, where a cylindrical central

section, called barrel, is closed by two endcaps. The whole structure, approximately 22 m

long and 15 m high, is shown in Figure 2.5, while a transverse plane section is reported in

Figure 2.6.

The adopted cartesian coordinate system has the origin placed in the nominal interaction

point, coinciding with the geometrical detector center. The x and y axes define the transverse

plane, while the z axis points along the beam direction. Therefore, the azimuthal angle ϕ is

measured on the x-y plane, starting from the x axis, while the polar angle ϑ is measured from

the z-axis and the radial distance r is referred to the beam line.

2.3.1 The tracking system

The CMS tracking system provides a precise and efficient reconstruction of charged particle

tracks, together with a high resolution momentum measurement [70]. The tracker determines

the three-momentum of each charged particle, measuring the curvature of its track in the

transverse plane, thanks to the presence of a 3.8 T magnetic field parallel to the beam axis,

induced by the superconductive solenoid. The trajectory deviation from the straight line

propagation is measured by the sagitta:

s ≈ 0.3

8

BL2

pT

In this way, once known the magnetic field B, the track lenght L and the sagitta s, the

transverse momentum pT of the track is measured and, as a direct consequence, also the tree-

momentum |~p| = pT / sinϑ.
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Figure 2.5: The CMS detector in a tridimensional view, where the various sub-detectors and their main
features are also indicated.

Figure 2.6: The CMS transverse plane: sub-detectors sequence and, as example, the interaction of
different type of particles with the detector is also shown.

The transverse momentum resolution is mainly dependent on the geometric accuracy on the

sagitta (σs), through:

σpT
pT
≈ σs

s
=

8

0.3BL2
· pT · σs (2.5)

Thus, an optimal pT resolution is provided by a high magnetic field (B) and long reconstructed

track (L). The accuracy of this measurement improves with decreasing pT of the particle.
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The instantaneous luminosity, delivered by the LHC during the 8 TeV campaign, implies an

average of about twenty pp interactions in the same bunch crossing (BX), therefore one of the

main challenges is to operate in this harsh environment with competitive performances. This

will be even more important during the 13 TeV data taking (Run-II), where around 40 pileup

interactions are expected for each BX. Requirements on the granularity, speed and radiation

hardness lead to a silicon based tracker, with the consequence of dealing with high power

detector electronics, which requires an efficient cooling.

In CMS, the tracker is the closest sub-detector with respect to the beam line. It is a cylindrical

system 5.8 m long, with an internal diameter of 6 cm and an external one of 2.2 m, composed

by ten layer of silicon sensors. Its total volume is 24.4 m3 and the running temperature is

around -10◦C. The CMS tracker is composed of two modules: the innermost pixel system and

the strip one surrounding it. A global picture of the whole tracker system is shown in Fig-

ure 2.7. The pixel sub-detector consists of three barrel layers (BPix) and two endcap disks
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Figure 2.7: Schematic summary of the CMS tracker in the r-z plane. Green dashed lines are used to
indicate each tracker subsystems. Strip modules that provide two-dimensional hits are shown by thin
black lines, while those permitting the reconstruction of hit positions in three-dimension are shown by
thick blue lines.

(FPix). BPix layers are located at radii of about 4.4 cm, 7.3 cm and 10.2 cm, while the FPix

disks are placed at |z| = ±34.5 cm and |z| = ±46.5 cm.

The estimated position resolution on the single hit is of 10µm for the (r, ϕ) coordinates and

15µm for z in the barrel, while it is of 15µm and 20µm, respectively, in the endcaps. The pixel

detector covers an area of about 1 m2 with 66 million channels and the arrangement of barrel

layers and endcap disks gives three hits over almost the full tracker coverage |η| ≤ 2.5 [71].

The hit efficiency is substantially flat, close to 100% up to |η| = 2.1, then it degrades reaching

50% at |η| ≈ 2.5.

Finally, the silicon strip detector is made of two concentric sets of layers in the barrel (TIB

and TOB) and two blocks of forward disks in the endcaps, called TEC and TID, as reported in

Figure 2.7. The strip tracker has a total of 9.3 million strips and 198 m2 of active silicon area,

making it the largest entirely silicon-based detector ever built. The single-point resolution is

of about 30µm in the r-ϕ plane and 300µm in the z direction.

This layout is in conflict with the aim of minimizing the amount of material placed in front

of the calorimetric system, to limit the probability of multiple scattering, nuclear scatter-
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ing, bremsstrahlung and photon conversion, which introduce additional terms in the effective

calorimeter resolution. The radiation length (X0) is a characteristic of a material, related

to the amount of energy lost by high energy charged particles that interact with it. It is

defined as the mean length, usually expressed in g · cm−2, over which an electron reduces its

energy by a factor 1/e by emitting bremsstrahlung radiation. The material budget, inside the

tracker active volume, varies from 0.4 X0 at |η| ≈ 0 to 1 X0 at |η| ≈ 2.5, with a maximum of

1.8 X0 in the transition region between the barrel and each endcap placed at |η| ≈ 1.5. Its

η-profile is shown in Figure 2.8. This constitutes one of the main source of uncertainty in the

calorimetric measurements of electrons, that loose energy in the tracker volume by means of

bremsstrahlung radiation, and photons, which may convert into e+e− pairs before reaching

the calorimeter surface.
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Figure 2.8: Total thickness (t) of the tracker material crossed by a particle, as a function of η, expressed
in units of radiation length X0 (left) and nuclear interaction length λI (rigth).

2.3.2 The Electromagnetic Calorimeter (ECAL)

The CMS Electromagnetic CALorimeter (ECAL) [72] is an hermetic and homogeneous system

made of inorganic scintillating crystals, which provides precise electron and photon identifica-

tion and energy measurements. This detector plays a central role in crucial physics searches,

in particular in topologies with hard photons in the final state, like the search for the SM Higgs

boson in the h → γγ channel. ECAL is composed of 61200 lead tungstate crystals (PbWO4),

mounted in the central barrel part, closed by two endcaps including 7324 crystals each. These

crystals are arranged in a quasi-pointing geometry, with their main axis oriented towards the

centre of the detector. A small tilt (about 3◦) prevents particles, produced at the nominal

interaction point, from traversing the ECAL surface without crossing any crystal.

• Ecal Barrel (EB): it covers the pseudorapidity range between 0 < |η| < 1.479, where each

crystal has a truncated pyramid shape with a front face cross section of 22×22 mm2 and

23 cm of length, that corresponds to 25.8 X0. The single crystal coverage is ∆η×∆ϕ =

0.00175 × 0.00175 and the barrel granularity is 360-fold in ϕ and (2×85)-fold in η.

Crystals are grouped in arrays of 2×5, contained in a very thin 200 µm alveolar structure,

forming a sub-module. Group of 40/50 sub-modules are then arranged in a module and
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groups of four modules are assembled, with metallic cross plates, to form a bigger unity

called super-module. Finally, EB is divided into 36 super-modules, each one with a

coverage of 20◦ in ϕ. A global picture of EB is reported in Figure 2.9.

• Ecal Endcaps (EE): it covers the pseudorapidity region between 1.479 < |η| < 3 with

identically shaped crystals, grouped in carbon-fiber structure of 5×5 elements, called

super-crystals. The crystals have a cross section of 28.62×28.62 mm2 and a length of

22 cm. Figure 2.9 shows the geometry adopted to arrange crystals in the endcaps.

• Ecal Preshower (ES): it is placed in front of each endcap, improving π0/e and π0/γ

discrimination, as well as electrons and photons position determination. The preshower

is a sampling system with two different layers: two passive lead radiators, that initi-

ate electromagnetic showers from incoming photons or electrons, and two active silicon

strip planes, placed after each radiator, able to measure the deposited energy and the

transverse shower profile. The total material budget corresponds to about 3X0 over the

covered region 1.65 < |η| < 2.6.

A longitudinal view in the (r, z) plane, showing the geometric organization and the tilt of the

crystal modules in EB and EE, is reported in Figure 2.10.

Figure 2.9: CMS ECAL geometry schema: (left) the ECAL barrel (EB) made of 36 super-modules: 18 in
EB+ (z > 0) and 18 in EB− (z < 0). (Right) The ECAL endcap (EE) is divided in 4 Dees: 2 Dees in EE+
(z > 0) and 2 Dees in EE+ (z < 0).

Lead tungstate crystals were chosen as active detector because of their properties:

• They are dense (ρ = 8.2 g/cm3) with a small radiation length (X0 = 0.89 cm), which

allows for a compact calorimeter with short crystals (23 cm long).

• Small Molière radius (rM = 2.2 cm) that limits the transverse shower development within

few crystals, which represents an important handle to limit pileup effects.

• A fast response to the excitation, in fact around 80% of the scintillation light is emitted

within 25 ns, which complies with the fast LHC collision rate.

• They are radiation hard, thus able to withstand the harsh LHC environment.
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Figure 2.10: The crystal tilt in shown in a transverse view of ECAL. To produce a non-pointing geometry
along η, crystal longitudinal axes are all inclined by 3◦ with respect to the line joining their front face
centre to the interaction point.

The light yield of these crystals is low, around 50 photons per MeV, therefore high-gain pho-

todetectors are necessary for the scintillation light readout. Avalanche Photo-Diodes (APD)

are used in EB, while Vacuum Photo-Triodes (VPT) in EE. The APDs have an active area of

5×5 mm2 and a pair of them is placed on the rear face of each crystal. Both crystals and APD

responses are sensitive to temperature variations, thus an efficient cooling system is required

to keep the temperature stable at 18◦C, with oscillations smaller than 0.1◦C.

In addition, a stable power supply system has been designed for the APDs, able to control the

high voltage variations at the order of millivolts, minimizing effects on the energy resolution

at 0.1% level. On the other hand, VPTs have a lower quantum efficiency and an internal gain.

The ECAL electronic readout, called Front End (FE) system, amplifies, shapes and digitalizes

the signal with an ADC stage every five crystals.

The global information coming from matrices of 5 × 5 crystals, called Trigger Towers (TT),

are transmitted to the calorimeter trigger after each bunch crossing. In EB, trigger towers are

classified into three categories, comparing the deposited energy with two chosen thresholds.

A flexible usage of this classification, in terms of thresholds and suppression readout levels,

allows to adapt the readout to the variation of the data taking conditions. High energetic

trigger towers (ET > 5 GeV) activate the full readout of all their crystals and those in the

neighboring ones (225 crystals for the EB case). In the TT energy lies within 2.5 < ET < 5 GeV,

only TT crystals are read without applying any energy suppression threshold, while low energy

trigger towers, far from high energetic ones, are readout only if their energy exceed a zero

suppression level, about 3σ above the expected noise.

The radiation, produced by the beam collisions, affects the crystal transparency via the cre-

ation of color centers that absorb and scatter the light, while it has almost no impact on the

scintillation mechanism. This damage is dose rate dependent, so crystals loose transparency

during LHC physics runs proportionally to the exposure time, then they recover in periods

without radiation. To follow the damage curve and correct the energy measurement of each

crystal during time, a dedicated laser monitoring system has been implemented, to keep the

calorimeter performance stable in time. A laser light is injected into the crystals via optical
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fibers, at two different wavelengths λb = 440 nm (blue light) and λr = 530 nm (green light).

The blue light is near to the scintillation peak and it measures the transparency change due

to radiation, while the green one is far from the typical scintillation wavelength and since its

propagation is not affected by transparency losses, it is used as a reference benchmark.

The APD response to laser pulses is normalized and compared with a direct characterization of

the source, made by a reference silicon PN. The ratio between the amplitudes APD(t) and PN(t)

is equivalent to the crystal transparency loss. Laser pulses are sent to ECAL crystals during

the 3.17 µs long LHC beam gaps. The time needed to scan the entire detector is of about 30

minutes.

2.3.3 The Hadron Calorimeter (HCAL)

The aim of the hadron calorimeter is the measurement of charged and neutral hadron energies,

which produce shower of particles when they interact with the CMS detector [73]. In fact,

when a hadron interacts with matter, an hadronic shower is developed mainly by a sequence

of inelastic scatterings, producing a multi-particle final state.

To accomplish this goal, the detector must have a high granularity and a good hermeticity,

covering the largest possible η range. The typical scale of the hadronic shower development

is represented by the nuclear interaction length λI , which depends mainly on the material

absorber in a sampling system. Since λI is usually larger than X0, hadronic calorimeters are

longer and placed behind the electromagnetic ones. The incoming hadron energy is measured

through the energy sum of all the charged and the neutral particles inside the shower but,

differently from an electromagnetic calorimeter, the energy resolution is typically much worse,

due to several effects:

• Hadrons can decay via weak interactions, producing a neutrinos in the final state that

don’t interact with the detector.

• Part of the absorbed energy is used for inelastic nucleus splitting.

• Hadronic showers are mainly composed of pions (π±, π0) thus, thanks to π0 → γγ

decays, a large electromagnetic signal is also produced inside hadronic showers for which

hadronic systems have usually a poor response.

In CMS, HCAL consists of a sampling calorimeter divided into a barrel part (HB, 0 < |η| < 1.3)

and two endcaps (HE, 1.3 < |η| < 3), with a transverse granularity of ∆η×∆ϕ = 0.087×0.087

and ∆η×∆ϕ = 0.17× 0.17, respectively. HB is radially restricted between the outer radius of

ECAL (r = 1.77 m) and the inner extent of the solenoid (r = 2.95 m). It is composted of active

layers of plastic scintillators interspersed with brass absorbing ones. The light collection is

performed by wavelength shifters, while the readout adopts a set of hybrid photodiodes (HPD).

The total absorber thickness at η ≈ 0 is 5.82 λI , then it increases with the polar angle ϑ as

1/ sinϑ, resulting in 10.6 λI at the end of the barrel, while, in the endcaps, the total length is

about 10 λI . In addition, there is also an outer module called HCAL Outer (HO), which is placed

outside the magnet coil, to improve the shower containment in the barrel region |η| < 1.26.

The HCAL geometric coverage is extended from |η| = 3 to |η| < 5.2 by a forward calorimeter

(HF), which is placed at 11.2 m from the interaction point. It is a radiation hard Cherenkov-

base detector, made of quartz fibers embedded in bulky steel with a transverse granularity of
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∆η × ∆ϕ = 0.175 × 0.175. The light readout is performed by photomultipliers. The choice

of this technology is related to its high radiation resistance, needed to survive in the very

forward region. A longitudinal section of the whole detector is presented in Figure 2.11.

Figure 2.11: Longitudinal view in the (r, z) plane of the CMS detector showing the locations of the
hadron barrel (HB), endcap (HE), outer (HO) and forward (HF) calorimeters.

2.3.4 The muon system

A dedicated muon detection system is placed outside the magnetic coil, which provides cov-

erage for muon reconstruction up to |η| ≈ 2.4 [74]. Three types of gaseous detectors are used

to identify and reconstruct muons from a set of hits, according to different radiation environ-

ments along η and profiting from the strong magnetic field, granted by the solenoid return

yoke. The barrel part (|η| < 1.2) consists of four layers, with radius between about 4 m and

7 m, in which drift tubes (DT) and resistive plate chambers (RPC) are installed. These modules

are arranged so that a muon, produced by a collision, traverses at least three detection layers.

On the contrary, in the forward region, cathode-strip chambers (CSC) and RPCs are mounted

perpendicularly to the beam line. In Figure 2.12 a (r, z) view is reported to show the muon

system components. The detector choice has been driven by trigger needs, excellent spacial

resolution and the capability of operation in a dense radiation environment:

• DTs are used in the central barrel part, where the average particle fluence is low. In a DT

chamber, many drift tubes are arranged in two super-layers with a central anode parallel

to the beam line, providing a measurement of the (r,ϕ) coordinates. At the same time,

an additional layer, with the anode perpendicular to the beam line, allows to measure

the z one.

• CSCs are multi-wire proportional chambers in which the cathode plane is segmented

into strips, running across wires. An avalanche collected by a wire induces a charge on

several strips of the cathode plane. Therefore, they can measure two coordinates per

unit, using both the information produced, by the same track, on the wires and on the

segmented plane.

• A RPC consist of a thin double-gap chamber characterized by a poor spatial resolution

with respect to DTs and CSCs but, thanks to a fast collection charge, they have an
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optimal time resolution (< 1 ns). Therefore, they are used for trigger purposes and for

an unambiguous identification of the bunch crossing time.

Figure 2.12: Layout of one quarter of the CMS muon system: RPC, CSC and DT positions are shown.

2.3.5 The trigger system

In a hadron collider, during each bunch crossing a measurable amount of energy is deposited in

the detector. During the LHC Run-I, a collision rate of 2 GHz was reached, largely dominated

by minimum bias events. Therefore, to collect only interesting data without saturating the

limited storage capability, a trigger system was developed with the purpose of providing a large

rate reduction factor on minimum bias events, maintaining a high efficiency on the interesting

ones [75]. The total output rate is reduced at a level of 300 Hz by means of a two-layer system:

a hardware Level-1 (L1) trigger and a High-Level Trigger (HLT), which is software based.

• Level-1 Trigger: after each bunch crossing, raw data are temporarily stored in pipelines,

waiting for the trigger decision about taking or discarding events, which has to be taken

within 3 µs. For each bunch crossing, the L1 decision time is too short to use the whole

detector information, therefore this decision is based only on ECAL, HCAL and the muons

system response. The calorimeter trigger is based on trigger towers, matrices of 5×5

crystals in ECAL, which match the granularity of the HCAL ones, while the muon trigger

is performed separately for each muon detector. The result of muon and calorimeter

triggers is then passed to a global one (GT) that takes the final decision.

• HLT Trigger: it is a fully software trigger system which reconstructs physics objects

only in interesting regions of the detector. This leads to the development of three

virtual trigger levels: the first level uses only information from the muon system and the

calorimeters, the second adds tracks, while the last one is based on a full reconstruction,

where events are selected according to their final state topology.
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2.4 Physics object reconstruction

Raw data, extracted from interesting collisions inside CMS, need to be assembled to provide

offline physics objects for the analyses (electrons, muons, jets .. etc).

In this Section, a short summary of different criteria used for the event reconstruction, after

the HLT decision, is presented. In particular, in Section 2.4.1 muon reconstruction algorithms

are exposed, while in Section 2.4.2 the electron ones. Finally, Section 2.4.4 and Section 2.4.5

are dedicated to jets and missing energy (/ET ) definitions. In order to be consistent with

the analysis results that will be discussed in the next Chapters, only the techniques adopted

during Run-I are described. Only in a few cases, strategies used for the current data taking

are discussed, as specified in the text.

2.4.1 Muon reconstruction

Muon are detected merging information from the tracking (tracker tracks) and the muon

system (stand-alone muon tracks) measurements, following two possible approaches [76]:

• Global muon reconstruction: starting from stand-alone muon tracks, a matching with

tracker ones is found comparing the parameters of the two tracks after a propagation on

a common surface. Then, a global muon track is fitted using a Kalman-Filter algorithm

[77]. This strategy is particularly useful to improve momentum resolution for high pT
muons (pT > 200 GeV).

• Tracker muon reconstruction: all tracks with pT > 0.5 GeV and |~p| > 2.5 GeV are

considered as seeds, propagating them untill the muon system surface. If a muon segment

is matched with the track, according to a local ∆x∆y criterion, a tracker muon is formed.

This strategy is more efficient at low momenta, in particular when pT < 5 GeV.

These two collections are merged into a single one, providing an overall reconstruction effi-

ciency of about 99%. In addition, a new class of muons, called particle-flow muons, is also de-

fined, where further selection criteria are applied using constraints from all CMS sub-detectors.

This helps to improve both reconstruction and identification of muons inside jets, also known

as non-isolated muons. In addition, dedicated procedures for high pT muon reconstruction

and momentum assignment have been designed:

• Tracker plus first muon station (TPFMS) consists of a re-fit of the global track using

only the first hit in the muon chambers, to reduce the sensitivity to secondary showers

inside the muons system.

• Picky track is a re-fit of the global track using only muon chamber hits that are com-

patible, by means of a χ2 criterion, with the extrapolated trajectory.

Eventually, to further improve momentum resolution, the Tune-P algorithm selects the best

of these alternative measurements, on a muon-by-muon basis, according to the quality of each

fit. This allows, looking at Z → µµ events, to keep the muon momentum scale stable as

a function of pT , with a small residual η dependence. In fact, Figure 2.13 (left) shows the

stability and the residual differences, between data and simulation, for the reconstructed Z-

boson mass peak in Z → µµ events as a function of η. In addition, in Figure 2.13 (right), the
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muon momentum resolution is reported which varies from 1.5% in the central barrel to 5% in

the outer endcap (η = 2.1).
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Figure 2.13: (Left) Comparison of the differences between the reconstructed Z-boson mass peak in data
and in the simulation, as a function of the pseudorapidity. (Right) Transverse momentum resolution
σ(pT )/pT in data and simulation as measured in Z → µµ events. Only statistical uncertainties are
displayed.

2.4.2 Electron reconstruction

Electrons are reconstructed associating a charged track, fitted from hits in the tracking system,

with a cluster of energy depositions in ECAL.

2.4.2.1 Electron clustering in ECAL

The electromagnetic shower, developed by an electron interacting with the ECAL detector,

is well contained usually in a small number of crystals. In fact, at the test beam, almost

97% of a 120 GeV electron energy was deposited within a 5×5 matrix of crystals, centered

around the impact position [78]. Unfortunately, relativistic electrons, produced in a hard

scattering phenomena, interact with the tracker material emitting bremsstrahlung radiation,

which distributes the total electron energy among a large number of crystals. Due to the track

curvature in the transverse plane, electron energy is mainly spread along ϕ. Thus, to have a

reliable energy estimation, it is necessary to collect bremsstrahlung photons together with the

prompt shower energy. Two independent strategies have been developed to cluster energy in

EB and EE [79]:

• The Hybrid algorithm exploits EB geometry, collecting crystals in a small η window but

extended along ϕ. This algorithm starts from a single crystal with transverse energy

grater than 1 GeV (seed), then arrays of 5×1 crystals in η × ϕ are grouped around it

if their ET is above 0.1 GeV. Contiguous arrays are then merged into basic clusters,

where the most energetic crystal of the cluster must have a transverse energy larger

than 0.35 GeV. Finally, all the basic clusters, belonging to the same η×ϕ macro-region,

are gathered together in a super-cluster.

• Multi 5x5 algorithm exploits the EE geometry and starts from a seed crystal defined as

the one with largest energy inside a 5×5 matrix, requiring Eseed
T > 0.18 GeV. Around

each seed, starting from the one with the largest ET , the energy is collected building
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5×5 clusters that can partially overlap. The shared energy is assigned to each cluster

according to their corresponding ET and the minimum super-cluster energy threshold is

1 GeV. Eventually, ECAL super-clusters are matched with pre-shower ones, summing up

the related energy measurements.

Figure 2.14 shows the effect of these clustering techniques, looking at Z → ee simulated events,

with respect to consider the energy of a simple 5×5 matrix around a seed crystal. It is evident

how the designed clustering strategy allows to better recover the generator level performance

with respect to the 5×5 matrix.
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Figure 2.14: Ratio between reconstructed and generated electron energies produced by Z-boson decays,
comparing the adopted clustering algorithms performance with the energy of 5×5 matrix: (left) EB,
(right) EE.

2.4.2.2 Electron track reconstruction

Since large bremsstrahlung radiation can be emitted by an electron when crossing tracker

material, a dedicated track reconstruction procedure, called Gaussian Sum Filter (GSF) algo-

rithm, has been implemented. It is seeded by either the reconstructed super-cluster position

in ECAL, or by fitted tracks pointing to an already existing super-cluster.

In the first case, an helix is back propagated from the ECAL surface to the pixel detector,

considering both charge hypothesis and assuming an energy equal to the ECAL measurement.

The found pairs or triplets of pixel hits are used as seeds for the GSF track fit. This strategy

is usually more efficient for high pT and isolated electrons. In contrast, tracker based seeding

is particularly important for low pT or non-isolated electrons. Tracker driven electron seeds

are either Kalman tracks that well match, both geometrically and by compatibility with the

measured transverse energy, ECAL super-clusters or tracks pointing to a super-cluster charac-

terized by a bad quality χ2, due to bremsstrahlung loss.

The selected seeds, which can be pairs or triplets of pixel hits, are used to initialize the electron

track building. The bremsstrahlung emission probability is approximated by a superposition

of Gaussians, to model a Bethe-Heitler function, which describes the differential cross sec-

tion of QED soft photon emission. At each step, compatible hits are selected on the following

available layer, by means of a navigation module taking into account multiple scattering and
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bremsstrahlung probabilities across tracker material. The compatibility between predicted

and measured hits is determined through an iterative χ2 fit, performed at each evolution step

using all the track candidate hits collected. At least of five total hits and a maximum χ2 value

are finally required to create a GSF track.

2.4.2.3 GSF electron candidates

Electron candidates are obtained from the association of a fitted GSF track and a super-

cluster in ECAL. For ECAL driven electrons, the association is done by a simple geometrical ∆R

matching between the super-cluster position, used to seed the track fitter, and the GSF track

extrapolated to the ECAL surface. For tracker driven ones, a selection on a MVA discriminator

is adopted [79].

The electron momentum is obtained by the combination of tracking and calorimeter informa-

tion. A regression technique identifies, independently for EB-EE and high-low bremsstrahlung

electrons, a weight (ω) used to combine super-cluster and track information as p = ω · ptrack +

(1− ω) · ESC. The regression inputs are the super-cluster energy and its relative uncertainty,

the track momentum and its relative uncertainty, the ESC/ptrack ratio and its uncertainty.

Figure 2.15 shows the electron momentum resolution as a function of the generated pT (left) or

energy (right), comparing the super-cluster and the tracking estimate to the combined result.

The improvement is sizable especially for low pT electrons, in both EB and EE.

Figure 2.16 (left) shows the improvement on the reconstructed h→ ZZ∗ → 4e invariant mass

resolution, where the σeff stands for the RMS of the distribution, while σCB is the width ex-

tracted from a fit of the lineshape using a convolution between a Breit-Wigner core and a

Crystal-Ball function. Finally, in Figure 2.16 (right) a comparison between the Z-boson mass

peak, reconstructed both in data and in the simulation, is reported.
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2.4.3 CMS Particle-Flow

The particle flow (PF) algorithm aims at reconstructing all the stable particles produced in

an event, combining the information coming from all CMS sub-detectors to optimize particle

identification, direction and energy determination. The PF starting elements are fitted tracks

and calorimeter clusters, which must be delivered with high efficiency and low fake rate, re-

quiring advanced tracking and clustering algorithms [80]1. These elements are then connected

to each other by a linking logic, to fully reconstruct single particles. This algorithm produces

a set of blocks according to the following criteria: charged tracks are linked to calorimeter

clusters extrapolating the last hit of the track to ECAL, at a depth equal to the longitudinal

maximum of a shower profile, and to HCAL at a depth equal to one interaction length. All the

clusters, crossed by this extrapolation, are linked to the track. Bremsstrahlung photons are

linked to electron candidates extrapolating, up to the ECAL surface, the tangents to the track

originated from the crossing points between the track and each tracker layer. If the tangent

matches a cluster, this cluster linked to the track.

Calorimeter clusters are linked together if the position of a cluster in ECAL falls within the

boundaries of a HCAL one. Eventually, a link among charged-particle tracks and muon seg-

ments is done looking at the χ2 of the global track fit. After this, all these blocks are used to

build particle candidates:

• Particle-flow muons are composed by all the global muons with a combined momentum

measurement compatible, within 3σtrack, with the tracker one, where σtrack is the pT
resolution as measured by the tracking system. Finally, all the blocks belonging to the

muons are removed from the input list.

1Details of the iterative tracking procedure and the particle-flow calorimeter clustering, for both ECAL and
HCAL (depth 1 and 2), are skipped since considered out of the scope of this overview on physics object.
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• Particle-flow electrons: each track, belonging to a block, is submitted to a pre-identification

stage, which recognizes possible electron candidates by looking for an ECAL cluster inside

the block. These tracks are then re-fitted via the GSF algorithm, resulting in an electron

candidate and the related blocks are removed before the next step.

• Charged hadrons: the remaining tracks are filtered, requiring σpT /pT to be smaller than

σET /ET expected for a charged hadron, giving rise to a particle-flow charged hadron.

By default, tracker momentum and calorimetric energy are built under the pion mass

hypothesis. If the energy of the linked calorimeter clusters is compatible with the track

pT , within uncertainties, the momentum estimate is obtained by a combination of these

measurements through a χ2 fit.

• Neutral hadrons and photons: in most cases, the calorimeter energy exceed the momen-

tum one in a significant way. A PF photon or a PF neutral hadron is then added to the

final particle collection depending whether the excess is located in ECAL or HCAL blocks.

Clusters not linked to any track give rise to PF photon or neutral hadron candidates.

2.4.4 Jet reconstruction and calibration

Starting from a hard scattering process, quarks and gluons produced by the interaction have

a defined color state, according to the QCD description of strong interactions. This represents

an un-physical system since, in nature, quarks and gluons are confined in colourless particles

called hadrons. At detector level, only the products of their fragmentation, simulated by the

parton shower algorithms, can be observed. This exhibits as a jet of collimated particles which

reflects, most of the time, the energy and the flight direction of the initial parton.

Therefore, a jet is a cluster of charged particle tracks and calorimetric energy deposits, in a

defined local region of the detector. The properties of a jet depend on the algorithm used for its

definition, and the clustering strategy has to provide finite and robust theoretical predictions.

In particular, it must be collinear safe, i.e. jet clustering and properties shall be independent

from collinear gluon splittings, and soft emission safe, i.e. jet clustering and properties shall

not be sensitive to soft particles added to the final state.

In CMS, the anti-kt clustering algorithm [81] is adopted for “standard” jet reconstruction, since

it meets all the conditions previously exposed. Starting from all the reconstructed particles

of a given event, provided by the PF algorithm, considering i and j as generic particle indices,

two distances are defined:

di = p2pT,i ; dij = min(p2pT,i, p
2p
T,j)

∆R2
ij

R2
; anti-kt → p = 2

where ∆R2
ij is the distance between i and j defined by Equation 2.4, while R is a parameter

that indicates the typical size of a jet in the η-ϕ plane (jet radius). The anti-kt algorithm

works as follows:

• Fixing i as proto-jet, if there is another particle j, with i 6= j, such that dij < di, j is

merged with i into a new proto-jet.

• If @ a j particle such that dij < di, i is promoted as jet.

• The iterative procedure stops when all the particles are associated to a jet.
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The high instantaneous luminosity at the LHC results in multiple pp collisions (pileup) taking

place within a single bunch-crossing. These additional interactions, occurring within the same

bunch-crossing of the hard scattering, produce additional tracks in the tracker and energy

deposits in the calorimeters. This contribution is usually called in-time pileup.

Moreover, collisions occurring in previous and subsequent bunch crossings also contribute to

the calorimetric energy measurement, due to an overlap between electronic signals, as a conse-

quence of a finite signal decay time in the calorimeters. This term is called out-of-time pileup.

The out-of-time contribution is mitigated at the level of signal processing, while the in-time

one is partially removed using tracking information. In fact, once a criterion is chosen to

identify the primary vertex of an event, i.e the one associated to the hard scattering, charged

tracks not pointing to this vertex are subtracted before running the jet clustering algorithm.

This procedure is called charged hadron subtraction (CHS) and represents the reference bench-

mark for Run-I jet reconstruction. In addition to CHS, other techniques have been tested to

reduced both pileup jet occupancy and residual effect of pileup particles in jets produced by

the hard scattering [82, 83].

Unfortunately, there are many possible sources of residual biases in the jet energy reconstruc-

tion, such as out of cone radiation, non-linear calorimeter response, detector segmentation,

electronic noise, physics noise (pileup and underling event), quark-gluon difference in the frag-

mentation etc... For these reasons, jet energy scale and resolution corrections become crucial

to obtain an unbiased jet energy response [84]:

• Pileup correction: it is applied to subtract residual contributions from neutral pileup

particles, overlapping inside the jet cone, and residual electronic noise.

The electronic noise contribution is measured after zero-suppression acquisition, running

on zero-bias events, while the pileup one is measured in simulated events, comparing

the reconstructed kinematics of the same events generated with and without pileup

contaminations. This correction is usually parametrized as a function of the pileup

energy density (ρ), the jet area (A) (defined in [85]), jet pT and η.

In Figure 2.17 (left), the pileup offset, defined as the mean value of the difference between

the pT of a reconstructed CHS jet in events with and without pileup contamination, is

shown as a function of the matched generator level jet pT and for different bins of the

mean number (µ) of the additional generated pileup interactions2. Furthermore, always

in Figure 2.17, the pileup correction factor for a 〈µ〉 = 20 is shown as a function of the

jet pT (middle) and η (right).

• True response: it aims at correcting for non-uniformities in the different CMS sub-

detectors, equalizing the reconstructed jet response to the generated one using simulated

events only. Response correction is both η and pT dependent:

Ctruth(pT , η) =
〈precoT 〉〈
pgenT

〉 (precoT , ηreco) (2.6)

The simulated true response corrections are summarized in Figure 2.18.

• Residual corrections: residual scale factors, between data and simulation, are deter-

mined after correcting jets for pileup offset and true response. At first, an additional

2In this context, generator level jets are obtained clustering all the stable particles produced by the show-
ering of the hard scattering, before any particle-detector interaction and pileup merging.
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Figure 2.17: (Left) Simulated true offset
〈
pwPU
T − pnoPU

T

〉
as a function of the generator jet pT for

|η| < 1.3. The pileup offset correction, with systematic uncertainty band, estimated for the average
2012 condition of 〈µ〉 = 20: (middle) PF-CHS R = 0.5 jets at |η| = 0 versus pT , (right) same jets at
pT = 30 GeV as a function of η.
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Figure 2.18: True response correction derived from simulated events of QCD interactions for PF CHS jets
R = 0.5, compared to corrections extracted from the 7 TeV data taking. The comparison is shown for
central jets as a function of pT (left), and for pT = 30 GeV versus η (right).

correction for the non homogeneous response along η is derived from di-jet events, in

which the pT response of a probe jet, outside the barrel region, is equalized to the one in

the reference tag region (|η| < 1.3) as a function of the average pT of the di-jet system.

The result of the pT dependent fit is shown in Figure 2.19 (left).

Then, an absolute scale correction is derived inside the reference barrel region (|η| < 1.3).

It relies on a comparison between the transverse momentum of a central jet with the one

of a well reconstructed object, such as pairs of muons or electrons from a Z-boson decay

or hard photons in γ+jets events. In Figure 2.19 (middle), data-to-MC scale factors for

the absolute jet response are shown, as a function of jet pT , for the events used in the

analysis. Eventually, a simultaneous fit of these samples is used to extract the ultimate

estimate of the absolute jet energy scale, taking into account systematic uncertainties

as nuisance parameters. Results are shown in Figure 2.19 (right). The whole procedure,

adopted to obtain calibrated jets in both data and simulation, is summarized by:

pcorT = prawT ×Cpup(pgenT , ρ, A)×Ctruth(η, Cpup · prawT )×Cres(η, Ctruth ·Cpup · prawT ) (2.7)



2.4 Physics object reconstruction 45

where Cpup stands for the pileup correction, Ctruth is the inverse of the true response

and Cres is the global residual correction, that should be applied only on data.
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2.4.5 Missing transverse energy /ET

The missing transverse energy (/ET ) is reconstructed through the PF algorithm, defined as the

negative vector sum of the transverse energy of all PF candidates in a given event [86]:

~/E
PF

T = −
NPF∑
i

~EiT (2.8)

The missing transverse energy is the common physics quantity, defined at hadron colliders,

used as a signature for invisible particles like neutrinos. It is susceptible to detector effects,

such as reconstruction inefficiency, geometric acceptance, calorimeter thresholds, non-linear

responses and finite energy resolution. The PF /ET bias is significantly reduced after jet energy

calibration, as described in Section 2.4.4. This is achieved through the following formula:

~/E
corr

T = ~/E
PF

T − ~∆jets = ~/E
PF

T −
jets∑
i

([pcorrT ]i − [pT ]i) (2.9)

where the sum is performed over all the corrected jets with pT > 10 GeV. This propagation of

jet energy calibration to the missing energy is also known as Type-I correction. In addition,

other specific ~/ET corrections can be considered:

• Pileup correction: assuming an isotropic distribution of the particles produced by a

pileup interaction, the pileup contribution to the missing energy measurement is ex-

pected to be close to zero. Therefore, the measurement of charged particles from pileup

vertices (~v =
∑PU

charged ~pT ) should be well balanced by the neutral one. This constraint

is used to induce the contamination of neutral pileup particles to the /ET :

~/E
corr

T = ~/E
PF

T − ~∆PU = ~/E
PF

T −
PU∑
i

f(~v)~v (2.10)
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where the correction function f(~v) is parametrized as c1(1 + erf(−c2|~v|c3)), where c1, c2
and c3 are extracted from simulated minimum bias events.

• ϕ-modulation: although all the particles are distributed uniformly along ϕ, some asym-

metry is observed in the PF candidate ~pT sum, in both data and simulated events, due

mainly to a not perfect detector alignment and to a shift of the nominal interaction

point. A correction on x and y components of the missing energy has been designed to

cure this effect, tuned as a function of the reconstructed number of vertices:

/E
corr
x = /Ex − (cx0 + cxsNvtx) /E

corr
y = /Ey − (cy0 + cysNvtx) (2.11)

Other more sophisticated missing energy determinations, in particular devoted to improve the

resolution, like the No-Pileup MET or the MVA-MET [86], will not be discussed in this Section

since they are not used later in the thesis.

In Figure 2.20, the PF missing energy distribution, obtained after applying the Type-I, pileup

and ϕ corrections, is shown for selected Z → µµ events. Since the presence of a well measured

boson defines a unique axis (~qT ) in each event, the hadronic recoil (~uT ) is decomposed into an

orthogonal (u⊥) and a parallel (u||) components. The scalar quantity −
〈
u||
〉
/qT is referred

to as ~/ET response, while the width of u|| + qT and u⊥ are used as estimates of the missing

transverse energy resolution. The response curves (−
〈
u||
〉
/qT ), extracted from the data as a

function of the vector boson boost qT , are shown in Figure 2.20 (middle), where deviations

from unity indicate a bias in the hadronic recoil determination, which is well recovered for

qT > 40 GeV. Finally, in Figure 2.20 (right), the distribution of σ(u||) as a function of qT is

reported. The resolution linearly increases with the Z-boson boost, while data and simulation

remain in good agreement in each control sample.
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Chapter3

Identification of highly boosted hadronically
decaying vector bosons

In searches for new physics beyond the SM at high mass, which involve objects with large

transverse momenta, it is crucial to distinguish hard prompt jets, originating from the decay

products of heavy particles, from the ones obtained by the fragmentation of single quarks or

gluons. In final state topologies with W±, Z or Higgs bosons, to achieve high signal selection

efficiency, it is common to look for hadronic or semi-leptonic signatures. When the boost

becomes large, above order of pT > 200 GeV, the hadronization products of a V→ qq′ decay

overlap to each other inside a single clustered jet, where traditional analysis techniques, rely-

ing on resolved jets, are no longer applicable.

In this context, the analysis of jet substructures, i.e. the internal components of a jet, plays

a key role to identify these objects, arising from heavy boson decays, against quark or glu-

ons jets usually referred to as QCD jets1. In fact, the characteristic two-body decay of a high

pT vector boson result in a hard substructure, which is absent in typical high pT QCD jets.

These subtle differences are resolved more clearly by removing soft QCD radiation from jets.

Such adaptive modification of the jet algorithm or selective removal of soft radiation during

the clustering is generally referred to as jet grooming [87, 88]. On the other hand, at pp

colliders, hadronic signatures are faced with the relatively poorer reconstruction of jets and

large multi-jet background from QCD processes. Thus, an efficient identification of hadronic

V-boson decays through jet substructure observables allows to profit from the substantially

larger branching fraction of hadronic channels, providing significant gains in searches for new

physics.

Measurements of substructure observables, related to identification of W-boson jets, have been

already performed with 7 TeV data by both CMS [89, 90] and ATLAS [91, 92] collaboration.

This Chapter is organized as follows: in Section 3.1, a general overview on the algorithms

adopted for V-jet identification is reported, then, in Section 3.2, performance studies on these

jets, looking at 8 TeV data collected by the CMS experiment, are described [93].

Furthermore, in Section 3.3, the expected performance on V-jet tagging is investigated in light

of the 13 TeV data taking (Run-II) of the LHC operations [83, 94].

1Since the masses of W and Z-bosons are rather close to each other and the experimental resolution on
large cone jets is not optimal, these two resonances cannot be perfectly distinguished. Thus, it is common to
refer to them as V-jets, where V indicates a W or a Z-boson.

47
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Eventually, Section 3.4 describes the commissioning of the PileUp Per Particle Identifica-

tion (PUPPI) algorithm performance with the first Run-II data, used to mitigate pileup con-

taminations on large cone jets and missing transverse energy.

3.1 Algorithms for V-jet identification

Since the mass of a vector boson (W,Z) is larger than the one of a typical quark-gluon (q/g)

jet, the jet mass itself represents the primary observable to distinguish a heavy hadronic

resonance from the hadronization products of a single parton. The bulk of the V-jet mass

arises from the kinematics of the two jet cores, corresponding to the fragmentation of the

two quarks produced in the decay, while the one of a QCD jet originates mostly from soft

gluon radiation. Grooming methods are commonly adopted to improve the discrimination

by removing the softer radiation, shifting the jet mass of QCD jets to smaller values, while

maintaining the one for V-jets close to the expectation. Therefore, grooming algorithms change

the jet constituent composition without affecting the overall jet production cross section, giving

a infrared collinear (IRC) safe result. Starting from a large cone jet that contains the whole

decay products of a vector boson, typically clustered with the anti-kt (AK) or the Cambridge-

Aachen (CA) [95] algorithm, the following grooming techniques have been considered:

• Filtering: the constituents of the input jet are reclustered with the CA algorithm, using a

smaller distance parameter (Rfilt) and keeping only the first Nfilt leading subjets2 [87].

• Trimming: the input jet is reclustered via the kT algorithm [81], adopting a smaller

radius Rtrim and keeping all the hard subjets passing a transverse momentum selection,

defined as: psubjetT /pjetT > pfracT [96].

• Pruning: it is based on a CA reclustering of the input jet constituents, in which the

iterative sequence is modified to remove soft and wide angle protojets (single particles

or group of particles already combined in previous steps) [97]. At each stage of the CA

algorithm, two quantities are computed:

z =
min(piT , p

j
T )

piT + pjT
; ∆Rij =

√
∆η2ij + ∆ϕ2

ij (3.1)

The protojet with lower pT is ignored if the hardness (z) is below a chosen threshold

(zcut) or if it is sufficiently distant from the harder one (∆Rij > α ·m/pT ), where m and

pT are, respectively, the mass and the transverse momentum of the original jet.

• Soft drop: as any other grooming method, soft drop declustering removes wide-angle

soft radiation from a jet, to mitigate the contaminations from initial state radiation

(ISR), underlying event (UE) and multiple hadron scattering (pileup), according to the

following selection [98]:

min(piT , p
j
T )

piT + pjT
> zcut ×

(∆Rij
R

)β
(3.2)

2Subjet stands for a protojet obtained by undoing the jet clustering sequence, following the inverted jet
history.
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where i and j are two protojets, R is the input jet radius, while zcut and β, respectively

called hardness threshold and angular exponent, rule the behavior of the algorithm.

Differently from other groomers, soft drop removes protojets during the declustering

stage, following the inverse clustering history of the input jet. When β > 0, soft drop

removes soft radiation while maintaining a fraction of the soft-collinear one, acting as

a groomer. In contrast, when β < 0, it removes both soft and collinear contributions

behaving as a “tagger”, vetoing jets that do not have two well separated hard prongs.

The boundary point, when β = 0, is called modified mass drop tagger (MMDT) [99], where

soft drop behaves like a tagger at any fixed-order in the αs expansion, giving a “Sudakov

safe” groomer [100].

Besides groomed masses, additional discrimination between V-bosons and QCD jets is obtained

from a more extensive use of jet substructure, considering jet shape based observables:

• Mass drop (µ) is defined as the ratio of the highest mass pruned subjet (m1), obtained

by undoing the last iteration of the CA clustering after pruning, and the total pruned

jet mass (mpruned) [87]. Since a V-jet is formed by merging the showers of two decay

quarks, the mass of each subjet is much smaller than the whole jet one. In contrast, a

massive QCD jet is formed through continuous soft radiation, thus the subjet with larger

mass contains the bulk of the jet constituents, pushing the mass drop close to unity.

The separation power of this observable depends mainly on the ability to resolve subjets

inside a large cone one, thus is observed to be strongly dependent on the boost of the

system.

• N-subjetttiness (τN) is a generalized jet shape observable, computed under the assump-

tion that a jet is composed by N subjets. It is the pT -weighted ∆R distance between

each jet constituent and its nearest subjet axis [101, 102], defined as:

τN =
1

d0

∑
k

pT,k ·min(∆R1,k,∆R2,k...∆RN,k) (3.3)

where d0 is a normalization factor, defined as d0 =
∑

k pT,k ·R0, while R0 is the original

jet distance parameter. The τN observable has a small value if the jet is consistent with

having N or fewer subjets, as almost every jet constituent will be close in ∆R to its

own true subjet. Assuming N subjets inside the jet, their related axes are obtained by

re-clustering the input jet with the exclusive kT algorithm [103], reversing the last N

clustering steps. The axes choice is usually optimized to minimize the N-subjettiness

value, increasing the related separation power. To discriminate between a V-jet, which

is expected to have two prong subjets, and a QCD one, usually consistent with a single

subjet, the ratio τ2/τ1 is particularly useful as it tends to maximize the separation.

• Q-jet volatility (ΓQjet) is a statistical measure of a sample of similar jet clustering se-

quences [104]. A jet is defined by its own cluster sequence, which is topologically equiv-

alent to a recombination tree. During the clustering stage, the protojet recombination

scheme is randomized and the pruning algorithm is run for each jet tree. In this way, a

statistical set of trees for each jet is obtained and used to compute a jet mass distribu-

tion. The continuous soft radiation that forms massive QCD jets is more susceptible to
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fluctuations, since a small deviation in the soft radiation can result in a very different

order of assembling the jet. In contrast, V-jets are characterized by two strong jet cores

and small perturbations usually yield nearly identical clustering sequences. Therefore, a

large volatility is a characteristic of QCD jets and can be used to distinguish them from

signal V-jets.

The algorithm works as follow: fixing a chosen number of alternative recombinations

(Ntree), at each step of the clustering a weight ωij is assigned to each constituent pair

according to:

ωij = exp
(
− α · dij − dmin

dmin

)
(3.4)

where dij = ∆R2
ij , while dmin is its minimum over all pairs involved in this procedure

and α controls the level of randomness. A random number is used to select the con-

stituent pair to be merged, according to their probabilities ωij/
∑

ij ωij . Finally, the

Q-jet volatility is defined by the ratio between the variance and the mean value of the

pruned mass distribution obtained from the Ntree recombinations of each jet:

ΓQjet =
σ(mpruned)

〈mpruned〉
(3.5)

• Energy correlation functions are defined in [105] and are usually combined into dimen-

sionless double ratios (Cβ2 ) as:

Cβ2 =

∑
i<j<k pT,i pT,j pT,k (RijRikRjk)

β
∑

i pT,i

[
∑

i<j pT,i pT,j R
β
ij ]2

(3.6)

where i, j and k run over all the jet constituents, satisfying i < j < k. Similarly to

τ2/τ1, the numerator quantifies how likely a jet is composed of two subjets, while the

denominator gives a probability for being composed of a single one.

• Jet charge is a measure of the electric charge of the parton that originates the jet

[106], originally introduced for flavor tagging of neutral B-mesons. It is defined as the

pT -weighted average charge of the jet constituents:

Qk =

∑
i qi · pkT,i
pkT,jet

(3.7)

where i refers to all particles in a jet. The parameter k is used to enhance the discrimi-

nation among quarks, gluons and V-jets.

• Quark-Gluon Likelihood (QGL) has been introduced by the CMS collaboration in [107]

and it is a likelihood-based discriminator designed to distinguish between jets originating

from quarks and gluons. It is applied on both groomed jets and their leading subjets.

• Planar flow, with R = 0.5, and trimmed grooming sensitivity have also been considered

in the following performance studies. Planar flow characterizes the geometric distribu-

tion of the energy deposition from a jet, where QCD jets are expected to be more isotropic

than V-jets. Trimmed grooming sensitivity is defined as the ratio between the trimmed

and the original jet mass, when the trimming algorithm is applied to a V-jet candidate.
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3.2 V-tagging performance with 8 TeV data

To precisely investigate V-jets identification performances, a number of different event topolo-

gies have been considered, providing inputs for a large class of physics analyses. In particular,

semi-leptonic tt events (tt → bW− bW+ → `±ν + jets) provide a relative pure sample of W-

jets, which is used to compare the V-tagging efficiency, mass scale and resolution between

data and simulation. In contrast, the semi-leptonic W+jets topology and the inclusive di-jet

one are used as source of high pT QCD jets, to study the fake rate model in both data and

simulated events. These are also useful benchmarks for searches where the SM W+jets and

multi-jet productions are leading backgrounds. The W+jets sample allows to access, with

high statistics, the low boosted regime, while the di-jet one is used to study q/g jets with a

transverse momentum up to the TeV scale. In Figure 3.1, the fraction of the leading pT jets,

originating from the hadronization of single quarks or gluons, is reported for W+jets events

(left) and di-jet (right), as a function of transverse momentum. The W+jets control region is

largely dominated by light flavor quark jets, while multi-jet composition switches from gluon

to quark enriched going moving from low to high jet pT regime.
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Figure 3.1: Leading pT jet fraction in W+jets events (left) and multi-jet (right), irradiated by a quark
or a gluon as a function of the jet pT . In a small fraction of events, the leading jet is not matched to
a parton produced by the hard scattering within a cone of ∆R < 0.3.

3.2.1 Data and simulated events

Data were collected with the CMS detector from pp collision at a center-of-mass energy of√
s = 8 TeV, thanks to a set of single lepton and jet activity triggers accumulating an in-

tegrated luminosity of 19.7 ± 0.5 fb−1 [108]. The selected single lepton triggers require the

presence of at least one identified lepton with large transverse momentum, pT > 40 (80) GeV

for µ (e) final state, while multi-jet triggers are based on requirements on the transverse mo-

mentum scalar sum (HT) of all the reconstructed jets in the event and on the invariant mass

of the two leading ones (mjj).

As a source of simulated V-jets, a generic heavy resonance decaying into a pair of longitu-

dinally polarized W-bosons is considered. These events are simulated considering either a
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Bulk graviton, predicted in WED models, or a SM-like high mass Higgs boson. The former are

generated via JHUGen 3.1.8 [109], while the latter by POWHEG 1.0 [110, 111], both interfaced

with Pythia 6 [112] with Tune Z2∗ [113] for parton showering and underlying event simulation.

In addition, to study the effect of vector boson polarization on jet substructures, a BSM model

with SM-like Higgs boson couplings is compared with a pseudoscalar resonance, which origi-

nates only transversely polarized bosons in the decay.

The background is modeled considering QCD multi-jet, inclusive semi-leptonic W+jets, Drell-

Yan pairs (Z/γ∗ → ``), tt, single-top and di-boson (WW/WZ/ZZ) productions. To estimate

the agreement between different simulation models and the data, three alternative multi-jet

samples are considered: MadGraph v5.1.3.30 [114] showered with Pythia 6, Herwig++ [114]

with Tune 23 and Pythia 8 [115] with Tune 4C [116]. MadGraph and Pythia samples use

CTEQ61L [117] parton densities, while Herwig++ adopts MRST2001 [118].

Moreover, two different W+jets samples are generated via MadGraph, interfaced with Pythia 6,

and Herwig++. A similar choice is adopted also for the tt generation, where a POWHEG+Pythia 6

sample, using CT10 as PDF [119], is compared to MC@NLO [120] evolved with Herwig++, using

CTEQ6M PDF [117]. Finally, single-top quark production is simulated with POWHEG, while the

di-boson samples are obtained from Pythia 6.

A summary of the background samples used in this study and the related production cross

sections are reported in Table 3.1. Generated events are then processed through a GEANT4 [121]

based simulation of the CMS detector, adding an average of 22 pileup interactions, to match

the additional particle production observed in data.

Process Generator Cross section (pb)

QCD MadGraph + Pythia 6 –
QCD Herwig++ –
QCD Pythia 8 –

W+jets (pT > 100 GeV) MadGraph + Pythia 6 228.9
W+jets (pT > 180 GeV) MadGraph + Pythia 6 26.4
W+jets (pT > 100 GeV) Herwig++ 237.2

DY+jets (m`� > 50 GeV MadGraph + Pythia 6 3503

tt̄ POWHEG + Pythia 6 245.8 (NNLO)
tt̄ MC@NLO + Herwig++ 245.8 (NNLO)

WW Pythia 6 54.8
WZ Pythia 6 33.2
ZZ Pythia 6 8.1

single-top: s-channel POWHEG + Pythia 6 87.1
single-top: t-channel POWHEG + Pythia 6 5.5

single-top: tW-channel POWHEG + Pythia 6 22.4

Table 3.1: Summary of the simulated samples considered in the analysis, where no cross section is
reported for the background samples that will be normalized to data.
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3.2.2 Event selection

Di-jet and W+jets topologies are selected to investigate background QCD jets inside the kine-

matic regime typically considered in searches for new phenomena at high mass, while the

semi-leptonic tt signature represents the only pure source of boosted W-jets in data. In these

topologies, one W-jet candidate is selected for each event as the highest pT jet, reconstructed

via the CA algorithm (R = 0.8) implemented in the FastJet package [122], requiring |η| < 2.4

so that the jet core falls within the tracker acceptance.

A large distance parameter (R) increases the efficiency to reconstruct a poorly boosted W-

boson as a single jet, since the average distance between its decay products is inversely pro-

portional to the boson pT , i.e. ∆R(qq′) = 2mV/pT .

The chosen value of R provides high reconstruction efficiency for W-bosons characterized by a

small boost, ensuring that no performance is lost in the transition between a resolved analysis,

in which two independent jets are associated to a V→ qq′ decay, and its reconstruction as a

single large cone jet at high transverse momentum. In addition, R = 0.8 allows a to collect

a sufficiently large sample of W-jets in tt data for validating the V-tagging strategy. In fact,

if the R value is too large, the b-jet produced by t → Wb decay tends to merge with the

W-boson one, spoiling the typical substructure properties of a boosted V-jet.

Figure 3.2 compares, as a function of the vector boson pT , the reconstruction efficiency of a

hadronic W-boson from two resolved R = 0.5 jets to the one obtained from CA8 clustering.

When the W-boson pT is larger than 200 GeV, the CA8 choice becomes more efficient, exceed-

ing 90% efficiency after 400 GeV.
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Figure 3.2: Efficiency to reconstruct a CA8 jet matched within ∆R < 0.1 with a generated W-boson
(black points), and the efficiency to reconstruct two AK5 jets within ∆R < 0.1 of the generated quarks
(red ones), obtained from hadronic decays of longitudinally polarized W-bosons, as a function of the
transverse momentum.

To select pure samples of signal (V-jets) and background (QCD) jets, a set of specific require-

ments are applied in these three phase spaces:

• Dijet selections: events are initially selected requiring two AK5 jets with pT > 30 GeV

and |η| < 2.4, with a separation of |∆ηjj | < 1.3 and an invariant mass mjj > 890 GeV,
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following the selection criteria typically applied in fully hadronic di-boson searches for

BSM physics [123]. In this set of di-jet events, W-tagging studies are performed adopting

the leading CA8 jet as W-jet candidate, considering two independent pT bins: 400 <

pCA8
T < 600 GeV and 1.1 < pCA8

T < 1.4 TeV.

• W+jets selections: the goal is to isolate events in which a boosted leptonically decaying

W-boson recoils against a high pT jet. On the lepton side, the event should contain one

muon with pT > 50 GeV and |η| < 2.1 or one electron with pT > 90 GeV and |η| < 2.5,

reconstructed with the prescriptions given in Section 2.4.1 and Section 2.4.2, respectively.

Muons are identified according to the high-pT selection [76], which requires that each

reconstructed muon must be both a tracker and a global muon, with at least one pixel

hit in the fitted track, at least one matched muon station, more than eight valid tracker

hits, a transverse impact parameter (|dxy|), with respect to the selected primary vertex,

smaller than 2 mm and a longitudinal one (|dz|) smaller than 5 mm. Finally, the muon

candidate shall be also isolated from charged hadron activity in the detector, requiring

the relative sum of tracks pT , within a cone of ∆R = 0.3 around the muon track, to be:

Itk
pT (µ)

=

∑
i∈track p

i
T

pT (µ)
< 0.1 (3.8)

At the same time, each reconstructed GSF electron is identified by means of the HEEP

criterion [124], which requires more than two hits in the fitted track, a super-cluster

with ET grater than 35 GeV, both η and ϕ separation between the GSF track and the

super-cluster position smaller than 0.005 and 0.006 respectively, a ratio between HCAL

and ECAL energies (H/E) smaller than 5%, |dxy| < 0.2 (0.5) mm for EB (EE), to have

either E2×5/E5×5 > 0.94 or E1×5/E5×5 > 0.83 3, Itk < 5 GeV and :

[Iem + Ihad −∆R× ρ] <

{
EB : 2 GeV + 0.003 · ET
EE : 2.5 GeV

(3.9)

where, Iem and Ihad are the electromagnetic and the hadronic ET sums inside the isola-

tion cone, except for the contribution associated to the electron candidate.

Events containing additional loosely identified muons or electrons, defined relaxing iso-

lation requirements, with pT > 20 GeV are rejected to improve the purity of the W+jets

sample against contaminations from Z/γ∗+jets events.

The missing transverse energy is required to be larger than 50 or 80 GeV for the muon

and electron channel, respectively, to suppress the contamination from QCD multi-jet

background where a jet is mis-identified as a lepton. Furthermore, the transverse mo-

mentum of the leptonically decaying vector boson, given by the sum of the lepton ~pT

and the missing energy ~/ET , and of the highest pT CA8 jet (W-jet candidate) are required

to be larger than 200 GeV.

Additional criteria are applied to ensure that the W-boson and the CA8 jet are mostly

back-to-back in the transverse plane: the ∆R between the lepton and the CA8 jet must

be larger than π/2, the azimuthal distance ∆ϕ between /ET and the W-jet must be

greater than two radians, as well as the distance between the V-boson and the CA8 jet.

3These quantities refer to the energy sum of all the crystal within a matrix n×m around the super-cluster
seed position.
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A cutoff on the additional jet activity is also applied vetoing the presence of b-tagged

AK5 jets, lying outside the CA8 jet cone (∆Rj,CA8 > 0.8) and identified using the CSV

algorithm [125], according to a selection that provides about 70% efficiency on simulated

b-jets and less than 1% of mis-tag rate. Eventually, only events with a moderate boosted

W-jet candidate, 250 < pCA8
T < 450 GeV, are considered.

• tt selections: the same selections used for the W+jets topology are adopted, except for

the b-veto condition which is inverted requiring at least one b-jet with pT > 30 GeV.

In addition, if two CA8 jets are found in the same event with pT > 200 GeV, the one

with highest mass is kept as the W-jet candidate and no back-to-back topology cuts are

applied.

3.2.3 Substructure performance in the simulation

To understand the performance of jet substructure algorithms with the CMS detector, two

dominant effects on boosted jet observables are investigated: particles from multiple overlap-

ping pileup interactions, detector efficiency and resolution in reconstructing jet constituents.

To prove the separation power of the substructure observables listed in Section 3.1, BSM res-

onance masses, which are decaying into pairs of boosted W-bosons, are chosen to obtain a

falling shape for the W-jet candidate pT distribution in the different analysis pT bins, similar

to one expected for QCD background jets in W+jets and multi-jet events.

Therefore, when the jet pT is within 250-350 GeV, a SM-like Higgs boson with a mass of

600 GeV is considered, while, when pCA8
T is in the range between 400 and 600 GeV in the

di-jet topology, a Bulk graviton with a mass of 1 TeV is adopted.

In Figure 3.3, the pruned jet mass distributions for W-jets and QCD ones are shown compar-

ing the generator level results with the full CMS simulation, as a function of different pileup

scenarios. The convolution of both pileup and detector effects results in a broadening of the

W-boson mass peak and a slight bias to higher values. The pileup dependence, comparing

two scenarios with averages of 12 and 22 pileup interactions, is small thanks to the effect of

the pruning algorithm. Thus, to discriminate boosted W-bosons from QCD jets background,

one can select events falling in a defined window around the W-boson mass peak, as done

in already published searches [126, 127]. In this study, the chosen jet mass window is fixed

to range from 60 to 100 GeV. Finally, looking at the W+jets topology, there are few signal

events with a pruned mass close to zero. They correspond to cases in which the WW system

is decaying fully leptonically, where one lepton is reconstructed, together with UE and pileup,

as a jet with few constituents failing the isolation requirement, having therefore a very low

mass value since composed by almost a single high pT object.

Figure 3.4 (left) shows the mass drop variable in the W+jets topology. As expected, it peaks

at lower values for V-jets since it represents the ratio of the pruned subjet mass coming from

a quark to the much larger W-boson one. In addition, Figure 3.4 (right) shows the mass drop

shape considering only the events falling in the pruned mass window previously defined. The

discrimination power of the mass drop is strongly reduced due to a high correlation between

these two observables, particularly for QCD jets. Figure 3.5 shows the τ2/τ1 variable, in the

W+jets topology, before (left) and after (right) the W-boson pruned mass selection. The

separation power is evident and the overall performance looks better than the mass drop one,

with a less pronounced correlation with the pruned mass. Furthermore, Figure 3.6 shows the
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dashed lines represent the generator level predictions without pileup interactions and CMS detector
simulation. The continuous histograms are the expected distributions after full CMS simulation, in a
pileup scenario corresponding to an average number of 12 and 22 interactions, respectively.
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Figure 3.4: The mass drop distribution in simulated samples of boosted W-bosons and QCD jets before
(left) and after (right) a selection on the pruned jet mass. Thick dashed lines represent the generator
predictions without pileup interactions and CMS simulation. The continuous histograms are the expected
distributions after full CMS simulation, in a pileup scenario corresponding to an average number of 12
and 22 interactions, respectively.

double ratio of energy correlation functions Cβ=1.7
2 . While the discrimination is visible at

generator level, it is much reduced after pileup and detector simulation.

Eventually, Figure 3.7 (left) shows the jet charge distribution for positively and negatively

charged W-boson jets, as well as the one for background QCD jets. Both pileup and detector

resolution effects are quite limited on this observable, since it is defined only using charged

hadron tracks from the leading vertex in the event. To assess the separation power between
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Figure 3.5: The τ2/τ1 observable in simulated samples of boosted W-bosons and QCD jets before (left)
and after (right) a selection on the pruned jet mass, 60 < mpruned < 100 GeV. Thick dashed lines
represent the generator predictions without pileup interactions and CMS simulation. The continuous
histograms are the expected distributions after full CMS simulation, in pileup scenario corresponding to
an average number of 12 and 22 interactions, respectively.
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Figure 3.6: The Cβ2 distribution in simulated samples of boosted W-bosons, from a heavy BSM resonance
decay, and QCD jets in leptonic W+jets events before (left) and after (right) a selection on the pruned
jet mass. Thick dashed lines represent the generator predictions without pileup interactions and CMS

simulation. The continuous histograms are the expected distributions after full CMS simulation, in
pileup scenario corresponding to an average number of 12 and 22 interactions, respectively.

W+ and W− via the jet charge, a hypothesis test has been performed, where the two jet charge

distributions are first fitted with a Crystal-Ball function, then these are used as templates to

generate pseudo-experiments (PEs). For each PE, a χ2
+ (χ2

−) is calculated with respect to the

positive (negative) template and the ∆χ2
± is used as a test statistics. The hypothesis separa-

tion, estimated according to Gaussian quantiles, is reported in Figure 3.7 (right) as a function

of the average number of events generated in each toy experiment. The separation between
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two W-boson charge hypotheses is around 3σ for k = 0.3 and about 20 events per PE. Similar

results are also obtained in the higher pT bins, exploring the di-jet signature.

 = 1.0)κ Jet charge (
-0.4 -0.2 0 0.2 0.4

 N
or

m
al

iz
ed

 d
is

tr
ib

ut
io

n

0

0.05

0.1

0.15

0.2

 only-W
  + <PU> = 22 + sim.

 only+W
  + <PU> = 22 + sim.
W+jets MG+PYTHIA6
  + <PU> = 22 + sim.

W+jet

CA R=0.8
 < 600 GeV

T
400 < p

| < 2.4η|
 < 100 GeVjetm60 < 

8 TeV

CMS
Simulation

Generated number of events
4 6 8 10 12 14 16 18 20

G
au

ss
ia

n 
(σ

)

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5
CMS Simulation

jet charge k = 0.3 
jet charge k = 0.5 
jet charge k = 1.0

8 TeV

Figure 3.7: (Left) Jet charge distribution in simulated samples of boosted W-bosons, produced by a
heavy resonance decay, and QCD jets in leptonic W+jets events for k = 1.0, after a selection on the
pruned jet mass (60 < mpruned < 100 GeV). (Right) Separation, in terms of Gaussian σ, between W+

and W− hypotheses, for different values of k, as function of the average number of events per PE.

3.2.4 Algorithm performances

The performance of several substructure observables used to identify V-jets are compared with

the aim of establishing which provides the best signal-to-background discrimination. Since the

groomed masses are the best discriminants, as shown in Section 3.2.3, the performance of other

observables are tested only for jets with 60 < mpruned < 100 GeV. The adopted figure of merit

is the background rejection efficiency as a function of the signal one, also known as “receiver

operating characteristic” (ROC) curve.

Figure 3.8 shows the observable performances in the W+jets final state, where the W-jet

candidate pT is required to be in the range between 250-350 GeV. The performance of τ2/τ1,

pruned τ2/τ1, exclusive-kT τ2/τ1, ΓQjet, C
β
2 , mass drop and jet charge are compared. For the jet

charge, a positively charged lepton is required in the event, therefore the separation between

negatively charged W-jets and QCD ones is displayed. The best performing variable is τ2/τ1
up to a signal efficiency of 75%, then ΓQjet is slightly better, while pruned and τ2/τ1 without

axes optimization are worse. The least performing variables are the mass drop, Cβ=1.7
2 , and

the jet charge.

In addition to the individual observable discrimination power, a multivariate combination

of them is performed using the TMVA package [128]. This combination is performed with

both a naive Bayes classifier and a Multilayer Perceptron (MLP) neural network discriminant.

Additional variables with respect to those reported in Section 3.2.3 are considered, trying

to increase the final discrimination power. The variables used in both discriminants are the

mass drop, ΓQjet, τ2/τ1, C
β
2 , the planar flow (R = 0.5), the number of jet constituents, ∆R

between the two leading pruned subjets, trimmed sensitivity and the number of reconstructed

vertices in the event. The MVA methods are trained using as signal sample a SM-like Higgs

resonance, decaying into a pair of longitudinally polarized W-bosons, while the background
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sample consists of the leading jet in W+jets events generated with MadGraph. Events are

equally split between the training and the test sample to compute the ROC curve. Comparing

the MVA results with the performance of τ2/τ1, about 15% improvement, at a fixed signal

efficiency of 50%, is obtained. This relative small gain is limited by the large correlation

between τ2/τ1, which is the most sensitive variable over a large range of efficiencies, and

several of the other substructure observables, as reported for both signal and background

events in Figure 3.9.
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Therefore, the baseline W-tagger is built on a simple rectangular selection on pruned jet mass

and τ2/τ1, requiring 60 < mpruned < 100 GeV and τ2/τ1 < 0.5, which represents the optimal

value for a reference significance estimator defined as εS/
√
εB, where εS and εB are the signal

and the background selection efficiency, respectively.

The simulated pT and pileup dependence of the defined W-tagger has also been studied. In

particular, Figure 3.10 (left) shows the efficiency of this tagger on simulated signal W-jets.

At low transverse momentum, the efficiency increases thanks to the better containment, into

a single CA8 jet, of the showers produced by the fragmentation of the W-boson decay quarks.

Above 600 GeV, the efficiency starts to decrease, since at larger pT the PF reconstruction

degrades in resolving the jet substructure, so that the pruning algorithm removes a too large

fraction of the jet mass. Furthermore, also the efficiency of the τ2/τ1 selection drops at high pT ,

loosing around 20% signal efficiency at 1 TeV with respect to the maximum, placed for a jet

pT around 600 GeV. In Figure 3.10 (right), the signal efficiency of the pruned mass selection is

reported as a function of the number of reconstructed vertices, which decreases by 6% moving

from 5 to 30 reconstructed vertices, whereas the additional N-subjettiness selection efficiency

drops by 12% over the same range. However, the mistagging rate of the background also

decreases with pileup when the same selections are applied, yielding a similar discrimination

(εS/εB).
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Figure 3.10: Efficiency of the pruned mass selection and its combination with τ2/τ1 < 0.5 on a signal
sample of W-jet as a function of pT (left) and the number of reconstructed vertices (right). In the
latter case, also the mistagging rate for QCD jets, estimated from the W+jets background sample, is
shown. The error bars represent the statistical uncertainty in the MC simulation.

3.2.5 Vector boson polarization

Jet substructure observables are particularly sensitive to the polarization of the decayed vector

boson, which can be used as additional information to detect possible new physics scenarios,

like searches for new resonances decaying into vector boson pairs, W-boson helicity at large

tt masses or VBS measurements. To study the V-jet tagger potential in this field, X → WW

samples are generated fixing the W-bosons to be either purely longitudinally or transversely

polarized, by means of the JHUGen generator. The key observable is represented by the helicity

angle of the W→ qq
′

system (cosϑj), defined as the polar angle between the decay quark and
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the W-boson flight direction in the W-boson rest frame. At parton level, where quarks are

treated as final state particles, the helicity angle of the hadronic W-boson is computed and

shown in Figure 3.11 (left), separately for transverse and longitudinal modes. After showering,

hadronization, pileup, detector simulation and reconstruction, the same quantity is computed

and reported in Figure 3.11 (right), considering the two leading subjets after pruning. Since

after reconstruction it is no longer possible to distinguish between quarks and anti-quarks, i.e.

to have an unambiguous subjet charge assignment, the absolute value of cosϑj is reported.

This shows how a transverse polarized vector boson decays with subjets more aligned with its

direction of flight. The depletion of events at | cosϑj | around 1 is due to acceptance effects.

When ϑj is close to zero, the two subjets overlap, preventing their reconstruction. On the

other hand, when ϑj is around π, one subjet becomes much softer than the other one, causing

a drop in the identification efficiency.

In fact, after the pruned jet mass selection, the ratio between the trailing and the leading

pruned subjet transverse momenta pT,2/pT,1 is shown in Figure 3.12, for W-jets belonging to

two different pT regimes, 250 < pT < 350 GeV on the left and 400 < pT < 600 GeV on the

right. Pruned subjets from transverse polarized W-bosons are less balanced in pT with respect

to the longitudinal case.
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Figure 3.11: (Left) Generator level cosϑj distributions for purely longitudinally and transversely po-
larized W-bosons. (Right) Pruned subjet angular distributions, after requiring the pruned jet mass in
the range 60 < mpruned < 100 GeV, for pure WL or WT and for jets with 250 < pT < 350 GeV.

Finally, to test if the polarization of hadronic W-bosons can be used as a discriminant in

the data analyses at the LHC, the experimental resolution on cosϑj is measured through the

difference between the one reconstructed from subjets and the one from parton level quarks.

The experimental angular resolution is measured to be around 10 mrad in the laboratory

frame, which translates into a resolution of about 65 mrad in the W-boson rest frame, which

remains relatively constant over a large W-jet pT range.

3.2.6 Systematics effects on substructure performances

In this section, different systematic effects are analyzed in terms of changes in the ROC re-

sponse, looking at the di-jet topology for jets with 400 < pT < 600 GeV, where the Herwig++

sample is used to describe QCD jets, since it models the pruned jet mass in data better than
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Figure 3.12: Pruned subjets pT ratio distribution, obtained after the pruned jet mass selection, for pure
WL and WT samples: (left) W-jets with 250 < pT < 350 GeV, (right) W-jets with 400 < pT < 600 GeV.

Pythia 6. Figure 3.13 reports a set of τ2/τ1 ROC curves, showing the impact of different system-

atic sources on the previously defined V-jet tagger. Signal efficiency and background rejection

of the pruned mass requirement only, 60 < mpruned < 100 GeV, is indicated by filled circles,

while its combination with τ2/τ1 < 0.5 by filled rectangles.

In Figure 3.13 (left), the pileup and boost dependence of the V-tagger are displayed. Moving

from an average of 12 to 22 pileup interactions, no changes in the ROC response are noticed,

which means that pruning and N-subjettiness are quite insensitive to pileup up to 30 re-

constructed vertices. The signal efficiency versus background rejection can be kept constant

adapting the working point as a function of the pileup condition, as indicated by the difference

between the green and the red filled rectangles. In addition, also the generator level prediction,

without pileup and detector reconstruction effects, is compared with the full CMS simulation

with pileup, showing a small degradation in performance although τ2/τ1 shape is significantly

shifted, for both real W-jets and QCD ones, to higher values by these contributions.

Furthermore, in Figure 3.13 (left), the ROC curve for jets with pT between 0.8 and 1.2 TeV,

coming from a BSM resonance decaying to WW with a rest mass of 2 TeV, is almost indistin-

guishable from the one derived inside the lower pT range 400-600 GeV, except for both the

position of the pruned jet mass and τ2/τ1 working points, which are placed at lower signal

efficiency. Consequently, a fixed working point will degrade the signal efficiency with increas-

ing jet pT , but, since the ROC lines are overlapped, the same performance can be achieved

moving the selection values. In particular, comparing the pruned mass and the N-subjettines

distributions as predicted at generator level in different pT bins, one notes that substructure

performances are almost stable as a function of the boost, as indicated in Figure 3.14.

The performance loss seen at detector level is related to the degradation of the CMS particle-

flow resolution in resolving jet substructure at high pT . This brings the pruning algorithm to

reject a too large fraction of particles inside a W-jet, leading to events with pruned jet mass

in the range between 40-60 GeV, as shown in Figure 3.14 (left). This effect is also visible for

the N-subjettiness τ2/τ1.

Figure 3.13 (right) compares signal-to-background discrimination of the W-tagger for pure



3.2 V-tagging performance with 8 TeV data 63

sig
ε

0 0.2 0.4 0.6 0.8

bk
g

ε
1 

- 

0.8

0.85

0.9

0.95

1

 < 600 GeV
T

 400 < pLW

<PU> = 22
Generator, PU = 0
<PU> = 12
<PU> = 22

 < 1.2 TeV
T

0.8 < p

 < 100 GeVjetm60 < 

 selectionjetmOnly 

 < 0.51τ/2τ
 scan1τ/2τ

CA R=0.8
| < 2.4η|

Dijets 8 TeV

CMS
Simulation

sig
ε

0 0.2 0.4 0.6 0.8

bk
g

ε
1 

- 

0.8

0.85

0.9

0.95

1

 < 600 GeV
T

 400 < pLW

<PU> = 22
Quark

LW

Gluon
TW

 < 100 GeVjetm60 < 

 selectionjetmOnly 

 < 0.51τ/2τ
 scan1τ/2τ

CA R=0.8
| < 2.4η|

Dijets 8 TeV

CMS
Simulation

Figure 3.13: Systematic effects on the performance of the pruned jet mass and τ2/τ1 in the high jet pT
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WL and WT signal samples. The pruned jet mass selection is less efficient, around 15%, on

transversely polarized W-bosons, which is in agreement with both Figure 3.11 and Figure 3.12,

where W-jets with | cosϑj | ≈ 1 are removed by the pruned mass selection due to either a large

pT unbalance between the generated quarks or a small angular separation between subjets.

In addition, the ∆R seperation between pruned subjets for pure WL bosons is smaller than

in the transverse case, thus it is more likely for a low boosted WT boson to be identified as a

single CA8 jet. The N-subjettiness power is also slightly degraded for the transverse case by a

smaller degree than the jet mass.

Finally, also the QCD background composition has an impact on the W-tagging performance.

In fact, gluons tend to produce jets with larger masses which are less suppressed by pruning

with respect to light quark jets, as shown in Figure 3.13 (right). On the contrary, τ2/τ1 rejects

more gluon jets, since their shape is usually more similar to a single substructure than the

one for quarks. In the end, a similar performance is achieved through the adopted W-tagging

strategy for both gluon and quark initialized jets. In Figure 3.15, the pruned jet mass and

the τ2/τ1 distributions, obtained from a W+jets sample showered with Pythia 6, are reported

separating gluon jets from light flavour quark ones.

3.2.7 Comparison of data and simulation

The comparison between data and simulation for the two observables adopted in the V-jet

tagging definition, namely τ2/τ1 and the pruned mass, is of fundamental importance to assess

the reliability of the simulated events used in the analysis, as well as to introduce calibration

factors when needed. This comparison is performed in three different control regions: inclusive

di-jet and W+jets for q/g jets, while semi-leptonic tt for signal W-jets. W+jets and di-jet

events are compared in two different jet pT bins of 250–350 GeV and 400–600 GeV respectively,



64 3 Identification of highly boosted hadronically decaying vector bosons

pruned jet mass (GeV)
0 50 100 150

N
or

m
al

iz
ed

 D
is

tr
ib

ut
io

n

0

0.2

0.4

0.6

0.8  < 600 GeV
T

QCD 400 < p
 + <PU>=22 + sim.

 < 1.4 TeV
T

QCD 1.1 < p
 + <PU>=22 + sim.

 < 600 GeV
T

 400 < pLW
 + <PU>=22 + sim.

 < 1.4 TeV
T

 1.1 < pLW
 + <PU>=22 + sim.

CA R=0.8

|<2.4η|

 = 8 TeV, dijetssCMS Preliminary Simulation, 

1
τ/

2
τ

0 0.2 0.4 0.6 0.8 1

N
or

m
al

iz
ed

 D
is

tr
ib

ut
io

n

0

0.1

0.2

0.3

 < 600 GeV
T

QCD 400 < p
 + <PU>=22 + sim.

 < 1.4 TeV
T

QCD 1.1 < p
 + <PU>=22 + sim.

 < 600 GeV
T

 400 < pLW
 + <PU>=22 + sim.

 < 1.4 TeV
T

 1.1 < pLW
 + <PU>=22 + sim.

CA R=0.8

|<2.4η|

 = 8 TeV, dijetssCMS Preliminary Simulation, 

 < 100 GeV
j

60 < m

Figure 3.14: Comparison of substructure observables for both signal W-jets and background QCD jets,
exploring the di-jet topology, in two jet pT bins: 400 < pT < 600 GeV and 1.1 < pT < 1.4 TeV. (Left)
pruned jet mass distribution, (Right) N-subjettiness τ2/τ1.

 pruned jet mass (GeV)
0 50 100 150

 N
or

m
al

iz
ed

 D
is

tr
ib

ut
io

n

0

0.1

0.2

quark jets, Pythia6

gluon jets, Pythia6
 < 350 GeV

T
250 < p

 = 8 TeV, W+jetssCMS Preliminary Simulation, 

1τ/2τ 
0 0.2 0.4 0.6 0.8 1

 N
or

m
al

iz
ed

 D
is

tr
ib

ut
io

n

0

0.1

0.2

0.3 quark jets, Pythia6

   + mass cut
gluon jets, Pythia6

   + mass cut

 < 350 GeV
T

250 < p

 < 100 GeVJ60 < m

 = 8 TeV, W+jetssCMS Preliminary Simulation, 
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while, in the tt sample, looking at W-jet candidates with pT > 200 GeV. Starting from

Figure 3.16, pruned jet mass and τ2/τ1 distributions are shown in the W+jets topology, which

clearly corresponds to a QCD jets enriched region. In Figure 3.17, the same distributions are

reported for the di-jet sample. In the W+jets control region, Herwig++ agrees better with

data with respect to Pythia 6, while, in the di-jet one, the best substructure modelling is

provided by Pythia 8.

To test the description of W-jets, a control sample of pure hadronic W-bosons in data is

obtained from high pT semi-leptonic tt events. Applying the tt event selection described in

Section 3.2.2, Figure 3.18 shows the pruned jet mass and the N-subjettiness τ2/τ1 for W-jet

candidates in this region. Both systematic and statistical uncertainties are included in the error

band, where systematics are coming from the theoretical uncertainties on di-boson, single-top
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Figure 3.16: Pruned jet mass (left) and N-subjettiness τ2/τ1 (right) distributions in data and simulation
for W+jets events. Below each figure the relative deviations, between data and MC, are reported.
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Figure 3.17: Pruned jet mass (left) and N-subjettiness τ2/τ1 (right) distributions in data and simulation
for di-jet events. Below each figure the relative deviations, between data and MC, are reported.

and tt production cross sections, when evaluated in a boosted regime. The agreement between

data and simulation shows discrepancies at the level of about 20%, where POWHEG + Pythia 6

provides a slightly better description with respect to MC@NLO + Herwig++.

Finally, the jet charge distribution for W-jets is reported in Figure 3.19, always considering

events in the semi-leptonic tt control region. By selecting a negatively or positively charged
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Figure 3.18: Pruned jet mass and τ2/τ1 distributions inside the semi-leptonic tt control sample, con-
sidering only muon + jets final state. Below each figure the relative deviations, between data and
simulations, are reported.

lepton, one can effectively tag a W+ or a W− jet. As expected from simulation based studies

in Section 3.2.4, charged V-jets cannot be distinguished on an event-by-event basis.

3.2.8 Mis-tagging rate measurement

The di-jet sample is used to measure, over a wide pT range, the rate of QCD jets passing

the W-tagging selection, also known as mis-tag rate. The measurement performed in data

is compared with both Herwig++, Pythia 6 and Pythia 8 simulations. In Figure 3.20, the

fraction of QCD jets passing the pruned mass requirement, 60 < mpruned < 100 GeV, as

well as the simultaneous mpruned and τ2/τ1 selections are shown as a function of the jet

transverse momentum and the number of reconstructed primary vertices. The mistag rate of

the pruned mass criterion is better reproduced by both Herwig++ and Pythia 8, while Pythia 6

underestimates it. In addition, when both pruned mass and N-subjettiness requirements are

applied, the fake rate in data is better modelled by the Pythia 8 simulation. The pruned mass

fake rate is stable, around 1% level, as a function of pileup, while it drops when the τ2/τ1
selection is applied, as explained in Section 3.2.3.

3.2.9 Data-to-MC scale factors and jet mass resolution

The tt control region is used to extract data-to-simulation correction factors for the W-jet

tagging efficiency, as well as to measure possible miss-modelling of W-jet mass scale and

resolution. These corrections are derived using as a benchmark POWHEG plus Pythia 6 tt

simulation, as it has been adopted as reference sample in the analysis described in Chapter 4

and in Chapter 5. Since one is concerned only with efficiency, mass scale and resolution for

pure W-jets, background contamination must be identified and properly subtracted.

Minor background sources, coming from W+jets, single-top and di-boson productions are



3.2 V-tagging performance with 8 TeV data 67

E
ve

nt
s 

/ (
0.

03
5)

0

50

100

150

200

250

- Data: W + Data: W
- Simulation: W + Simulation: W

 (8 TeV)-119.7 fb

CMS

 = 1.0)κJet charge (
-0.8 -0.6 -0.4 -0.2 0 0.2 0.4 0.6 0.8

D
at

a 
/ S

im

0.5
1

1.5

2

Figure 3.19: Jet charge distributions in the tt control sample for W+ and W− jets, selected by requiring
negatively and positively charge leptons, respectively. Simulated distributions reflect the sum of tt
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estimated from the simulation. Once these contributions are subtracted, the remaining tt

events are not representing a pure set of W-jets. In fact, there is still the presence of a

combinatorial background mainly due to additional jets that can be wrongly selected as W-jet

candidates or, when the top quark is highly boosted, the b-jet closest to the hadronic W-

boson is partially clustered inside the CA8 cone, changing the jet shape. For this reason, two

additional requirements are imposed:

• To reduce the effect of partial merging between the b-jet and W-jet one inside the CA8

cone, the pruned mass window is shifted up by 5 GeV, to be 65 < mpruned < 105 GeV.

This size of this shift has been estimated looking at tt simulated events.

• To reduce the combinatorial contribution related to a wrong W-jet selection, the angular

distance ∆R between the W-jet candidate and the closest b-tagged AK5 jet, identified

through the CSV algorithm, is required to be less than 2.0. This allows to exclude the

events in which the b-jet closest to the leptonically decaying W-boson or additional q/g

jets have both high transverse momentum and pruned mass close to W-boson one. This

selection reduces the scale factor uncertainty by around 20%, enhancing the purity of

the selected W-jet sample.

To extract the pure W-jet selection efficiency, the mass scale and resolution, a simultaneous

unbinned fit to the pruned mass for events passing or failing the V-tagger selection is used.

To have a correct model for the pruned mass shape of real W-jets and the combinatorial back-

ground, each simulated hadronic W-boson candidate is matched to the corresponding gener-

ated one, within a cone ∆R < 0.3. Matched jets represent real W-jets, while unmatched ones

are used as a proxy for the combinatorial background. Furthermore, since the N-subjettiness
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Figure 3.20: Fraction of jets passing the mpruned and the τ2/τ1 selections in di-jet data and simulation
as a function of the W-jet candidate jet pT (left) and the number of reconstructed vertices (right). The
data over simulation ratio is shown only for the mpruned + τ2/τ1 tagger.

criterion, τ2/τ1 < 0.5, is not fully efficient in selecting real W-jets, independent matched and

un-matched shapes are extracted for both events passing or failing the τ2/τ1 selection. These

generator level distributions are parametrized according to the following analytical functions:

• Distributions of the pruned mass for un-matched jets are fitted with:

fun-match(mpruned) =
1 + Erf((mpruned − a)/b)

2
· ec·mpruned (3.10)

• The pruned mass for jets matched with generator level W-bosons, failing the N-subjettiness

selection, is fitted with combination of a Gaussian function and a polynomial background:

f failmatch(mpruned) = Gaus(mpruned,m, σ) + (a+ b ·mpruned + c ·m2
pruned) (3.11)

• Events passing τ2/τ1 selection and matched with simulated W-bosons are parametrized

with a double Gaussian:

fpassmatch(mpruned) = Gaus(mpruned,m, σ) + Gaus(mpruned,m1, σ1) (3.12)

Figure 3.21 shows the results of the fits to simulated events for matched (upper line) and

un-matched (bottom line) events that pass (left) or fail (right) the N-subjettiness selection.

Finally, splitting the selected semi-leptonic tt events according to the lepton flavor (µ+jets or

e+jets), a simultaneous fit to the pruned jet mass, for events that are passing or failing the

τ2/τ1 criterion, is performed by means of the product of the following likelihoods:

Lpass = e−(NW·εW+Ncomb+
∑bkg
j Nj)

Npass∏
i

[
NW·εW·fpassmatch(m)+Ncomb·fpassun-match(m)+

bkg∑
j

Nj ·f jpass
]
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Lfail = e−(NW·(1−εW)+N ′comb+
∑bkg
j N ′j)

Nfail∏
i

[
NW·(1−εW)·f failmatch(m)+N ′comb·f failun-match(m)+

bkg∑
j

N ′j ·f
j
fail

]
where m is the pruned jet mass, NW stands for the number of real W-jets in the tt sample,

εW is the W-tagging efficiency, j loops on the minor backgrounds (di-boson, single-top and

W+jets), Ncomb and N ′comb are the number of the selected combinatoric jets. In addition, NW,

εW and the Gaussian parameters (m, σ), used to model the resonant part of the pruned mass

shape, correlate events passing or failing the τ2/τ1 selection, as well as the two lepton flavor

categories. Eventually, the W-tagging scale factor is defined as:

SFW =
εdata
εMC

(3.13)

Results of this simultaneous fit are displayed in Figure 3.22, where top (bottom) plots show

the fit in the muon (electron) category, while left (right) column refers to events passing (fail-

ing) the N-subjettiness requirement. A nice agreement between data and simulation is shown

for events which fulfill the W-tagging requirements, while the sample for which τ2/τ1 > 0.5 is
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Figure 3.21: Matched (top) and un-matched (bottom) W-jet candidates, with respect to the generated
hadronic W-boson, for simulated tt events passing (left) and failing (right) the selection τ2/τ1 < 0.5.
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not well modeled by the MC simulation, in particular when the W-jet candidate is not com-

ing from a boosted W-boson but from a quark or a gluon jet. The scale factor, as defined in

Equation 3.13, is measured to be 0.93 ± 0.06, where the uncertainty is purely statical from the

fit. The pT dependence of this scale factor has been studied, taking into account the limited

statistics of events surviving the analysis selections. Considering two pT bins of 200-265 GeV

and of 265-600 GeV, the measured scale factors are 1.00 ± 0.09 and 0.92 ± 0.10, respectively.

Thus, no significant dependance, as a function of the jet transverse momentum, is observed.

Corrections for the pruned jet mass scale and resolution are derived comparing the Gaussian

mean m and width σ, used to model the W-boson peak in both passing and failing events,

between the values extracted from a fit to the data and the ones coming from the simulation.

The resulting parameters are reported in Table 3.2. Mass scale and resolution are larger in

data than in the MC, therefore the scale must be shifted by (1.7 ± 0.6)% and the resolution

must be enlarged by (11 ± 9)% in the simulation.

Parameter Data Simulation Data/Simulation

〈m〉 84.1± 0.4 GeV 82.7± 0.3 GeV 1.017± 0.006
σ 8.4± 0.6 GeV 7.6± 0.4 GeV 1.11± 0.09

Table 3.2: Summary of the fitted W-boson mass peak model parameters in semi-leptonic tt events.

In searches exploring signatures with high pT V-jets, it is common to recover the V-tagging sig-

nal inefficiency introducing a low purity category, grouping events with a lower N-subjettiness

value 0.5 < τ2/τ1 < 0.75. This sample is usually statistically combined with the so called high

purity one (τ2/τ1 < 0.5), enhancing the analysis performance.

In this way, events are classified into three categories depending on the W-jet candidate

N-subjettiness value: high purity, low purity and failing events (τ2/τ1 > 0.75). Since for prob-

ability conservation εHP + εLP + εfail = 1, the scale factor for low purity category is defined as:

SFLP =
1− εdataHP − εdatafail

1− εMC
HP − εMC

fail

(3.14)

where εdatafail and εMC
fail are obtained fitting the event sample with τ2/τ1 > 0.75 with a likelihood

given by the superposition of two exponential shapes, one for failing matched W-jet candidates

and another one for the un-matched ones. Finally, the scale factor for this low purity category

is measured to be 1.28 ± 0.30, when muon and electron channels are simultaneously fitted.

3.2.10 Systematic uncertainties

Several systematic uncertainties affecting the scale factor estimation are considered: parton

shower modeling of boosted V-jets, PDF used in the simulation, vector boson polarization,

pileup simulation, contamination from nearby jets, jet mass scale and resolution, jet energy

scale and resolution, as well as less dominant effects like uncertainties in lepton identification,

b-tagging and /ET .

The joint effect of parton shower modeling and parton densities is measured by the difference

between W-jet efficiencies evaluated from POWHEG, interfaced with Pythia 6, and a sample

generated with MC@NLO interfaced with Herwig++. Furthermore, the effect related to the

underlying event simulation is estimated comparing the predictions from three alternative
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Figure 3.22: Pruned jet mass distribution in the tt control sample that pass (left column) or fail (right
column) the τ2/τ1 < 0.5 selection for muon (top line) and electron (bottom line) channels. The result
of the fit to data and simulation are shown, respectively, by the solid and long-dashed line, while the
background components of the fit are shown as dashed-dotted and short-dashed line.

Pythia 6 tunes: Z2∗, AMBT1 [129] and AMBT2 [130], taking the maximal observed difference

as an estimate of this contribution. The vector boson polarization has an important impact

on the W-tagging performance, that has to be taken into account when the tt scale factor is

propagated to specific analysis final states. W-bosons polarization in tt has been measured

by CMS [131], with a precision of 4%. Although the agreement was found to be better respect

to the quoted precision, this number is used as an upper bound and is included in the final

W-tagging uncertainty.

The effect of the pruned jet mass scale and resolution are evaluated by shifting or smearing

each simulated W-jet candidate, using the uncertainty extracted from the fitted W-boson

peak mean m and resolution σ, which are listed in Table 3.2. The effect on the efficiency

is small, since the W-boson mass peak is well contained inside the pruned mass window

65 < mpruned < 105 GeV, adopted for the baseline W-tagger definition. Similarly, the jet en-

ergy scale and resolution are changed according to their pT and η dependent uncertainties [84].
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The contribution from pileup is determined by changing the minimum bias cross section within

its measured uncertainty of about 6% [132]. The scale factors for lepton and b-jet identifica-

tion, used to cover discrepancies between data and simulation, are also changed within their

uncertainties to estimate the effect on the W-tagger.

Finally, the impact of nearby jets on the scale factor is estimated by comparing the central

prediction to an alternative evaluation, performed with an explicit requirement on the angular

distance between the closest AK5 jet and the W-jet candidate of ∆R > 1.3.

Results are summarized in Table 3.3, where the dominant systematic effect comes from mod-

eling of the parton shower and PDF, measured to be around 6%. Assuming that systematic

sources are un-correlated each other, their quadratic sum leads to a total systematic uncer-

tainty of 7.6%, which is comparable to the statistical one of about 6.4%.

Source Effect on the scale factor

Parton shower + PDF 6.0%
Underlying event < 0.5%
W-polarization 2.0%

Pileup 1.8%
Nearby jets 2.4%

Jet mass scale < 0.5%
Jet mass resolution 1.6%

Jet energy scale 2%
Jet energy resolution 0.9%

Lepton ID < 0.5%
b-tagging < 0.5%

/ET < 0.5%

Total systematic 7.6%

Statistical 6.4%

Total 9.9%

Table 3.3: Summary of systematic uncertainties on the W-jet identification efficiency scale factor as
measured in the tt control sample.

3.2.11 Scale factor at high pT

The V-tagging scale factors aim to correct the effect of mis-modelings of jet substructure

variables on the estimated signal efficiency in simulated events. These are mainly due to

imperfections in the parton shower simulation, as it represents the most relevant systematic

source in the scale factor computation. The scale factors are extracted from a tt control sam-

ple that, because of limited statistics in the dataset and W-jet/b-jet merging for boosted top

quarks, covers only a limited W-jet transverse momentum range. Therefore, it is not possible

to control whether the quality of the parton shower simulation is stable over a large range of

jet transverse momenta, useful for searches of new physics with jets in the TeV range.

The baseline analysis uses Pythia 6 as benchmark, considering Herwig++ as alternative refer-

ence. One starts from the same parton-level generation of Bulk graviton events produced by

the JHUGen generator, which are considered as source of W-jets, scanning a wide range of jet

pT by changing the input mass hypothesis. These events are then showered and hadronized
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by the two aforementioned showering models. Differences between the two shower approaches

are visible especially in the description of the τ2/τ1 distribution, where Herwig++ shows a

shift to higher values. To assess the pT -dependence of the V-tagging selection, the ratio of

the efficiencies derived from these alternative models is studied as a function of the resonance

mass, which is highly correlated with the pT of the W-jet candidate. This trend must be

consistent within the uncertainty already measured on the V-tagging scale factors at low pT ,

i.e. 8% for the high purity selection and 30% for the low purity one.

In the high purity category, no clear dependence versus the resonance mass is observed, while

in the low purity one a trend is observed, but its size is still of the order of the measured

systematic uncertainty. Numeric values are reported in Table 3.4. Based on this observation,

any further systematic has to be applied when high pT simulated V-jet are considered.

mG (TeV) Category εs(Pythia 6) εs(Herwig++) Ratio (Herwig++/Pythia 6)

1.0 HP 40.9% 39.9% 0.976 ± 0.013
1.8 HP 33.9% 33.9% 0.981 ± 0.020
2.5 HP 24.2% 23.4% 0.964 ± 0.025

1.0 LP 10.8% 15.3% 1.415 ± 0.039
1.8 LP 12.5% 15.8% 1.260 ± 0.044
2.5 LP 13.6% 15.7% 1.154 ± 0.040

Table 3.4: V-tagging efficiencies for Bulk graviton events hadronized with Pythia 6 or Herwig++,
calculated summing up the electron and muon channels. sSatistical only uncertainties are considered
with binomial error propagation.

3.3 V-tagging performance in view of LHC Run-II

In this Section, the expected performances of V-tagging techniques are studied on a set

of dedicated simulations at
√
s = 13 TeV, with a pileup scenario foreseen during the LHC

Run-II [83, 94]. The increase of beam intensities, producing possibly up to fifty interactions

per bunch crossing, will generate conditions that adversely affect the performance of substruc-

ture quantities. Moreover, the increase in center of mass collision energy, from 8 to 13 TeV,

will raise the production rate and energies of highly boosted objects. Therefore, the joint effect

of higher pileup and higher boost represents a challenge for the jet substructure algorithms.

To investigate V-tagging strategies in this new set of conditions, the multi-jet topology is

considered as a benchmark. For each event, the leading PF-CHS jets with pT > 300 GeV,

clustered via anti-kt R = 0.8, is considered as V-jet candidate. Background jets (q/g jets) are

taken from QCD multi-jet events generated via Pythia 8, while signal W-jets are produced by

RS gravitons decaying into WW pairs.

In contrast with what was done with 8 TeV data, where a single set of grooming parameters,

suggested by phenomenological studies, was adopted, several algorithms are compared as a

function of different possible configurations, as reported in Table 3.5. Groomed masses are

corrected for pileup contamination through a four-vector “safe” subtraction [133], which is an

extension of area subtraction including a correction for jet masses [85, 134]:

pµsub = pµ − ρ ·Aµ − ρm ·Aµm (3.15)
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Grooming algorithm Parameters

Trimming [96]

Rtrim = 0.2, pfracT = 0.05

Rtrim = 0.2, pfracT = 0.03

Rtrim = 0.1, pfracT = 0.03

Rtrim = 0.3, pfracT = 0.03

Pruning [97]

zcut = 0.10, Dcut = 0.50
zcut = 0.05, Dcut = 0.50
zcut = 0.10, Dcut = 0.75
zcut = 0.05, Dcut = 0.75

Soft drop [98]/MMDT [99]

zcut = 0.1,β = 0
zcut = 0.1, β = 1
zcut = 0.1, β = 2

Table 3.5: Summary of grooming parameters considered for trimming, pruning and soft drop algorithms.

where ρ and ρm are measures of the average pileup density. In particular, ρm is used to account

for the non-zero hadron masses of particle-flow inputs. Since CHS is applied, a special care is

required to estimate ρm from neutrals candidates only when jets reconstructed in the central

region |η| < 2.5 are corrected, while using the full η acceptance to correct forward jets. In

the cases of soft drop, modified mass drop tagger and trimming, the four-vector subtraction

corrects both jet pT and mass at each step in the clustering algorithm, while for pruning, the

correction is applied to the final jets using the pruned jet area. Different figures of merit are

used to judge each algorithm and the possible configurations:

• Pileup sensitivity: it is used to evaluate the robustness of each algorithm setup, looking

at the performance stability as a function of the amount of pileup.

• Mass response: it measures the accuracy of the algorithm in reconstructing the jet

mass with respect to the generator level prediction (mgen), matching the reconstructed

jet with the generated one within ∆R < 0.3.

• W-jet mass resolution: the ability to reconstruct, with high resolution, the W-boson

mass peak is an indirect measurement of the separation power between signal and back-

ground jets.

The goal consists in finding the configuration which allows to push QCD jets to lower mass

values and, at the same time, to preserve a stable performance and resolution for signal jets as

a function of pileup. In Figure 3.23, the jet mass distribution, obtained for each groomer, is

shown for high pT QCD jets as a function of parameter configurations listed in Table 3.5. The

best performing setups are soft drop (β = 0), pruning (zcut = 0.1, Dcut = 0.5) and trimming

(Rtrim = 0.1, pfracT = 0.03), since they tend to move the bulk of the groomed mass distribution

to smaller values.

Moreover, in Figure 3.24, to investigate the pileup dependence of each algorithm, the average

jet mass for QCD jets is shown as a function of the number of reconstructed vertices (NPV).

For trimming and soft drop, the jet mass is perfectly stable versus pileup thanks to the four

vector subtraction, while pruning shows, for all the considered setups, a worsening in the



3.3 V-tagging performance in view of LHC Run-II 75

 (GeV)jetm
0 20 40 60 80 100 120 140

N
or

m
al

iz
ed

 to
 u

ni
ty

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

=0.05
frac

=0.2,pTsubr

=0.03
frac

=0.1,pTsubr

=0.03
frac

=0.2,pTsubr

=0.03
frac

=0.3,pTsubr

ungroomed

CMS Simulation Preliminary 13 TeV

QCD, Anti-kT (R=0.8)

 >300 GeV
T

p

|< 2.5η |
> = 40PU<n PF+CHS with trimming

 (GeV)jetm
0 20 40 60 80 100 120 140

N
or

m
al

iz
ed

 to
 u

ni
ty

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

=0.5
cut

=0.1,rcutz

=0.5
cut

=0.05,rcutz

=0.75
cut

=0.05,rcutz

=0.75
cut

=0.1,rcutz

ungroomed

CMS Simulation Preliminary 13 TeV

QCD, Anti-kT (R=0.8)

 >300 GeV
T

p

|< 2.5η |
> = 40PU<n PF+CHS with pruning

 (GeV)jetm
0 20 40 60 80 100 120 140

N
or

m
al

iz
ed

 to
 u

ni
ty

0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

 = 2  β

 = 0  β

 = 1 β

ungroomed

CMS Simulation Preliminary 13 TeV

QCD, Anti-kT (R=0.8)

 >300 GeV
T

p

|< 2.5η |
> = 40PU<n PF+CHS with softdrop

Figure 3.23: Groomed QCD jet mass distributions obtained applying trimming (left), pruning (middle)
and soft drop (right) as a function of the parameter scan reported in Table 3.5.

performance in a high pileup environment. Simultaneously, the effect of each groomer on

W-jets is evaluated by looking at the RMS of the mass response distribution as a function of

NPV. Trimming shows a slight improvement in the mass resolution with respect to the other

techniques, as reported in Figure 3.25.

Finally, to quantify the expected separation power between signal and background jets, the

W-jet mass scale is extracted, noting that trimming shows an offset to negative values, while

pruning and soft drop preserve, within the experimental resolution, the generated W-boson

lineshape. In addition, trimming is a fixed cone algorithm, which means that its parameters

have to be carefully adapted as a function of the considered boosted regime. For these reasons,

soft drop (β = 0) and pruning (zcut = 0.1, Dcut = 0.5) still represent the favorite groomers for

future V-tagging strategies.
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Figure 3.24: Pileup dependence of the average jet mass for PF+CHS jets for several grooming algorithms
and parameters, evaluated in a QCD jet enriched region. From left to right: trimming, pruning and soft
drop.

3.3.1 V-tagging performance vs pileup

Considering only jets in a moderate pT regime 475-600 GeV, to select a phase space where

signal and background events have almost the same falling jet pT spectrum, the performance

of groomers and jet substrcture observables are compared in two pileup conditions: a low

pileup region, requiring NPU < 40 with an average pileup of 31 interactions, and a higher one,

where NPU > 40 which has a mean of 47 pileup events. The “out-of-time” contribution, which
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Figure 3.25: Pileup dependence for the W-jet mass resolution, evaluated only for reconstructed jets
matched to the generated W-bosons, for various parameters of the grooming algorithms. Both the RMS

and the σ, extracted from a Gaussian fit to the mass response distribution, are reported. From left to
right: trimming, pruning and soft drop.

occurs when the integration time of signals from calorimeters is longer than the time difference

between two consecutive bunch crossings, is expected to be less important the in-time one,

thus it has not benn addressed by these studies, where no out-of-time contribution has been

simulated.

In addition to the observables listed in Section 3.1, constituent subtraction is also considered,

which involves a local subtraction of pileup particles at the level of jet constituents [135].

Figure 3.26 shows the ROC curves (εsig vs εbkg) for different groomed mass observables in both

the low (NPU < 40, left) and high (NPU > 40, right) pileup regions. The performance of raw

jet mass, trimming (Rtrim = 0.1, pfracT = 0.03), pruning (zcut = 0.1, Dcut = 0.5), constituent

subtraction and soft drop (β = {0, 1, 2}) are compared. While, in Figure 3.27, the perfor-

mance of τ2/τ1, τ2, τ1, C2(β = {1, 1.5, 2}), ΓQjet and QGL discriminator, applied on the pruned

jet and on the trailing pruned subjet, are reported. For both cases, no significant degradation

in the performance is found at larger pileup.

Considering a signal efficiency benchmark of εsig = 50%, the best performing mass variables

are mβ=0,1
softdrop and the pruned mass, while the trimmed mass is known to be less powerful as

one extends to higher pT , since it relies on a fixed cone subtraction. In addition, looking to

the various substructure variables, τ2/τ1 is clearly the best performing one.

To study the performance of a tagger which employs a combination of different observables,

an MVA based on a Boosted Decision Tree (BDT) is adopted. The working point that maxi-

mizes the background rejection, for a signal efficiency of 50%, is taken as a benchmark for

performance comparisons and the score Z, defined as the inverse of the background efficiency,

is used as figure of merit. To determine the relevant minimal set of variables that performs

at best and the corresponding pileup dependence, a training is developed for all the possible

pairs and triplets of observables, where for triplets only all the possible pairs combined with

the pruned mass are considered, in each of the two pileup bins. To calculate the uncertainty

on the metric Z, two sources must be accounted for: the first is due to statistical fluctuations

in the background efficiency evaluation, while the second originates from the uncertainty in

the BDT training, due to a limited event sample, which is assumed to be of the order of the

former one.

Figure 3.28 (left) shows the score Z for all BDTs trained on pairs of different observables in

the low pileup bin. The best discrimination is achieved by combining jet mass variables, like
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Figure 3.26: Comparison of the expected performance for various mass observables in the 475-600 GeV
jet pT bin, obtained considering simulated RS gravitons decaying into WW pairs as W-jet source.
(Left) Comparison in the low pileup region NPU < 40, (right) high pileup one NPU > 40.
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Figure 3.27: Comparison of various substructure observable performance in the 475-600 GeV jet pT
bin, considering W-jet in RS G→WW (mG = 1 TeV) events as signal. (Left) Comparison in the low
pileup region NPU < 40, (right) high pileup one NPU > 40.

mβ=0
softdrop or mpruned, with τ2/τ1, which is consistent with results obtained in 8 TeV data and

simulation. The second most powerful combination of variables comes from groomed masses

and the newly introduced subjet QGL. Figure 3.28 (right) shows BDT performance combining

triplets of observables, in events with leading jet pT between 475 and 600 GeV. It’s hard to

identify the best combination of triplet variables, since a large class of observables lead to

roughly the same discrimination power. These include mpruned with τ2/τ1 and ΓQjets, or τ2/τ1
and a second mass variable, or subjet QGL with Cβ=1

2 . The expected difference on the Z score,

between the best triplet and the combination of all the observables into a single BDT, labelled

as “all” in Figure 3.28 as well as in the following ones, is around 15-20%.
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Figure 3.28: Performance score Z for V-tagging using BDT based on different pairs (left) and triplets
(right) of substructure observables, in events with leading AK8 jet pT in the range 475-600 GeV, for
the low pileup bin NPU < 40. The score Z is defined as 1/εB, where εB is the background efficiency
for a signal efficiency of 50%. “All” stands for the performance achieved combining all the considered
observables into a single BDT.

When extending to higher pileup, a degradation of the overall discrimination is observed. The

performance loss of each variable is assessed by taking the ratio between the Z score, evaluated

in high pileup scenario (NPU > 40), and the one in the low pileup region (NPU < 40). This

ratio is shown in Figure 3.29, in the form of a two-dimensional map for BDT pair and triplet

trainings. The W-tagging performance degradation with pileup is limited at the level of 20%,

when all variables are combined into a single discriminator. This difference is statistically

significant since the uncertainty on the Z score, associated to each pairs of triplets, is around

5-7%. A few variables show a rather large degradation in the pileup performance, where the

worst cases are represented by ΓQjet and the energy correlation function Cβ=1
2 . Both these

variables lead to degradation around 30-40%, over a change in the average pileup of 16 inter-

actions. This study was also extended to lower pT jets, between 300-450 GeV, where a smaller

degradation as a function of pileup was found.

Eventually, correlations represent an important means through which the discrimination of

the individual observables is better understood, providing an estimation of their ranking when

they are combined into multi-dimensional discriminators. To minimize the effect of hidden

non linear correlations, each variable is transformed by running a BDT training, which trans-

forms the input observable into a monotonically increasing function in signal yield versus

background one. The resulting discriminant is used as an input to the following correlation

study. Measuring the degree of linear correlation between single BDT variables and the total

combination, observables are ranked in terms of separation power. First, mass variables ap-

pear as strongly correlated between each other, then subjet QGL is not correlated with any

of the other observables. Finally, energy correlation functions Cβ2 are also correlated with

each other, but show limited correlations with other variables. As already shown in both Fig-
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Figure 3.29: Percent ratio in Z score between high and low pileup scenarios: (left) result on BDT trained
on pairs of variables, (right) result on BDT trained on triplets. The triplet includes all the pairwise
combinations with mpruned.

ure 3.28 and Figure 3.29, this indicates that building larger dimensional discriminators will

benefit from additional information, associated with these uncorrelated variables.

To determine the effect of pileup, independent correlation matrices are extracted and compared

between the two pileup regions, as reported in Figure 3.30 for both signal and background

events. The variables which show the largest correlation reduction are Cβ=1
2 and the sub-

jet quark gluon discriminators, implying that their pileup dependence is causing the overall

degradation in performance of the global discriminant. Finally, the largest positive correlation

between single observables and the total combination is coming from the pruned mass and

soft drop (β = 1).

3.3.2 V-tagging at high transverse momentum

With the increase of center of mass energy from 8 to 13 TeV, searches and measurements of

jets with transverse momentum up to 4 TeV will be kinematically allowed. From the 8 TeV

measurements, described in Section 3.2.4, the observed loss in the V-tagging performance

for high pT jets is related to breakdowns in the PF reconstruction, rather than substructure

algorithms. PF jet reconstruction is based on a topological link between calorimetric clusters

and tracker tracks, as illustrated previously in Section 2.4.3. In high pT jets, particles are

collimated with high momentum, thus track resolution becomes poor and the HCAL granularity

is not sufficient to measure their direction. Since ECAL granularity is roughly five times better

than the HCAL one, this can be used to improve the spatial resolution needed for substructure

at high pT . After reconstructing charged hadrons, if an energy excess is found in ECAL or

HCAL, three different strategies have been tested:

• Merge neutrals: the excess is assigned to a single merged neutral candidate, which is

either a photon or a neutral hadron.
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Figure 3.30: Difference between high pileup (NPU > 40) and low pileup (NPU < 40) in the correla-
tion matrix of the BDTs, trained on single variables, with respect to each other for signal (left) and
background (right) jets.

• Split photons: in case of an ECAL only excess, a photon candidate is created for each

ECAL PF cluster.

• Split photons and neutrals: in case of an excess in both HCAL and ECAL, neutral hadrons

and photons are created in the direction of each ECAL cluster. The total calorimetric

energy is distributed to neutral hadrons according to the energy fraction of each cluster

with respect to the total ECAL energy.

The effect on the performance of jet substructure reconstruction is quantified by analyzing

the pruned jet mass and the N-subjettiness τ2/τ1. Figure 3.31 shows how the three scenarios

of neutral particle reconstruction perform for W-jets of pT around 2 TeV. The pruned mass

resolution is significantly improved by splitting both photons and neutral hadrons, while

τ2/τ1 distribution is pushed to lower values close to generator level predictions, improving

the discrimination with respect to QCD jets. This means that ECAL granularity dominates jet

substructure reconstruction when tracks are not fitted with a good resolution, reaching similar

performance achieved in the standard tracking-dominated reconstruction.

In addition, Figure 3.32 shows the pruned jet mass scale and resolution as a function of

the W-jet candidate pT . The scale and resolution are obtained by fitting the mass response

distribution with a Gaussian function, in the range of ± 1.5σ around its mean value. The

pruned jet mass scale appears to be stable up to the highest jet pT , for both W-jets and

quark/gluon ones. In contrast, the mass resolution increases from 5 to 8 GeV, while increasing

the jet pT from 0.5 to 3.5 TeV. The pruned jet mass resolution for quark/gluon-jets is about

4 GeV higher than the one for W-jets, due to the fact that QCD jets have lower masses fixing

the same pT range.

Finally, in Figure 3.33, the W-tagging efficiency and fake rate, defined requiring the pruned jet

mass to be within 60 < mpruned < 100 GeV and τ2/τ1 < 0.6, is shown. The pruned jet mass

selection efficiency increases up to a pT of 1 TeV, because in a low boosted regime the jet cone

does not fully contain the shower products of the two quarks produced by the W-boson decay,
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Figure 3.31: Reconstructed pruned jet mass (left) and N-subjettiness τ2/τ1 (right) for W-jets of pT
around 2 TeV, with an average of 40 simulated pileup interactions. Three PF neutral particle splitting
configurations are compared.
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Figure 3.32: Reconstructed pruned jet mass scale (left) and resolution (right) of W-jets and
quark/gluon-jets, with and average of 40 simulated pileup interactions.

while the fake rate remains roughly constant up to pT of 3 TeV. When the pruned mass is

combined with τ2/τ1, the efficiency drops of about 10-15% moving from 1 to 3.5 TeV, while the

fake rate remains still approximately constant. This feature is attributed to jet properties and

not to detector effects, since one observes that the generator-level distribution shifts as well

as a function of pT . Thus, the W-tagging performances are expected to be, differently from

what observed during 8 TeV data taking, roughly stable up to jets with transverse momentum

of 4 TeV, providing substructure observables across the full phase space covered by Run-II

data.
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Figure 3.33: (Left) Efficiency of pruned jet mass 60 < mpruned < 100 GeV and N-subjettiness
τ2/τ1 < 0.6 selection on W-jets as a function of pT , with an average of 40 simulated pileup inter-
actions. (Right) Fake rate for the pruned jet mass and τ2/τ1 selection on q/g-jets as a function of
pT .

3.4 PUPPI commissioning with first Run-II data

Several methods for dealing with pileup have been proposed and successfully applied by both

ATLAS and CMS experiments on Run-I data. Many of them, such as four vector area sub-

traction [85], four vector safe subtraction [134], grooming techniques and pileup jet identifica-

tion [82], follow a “global approach” trying to subtract pileup from high level objects which

are obtained clustering the reconstructed particles into jets or during the clustering stage.

PileUp Per Particle Identification (PUPPI) attempts to combine global information of the event

with local ones to identify pileup contamination at particle level, rather than just correct jet

quantities, giving a new interpretation of the event filtering away pileup candidates [136]. In

fact, PUPPI re-weights each particle four momentum by means of a measurement of its proba-

bility to be produced by a pileup interaction, estimated through a pileup sensitive metric (α).

This leads to a pileup corrected event, where one can apply jet finding algorithms, evaluate jet

shapes, compute lepton isolations and missing transverse energy ideally without any further

pileup corrections. The algorithm works as follows:

• A local metric α, evaluated for each particle of the event, is used to distinguish hard

scattering products from pileup radiation:

αi = log

Nevt∑
j

( pT,j
∆Rij

)2
Θ(Rmin ≤ ∆Rij ≤ R0) (3.16)

where Nevt is the number of particles reconstructed in the event, while ∆Rij is the

distance, in the η-ϕ plane, between the particle i and another PF candidate inside a R0

cone around i, optimized to be R0 = 0.4. In addition, particles closer to i than Rmin =

0.01 are discarded to avoid divergences due to collinear emissions, while if no particles

enter in the sum the infrared divergence is solved fixing αi to zero, i.e. the particle i
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is assumed to come from a pileup interaction. Due to the strong collinear emissions

from the parton shower, a particle i belonging to the hard scattering is usually close to

other ones, so that αi tends to be large. In contrast, αi tends to be smaller for pileup

particles, since they originate mainly from soft QCD interactions and are uncorrelated

with the hard scattering products.

• In the central region (|η| < 2.5), tracking information allow to distinguish charged

particles from the leading vertex with respect to pileup ones. Thus, the density of

primary vertex charged particles around a candidate i is used to increase the performance

of the algorithm, changing the metric definition as:

αi = log

Nch
PV∑
j

( pT,j
∆Rij

)2
Θ(Rmin ≤ ∆Rij ≤ R0) |ηi| < 2.5 (3.17)

where Nch
PV are the charged particles associated to the leading vertex of the event.

• To define a pileup-like weight for a particle i, the following χ2 is computed:

χ2
i =

(αi − ᾱPU)2

σ2PU

Θ(αi − ᾱPU) (3.18)

where ᾱPU represents the median of the event based αi distribution evaluated consider-

ing only pileup particles, i.e. charged tracks originating from pileup interactions. Since

the pileup density varies along η, a proper extrapolation, based on minimum bias inter-

actions, is used to move from (ᾱPU, σ2PU) evaluated in the central region to the forward

one. Fluctuations below the median are considered to be pileup-like, assigning a weight

equal to zero. Assuming αi to be Gaussian distributed, the particle weight is defined as:

ωi = Fχ2,ndf=1(χ
2
i ) (3.19)

Leading vertex information are almost ignored by the algorithm to minimize any sample

dependance, resulting in a robust algorithm over different physics topologies.

• The probability, defined by Equation 3.19, is used to re-scale particles four momentum

as pµi → ωip
µ
i . Charged particles compatible with the primary vertex are not re-weighted

(ωchPV = 1), while charged pileup candidates are removed (ωchPU = 0). Particles with a

weight ωi smaller than 1% are rejected, as well as neutral soft ones. The selection on

the scaled pT of neutral candidates is tuned in three different η regions, following the

changes in the CMS granularity, as a function of the number of reconstructed vertices

(NPV) to keep both jet pT and mass responses close to unity against pileup:
pT > (0.1 + 0.015 ·NPV) GeV for : |η| < 2.5

pT > (1.5 + 0.070 ·NPV) GeV for: 2.5 < |η| < 3.0

pT > (2.0 + 0.070 ·NPV) GeV for: |η| > 3.0

(3.20)
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3.4.1 Performances on large cone jets

PUPPI performances are investigated first on large cone jets in simulated events, clustering the

reconstructed PF candidates via the anti-kt algorithm with R = 0.8. For both PF and PF+CHS

jets, four momenta are corrected with the safe 4-vector area subtraction [134]. The leading

AK8 jets in simulated RS graviton events, decaying into a pair of W-bosons, are considered as

W-jet candidates (signal jets), while multi-jet production is taken as source of high pT QCD

jets. Only events with at least one reconstructed AK8 jet with pT in the range 200-600 GeV

are considered.

Figure 3.34 shows the leading jet mass response with respect to the generator level prediction

for different pileup mitigation algorithms, where PUPPI provides the best mass response and

resolution for both signal and background jets. Moreover, the W-jet mass peak and resolution

dependence on pileup is reported in Figure 3.35. PF+CHS shows a stable response against

pileup, but it suffers from the largest bias in the reconstructed mass, while PUPPI provides

the best mass resolution as well as a good stability as a function of NPV in both scale and

resolution, which can be improved by a further tunings of the algorithm parameters.
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Figure 3.34: Comparison of the leading AK8 jet mass response, with respect to the generator level
prediction, for different algorithms in simulated QCD multi-jet events (left) and for W-jets produced by
the decay of RS gravitons (right).

After this, PUPPI performance on high pT jets has been tested looking at the first Run-II

collisions at
√
s = 13 TeV, performed with 50 ns buch spacing. Data are collected from a

set of multi-jet and HT triggers, for a total integrated luminosity of about 40 pb−1. Events

are selected offline requiring at least one reconstructed AK8 jet with pT > 100 GeV and

|η| < 1.3, which consists in selecting a sample enriched of high pT QCD jets. Due to the

trigger pre-scales, simulated multi-jet events are normalized to the measured yields in data.

Dedicated jet energy correction are applied on both data, including residual AK8 corrections,

and simulation for PF+CHS jets, while PUPPI jets are not calibrated since no AK8 PUPPI jet

corrections were available so far. Figure 3.36 shows the AK8 jet mass distribution (left) as

well as the dependence of the mean jet mass value as a function of NPV (right). PUPPI shows

both stable performances against pileup and lower jet mass values, close to the Sudakov mass

peak produced by the parton shower. A reasonable agreement between data and simulation

is observed for the jet mass shape, where discrepancies in case of PUPPI jets will be mitigated

once jet energy residual corrections will be applied.
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Figure 3.35: Mass response 〈mreco −mgen〉 (left) and resolution (right), defined as the RMS of the
mreco−mgen distribution, for simulated W-jets as a function of the number of reconstructed vertices.

Figure 3.36: Comparison between data and simulation for the jet mass distribution (left) and the jet
mass pileup dependance (right) for leading AK8 jets with pT > 100 GeV and |η| < 1.3, reconstructed
by PF+CHS and PUPPI in a QCD enriched sample.

3.4.2 Performances on missing transverse energy

The missing transverse energy measurement plays a crucial role in many searches for new

physics at the LHC, representing the primary experimental signature for supersymmetric and

dark matter candidates. The ~/ET evaluation is sensitive to pileup contamination, as well as

to various detector and reconstruction effects resulting in mis-measurements of particle trans-

verse momenta. To investigate the performance of PUPPI on the ~/ET scale and resolution, a

pure sample of Z/γ∗ → µµ events is used, which is characterized by a well defined reference

object ~pT (µµ) and ~/ET expectation. The bulk of Z/γ∗ → µµ events contain no genuine ~/ET ,

where the hadronic balance to the well measured vector boson dominates the measured ~/ET
properties. In fact, noise in the calorimeters, particle mis-reconstruction, finite detector and

jet energy resolution can generate large ~/ET in the event, as well as the presence of pileup and

underlying event activity.

These Z/γ∗ → µµ events are collected from an online trigger which requires the presence of
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two identified muons with pT larger than 17 and 8 GeV, respectively. Only certified runs at√
s = 13 TeV with 50 ns bunch spacing are considered, for a total integrated luminosity of

about 42 pb−1. Two opposite charged muon candidates must be reconstructed both in the

tracker and in the muon chambers, with transverse momentum pT > 25 (20) GeV and |η| < 2.4

to ensure to be on the trigger efficiency plateau, and isolated from additional activity in the

detector to veto muon candidates from non-prompt sources. Eventually, additional loosely

identified leptons (e or µ) are vetoed and the selected di-muon pair is required to have an

invariant mass around the Z-boson one, between 60-120 GeV.

Simulated Z/γ∗ → `` events (` = e, µ, τ) are generated via amc@nlo at NLO QCD [114], us-

ing NNPDF 3.0 [137] and interfaced with Pythia 8. Background contaminations come from

fully leptonic tt events, which are generated with POWHEG+PYTHIA 8 and WZ/ZZ productions

simulated via POWHEG and Pythia 8, respectively. For all processes, the detector response is

modelled using a detailed description of the CMS experiment based on GEANT 4. The selected

simulated events are re-weighted to represent the pileup distribution as measured in the data.

Jets are clustered from reconstructed PF candidates through the anti-kt algorithm with R =

0.4, while PUPPI jets are obtained applying the same clustering on the particles produced by

the PUPPI algorithm. Both PF and PUPPI jets four momenta are corrected for by dedicated

jet energy calibrations as described in Section 2.4.4.

Particle-flow and PUPPI ~/ET are corrected for jet energy calibration (Type-I) according to

Equation 2.9, where the threshold on the corrected jet pT has been optimized to be 15

(20) GeV for PF (PUPPI) jets. Particle-flow candidates with |η| > 3 are not considered in

the ~/ET evaluation, since HF calibration is not commissioned for the analyzed data.

The identified muon pair is removed from the event before running the PUPPI algorithm. In

fact, since in the selected events muon candidates are required to originate from the leading

vertex, pileup particles close to them will be interpreted by PUPPI as primary vertex like,

causing a slightly degradation of the ~/ET response and resolution in events with low boosted

Z-bosons, where the ~/ET measurement is dominated by pileup.

Figure 3.37 (left) shows a nice agreement between data and simulation for the invariant mass

distribution of the selected Z/γ∗ → µµ candidates, while, on the right, the comparison is

presented for the measured /ET obtained from the PUPPI algorithm.

Using the di-muon transverse momentum as reference object ~pT (Z), the hadronic recoil ~uT
is defined as the vector sum of the transverse momentum of all the particles in the event,

except the vector boson candidate. The hadronic recoil is then projected with respect to the

~pT (Z) axis, yielding a parallel (u||) and a perpendicular (u⊥) component. These kinematic

definitions and related projections are displayed in Figure 3.38.

Figure 3.39 (left) shows a comparison between data and simulation for the u⊥ distribution,

computed starting from the PUPPI recoil. It is expected to be centered at zero and sym-

metric since it arises mainly from pileup and random detector effects. At the same time,

the |~pT |(Z) + u|| distribution is reported in Figure 3.39 (right), which is also expected to be

centered around zero but particularly sensitive to the jet energy scale.

3.4.2.1 ~/ET performance in simulated Z/γ∗ → µµ events

Particle-flow ~/ET performances are compared to PUPPI ones on the basis of Z/γ∗ → `` simu-

lated events, which include the small contamination from leptonically decaying τ -leptons. The
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Figure 3.37: (Left) Di-lepton invariant mass distributions for events surviving the Z/γ∗ → µµ selections

in both data and simulation. (Right) Comparison between data and MC of the measured PUPPI ~/ET in
a Z/γ∗ → µµ enriched phase space.

Figure 3.38: Illustration of Z/γ∗ → `` event kinematics in the transverse plane. The vector ~uT denotes
the vectorial sum of the transverse momentum of the all particles reconstructed in the event except for
the two leptons produced by the Z-boson decay.

~/ET response, defined as -
〈
u||
〉
/pT (Z) as a function of pT (Z), is shown in Figure 3.40 (left) for

both raw and Type-I corrected missing transverse energy. Type-I corrected recoils show a

stable plateau around 85% for pT (Z) larger than 50 GeV, where the bias from unity originates

from exploiting only particles reconstructed within |η| < 3 in the missing energy estimation.

In contrast, raw PUPPI response show a much larger bias than PF one. Below 50 GeV, the

uncorrected unclustered energy contribution, due to particles not contained within jets, starts

to be significant compared to the one from recoiling jets, leading to an underestimation of

the response. The bias in the low boosted region is much larger for PUPPI than PF, which is

probably too aggressive in removing soft and isolated neutral particles produced by the parton

shower. Furthermore, the larger bias is also related to a higher pT threshold adopted for PUPPI
~/ET Type-I correction, which is motivated by a not well tuned set of corrections for low pT

PUPPI jets. At the same time, Figure 3.40 (right) reports the ~/ET response as a function of the

number of reconstructed vertices for events with pT (Z) > 50 GeV, where either PF or PUPPI

show a stable performance.

The transverse resolution in bins of pT (Z) (left) and NPV (right) is shown in Figure 3.41, which

is estimated as the width of Gaussian fits to the u⊥ distribution. The perpendicular resolution

(σ⊥) slightly increases as a function of pT (Z), which is much more evident for PUPPI than PF
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Figure 3.39: Distributions of u⊥ (left) and |~pT |(Z) + u|| (right) for the PUPPI recoil in the selected
Z/γ∗ → µµ events for both data and simulation.
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Figure 3.40: Response curves as a function of pT (Z) (left) and NPV (right) for both PF and PUPPI ~/ET
in simulated events where a Z-boson decays into a muon pair.

~/ET . PUPPI provides an important gain in resolution, from 40% to 20% when pT (Z) ranges

between 40-200 GeV. In addition, PUPPI provides an almost stable performance as a function

of pileup, while PF perpendicular resolution degrades by 40% moving from 6 to 24 additional

pileup interactions, considering only events lying on the response plateau (pT (Z) > 50 GeV).

The degradation in the resolution after applying the Type-I correction is correlated to the

increase in the ~/ET response.

Eventually, Figure 3.42 shows the same trends for the resolution of the longitudinal recoil

component (u||). Also in this case, PUPPI is better performing than the standard particle-flow

measurement especially for events with a low boosted Z-boson candidate. Then, PUPPI per-

formance approches asymptotically the PF one since the resolution becomes dominated by the

one of the hard recoiling jets. Finally, PUPPI u|| resolution shows a stable performances as a
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function of pileup, while PF one degrades by 30% when NPV ranges from 5 to 25.
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3.4.2.2 PUPPI ~/ET performance in data

As already shown in Figure 3.37 and Figure 3.39, a good agreement between data and simula-

tion for PUPPI ~/ET , in terms of both shape and absolute normalization, is observed, although

the comparison for pT (Z) > 100 GeV is limited by statistics. Background contamination is

expected to be small except for events belonging to the upper tail of the ~/ET distribution, as

reported in Figure 3.38. Figure 3.43 shows a comparison between data and MC for both PF

and PUPPI missing transverse energy, which proves how the PUPPI algorithm is able to reduce

the measured ~/ET consistently between data and simulation, even for events in the tail.
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Figure 3.43: ~/ET distributions as obtained in data and simulation through the PF and the PUPPI algo-
rithms. On the left, distributions are reported in linear scale, while, on the right, in logarithmic one
to better compare tail events.

Moreover, Figure 3.44 shows the pileup dependance of PF and PUPPI transverse recoil reso-

lution for events in which the selected Z-boson pT is larger than 50 GeV. In this case, the

resolution is corrected for the non unity ~/ET response in each NPV bin, to recover the correct

recoil energy scale. A nice agreement is visible between data and simulation for both PF and

PUPPI quantities and, as already proved by simulation only studies, PUPPI is able to mitigate

at best pileup effects yielding to a stable performance as a function of pileup. Eventually,

PUPPI ~/ET will represent an important tool for the next Run-II collisions, where the instanta-

neous luminosity is going to increase providing an average of 30-40 in-time pileup interactions

per bunch crossing.
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Chapter4

Search for exotic particles decaying into
semi-leptonic V-boson pairs

In this Chapter, a search for new resonances decaying into pairs of vector bosons (WW, WZ,

ZZ) are presented, in final states where one of the two V-boson decays leptonically, while

the other one goes into hadrons. Results are based on the data recorded in pp collisions

at
√
s = 8 TeV by the CMS experiment [138], corresponding to an integrated luminosity

of 19.7 fb−1. In many theoretical extensions of the SM, the spontaneous breaking of the

electroweak symmetry is associated with a new strong dynamic appearing at the TeV scale,

which predicts the presence of new heavy resonances coupled with massive vector bosons. As

described in Section 1.5, the production of Kaluza-Klein (KK) excitations of spin-2 bosons,

in particular Randall-Sundrum and Bulk gravitons, decaying into vector boson pairs can be

sizable and detected at hadron colliders.

The final states considered in this study are either `νqq′ or `+`−qq, resulting in events with a

charged lepton, a neutrino and a single boosted V-jet (`ν+V-jet channel) or two same flavor

opposite charged leptons and a single V-jet (``+V-jet channel). In particular, the search is

limited to final states where ` = µ or e, implicitly including the cases where W → τν or

Z→ ττ and the τ -lepton is then decaying leptonically (τ → `νν).

Even if my work was focused on the single lepton channel, the ``+V-jet analysis is also

reported since I participated to the ``+V-jet/`ν+V-jet combination, to part of the software

development and for a better description of the physics context.

Only the gluon fusion production has been considered, since its predicted cross section is about

ten times larger than the VBF one, as shown in Figure 1.9. Figure 4.1 shows two Feynman

diagrams related to the gluon fusion production and decay of a generic resonance (X). The

analysis is optimized for resonances decaying into WW and ZZ pairs, although the requirement

on the pruned jet mass and the V-jet mass resolution brings it to be also sensitive to charged

resonances decaying into WZ pairs.

In Section 4.1, an overview of the simulated samples, datasets and triggers used in the analysis

is presented. Then, Section 4.2 provides a description of the object reconstruction and the

event selection, while Section 4.3 is dedicated to signal modeling. Section 4.4 and Section 4.5

describe, respectively, the background estimation and the determination of the systematic

uncertainties considered in the ultimate statistical interpretation.
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Eventually, the result of a search for Bulk gravitons and its model independent re-interpretaion

are presented in Section 4.6. In the former case, these semi-leptonic analyses are combined

with limits derived in a companion CMS search for resonances decaying in the fully hadronic

channel [123].
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Figure 4.1: Two Feynman diagrams for the production of a generic resonance X decaying into the final
states considered in this study: (left) `ν+V-jet channel, (right) ``+V-jet one.

4.1 Simulated samples, datasets and triggers

The RS1 and Bulk graviton models are used as benchmark signal processes, with the graviton

forced to decay into WW or ZZ pairs. In the former case, vector bosons are produced with a

transverse polarization (VT) in more than 90% of cases, while in the latter mostly a longitu-

dinal one. The considered mass hypotheses lie in the range between 600 and 2500 GeV.

Bulk gravitons are generated with JHUGen 3.1.8 interfaced with Pythia 6, while the RS1 model

is fully simulated via Pythia 6 or with MadgGraph interfaced with Pythia 6. Figure 4.2 shows

the pp → Gbulk → WW(ZZ) → `ν(``) + qq′ cross section, calculated at LO with CalcHEP

3.4.1 [139], as a function of the graviton mass and for k̃ = (0.2, 1).

A summary of the different signal samples considered in the analysis is listed in Table 4.1.

Model Generator k̃ = k/mpl mG (TeV) ΓG/mG (%)

Bulk JHUGen 0.2,0.5 0.6-2.5 TeV in steps of 0.1 TeV ΓG � 1� σexp
Bulk JHUGen 0.2,0.5 [1, 1.5, 2.1] TeV [5, 15, 30]%

RS1 Pythia 6 0.05 [0.75, 1, 1.25, 1.5, 1.75, 2] TeV ΓG � 1� σexp
RS1 MadGraph 0.2 [0.6, 1, 1.5] TeV ΓG � 1� σexp

Table 4.1: List of signal samples used in the analysis, for both Bulk and RS1 scenarios, as a function
of graviton mass, k̃ and resonance width. Events have been generated for both semi-leptonic WW and
ZZ final states, taking into account vector boson decays into the three possible lepton flavors (e,µ,τ).

The adopted background samples are already listed in Section 3.2.1. In the `ν+V-jet anal-

ysis, the largest background contribution is represented by a leptonically decaying W-boson

produced in association with jets (W+jets), while for the ``+V-jet channel the largest one

corresponds to Drell-Yan (DY+jets) pairs produced in association with jets.

The 19.7 fb−1 data used in the analysis are obtained from the event reconstruction performed

after the end of Run-I data taking.

In the `ν+V-jet channel, signal candidates are selected online with a trigger requiring either
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Figure 4.2: The cross-sections for the pp→ Gbulk →WW(ZZ)→ `ν(``)+qq′ process at a centre-of-mass
energy of 8 TeV calculated by CalcHEP at LO.

one muon or one electron, without any isolation requirements and applying a loose identifica-

tion criterion. The transverse momentum, measured online, must be larger than 40 GeV for

muons, while the minimum transverse energy threshold is 80 GeV for electrons. These triggers

have been designed to be fully efficient for BSM resonance searches with mass above 1 TeV. The

trigger selection is not applied on simulated events, thus its efficiency, evaluated with respect

to the offline lepton selection criteria, is estimated from data with a tag-and-probe technique

on Z → µµ and Z → ee candidates, as described in [140]. Simulated events are corrected

accordingly using the measured trigger efficiency as an event weight. Single-muon trigger ef-

ficiency varies from 82% to 94% as a function of η, while the efficiency for the single-electron

one is above 98%.

In the ``+V-jet channel, events are selected online with a trigger requiring either two muons

or two electromagnetic energy deposits (ECAL super-clusters), applying a loose identification

criteria in both cases. No lepton isolation requirements are applied at the trigger level. The

pT thresholds are 22 GeV for the leading muon and 8 GeV for the trailing one, while the trans-

verse energy threshold for the ECAL clusters is set at 33 GeV. The efficiency of the double-muon

trigger varies between 80% and 98%, as a function of η, while the double-electron one is above

99% [141] over the whole (pT ,η) spectrum.

4.2 Event selection and reconstruction

All the events, selected by the chosen online triggers, are required to have at least one primary

vertex reconstructed within a 24 cm window, with respect to the estimated interaction point,

along the beam axis (dZ) and with a transverse distance of less than 2 cm (d0). In addition,

each fitted vertex is required to have a number of degrees of freedom larger than four [71]. If

more than one reconstructed vertex is surviving these requirements, the primary interaction

vertex is selected to be the one with highest
∑
p2T , summing over all its associated tracks.
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The selected simulated events are re-weighted to represent the pileup distribution as measured

in the data. Different strategies for lepton selection and identification are applied in the WW

and ZZ channels:

• `ν + V-jet channel: muons are identified by means of the high-pT selection, while for

electrons the HEEP selection is considered, as already described in Section 3.2.2. Fur-

thermore, a veto on additional leptons is also required to reduce the contamination from

DY+jets events.

• ``+ V-jet channel: when a resonance with a large mass decays into Z-boson pairs, the

two charged leptons produced in the decay are highly collimated because of the Lorentz

boost, with a consequent small angular separation (∆R).

The same selection criteria adopted for the `ν + V-jet channel are also used to identify

lepton pairs in the ZZ one, except for muons. In this case, one of them is required to

be reconstructed by the global algorithm, while, on the other leg, a looser selection is

applied requiring only a muon track.

In addition, since lepton reconstruction and identification at high pT are optimized for

the case of well separated leptons, a loss of efficiency is observed when two muons or two

electrons are close to each other, due to a mutual overlap inside the same isolation cones.

For this reason, the contribution from any other muon or electron candidate inside it

has to be excluded, to retain high selection efficiency also in the boosted configuration.

Figure 4.3 (left) shows the relative isolation distribution with and without the lepton

veto inside the isolation cone.

Events with at least two opposite charged muons with |η| < 2.4 and pT > 40 (20) GeV

are considered to define the muon channel, while events with two opposite charged

electrons with pT > 40 GeV and |η| < 2.5 are selected in the electron one. Figure 4.3

(right) shows the ultimate di-muon selection efficiency as a function of the Z-boson pT
for different leading muon η bins.

Jets used to identify the hadronically decaying W and Z-bosons are clustered using the

Cambridge-Aachen algorithm, with a distance parameter R = 0.8, following the outcome

of the V-jet tagging studies described in Chapter 3.

To identify b-jets in order to to reduce the tt background in the `ν + V-jet channel, anti-kt
jets, clustered with a distance parameter R = 0.5, are considered and the combined secondary

vertex b-tagging algorithm is applied. The ratio between b-tagging efficiencies measured in

data and in simulated events is used as a scale factor to correct the simulation prediction. Ded-

icated jet energy corrections are applied to both AK5 and CA8 jets, where additional quality

criteria are used to remove spurious jet-like features originating from isolated noise patterns in

the calorimeters or in the tracker system. The efficiency of these requirements for real prompt

jets is above 99%. Furthermore, the CA8 (AK5) jets are required to be separated from any

identified electron or muon by ∆R > 0.8(0.3).

The missing transverse energy /ET , modified to account for AK5 jet calibration (Type-I cor-

rection) and corrected for the observed φ-modulation as described in Section 2.4.5, is required

to be larger than 40 (80) GeV for the muon (electron) channel in the `ν+V-jet analysis, while

no selections are applied in the ``+V-jet one.
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Figure 4.3: (Left) Isolation variables for muons identified in simulated signal events (Bulk Graviton
with mG = 1.5 TeV): (black) standard track-based isolation, (blue) PF isolation with pileup correction,
as defined in Equation 3.9, and (red) tracker based isolation, modified removing additional leptons
inside the isolation cone. (Right) Selection efficiency obtained requiring one global and one tracker
high-pT muons as function of Z-boson pT and for different intervals of leading muon η.

4.2.1 W→ `ν and Z→ `` reconstruction and identification

In the `ν+V-jet channel, the identified electron or muon is associated with the lepton produced

by the W-boson decay (W → `ν). The transverse momentum of the undetected neutrino is

therefore assumed to be equal to the missing energy /ET . The longitudinal component of

the neutrino four-momentum (pνz) is obtained by constraining the lepton-neutrino invariant

mass to be equal to the known W-boson one [142], which leads to the following second order

equation:

m2
` +m2

ν + 2 · (E`Eν − p`xpνx − p`ypνy − p`zpνz) = m2
W = (80.4)2 GeV2 (4.1)

In case of two real solutions for pνz , the one with the smaller absolute value is chosen, while

if there are two complex solutions, only the real part is considered. The same procedure is

also applied for W→ τν candidates, where the τ -lepton decays to one electron or muon and

two neutrinos. In this case, the /ET represents the transverse momentum of the three-neutrino

system.

In the ``+V-jet channel, the leptonic Z-boson candidate is reconstructed by combining two

opposite charged lepton candidates, and the invariant mass of the di-lepton system is required

to be consistent with the Z-boson one, in the range between 70 and 110 GeV. This allows for

a significant reduction of Drell–Yan and top-quark backgrounds, at the cost of suppressing

the small signal contribution from Z→ ττ → (`νν)(`νν).

4.2.2 W→ qq′ and Z→ qq identification using substructure

In X→WW events, the boost factor γ of the W-boson is approximately given bymX/2mW [143].

A large boost factor implies that the decay products will be predominantly emitted with a

small angular distance ∆R ≈ 2mW/p
W
T , which means that for resonances with mass greater
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than 1 TeV the boosted topology is by far the dominant one. The hadronic W or Z-boson

candidate is therefore reconstructed as a single massive CA8 jet and substructure techniques,

described in detail in Chapter 3, are adopted to identify and select the hadronically decaying

boosted V-jets.

4.2.3 Final event categorization

After reconstructing the two vector bosons, in the `ν+V-jet (``+V-jet) channel both leptonic

and hadronic V-boson candidates must have a pT larger than 200 (80) GeV. Higher thresholds

are used in the `ν+V-jet case because of the larger online single-lepton trigger thresholds, as

well as the larger multi-jet background contamination in the low boosted regime.

In contrast, the looser selections adopted in the ``+V-jet channel allow to access to lower

masses, even if the acceptance of the boosted category is not optimal for low boosted Z-jets.

Thus, the minimum requirement on mVV is equal to 700 (500) GeV for the `ν+V-jet (``+V-

jet) channel.

To further reduce the presence of the semi-leptonic tt background in the `ν+V-jet final state,

events are rejected if there is at least one b-tagged AK5 jet with pT > 30 GeV, using a working

point tuned to provide a mis-identification rate of light-quark and gluon jets of 1% and a

b-jet efficiency of about 70%, preserving about 90% of signal events. To enhance the analysis

sensitivity, two V-jet categories are defined:

• High-purity category (HP): 65 < mW
pruned < 105 GeV (70 < mZ

pruned < 110 GeV) and

τ2/τ1 < 0.5;

• Low-purity category (LP): 65 < mZ
pruned < 105 GeV (70 < mZ

pruned < 110 GeV) and

0.5 < τ2/τ1 < 0.75.

Even if the HP category dominates the total sensitivity of the analysis, the LP is retained to

recover signal events produced by the decay of large mass resonances, that are not accepted by

the standard W-tagging selection due to reconstruction limitation in resolving jet substructure

at high pT , as already investigated in Section 3.2.4.

Eventually, the event categorization is based on four classes of events, depending on the

lepton flavor (µ or e) and V-jet purity (HP and LP). The transverse momentum and the

N-subjettiness τ2/τ1 distributions for the hadronic W (Z) boson candidate in the `ν+V-jet

(``+V-jet) channel is shown in Figure 4.4 (Figure 4.5), after requiring 65 < mpruned < 105 GeV

(70 < mpruned < 110 GeV). The τ2/τ1 distribution shows some disagreement between data and

simulation, consistently with what reported in Section 3.2.7. Finally, a summary of the final

kinematic and jet substructure selection criteria used in the `ν+V-jet and ``+V-jet channels

are presented in Table 4.2 and Table 4.3, respectively.

4.3 Signal modeling

Bulk graviton events, generated with k̃ = (0.2, 0.5) for several mass hypotheses, are used

for modeling the lineshape of the reconstructed di-boson invariant mass distribution (mVV).

Figure 4.6 shows the width of the signal lineshape, as predicted in both Bulk and RS1 models,

as a function of the curvature parameter (k̃) and different mass hypotheses.

For cases in which k̃ ≤ 0.5, the relative width of the Bulk graviton resonance (ΓG/mG) is
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small enough, below 1%, to be neglected when compared to the detector resolution over the

whole explored mass range, from 0.6 to 2.5 TeV, making the analysis a search for narrow

width resonances along the di-boson invariant mass spectrum. Thus, the modeling of detector

effects on the signal lineshape results to be independent from the benchmark k̃ value used for

generating the events.
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Selection Value Comments

Tight Lepton selection

Muon pT and η pT > 50 GeV, |η| < 2.1

Electron pT and η pT > 90 GeV, |η|SC < 2.5 avoiding ECAL gap

Loose Lepton selection

Electron pT pT > 35 GeV

Muon pT pT > 20 GeV

CA8 jet selections

Jet pT and η pT > 80 GeV, |η| < 2.4 hadronic W-boson

AK5 jet selections

Jet pT and η pT > 30 GeV, |η| < 2.4 used for b-veto

/ET selections

/ET (electron ch.) /ET > 80 GeV

/ET (muon ch.) /ET > 40 GeV

V-Boson selections

Leptonic W pT pT > 200 GeV

Hadronic W pT pT > 200 GeV

Di-boson invariant mass mWW > 700 GeV

Back-to-back topology ∆R(`,Whad) > π/2 , ∆φ(Whad, /ET ) > 2

∆φ(Whad,Wlep) > 2

Veto

Number of additional leptons 0

Number of b-tag jets 0 CVS εbjet ≈ 70%

W-jet selections

mpruned 65 < mpruned < 105 GeV

N-subjettiness ratio (high purity) τ2/τ1 < 0.50

N-subjettiness ratio (low purity) 0.50 < τ2/τ1 < 0.75

Table 4.2: Kinematic selections used in `ν+V-jet analysis for the final event classification.

The final analysis strategy relies on an unbinned fit of the signal and background models to

the reconstructed di-boson invariant mass spectrum, where both the discovery potential and

the exclusion power depend on an accurate description of the signal shape.

Since an analytic description of the signal shape provides a much easier access to lineshapes

for mass hypotheses not directly covered by the simulation, a double-sided Crystal-Ball (CB)

function1 is adopted to parametrize the CMS detector resolution. In contrast, simulated signal

binned templates are less suitable to achieve this goal, since the small number of available

simulated samples necessitates long mass range interpolation between different templates. To

take into account differences between muon and electron momentum resolutions, the signal

invariant mass distribution is parametrized separately in the two lepton flavor categories. No

appreciable differences have been observed in the mVV signal shape between low and high

purity categories.

The typical width of the Gaussian core is about 3–5% of the nominal mass in the ``+V-

1A double-sided Crystal-Ball (CB) function is given by a Gaussian core with power law tails on both
sides [144].
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Selection Value Comments

Lepton selections

Leading lepton pT pT > 40 GeV for both µ and e.

Subleading lepton pT pT > 40(20) GeV for µ (e).

Electron η |η| < 2.5 avoid the ECAL gap.

Muon η |η| < 2.4

Jet selections

Jet pT and η pT > 30 GeV, |η| < 2.4

Veto

Number of additional leptons 0

V-Boson selections

m`` 70 < m`` < 110 GeV

Leptonic Z-boson pT pT > 80 GeV

Hadronic Z-boson pT pT > 80 GeV

Di-boson mass mZZ mZZ > 500 GeV

Z-jet selections

mpruned 70 < mpruned < 110 GeV

N-subjettiness ratio (high purity) τ2/τ1 < 0.50

N-subjettiness ratio (low purity) 0.50 < τ2/τ1 < 0.75

Table 4.3: Kinematic selections used in ``+V-jet analysis for the final event classification.

jet channel, dominated by CA8 jet energy resolution, while it is at the level of 4–6% in the

`ν+V-jet one, dominated by both jet and /ET contributions. Figure 4.7 shows two examples

for the fitted lineshapes through a double-sided Crystal-Ball for Bulk gravitons with mass

mG = 1.5 TeV in the HP muon (left) and electron channel (right) in the `ν+V-jet analysis.

The signal selection efficiency, evaluated for each category, is defined as the number of selected

signal events over the number of generated ones, taking into account all the possible lepton

flavours (e, µ and τ). The efficiency trend as a function of the mass hypothesis is parametrized

with a continuous polynomial function, to obtain an analytic interpolation between mass points

in each flavor and purity category. The dependence reflects the W-tagging efficiency shape

already shown in Figure 3.10. In fact, considering the selection efficiency in the HP category, it

reaches a global maximum close to 20% for mG around 1.2 TeV in both `ν+V-jet (``+V-jet)

and muon (electron) cases. A turn-on is placed at lower masses due to an inefficiency in

the merged jet reconstruction for low boosted V-boson, while it drops at high masses due to

W-tagging efficiency loss for high pT V-jets.

4.4 Background estimation

After the full selection, summarized in Table 4.2 for the `ν+V-jet channel and in Table 4.3 for

the ``+V-jet one, the dominant background comes from SM V+jets events as shown in Fig-

ure 4.4 and Figure 4.5. Since both normalization and shape discrepancies are visibile between

data and simulation, a data driven method has been developed to estimate this background

component. Other minor sources, such as tt, single-top and di-boson production, are estimated
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using simulated samples, after applying correction factors for residual data-to-simulation dis-

agreement measured in control samples selected in data.

The discrepancy observed between data and simulation in both the pruned jet mass and the

N-subjettiness τ2/τ1 could bias the signal efficiency estimated from the simulated samples. Fot

this reason, it is crucial to study this mis-modeling in a V-jet enriched control sample, similar

in kinematics to the event characteristics expected for a genuine signal. In this sample, cor-

rection factors for the signal efficiency and lineshape are calculated from a direct comparison

between data and simulation, as well as their systematic uncertainties. The adopted strategy

consists of selecting a sample of high-pT W-jets in boosted tt semi-leptonic events, applying

the same requirements described in Section 3.2.7.
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Figure 4.8 shows the N-subjettiness τ2/τ1 (left) and the pruned jet mass distribution (right)

obtained applying τ2/τ1 < 0.5 selection. The only difference with respect to Figure 3.22 stands

in removing the ∆R selection between the W-jet and the closest b-jet.
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Figure 4.8: Distributions from the semi-leptonic tt enriched control sample in the muon channel. (Left)
N-subjettiness ratio τ2/τ1, (right) pruned jet mass mpruned after requiring τ2/τ1 < 0.5. The distribu-
tions show some disagreement between data and simulation, in particular for events that are failing
the N-subjettiness requirement. The simulation is corrected for these discrepancies, ensuring that the
analysis is robust against differences between data and simulation, independently of their sources.

Since jet substructure observables depend on the parton shower model, in this case Pythia 6

is considered as a benchmark, as it is adopted to generate signal simulated events. Specific

corrections for pure W-jets in this sample are derived from a simultaneous fit to the pruned jet

mass distribution, for events passing or failing mpruned and τ2/τ1 requirements, as previously

detailed in Section 3.2.9. The ratio of the efficiency in data and simulation yields W-tagging

scale factors used to correct the total signal efficiency predicted by the simulation, measured to

be 0.93 ± 0.06 (1.28 ± 0.30) for the HP (LP) category, combining muon and electron channels.

Eventually, the W-jet mass peak and resolution, which are extracted from the same fit, are

used to correct the pruned jet mass shape in tt, di-boson and signal simulated events in the

signal region phase space. The same corrections are adopted also in the case where the V-jet

is assumed to come from a Z-boson decay, since the kinematic properties of W and Z-jets are

similar and the agreement between data and simulation is expected to be equally good.

At the same time, from the comparison between data and simulation predicted yields, a nor-

malization correction factor for tt and single-top backgrounds is evaluated for events in the

pruned mass region 65 < mpruned < 105 GeV. The measured scale factor is 0.97 ± 0.02

(0.96 ± 0.03) in the muon (electron) channel for the HP category, while it is measured to be

1.31 ± 0.05 (1.39 ± 0.08) in the LP one. These scale factors, including both the resonant and

the combinatorial contributions, are used directly to correct the normalization of the tt̄ and

single-top simulated backgrounds in the analysis signal region, since data-to-MC differences,

introduced by the inversion of the b-tag selection when moving from the tt control sample

to the signal region, are taken into account by a re-weighting simulated events with proper

b-tagging scale factors [145].

To estimate the V+jets background from data, signal free mpruned sideband regions are consid-
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ered. In the `ν+V-jet channel, lower and upper sidebands are defined when the mpruned ranges

within [40,65] GeV and [105,130] GeV, respectively. In the ``+V-jet case, the two regions are

defined when mpruned lies between [50,70] GeV or [110,130] GeV. The width of the mpruned

signal region, 20 GeV around the expected W-jet (Z-jet) pruned mass peak, allows to keep

the signal contamination inside the sideband regions below 3% over the whole graviton mass

hypothesis range, since it corresponds to roughly 2.5 times the W-jet (Z-jet) mass resolution

as measured in Section 3.2.9.

The normalization of the V+jets background inside the signal region is estimated from a

fit to the mpruned distribution, using only observed data in the lower and upper sidebands.

The analytical parametrization for the V+jets is chosen from a preliminary fit to pure sim-

ulated V+jets events, performed over the full mpruned range [40,130] GeV. In contrast, the

other backgrounds (tt, di-boson and single-top) are estimated from simulation, after applying

both normalization and the pruned mass shape corrections previously described. As expected

the mpruned shapes are independent from the lepton flavor, but strongly dependent on the

N-subjettines category, the final state topology (`ν+V-jet or ``+V-jet channels) and on the

threshold applied on the reconstructed di-boson invariant mass (mVV). A summary of the an-

alytical functions used to parametrize the mpruned distribution are listed in Table 4.4, defined

as follows:

FErfExp(x) = ec0x · 1 + Erf((x− a)/b)

2

FExpGaus(x) = ec0x ·Gaus(x, x1, σ1)

FErfExp2Gaus(x) = ec0x · 1 + Erf((x− a)/b)

2
+ c1 ·Gaus(x, x1, σ1) + c2 ·Gaus(x, x2, σ2)

F4Gaus(x) = c1 ·Gaus(x, x1, σ1) + c2 ·Gaus(x, x2, σ2) + c3 ·Gaus(x, x3, σ3) + c4 ·Gaus(x, x4, σ4)

Channel mVV (TeV) Category V+jets tt̄ single-top di-boson

`ν+V-jet [0.7-3.0] HP FErfExp FErfExp2Gaus FExpGaus F4Gaus

`ν+V-jet [0.7-3.0] LP FErfExp FExpGaus FExpGaus FExpGaus

``+V-jet [0.5-2.8] HP FErfExp FExpGaus FExpGaus F4Gaus

``+V-jet [0.5-2.8] LP FErfExp FExp FExpGaus FExpGaus

Table 4.4: Summary of the shapes used to fit the mpruned spectra of each background component taking
into account: mVV fit range, N-subjettines category and final state topology.

Figure 4.9 and Figure 4.10 show the result of this fit procedure for the `ν+V-jet and ``+V-jet

analyses, respectively, while Table 4.5 and Table 4.6 report the predicted number of back-

ground events inside the pruned mass signal region, comparing them to data.

The mVV shape for the V+jets background inside the signal region is extracted from the low

mass mpruned sideband through an extrapolation function αMC(mVV), which is derived from

V+jets simulated events as:

αMC(mVV) =
FV+jets

MC,SR (mVV)

FV+jets
MC,SB (mVV)

(4.2)
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Figure 4.9: Distributions of the pruned jet mass, mpruned, in the `ν+V-jet analysis for the electron
channel, where the left (right) panel shows the HP (LP) category. The prediction of the non-resonant
W+jets background comes from a fit excluding the signal region (limited by vertical dashed lines), while
the minor background yields come from the simulation. The MC resonant shapes are corrected using
the differences between data and simulation in the W-jet peak position and resolution as measured in
a dedicated tt control region. At the bottom of each plot, the bin-by-bin fit residuals, (data-fit)/σdata,
are reported together with the uncertainty band of the fit normalized by σdata.
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Figure 4.10: Distributions of the pruned jet mass, mpruned, in the ``+V-jet analysis for the di-electron
channel, where the left (right) panel shows the HP (LP) category. The prediction of the non-resonant
Z+jets background comes from a fit excluding the signal region (marked using vertical dashed lines),
while the minor background yields come from the simulation. The MC resonant shapes are corrected
using the differences between data and simulation in the Z-peak position and resolution as measured in
a dedicated tt control region. At the bottom of each plot, the bin-by-bin fit residuals, (data-fit)/σdata,
are reported together with the uncertainty band of the fit normalized by σdata.
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µν + V-jet HP µν + V-jet LP eν + V-jet HP eν + V-jet LP

Observed yield 1483 1546 892 988

Expected background 1434± 38 1644± 41 878± 30 978± 31

Graviton (k̃ = 0.5) Signal expectation (MC)

mG = 0.8 TeV 12.8 5.1 10.1 3.9

mG = 1.2 TeV 0.92 0.43 0.79 0.37

Table 4.5: Observed and expected yields for the `ν+V-jet analysis, quoted in the range 0.7 < mWW <
3 TeV. The expected W+jets background is obtained from the sideband procedure. The uncertainties
in the background prediction are statistical in nature, as they mainly depend on the selected number
of events in the sidebands. Statistical uncertainties in the signal expectations are negligible.

µµ+ V-jet HP µµ+ V-jet LP ee+ V-jet HP ee+ V-jet LP

Observed yield 575 338 360 233

Expected background 622± 29 338± 22 370± 22 207± 17

Graviton (k̃ = 0.5) Signal expectation (MC)

mG = 0.8 TeV 2.4 0.5 2.0 0.4

mG = 1.2 TeV 0.16 0.04 0.14 0.035

Table 4.6: Observed and expected yields for the ``+V-jet analysis, quoted in the range 0.5 < mZZ <
2.8 TeV. The expected Z+jets background is obtained from the sideband procedure. The uncertainties
in the background prediction are statistical in nature, as they mainly depend on the selected number
of events in the sidebands. Statistical uncertainties in the signal expectations are negligible.

where FV+jets
MC,SB (mVV) and FV+jets

MC,SR (mVV) are the probability density functions which parametrize

the simulated di-boson invariant mass spectra in the low mass sideband region and in the sig-

nal one, respectively.

The high mpruned sideband is not considered to exclude possible contamination from BSM res-

onances decaying into a V-boson and a SM Higgs boson, as well as it suffers from a larger

tt contamination. This contribution from X → hV resonances, in which the Higgs boson is

reconstructed as a single jet in the CMS detector (h → bb or h → WW∗ → 4q) and the V-

boson decays leptonically, would populate the high mass sideband region of both the `ν+V-jet

(mpruned in 105-130 GeV) and the ``+V-jet (mpruned in 110-130 GeV) analyses.

Since the lower sideband region does not represent a perfectly pure sample of V+jets events

in data, the presence of minor backgrounds is subtracted from the observed mVV distribution

relying on the simulation prediction, to obtain an estimation of the V+jets shape in the side-

band control region FV+jets
Data,SB(mVV). Finally, the shape of the V+jets background distribution

in the signal region is obtained by rescaling FV+jets
Data,SB(mVV) with αMC(mVV). The ultimate

background prediction into the signal region, N bkg
SR (mVV), is given by:

N bkg
SR (mVV) = NV+jets

SR × αMC(mVV)× FV+jets
Data,SB(mVV) +

∑
k

Nk
SR × F kMC,SR(mVV) (4.3)

where k runs over the non V+jets background contributions, NV+jets
SR and Nk

SR represent the

yields of the dominant V+jets and of the other minor sources estimated inside the analysis
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signal region, respectively. The ratio αMC(mVV) accounts for small kinematic differences

between the signal region and the sideband one, which are mostly independent from the

cross section prediction. The sample produced via Herwig++ has been used to determine this

sideband-to-signal region correlation function, since it is known to better describe the pruned

mass than Pythia 6, as shown in Figure 3.16.

4.4.1 Validation of V+jets background extraction

To maximize the stability and the performance of the analysis results, minimizing possible

sources of bias in the signal estimation along the explored mVV spectrum, different tests have

been performed:

• The mVV range adopted in the fit determines the region of masses probed by these

searches. This range is chosen to ensure a smoothly falling background spectrum, suffi-

ciently far from the kinematic turn-on generated by the acceptance selections, allowing

for a good stability and a robust control of the background estimation. For the `ν+V-jet

analysis, the fits are performed in the range 0.7 < mVV < 3 TeV, while in the ``+V-

jet channel the ranges for the HP and LP categories are 0.5 < mVV < 2.8 TeV and

0.65 < mVV < 2.8 TeV, respectively.

• To parametrize this smoothly falling background distribution, a generic exponential

function, called leveled-exponential parametrization, is adopted:

f(mVV) = N × exp
( −mVV

a+ b ·mVV + c ·m2
VV

)
(4.4)

For each analysis category, considering both data in the low sideband region and V+jets

simulated events in the signal one, a set of unbinned fits is performed using alternative

class of functions with an increasing number of degrees of freedom (dof). To estimate

how many parameters are needed to properly describe this background, a F-test has

been performed [146]. In particular, taking two alternative models with different dof

belonging to the same class of functions (exponential, polynomials or power laws), the

model with more parameters will be able to fit the data better than the alternative

one, but it is not guaranteed that the improvement is significant. Considering, as a null

hypothesis (h0), that the model with less parameters is enough to correctly describe the

data, the following test statistics is used for testing against the null hypothesis:

F (h1, h0) =
(
∑

i( datai − fit(h0)i )2 −
∑

i( datai − fit(h1)i )2)/(n(h1)− n(h0))∑
i( datai − fit(h0)i )2/(N − n(h1))

(4.5)

Assuming that F (h1, h0) follows asymptotically a Fisher distribution with (n(h1)-n(h0),N -

n(h1)) degrees of freedom, an confidence level is computed as:

CL(h0, h1) = 1−
ˆ F (h1,h0)

−∞
Fisher(n1 − n0, N − n1) (4.6)

where the null hypothesis is rejected when the observed confidence level is smaller than

0.05. Results show that a leveled-exponential function with two parameters represents

the best compromise for all the categories. This test is also applied to study the shapes of
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minor backgrounds, relying only on simulated events. Eventually, V+jets and di-boson

events are parametrized through a leveled exponential with two parameters, while single-

top and tt̄ with a simple exponential shape.

• To test the validity and the robustness of the data driven method for the V+jets, clo-

sure tests are performed extracting this background from a sideband inside a signal free

control region, where the compatibility in both shape and normalization with data can

be measured. The first test is performed dividing the low mass sideband into two parts:

40 < mpruned < 55 GeV is used as sideband (A), while 55 < mpruned < 65 GeV is consid-

ered as a signal region (B), so that the W+jets rate is predicted fitting data in (A) and

extrapolating the fit result inside (B) through a proper αMC(mVV) function. In contrast,

the same test is performed extrapolating W+jets events from the low mass sideband

into a sub-region of the upper one, defined by 105 < mpruned < 115 GeV (C).

Figure 4.11 (left) shows the pruned jet mass fit to data using only µν+W-jets HP events

inside the region (A) and the upper sideband (US), indicated by solid colors, to extract

the W+jets prediction inside the region (B). At the same time, Figure 4.11 (right) shows

the fit obtained when only events in the low mass sideband (LS) and in the region

115 < mpruned < 130 GeV (D) are considered.
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Figure 4.11: Fit to the pruned mass distribution inside the µν+V-jet channel considering only events
in data with pruned mass between 40-55 GeV (A) or 105-130 GeV (US) on the left, while pruned mass
within 40-65 GeV (LS) or 115-130 GeV (D) on the right.

Figure 4.12 (left) shows the αMC(mWW) function obtained from a simultaneous fit of

W+jets simulated events in the sideband (A) and in the region (B), using the leveled-

exponential parametrization defined in Equation 4.4. Figure 4.12 (right) shows the

mWW distribution for events in data with 40 < mpruned < 55 GeV (region A) in the

eν+V-jet HP category, where the W+jets shape is parametrized again according to a

leveled-exponential function.

Finally, Figure 4.13 shows a comparison between the predicted total background, ob-

tained through Equation 4.3, with the data inside the signal free region B (left) and C

(right). Looking at the bin-by-bin fit residuals, (data-fit)/σdata, a good agreement is

found over the whole mVV range for both the extrapolations. The test is repeated in
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all the different analysis categories showing always consistency between the predicted

background and the one observed in data. Thus, the test closes validating the proposed

strategy for the V+jets background estimation.

• The effect of using alternative functional forms for the background extraction has been

investigated. No significant biases are measured on the predicted number of background

events when different parametrizations, leveled-exponential or power laws, are adopted.
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mass distribution mWW for events with 40 < mpruned < 55 GeV (A). The W+jets shape is fitted, after
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4.4.2 V+jets background extraction

Figure 4.14 shows the αMC(mVV) obtained in the HP and LP category in the µν+V-jet channel.

The blue and the red dashed dotted lines are the fits to the mVV distribution in the signal

and in the low-mass sideband region, performed using the two parameters leveled-exponential

function. These two samples are simultaneously fitted and, to account for any correlation

between them, the parameters used to model the signal region shape are correlated with the

sideband ones. The obtained extrapolation funcrion αMC(mVV) is shown as a solide black

line, while the dark (light) shaded region corresponds to the 1σ (2σ) uncertainty bands of

the fit. The structure of the uncertainty band is related to the function used to model the

mVV spectrum and it represents only the shape uncertainty of the function, since additional

normalization uncertainties are not displayed.

In Figure 4.15, the fit result to the data in the mpruned low-mass sideband is shown for the

HP (left) and LP (right) µν+V-jet category. Results of the final background extraction in the

signal region will be presented in Section 4.6.
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Figure 4.14: The extrapolation function αMC(mVV) from the low mass sideband to the signal region is
shown for high (left) and low (right) purity µν+V-jet category. The grey area displays the statistical
uncertainty band of the fit parameters, while systematic effects related to parton shower and fit function
models are indicated by a dashed purple and a dashed yellow line, respectively. The shape uncertainty
becomes close to zero around 2 TeV as a consequence that αMC(mVV) is a probability density function.
In fact, the extremes of the envelope have to cross each other to conserve the total probability.

4.5 Systematic uncertainties

Systematic uncertainties are described here separately for signal and background predictions.

4.5.1 Systematic uncertainties on the background estimation

Uncertainties in the estimation of the background affect both the normalization and shape

of the mVV distribution. The uncertainty on the V+jets background normalization is mainly

statistical in nature, related to the uncertainties on the parameters extracted from the pruned

jet mass sideband fit. This strongly depends on the amount of data in the pruned mass
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Figure 4.15: The fits to estimate Fdata,SB(mVV) for both high (left) and low (rigth) purity categories in
the µν+V-jet channel. Minor backgrounds (tt, di-boson and single-top) are estimated from simulation,
while the W+jets shape is the fit result from the data.

sideband regions. Additional smaller effects are also considered and added in quadrature to

the pure statistical term: differences in the V+jets estimation arising from a different pruned

mass shape prediction between Herwig++ and Pythia 6, as well as differences arising when

alternative parametrizations are adopted to model the V+jets mpruned distribution. The total

uncertainty on the V+jets yields remains below 10% in all the explored final states.

Furthermore, systematic uncertainties in the V+jets shape are estimated from the covariance

matrix of the fit to the data performed in the low mass sideband (40 < mpruned < 65 GeV)

and from the uncertainties in the modeling of αMC(mVV). They are both mainly statistical

in nature, as they are driven by the available amount of data in the sideband and by the

number of simulated V+jets events fulfilling the analysis selection, as shown in Figure 4.15

and Figure 4.14, respectively.

In addition, differences in the extrapolated V+jets shape due to alternative shower models,

used for the αMC(mVV) estimation, or alternative parametrizations of the mVV spectrum are

accounted for by enlarging the fitted parameter errors to cover their effects. To perform this,

the covariance matrix of the fitted parmeters is diagonalized by means of a suitable eigenvector

base, then to each transformed shape parameter a Gaussian contraint is associated where its

width is properly enlarged to cover the estimated systematic effects.

The systematic uncertainty in the tt normalization comes from the uncertainties in the data-to-

simulation scale factors evaluated in the top-quark enriched control sample, which is measured

to be around 6%.

The uncertainty in the WW inclusive cross section in this boosted regime is assigned to be

20%, estimated from the uncertainty on the published CMS cross section measurement at√
s = 8 TeV [5]. In addition, the uncertainty on the V-tagging scale factor, described in

Section 3.2.10, is considered also for the WW background. The same uncertainties derived for

WW production are also used for WZ and ZZ processes.

The lepton trigger, reconstruction and identification efficiencies and the related uncertainties

are estimated with a dedicated tag-and-probe analyses, looking at Z → µµ (ee) events. The
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uncertainties in trigger and identification efficiencies for high-pT muons are estimated to be

3% and 4%, respectively, while the total uncertainty in the electron trigger, reconstruction

and identification efficiency is 3%.

An additional systematic, affecting the normalization of non data driven background, is repre-

sented by the uncertainty in the data-to-simulation scale factors for b-jet identification, derived

following [125]. The uncertainty related to the total integrated luminosity is 2.6% [108].

The accuracy on energy and momentum measurements for leptons and jets represents an im-

portant source of systematic uncertainties for simulated backgrounds samples. In particular,

muon momentum scale and resolution, electron energy scale and resolution, jet energy scale

and resolution, and the unclustered energy in the event are considered.

Leptons four momenta are varied within one standard deviation according to the muon mo-

mentum scale [147] or the electron energy scale [79] uncertainties, or applying a Gaussian

smearing in case of resolution uncertainties. For each variation, the event selection is re-

applied. The largest relative change in the background efficiency compared to the default

value is considered as the systematic uncertainty for that specific source. The same procedure

is also applied for the jet four-momenta using the corresponding energy scale and resolution

uncertainties [84]. During this procedure, variations in the lepton and jet four-momenta are

propagated coherently to the ~/ET through:

/~E
∗
T = /~ET +

objects∑
i

(~pT − ~p ∗T ) (4.7)

where ~p ∗T stands for the transverse momentum obtained after the objects, lepton or jets, vari-

ation (shift or smear).

Eventually, Table 4.7 reports a complete summary of all the normalization uncertainties con-

sidered for each single background contribution in both `ν + V-jet (`` + V-jet) channels and

HP (LP) categories.

4.5.2 Systematic uncertainties on the signal estimation

As described for the background processes the previous Section, muon momentum scale and

resolution, electron energy scale and resolution, jet energy scale and resolution uncertainties

are sources of systematic uncertainty also on the signal efficiency. They are evaluated inde-

pendently for each considered signal sample as a function of the graviton mass hypothesis.

Furthermore, uncertainties on lepton trigger and identification efficiencies, V-tagging scale

factors and luminosity are also considered and their effect on the signal event prediction is

estimated. The systematic contribution from the pileup model is evaluated by re-weighting

the simulated signal samples so that the distribution of the number of interactions per bunch

crossing is shifted up and down by the uncertainty on minimum bias cross section, using what

has been measured in data [132].

The impact of the proton PDF uncertainties on the signal acceptance is evaluated following

the PDF4LHC [68] prescription, using MSTW and NNPDF PDF sets.

Finally, the effect of scale and resolution uncertainties of physics objects on the reconstructed

mVV signal shape has been evaluated, showing a small effect on both peak position and width

of the Gaussian core. The jet energy scale and resolution introduce a relative uncertainty of

about 3% (2%) in the signal width for the `ν + V-jet (``+ V-jet) channel. In the `ν + V-jet
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Source V+jets tt Single-top Di-boson
`ν + V ``+ V `ν + V ``+ V `ν + V ``+ V `ν + V ``+ V

Experimental sources
Luminosity - - 2.6% 2.6% 2.6% × 2.6% 2.6%
Muons trig+ID - - 2% 5% 2% × 2% 5%
Ele trig+ID - - 3% 3% 3% × 3% 3%
Muon scale - - 0.1% 0.2% 0.12% × 0.15% 0.2%
Muon resolution - - <0.1% 0.3% <0.1% × <0.1% 0.5%
Ele scale - - <0.1% 0.2% <0.1% × <0.1% 0.15%
Ele resolution - - <0.1% 0.15% <0.1% × <0.1% 0.21%
Jet scale - - 1.5% 2% 2.5% × 2.1% 1.8%
Jet resolution - - 0.45% 0.5% 0.5% × 0.35% 0.4%
V-tagging - - - - - × 9 (24)% 9 (24)%
b-tagging - - 2.5% 2% 1.5% × - -
Background estimate
V+jet norm. 6 (7.2)% 7.5 (8.5)% - - - × - -
tt̄ norm. - - 5 (6)% 5 (6)% - × - -
Single-top norm. - - - - 20% × - -
Di-boson norm. - - - - - × 20% 20%

Table 4.7: Summary of the systematic uncertainties affecting background yields, relative to the expected
number of background events. All systematic uncertainties in the list are treated as uncorrelated, with
log-Normal priors in the ultimate statistical interpretation. Numbers inside square parenthesis refer
to specific LP category values. Systematic effects that are varying the yield of a background source by
less than 0.1% are neglected.

channel, the unclustered energy scale introduces a 1–3% uncertainty in the signal width, larger

at low resonance masses. In the ``+ V-jet channel, the muon resolution causes an additional

relative uncertainty of 2% in the signal width.

The uncertainty in the peak position of the signal is estimated to be less than 1%, except for

the jet energy scale contribution which reaches at most 1.5%. Only the significant sources that

are affecting the signal shapes are considered and treated as nuisance parameters in the final

statistical interpretation. In Table 4.8, the primary uncertainties in both the signal shape and

normalization are presented.

4.6 Statistical interpretation

Figure 4.16 shows the final observed mWW spectrum for the selected events in the four cate-

gories of the `ν+V-jet analysis. The observed data and the predicted background agrees with

each other. The highest-mass event in the `ν+V-jet channel is selected in the electron LP

category, with a reconstructed mWW around 3.2 TeV. This event is not included in the final

statistical interpretation, which is performed up to a reconstructed mass of 3 TeV. The impact

of this excluded event on the reported result is negligible since it belongs to a low sensitive

category and limits are first interpreted in a narrow bulk graviton scenario, with a resonance

mass up to 2.5 TeV. The observed event is compatible, at the 1σ level, with the background

prediction for mWW above 2.5 TeV.

The di-boson invariant mass mZZ distribution of the selected events in the ``+V-jet analysis is

presented in Figure 4.17. Also in this case, an overall good description, in both normalization

and shape, of the data by the background only estimation is observed. The highest mass event
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Source Normalization Shape
`ν + V-jet ``+ V-jet peak position width

Experimental sources
Luminosity 2.6% 2.6% - -
Muons trig+ID 2% 5% - -
Muon scale 1% 2% <0.1% <0.7%
Muon resolution <0.1% 0.5% <0.1% <0.1%
Electrons trig+ID 3% 3% - -
Electron scale 0.5% 0.5% <0.1% <0.2%
Electron resolution 0.1% 0.1% <0.1% <0.1%
Jet scale 1-3% 1% <1.5% <3%
Jet resolution <0.5% <0.1% <0.1% <2.5%
Unclustered energy scale <0.5% - <0.1% <3%
Pileup 0.5% 0.5% - -
V-tagging 9 (24)% 9 (24)% - -
Theoretical sources
PDF <0.5% <0.5% - -

Table 4.8: Summary of systematic uncertainties affecting signal yield, relative to the expected number
of observed signal events, and lineshape estimated after the full analysis selections. All systematic
uncertainties in the list are treated as uncorrelated in the ultimate statistical interpretation. Their
values for each specific mass point are not indicated, only the maximum range of variation as a function
of the graviton mass is reported.

in the ``+V-jet channel belongs to the electron HP category, whichhas mZZ = 2.6 TeV.

To test the presence of a resonance decaying into vector bosons, a comparison between the

mVV distribution observed in data and the background prediction is used. Upper limits on

the production cross section of a heavy narrow resonances decaying into the WW or ZZ pairs

have been set, by combining the four event categories of the `ν+V-jet analysis or the ``+V-jet

one, respectively. The modified frequentist method (CLS method), described in [149, 150], is

adopted where signal and background yields are extracted by an unbinned shape analysis of

the mVV spectrum. Systematic uncertainties are treated as nuisance parameters and profiled

in the statistical interpretation using log-normal priors, while Gaussian priors are used for

shape parameters only.

4.6.1 Upper limit on narrow Bulk gravitons

Exclusion limits are set in the context of the Bulk graviton model, under the assumption of

an intrinsic width negligible with respect to the experimental resolution. Figure 4.18 shows

the expected and the observed 95% confidence level (CL) exclusion limits as a function of

the graviton mass hypothesis, for the `ν+V-jet (left) and ``+V-jet (right) channels. These

limits are compared to the cross section multiplied by the branching fraction to WW and ZZ

predictions for a Bulk graviton with k̃ = 0.2 and k̃ = 0.5.

These results were cross-checked with an alternative background estimation, directly extracted

from data fitting to the mVV distribution for the same selected events in the signal region

with a smoothly falling function. This approach, already adopted in previously published

CMS searches [127, 123, 151], provides results very close to the baseline method previously

described, further strengthening our confidence in the robustness of the adopted background

estimation method.
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Figure 4.16: Final distributions in mWW for data and expected backgrounds for both the muon (top)
and the electron (bottom) channels, HP (left) and LP (right) categories for the `ν+V-jet final state. On
data points, the 68% error bars for Poisson event counts are obtained from the Neyman construction
as described in [148]. An hypothetical Bulk graviton signal, with a mass of 1 TeV and k̃ = k/mpl = 0.5
is shown with a dashed black line. The normalization of the signal distribution is scaled up by a factor
of 100 for a better visualization.

Eventually, `ν+V-jet and ``+V-jet analyses are combined with a complementary CMS search in

the VV→ (qq̄′)(qq̄′) final state [123] (di-V-jet channel), to enhance the sensitivity of the search

for this specific model. The fully hadronic analysis uses the same techniques to identify V-jets

and the systematic uncertainties in jet energy scale and resolution, V-tagging scale factors

and luminosity are considered correlated among the three channels in the final combination.

The systematic uncertainties in electron and muon identification and energy scale/resolution

are considered fully correlated between the `ν+V-jet and ``+V-jet channels. The resulting

95% CL upper limits on the signal cross section are shown in Figure 4.19 (left). The ``+V-jet

channel is the only one contributing to the limit for resonance masses below 800 GeV. Then,

in the range 800–2500 GeV, the `ν+V-jet channel dominates the sensitivity, as shown in

Figure 4.19 (right), although the ``+V-jet and di-V-jet channels give significant contributions
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Figure 4.17: Final distributions in mZZ for data and expected backgrounds for both the muon (top)
and the electron (bottom) channels, HP (left) and LP (right) categories for the ``+V-jet final state. On
data points, the 68% error bars for Poisson event counts are obtained from the Neyman construction
as described in [148]. An hypothetical Bulk graviton signal, with a mass of 1 TeV and k̃ = k/mpl = 0.5
is shown with a dashed black line. The normalization of the signal distribution is scaled up by a factor
of 100 for a better visualization.

to the combined limit in the region below and above 1.3 TeV, respectively. Because of the

combination, the expected upper limits on the cross section becomes more stringent by about

15–20%, compared to the individual `ν+V-jet one, depending on the resonance mass. The

integrated luminosity of the sample is not enough to reach the exclusion sensitivity of the Bulk

graviton models with k/mpl = 0.2 or 0.5. No excesses, with local significances larger than two

standard deviations, are observed over the entire mass spectrum.

4.6.2 Model independent limits

As presented in previous Section 4.6.1, the analysis is specific to the case of a narrow Bulk

graviton production, which is not the only possible extension of the SM predicting massive

resonances decaying into vector boson pairs. Although gravitons are spin-2 particles, this
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Figure 4.18: Observed (solid) and expected (dashed) 95% CL upper limits on the narrow Bulk graviton
production cross section times the branching fraction of Gbulk → WW (left) and Gbulk → ZZ (right).
The predicted cross section times branching fraction for the Bulk model is shown as a red solid (dashed)
curve for k̃ = 0.5 (0.2), respectively.

result can be interpreted in a generic spin-independent scenario since the selection strategy

does not rely on the spin related properties, like angular correlations between decay products.

Thus, to produce a model independent result without making any assumption on the reso-

nance decay widths, exclusion limits on the visible number of signal events are evaluated. The

final result becomes reproducible only if reconstruction and identification efficiencies for the
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final state objects, measured inside the kinematic acceptance of the analysis, are provided.

Furthermore, to avoid any dependence on the assumptions used to define the analysis catego-

rization, the event classification is reduced to one single category. Muon and electron channels

are merged and the LP category is dropped, since the signal population in the N-subjettiness

categories depends on intrinsic properties of the resonance model, like V-jets pT spectrum and

polarization.

Since a generic model cannot restrict to narrow lineshapes, limits in a bi-dimensional plane,

as a function of both mass (mX) and natural width (ΓX) of the new resonance, are provided.

The generated signal lineshape is parametrized according to a Breit–Wigner function (BW)

with an intrinsic width ΓX. The BW core is then convoluted with a double-sided CB, which is

used to model the detector resolution. While different values of ΓX are scanned for a given

mass point, the parameters of the double-CB function are kept fixed to those determined in

the narrow-width approximation. The scan is performed at regular steps of the relative width

(ΓX/mX), starting from the narrow width limit up to ΓX/mX = 0.40, in steps of 0.05. It was

checked, on specific simulated samples listed in Table 4.1, that the parametrization of the

detector resolution factorizes from the resonance width, being stable when ΓX increases.

Selection efficiencies are evaluated as a function of the vector boson kinematics (pT ,η), as they

depend significantly on the production and decay properties of the new resonance. These

efficiencies are extracted from Bulk graviton samples, generated for the baseline analysis.

At first, simulated signal events are pre-selected according to the acceptance requirements of

the analysis, reported in Table 4.9, which are applied on generator level objects.

Object Selections

`ν+V-jet ``+V-jet

Muons |η| < 2.1 |η| < 2.4
pT > 50 GeV pT (`1) > 40 GeV

pT (`2) > 20 GeV

Electrons |η| < 2.5 |η| < 2.5
pT > 90 GeV pT > 40 GeV∑

~pT (ν) (Muon ch.) /ET > 40 GeV ×∑
~pT (ν) (Electron ch.) /ET > 80 GeV ×

W→ `ν or W→ τν → `ννν pWT > 200 GeV ×
Z→ `` × pZT > 80 GeV

× 70 < m`` < 110 GeV

V→ qq′ |ηW| < 2.4 |ηZ| < 2.4
pWT > 200 GeV pZT > 80 GeV

65 < mqq′ < 105 GeV 70 < mqq′ < 110 GeV

VV system 0.7 < mWW < 3 TeV 0.5 < mZZ < 2.8 TeV
∆R(Wqq′ , `) > π/2 ×

∆φ(Wqq′ ,
∑
~pT (ν)) > 2 ×

∆φ(Wqq′ ,W`ν) > 2 ×

Table 4.9: Generator level requirements used to define the acceptance region for the WW and ZZ
analysis. The vector sum of the transverse neutrino momenta

∑
~pT (ν) is taken over all the neutrinos

in the final state, coming either from W→ `ν or W→ τν → `ννν decays, where ` = µ, e.
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Then, starting from pre-selected events, the reconstructed V-boson candidates are indepen-

dently checked to fulfill the analysis selection, evaluating the efficiency in bins of pT and η of

the V-boson prior to any simulation of detector effects. The binning is optimized in order to

minimize the statistical uncertainty and bins with less than 25 events passing the selections

are excluded from the final fit. The impact of these regions is very limited, since they are

located in extreme corners of phase space. The V-boson efficiency parametrization includes

also all the residual tunings of the simulation to the data, like lepton identification, trigger

efficiencies, b-tagging and V-tagging scale factors. The efficiencies of the additional lepton

and b-jet vetoes in the `ν+V-jet analysis are found to be independent to the di-boson system

kinematic, thus a constant efficiency of 91.5% for the b-jet veto and 98.3% for the second-

lepton veto are used.

Eventually, the total signal efficiency and the pre-selection acceptance are found to be weakly

dependent on the resonance width ΓX. Figure 4.20 and Figure 4.21 show the resulting ef-

ficiencies for both leptonically and hadronically decaying W and Z-bosons, considering only

longitudinal polarization state. No contribution from Z → ττ → 2`4ν is taken into account,

since hugely suppressed by the m`` requirement.

As already detailed in Section 3.2.6, V-tagging performances are strongly affected by the

decaying V-boson polarization, thus a special care must be given to transversely polarized

vector bosons. This effect is studied comparing the efficiencies reported above, with the ones

obtained from a set of MadGraph RS1 graviton events, where V-bosons produced from their

decays are transversely polarized in more than 90% of the cases. For leptonically decaying

W or Z-bosons, the generator level selections embed polarization effects inside the acceptance

definition. On the V-jet side, the loss in efficiency has been measured to be largely indepen-

dent of the V-boson kinematic properties, so that the effect of the transverse polarization is

adequately modeled by a constant scale factor of 85%, independent from the kinematic prop-

erties (pT and η) of the V→ qq′ decay system.

To validate the procedure, the resulting parametrized efficiencies are used to predict the total

signal efficiency for reconstructing Bulk or RS1 gravitons, comparing this estimation with the

exact number obtained from the baseline analysis performed on the fully simulated samples.

In all cases, the predicted signal yields from the two methods agrees within 15%, and this

deviation is considered as conservative systematics uncertainty on the signal rate when eval-

uating the model independent limits.

Exclusion limits at 95% CL on the number of signal events are reported in Figure 4.22 for both

the model independent `ν+V-jet analysis and the ``+V-jet one.

Results are not combined to avoid assumptions on the branching fractions of the hypothetic

resonance decaying to both WW and ZZ channels. The limits are calculated using an asymp-

totic approximation of the CLS method [152]. Under the narrow-width approximation, it is

explicitly checked that the central values for the expected and observed limits obtained with

the full frequentist method and the asymptotic approximation match over all the mass range.

All the systematic uncertainties, considered in the baseline analysis, are included in the cal-

culation of these limits. With increasing width ΓX, statistical fluctuations in the limit tend to

be smoothed out while the overall performance degrades. In fact, for relative widths (ΓX/mX)

larger than 0.25, the deterioration of the limit is very mild because the sensitivity, coming

from the knowledge of the signal shape, is diluted by the large width.

Finally, although optimized for WW and ZZ final states, these analyses are also sensitive to
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Figure 4.20: Reconstruction and identification efficiencies for W→ µν and W→ τν → µννν (top left),
W→ eν and W→ τν → eννν (top right), WL → qq̄′ (bottom left) and ZL → qq̄ (bottom right) decays
as function of generated pVT and |ηV| using the W-tagging requirements for the hadronic V-boson.

charged resonances decaying to WZ semi-leptonic final states (``+W-jet or `ν+Z-jet), because

of the poor V-jet pruned mass resolution which prevent to separate at best W and Z-boson

jets. The efficiencies to identify a longitudinally polarized W (Z)-boson using V-tagging re-

quirements are computed from the Bulk graviton samples, as already shown in Figure 4.20

and Figure 4.21. The effect of the transverse polarization of the vector bosons is modeled by

multiplying the aforementioned efficiencies by the constant scale factor, measured to be 0.85.

In addition, in the `ν+V-jet channel, the combined efficiency of the second-lepton veto and

b-jet veto is equal to 81%, because of the presence of Z → bb decays, which are rejected by

the requirement of the analysis that no jet is tagged as coming from a b-quark.

4.6.3 Generic model independent re-interpretation

The results presented in the previous Section can be used to evaluate the signal yield expected

to be observed in the CMS detector coming from a generic model, that predicts a resonance
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Figure 4.21: Reconstruction and identification efficiencies for the Z→ µµ (top left), Z→ ee (top right),
ZL → qq̄ (bottom left) and WL → qq̄′ (bottom right) decays as function of generated pVT and |ηV| using
the Z-tagging requirements for the hadronic V-boson.

X decaying into `ν+V-jet or ``+V-jet final states. The computed efficiencies are applied as

follows:

• According to the chosen model, a set of events are simulated for a given mass (mX) and

width (ΓX) decaying into a final state with leptons and quarks.

• Generated events are filtered applying the selections listed in Table 4.9, which define the

acceptance region of the analysis.

• For each surviving event, the efficiency of reconstructing the leptonically decaying vector

boson (ε`) is evaluated, as well as the one for the hadronically decaying leg (εq), taking

into account the V-boson polarization state.

• Each event is then weighted by the product of the two identification efficiencies (ε`×ε`).
In case of the semi-leptonic WV final state is considered (X → WW → `ν+V-jet), the

efficiencies should be combined also with the b-jet and second lepton veto ones.



120 4 Search for exotic particles decaying into semi-leptonic V-boson pairs

 [GeV]XM
1000 1500 2000 2500

X
 / 

M
XΓ

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

)ν
+

e
νµ

 e
xc

lu
de

d 
at

 9
5%

 C
L 

(
ev

en
ts

N

50

100

150

200

250

CMS  = 8 TeVs at -1L = 19.7 fb

 [GeV]XM
1000 1500 2000 2500

X
 / 

M
XΓ

0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

0.4

+
ee

)
µµ

 e
xc

lu
de

d 
at

 9
5%

 C
L 

(
ev

en
ts

N

10

20

30

40

50

60

70

80

90

CMS  = 8 TeVs at -1L = 19.7 fb

Figure 4.22: Observed exclusion limits at 95% CL on the number of signal events coming from a
resonance decaying into WV→ `ν+V-jet (left) or ZV→ ``+V-et jet (right), as a function of its mass
(mX) and normalized width (ΓX/mX).

• The sum of weights divided by the total number of events in the acceptance region

provides an estimation of the total efficiency for the given model.

• The number of signal events, extracted from this procedure, can be compared with

the observed limit reported in Figure 4.22 to estimate the exclusion sensitivity to the

considered model.

4.7 Conclusion

A search for new heavy resonance decaying into WW, ZZ or WZ pairs has been presented,

in which one of the vector bosons decays leptonically and the other one hadronically, i.e.

considering `ν+V-jet or ``+V-jet final states (` = µ, e). Jet substructure are used to reduce

backgrounds from V+jets, tt, di-boson and multi-jet processes.

No significant excess over the background prediction is found, thus upper limits on the pro-

duction cross section are evaluated as a function of the resonance mass hypothesis, in context

of narrow Bulk gravitons. For this specific case, the semi-leptonic channels are combined with

complementary fully hadronic searches, resulting in upper limits on the narrow (k̃ < 0.5) Bulk

graviton production cross section in the range from 700 to 10 fb for masses between 600 and

2500 GeV, respectively.

Finally, the semi-leptonic analyses are re-interpreted in a simplified scenario, providing model-

independent limits on the observed number of excluded events at 95% CL. The re-interpretation

of these exclusion limits in a generic phenomenological model, including charged resonance

decaying into WZ final states (W′ → WZ), is allowed by the V-boson reconstruction and

identification efficiencies defined in the kinematic acceptance of the analysis.





Chapter5

Search for a SM-like Higgs decaying into
WW → `νqq′ in exclusive jet bins

The observation of a Higgs boson, with a mass of about 125 GeV and properties (production

and decay rates, spin-parity quantum numbers) compatible with those expected from the SM,

is consistent with the unitarity constraints on di-boson scattering at high energies [49, 153,

154, 155]. Nevertheless, there is still a possibility that the newly discovered particle is part

of a larger Higgs sector, only partially responsible for the EWSB. Several BSM scenarios predict

the existence of additional massive resonances, with couplings similar to the SM Higgs boson

ones, as described in Section 1.4.

Previous searches at the LHC for heavy SM-like Higgs bosons have been reported by both the

ATLAS and the CMS experiments. ATLAS measurements excludes, at 95% CL, the existence of

a SM-like heavy Higgs boson within the mass range 131 < mH < 559 GeV [156]. The CMS

collaboration reported a search in the WW and ZZ decay channels, combining 5.1 fb−1 at√
s = 7 TeV with 5.3 fb−1 at

√
s = 8 TeV, exploring the mass range 145 < mH < 1000 GeV

and excluding SM-like Higgs boson masses up to 710 GeV [157].

This Chapter reports the search for a SM-like Higgs boson decaying into W-boson pairs in the

mass range 600 < mH < 1000 GeV, looking at the semi-leptonic decay mode and considering

both gluon fusion and VBF productions [158]. The semi-leptonic topology is triggered and

separated from the QCD multi-jet production thanks to the presence of one high pT lepton

(` = µ, e), coming from the leptonic decay of one W-boson. In addition, this decay mode

shows the largest branching fraction for high mass heavy Higgs searches, due to the hadronic

decay of the other W-boson. Because of the large invariant mass searched for, the W-bosons

have a large transverse momentum, which causes the hadronic decay products to be collimated

to the point of being reconstructed as a single jet in the detector. Jet substructure techniques

are therefore employed for identifying single jets originating from a highly boosted hadronically

decaying W-boson, as adopted in the searches described in Chapter 4.

This analysis also features the first selection of the vector boson scattering topology at high

masses, paving the way for future investigations of the WW scattering process in the boosted

semi-leptonic final state.

The analysis has been performed on the LHC pp collision data recorded by the CMS detector at

the center-of-mass energy of 8 TeV, corresponding to an integrated luminosity of 19.3 fb−1.

121
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The obtained results are interpreted as a search for a SM-like heavy Higgs boson, as well as in

the context of an electroweak singlet extension of the SM, based on an effective theory where

a second scalar boson, besides the resonance at 125 GeV, completes the unitarization of the

WW scattering, as already described in Section 1.4.

In Section 5.1 and Section 5.2, an overview on the background and the signal simulated

samples, datasets and triggers is given, with particular emphasis on how the interference

between the Higgs signal and the continuum SM di-boson production has been accounted for,

for both gluon fusion and VBF production modes. Section 5.3.3 is dedicated to the description

of the analysis strategy, the event selection and categorization.

In Section 5.4, the adopted signal modelling is described, while Section 5.5 is focused on

the background extraction. Systematic uncertainties and the statistical interpretation are

reported in Section 5.6 and Section 5.7, respectively.

Eventually, in Section 5.8, the ultimate CMS combination, performed in the mass range 145 <

mH < 1000 GeV, is presented [159] exploiting both H→WW and H→ ZZ decay channels and

considering integrated luminosities of up to 5.1 fb−1 at
√
s = 7 TeV and up to 19.7 fb−1 at√

s = 8 TeV. In the case of a Higgs candidate decaying into a pair of W-bosons, fully leptonic

(H → WW → `ν`ν) and semi-leptonic (H → WW → `νqq′) final states are considered,

while for a Higgs boson decaying into two Z-bosons, final states with four charged leptons

(H → ZZ → 2`2`′), two charged leptons and two quarks (H → ZZ → 2`2q) and two charged

leptons and two neutrinos (H→ ZZ→ 2`2ν) are used, where ` = (e, µ) and `′ = (e, µ, τ).

5.1 Datasets, triggers and background simulation

The datasets used in the analysis corresponds to an integrated luminosity of 19.3 fb−1. Data

have been collected by the CMS experiment via single lepton triggers, with a typical on-line

pT threshold of 24 GeV for muons and 27 GeV for electrons. The pseudorapidity range for

muons (electrons) extends up to |η| < 2.4 (2.5). The trigger efficiency is around 94% (90%)

for muons (electrons) and it is used to correct simulated events taking into account its small

dependence, at the level of few percent, measured as a function of pT and η.

The adopted simulated background samples are reported in Section 3.2.1, since also in this

analysis the boosted `ν+V-jets topology is explored. As observed in the search for heavy

gravitons in the `ν+V-jet final state, described in Chapter 4, the largest background con-

tribution is represented by leptonically decaying W-bosons produced in association with jets

(W+jets), followed by semi-leptonic decays of top quark pairs. In addition to the background

samples listed in Table 3.1, exclusive W-boson production in association with two, three or

four jets at matrix element are considered, to increase the available MC statistics in the VBF

analysis, as well as tt and WW electroweak productions (O(α6
ew)) generated via Phantom [160].

5.2 Signal simulation

The SM-like Higgs boson signal samples have been produced with POWHEG, at NLO QCD+EWK,

interfaced with Pythia 6 for parton showering and underlying event simulation, considering

both the gluon fusion (ggH) and the vector boson fusion (qqH) mechanisms.

The Higgs lineshape is re-weighted according to the complex pole scheme (CPS) calculation

for the Higgs boson propagator [161, 162, 163] for all the considered mass hypotheses, ranging
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from 600 to 1000 GeV. The lineshape of an unstable particle is usually well described by a

Breit-Wigner distribution, within an uncertainty of the order of Γ/m, which means that this

model breaks down in the high mass region, in particular when mH > 600 GeV. For this reason,

the Breit-Wigner approximation must be overtaken through the CPS re-weighting, which is

computed and applied on an event-by-event basis during the generation. The gluon fusion and

VBF inclusive cross sections are normalized to the NNLO QCD and next-to-next-to-leading-log

(NNLL) predictions, as reported in Section 1.3.

5.2.1 Higgs interference with the di-boson production

The background continuum (gg, qq →WW) and its interference with heavy Higgs production

are only known at LO [35], which is not consistent with the NLO signal amplitude accuracy

provided by POWHEG. To embed higher order corrections in an effective way, providing the

correct signal shape and minimizing the uncertainty due perturbative orders in the calculation,

three alternative options are considered to correct the Higgs lineshape for interference effects:

• Additive correction:

dσNLO

dmWW

=
dσNLO

S

dmWW

+
dσLO

I

dm WW

+
dσLO

B

dmWW

(5.1)

where dσNLO
S /dmWW stands for the NLO heavy Higgs lineshape, dσLO

I /dm WW is the LO

interference, while dσLO
B /dmWW is the LO background only generation (gg, qq →WW).

• Multiplicative correction:

dσNLO

dmWW

= kNLO ·
( dσLO

S

dmWW

+
dσLO

I

dmWW

)
+

dσLO
B

dmWW

kNLO =
dσNLO

S

dmWW

/
dσLO

S

dmWW

(5.2)

• Intermediate correction:

dσNLO

dmWW

= kNLO ·
( dσLO

S

dmWW

)
+
√
kNLO ·

dσLO
I

dmWW

+
dσLO

B

dmWW

(5.3)

where the intermediate option is used as central value for the lineshape, while the difference

between the additive and the multiplicative ones gives the uncertainty on the interference

estimate.

For the gluon fusion production, signal normalization and lineshape are corrected for the

interference with the SM gg → WW → lνqq′ production, whose effect increases as a function

of the Higgs mass hypothesis. The interference contribution is evaluated with MCFM v6.4 [164]

at LO, where the resulting cross section is written as:

dσ̂I =
ŝ−m2

H

(ŝ−m2
H)2 +m2

HΓ2
H

Re
(

2ÃHA
∗
B

)
+

mHΓH

(ŝ−m2
H)2 +m2

HΓ2
H

Im
(

2ÃHA
∗
B

)
(5.4)

where the second term is always positive and proportional to the Higgs width, while the first

one is constructive only for ŝ < m2
H, destructive for larger ŝ values.

Figure 5.1 (left) [35] shows a comparison between different simulations: MCFM ggH at LO (red),

ggVV background only at LO (pink) and the total generation with interference (S+B+I at

LO), considering a SM-like Higgs with mH = 900 GeV. The interference term is separated by
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subtracting signal and background distributions from the S+B+I generation. Then applying

a set of NLO k-factors (kNLO) as a function of mVV, the interference corrected Higgs lineshape

is reported in Figure 5.1 (right), where the three different corrections previously described are

compared.
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Figure 5.1: (Left) Invariant mass of the di-boson system in gg(H) → VV events for high mass SM-
like Higgs production (red), with mH = 900 GeV, di-boson continuum background (pink) and sig-
nal+background+interference (blue). (Right) Comparison between the Higgs boson lineshape at NLO

before any interference correction (black dashed) and interference corrected ones, applying additive or
multiplicative or intermediate corrections.

Thus, the interference has a huge impact at LO, changing both the normalization and the

signal shape as expected from Equation 5.4.

Also in the VBF Higgs production, the interference effects with the continuum SM qq →WWqq

production have to be included to obtain a correct description of the signal lineshape, in

particular when the intrinsic width of the Higgs candidate becomes large. Also in this case,

the adopted strategy consists in re-weighting the POWHEG NLO generation as follows:

• Generate background only events (B, qq → qqWW) at LO in O(αew6) and O(α4
ewα

2
s)

with Phantom.

• Generate Signal+Background+Interference (SH + B + IH via Phantom, always at LO in

both O(αew6) and O(α4
ewα

2
s).

• Generate signal only events (SH) at LO through MadGraph, since a VBF Higgs signal-only

generation was not available in the considered Phantom version.

• The interference between the high mass scalar (H) and the low mass SM Higgs boson (h)

is neglected, since the off-shell Higgs boson contribution is rather small compared to the

qq → qqWW production, thus this interference term is expected to be small.

By subtracting the background only contribution, the generated mWW distribution for SH +IH
and SH are fitted with suitable parametrizations, as shown in Figure 5.2 for mH = 800 GeV.
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Finally, the interference weight factor is calculated as a continuous function of mWW:

ω(mWW) =
(SH + IH)(mWW)

SH(mWW)
(5.5)

The uncertainty on the interference weights is evaluated by varying the renormalization and

factorization scales in the range mH/2 < (µr, µf ) < 2 ·mH, showing an effect at the order of

10% on the normalization with a much smaller shape variation.
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Figure 5.2: Di-boson invariant mass distribution (mWW) for SH + IH (left) and SH (right) as generated
at LO by Phantom and MadGraph, respectively, considering a SM-like Higgs boson with mH = 800 GeV
produced via VBF.

5.2.2 Electroweak singlet lineshape

In the BSM electroweak singlet model, a heavy scalar boson mixes with the low mass Higgs

state and, phenomenologically, the couplings of the two gauge eigenstates become related

by unitarity. Thus, the effective coupling strength of the light Higgs boson is reduced with

respect to the pure SM case. Defining CV (C ′V) as the scale factor couplings of the low (high)

mass Higgs to vector bosons, the unitarity condition is expressed as C2
V + C ′2V = 1, which has

to be preserved to avoid unitarity violation in the VLVL → VLVL scattering. In addition,

to preserve the unitarization of the SM also when couplings of the two Higgs states with

fermions are considered, Cf and C ′f respectively, the following constraint is also required:

CVCf + C ′VC
′
f = 1.

When a common scale factor for both fermions and V-bosons is considered, C = CV = Cf ,

the heavy scalar signal strength (µ′) and width (Γ′) are defined according to Equation 1.35,

where k = µ′/µSM and cosC2 = α2:

Γ′ = C ′2 · ΓSM + Γnew =
C ′2

1− BRnew
ΓSM µ′ =

σ′ · BR′

σSM · BRSM

= C ′2(1− BRnew)µ (5.6)

Indirectly, an upper limit at 95% CL is set on C ′2 to be less than 0.28, from the signal strength

fits to the SM Higgs boson at low mass, as exposed in Section 1.4.

Equation 5.6 states that the considered BSM scenario can be obtained by the SM-like one by a

re-weighting of the Higgs lineshape to an arbitrary width. The BSM re-weighting is applied on

top of the CPS correction, before any inclusion of interference effects, since these strictly depend



126 5 Search for a SM-like Higgs decaying into WW → `νqq′ in exclusive jet bins

on the signal width. The re-weighting is performed analytically, fitting the CPS lineshape with

a proper model represented by a Breit-Wigner with a running width defined as:

FBW(s = m2
WW) =

s · Γ/mH

(s−m2
H)2 + (s · Γ/mH)2

(5.7)

The fitted width Γ is scaled according to Equation 5.6 for each chosen combination of C ′2 and

BRnew. In Figure 5.3, for gluon fusion Higgs production with mH = 700 GeV and 900 GeV,

black points represent the mWW distribution as generated by POWHEG, while the red and blue

dots are the complex pole scheme and CPS plus interference shapes, respectively. Moreover,

the dashed red line represents the analytic fit to the CPS lineshape, while the green lines are

obtained by scaling the width according to the chosen C ′2 and BRnew values.
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Figure 5.3: SM-like Higgs lineshapes for mH = 700 GeV (left) and 900 GeV (right): black points
represents the mWW distribution as generated by POWHEG, while red and blue points are the result
obtained after CPS and CPS plus interference re-weight. Dashed red line is the Breit-Wigner running
width fit to the CPS Higgs lineshape, dashed green lines are the BSM lineshapes obtained scaling the
fitted width according to: Γ′ = ΓSM · C ′2/(1− BRnew).

The interference correction must be recomputed for both ggH and qqH production modes after

modifying couplings and signal width. For gluon fusion, MCFM is used again to evaluate this

contribution for each set of (C ′,BRnew) values considered in the analysis, then interpolated on

the whole (C ′,BRnew) plane for each mass value. As expected, the effect of the interference is

much reduced on both shape and normalization for low C ′ and BRnew values since the intrinsic

signal width is lower.

Eventually, in the VBF channel, the electroweak singlet model implemented in Phantom is

used to correctly generate the interference term for each (mH, C
′2,BRnew) point considered in

the analysis, then interpolated to the complete grid. To correctly account for the unitarity

constraint, the VBF SM Higgs off-shell contribution (Sh) and its interference with qq → qqWW

SM background (Ih) are included, where Sh + B + Ih is computed with Phantom while the

off-shell Sh in MadGraph. In this BSM scenario, the interference weight function becomes:

ω(mWW) =
[(SH + IH + B)(mWW)− B(mWW)] + [(Sh + Ih + B)(mWW)− (Sh + B)(mWW)]

SH(mWW)
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where the SM Higgs off-shell contribution is small and subtracted from the numerator through

the MadGraph prediction, while its interference with the SM qq → qqWW background is ab-

sorbed in the signal re-weighting, neglecting any mutual interference between the two Higgs

states.

5.3 Analysis strategy and event selection

The final state signature of the H→WW→ `νqq̄′ decay is characterized by an isolated charged

lepton, either a muon or an electron, missing transverse energy (/ET ) and a jet containing the

entire hadronic decay of a high pT W-boson.

Events are categorized depending on the lepton flavour and the additional jet activity outside

of the W-jet candidate cone, to enhance the analysis sensitivity over the explored mass range.

The analysis is performed studying the distribution of the reconstructed invariant mass of the

WW system, mWW, to distinguish between a peaking shape for the expected Higgs signal,

increasing in width as a function of the mass hypothesis, and a smooth non-resonant falling

background.

A heavy SM-like Higgs boson may be produced through gluon-gluon fusion or VBF mechanisms,

where the VBF production is expected to play a big role in the high mass region, reaching almost

50% of the total production cross section for mH = 1 TeV, as shown in Section 1.3. For this

reason, the analysis is divided into bins of additional jet activity, to classify if the event is

consistent with the ggH or qqH topology. This improves the sensitivity over an inclusive CMS

analysis [165] and the VBF category shows a first benchmark of future di-boson scattering

measurements in the considered final state.

5.3.1 W→ `ν reconstruction and identification

Muons are measured by means of both the tracker and the muon system, within |η| < 2.4,

while electrons are detected as tracks pointing to energy clusters in ECAL, within |η| < 2.5,

excluding the transition region between the barrel and the endcaps, 1.44 < |η| < 1.57.

Muons (electrons) are required to have a momentum transverse to the beam direction greater

than 30 (35) GeV. Lepton candidates are required to be isolated from other detector activities

and compatible with the primary vertex of the event, which is chosen as the one with the

highest
∑
p2T of its associated tracks. According to the simulation, this requirement provides

the correct assignment for the primary vertex in more than 99% of cases in signal events.

Muons are identified through orthogonal selections with an average efficiency of 80% (tight

muon identification) [76], while electrons according to a dedicated MVA selection [79], in contrast

to the identification strategies described in Section 3.2.2 and adopted in the analysis previously

exposed.

In fact, the tight muons identification differs from the high pT one by requiring the normalized

χ2 of the global track to be less than ten and to fit at least five hits in the tracker layers. The

electron MVA identification is based on a BDT taking as inputs both super-cluster and track

information. The adopted working point guarantees an almost flat 80% efficiency on real

prompt electrons over a large range of transverse momentum.

The lepton isolation is ensured by applying requirements on the sum of the transverse energies

of all reconstructed PF candidates (charged particles, photons and neutral hadrons) within a

cone of ∆R < 0.4 (0.3) for µ (e) around the lepton direction, after subtracting the average
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pileup energy estimated using a jet area technique on an event-by-event basis [85].

To reduce the background contamination from the DY lepton pairs and SM di-boson production,

additional loosely identified leptons are vetoed in the event, with pT > 20 GeV for electrons

and pT > 10 GeV for muons.

The leptonic W-boson candidate is obtained combining the lepton momentum with the missing

transverse energy measured in the event, obtained from the PF reconstruction with Type-I

correction, as described in Section 2.4.5. Finally, the unmeasurable longitudinal component

of the neutrino momentum is reconstructed by requiring the lepton-neutrino pair to have the

invariant mass of a W-boson, using a kinematic constraint as already done in Section 4.2.1.

The ambiguity in the involved second-order equation is resolved by taking the solution that

yields the smallest |pz| value which, when evaluated in simulation, is closest to the true |pz|
approximately 75% of the times.

5.3.2 W→ qq′ identification using jet substructure

Two different clustering algorithms, the anti-kt and the Cambridge-Aachen (CA), are used to

reconstruct jets in the event, considering the whole detector pseudorapidity coverage up to

|η| < 5. Cambridge-Aachen jets are clustered with a distance parameter of R = 0.8 (CA8) and

are used for reconstructing the hadronically decaying W-boson (W-jets), while anti-kt jets,

clustered with R = 0.5 (AK5), are used for categorizing events as a function of the additional

jet activity, as well as for b-quark jet tagging.

Any reconstructed jet that overlaps with an identified lepton, within ∆R = 0.5 (0.8) for

AK5 (CA8) jets, is removed to avoid double counting of leptons as a jets. The hadronic W-boson

candidate is therefore reconstructed as a single massive CA8 jet and substructure techniques are

adopted to tag hadronically decaying boosted V-jets, adopting the same W-jet identification

strategy optimized and described in Chapter 3.

5.3.3 Event selection

The large invariant mass of the heavy Higgs resonance translates into a large transverse

momentum of the W-bosons produced in the decay. Therefore, the transverse momentum of

both the reconstructed leptonically decaying W-boson and the hardest CA8 jet in the event

are required to be larger than 200 GeV. At the same time, the missing transverse energy is

required to be above 50 (70) GeV for the muon (electron) channel, to further suppress possible

contribution to the analysis phase space from QCD multi-jet events.

In addition, other specific topological requirements are added to the event selection, requiring

the two W-boson candidates to be back-to-back. In fact, the distance between the lepton and

the W-jet should be ∆R(`,Whad) > π/2, the azimuthal distance between the missing energy

and the W-jet should be ∆ϕ(/E,Whad) > 2.0 and, finally, the azimuthal distance between the

leptonically decaying W-boson and the W-jet should be ∆ϕ(W`,Whad) > 2.0.

Considering the reconstructed AK5 jets with pT > 30 GeV and ∆R > 0.8 from the leading

CA8 jet, events are rejected if there is at least one b-tagged jet to reduce the amount of tt

background, adopting a b-tagging working point that provides 70% efficiency on prompt b-

jets. This b-veto is only possible inside the tracking-covered region of the detector, up to

|η| < 2.5.

Each event is then categorized according to the additional number of AK5 jets with pT >
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30 GeV. If there are zero or one AK5 jets, the event is classified in the 0+1-jet channel,

otherwise if there are two or more AK5 jets, it falls in the 2-jet category. This strategy based

on first selecting the W-jet candidate as the leading CA8 jet, then look for additional no

b-tagged jets to identify the VBF tag-jets, has been tested against alternative assignments,

showing the best signal efficiency for the VBF production mode minimizing the gluon fusion

contamination inside the 2-jet category.

To profit at best of the available statistics, the 0+1-jet sample is split between lepton flavors

(eν+W-jet and µν+W-jet), while in the 2-jet bin case the two lepton flavors are lumped

together.

Figure 5.4 shows a comparison between data and simulation for the number of AK5 jets in the

event, used to split gluon fusion and VBF categories after the kinematic selections previously

described. In the left plot, the boosted inclusive W+jets sample is adopted, generated via

MadGraph interfaced with Pythia 6, which shows a poor agreement with data. In contrast, in

Figure 5.4 (middle), a good agreement is visible in the tt enriched sample, obtained inverting

the b-veto selection. Finally, when using the exclusive W+jets generation (W+2, W+3 and

W+4 jets at matrix element), adopted for the W+jets simulation in the 2-jet bin category,

data-to-MC agreement improves as shown in Figure 5.4 (right) in the high jet multiplicity bins.
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Figure 5.4: Comparison between data and simulation for the number of AK5 jets in the event, with a
pT > 30 GeV and reconstructed outside of the leading CA8 jet cone. (Left) The inclusive MadGraph

+ Pythia 6 W+jets sample is considered in the b-vetoed region, (middle) top enriched control region
and (right) the 2-jet category when MadGraph + Pythia 6 W+jets exclusive generation is adopted.

5.3.4 Comparison of data and simulation in the 0+1-jet category

After applying the kinematic selections previously described, without jet substructure re-

quirements except a loose selection on the W-candidate pruned jet mass to be in the range

40-130 GeV, data are compared with the expectation from simulation inside the 0+1-jet cat-

egory. In Figure 5.5, the lepton pT (bottom left), the transverse momentum of the leptonic

W-boson pW`
T (top left), the W-jet candidate pT (top right) and its N-subjettiness τ2/τ1 (bot-

tom right) are shown in the 0+1-jet bin for the µν+W-jet final state.

Since a sizable disagreement between data and Pythia 6 q/g jets simulation is observed for the

pruned mass distribution, as discussed in Section 3.2.7, the W+jets background is normalized

to yields in data. This disagreement in the 0+1-jet category is anyway irrelevant because

ultimately the W+jets contribution is determined with a data-driven method.
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Figure 5.5: Comparison between data and simulation for the muon channel in the 0+1-jet category:
leptonic W-boson pT (top left), leading CA8 jet pT (top right), muon pT (bottom left) and N-subjettiness
of the W-jet candidate (bottom right). Comparisons are done after a loose mass selection, requiring
the leading CA8 pruned mass to range between 40-130 GeV.

5.3.5 Optimizing a VBF selection

In the 2-jet bin, after applying the basic kinematic selections described in the previous Section,

a loose pruned mass requirement (40 < mpruned < 130 GeV) and the N-subjettiness selection

τ2/τ1 < 0.5, a good agreement between data and simulation is observed, where the largest

background is represented by semi-leptonic tt production.

To reduce the tt component, a top quark mass veto is adopted in addition to the b-veto re-

quirement. In fact, combining the leptonic and the hadronic W-candidate four momenta with

the corresponding nearest AK5 jet, tt and single-top events show an invariant mass for the

W-boson+jet system peaking around the top-quark one. These distributions are reported in
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Figure 5.6, where the uncertainty band on the simulation prediction is obtained by combining

the statistical uncertainty, due to the limited MC statistics, with a systematic one for the pre-

dicted cross section of each background component, estimated to be around 30% for W+jets

and di-boson, 15% for single-top and 10% for tt. Requiring both m(Whad, j) and m(W`, j) to

be larger than 210 GeV allows to reduce the top background contamination by a factor four,

loosely affecting the VBF signal acceptance as reported in Table 5.1 for a single generated mass

point.
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Figure 5.6: Invariant mass of the W-boson candidate and the nearest AK5 jet for the hadronic leg of
the decay (left) and the leptonic one (right) in the 2-jet bin category, considering only events with one
isolated muon in the final state.

Selection εggH εqqH εsing-t εVV εW+jet εtt̄ SggH+qqH/B

b-veto 0.91 0.94 0.44 0.89 0.82 0.40 1.8×10−2

m(Whad, j) 0.82 0.96 0.60 0.78 0.69 0.44 2.8×10−2

m(W`, j) 0.72 0.96 0.45 0.68 0.64 0.37 4.0×10−2

Table 5.1: Top killing selection efficiencies for a SM-like Higgs signal with mH = 800 GeV and each
background source. Purity, defined as S/B, is reported after each selection, which are applied sequen-
tially. The b-veto efficiency refers to all the selected events in the 2-jet bin category, after applying
acceptance requirements and W-jet identification selections, while the top mass selections are applied
In the purity evaluation, the mWW of the final decay system is required to be between 550-1500 GeV.

Finally, additional selections are applied to the exclusive 2-jet bin category to further isolate

the VBF signal topology, which is characterized by two hard tag-jets with large invariant mass

(mjj) and η separation (∆ηjj = |ηj1 − ηj2 |).
Alternative VBF jet selections are tested by taking the two jets with largest invariant mass or

η separation, which show worse performances, in terms of both matching efficiency with gen-

erator level partons and signal over background ratio, with respect to the largest pT criterion.

After rejecting a good fraction tt events through the top mass veto requirement, µν+W-jet and
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eν+W-jet events are merged together and a simultaneous rectangular selection on mjj-∆ηjj is

optimized. A working point that allows 80% qqH signal efficiency is chosen, which corresponds

to require mjj > 250 GeV and ∆ηjj > 3.

In Figure 5.7, the ∆ηjj (left) and mjj (right) distributions are shown in the 2-jet bin category

before any VBF-like requirement, considering only events with an isolated muon in final state.

In contrast with the 0+1-jet case, where the background is predominantly due to the W+jets

production, in the 2-jet channel there is a more even fraction of W+jets and tt backgrounds,

although the tt is further reduced when both VBF and top mass requirements are applied.

The analysis signal region is defined, in both 0+1-jet and 2-jet categories, requiring the pruned

jet mass to range between 65-105 GeV, while the two regions 40 < mpruned < 65 GeV and

105 < mpruned < 130 GeV are used as sidebands, as already done in other high mass searches

described in the Chapter 4. A summary of the final kinematic selection used in the 0+1-jet

and 2-jet categories are listed in Table 5.2.
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Figure 5.7: Absolute pseudorapidity difference ∆ηjj (left) and invariant mass mjj (right) of the selected
VBF tag-jet system in the 2-jet bin category, for events with an isolated muon in the final state, after
the kinematic selection requirements previously described.

5.4 Signal modeling

The final analysis strategy relies on an unbinned fit to the reconstructed di-boson invariant

mass spectrum (mWW), where both the discovery potential and the exclusion power depend

on an accurate description of the signal shape. The reconstructed gluon fusion lineshape,

obtained in both the 0+1-jet and in the 2-jet category, after applying the event selection, is

well modelled by a one-sided Crystal-Ball function, since interference effects are covered by

the experimental resolution even for the highest mass points.

Figure 5.8 shows the Crystal-Ball fits to the reconstructed ggH mWW spectrum predicted for

a SM-like Higgs with mH = 800 GeV in both 0+1-jet bin (left) and 2-jet category (right).

In contrast, for the VBF case, a composite model given by the product of a Crystal-Ball peak

and a falling exponential function is more suitable especially at high mass, where interference
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Selection Value Comments

Tight Lepton selection

Electron pT and η pT > 35 GeV, |η|SC < 2.5 except [1.44, 1.56] avoid the ECAL gap.

Muon pT and η pT > 30 GeV, |η| < 2.4

Loose Lepton selection

Muon (Electron) pT pT > 10 (20) GeV

CA8 jet selections

Jet pT and η pT > 80 GeV, |η| < 2.4 hadronic W reconstruction

AK5 jet selections

Jet pT and η pT > 30 GeV and |η| < 2.4 used for b-tag and VBF tag-jet

/ET selections

/ET µ (e) channel /ET > 70 (50) GeV

V-Boson selections

Leptonic W pT pT > 200 GeV

Hadronic W pT pT > 200 GeV

Back-to-back topology ∆R(`,Whad) > π/2 , ∆φ(Whad, /ET ) > 2

∆φ(Whad,Wlep) > 2

Veto

Number of loose leptons 0 besides the tight lepton

Number of b-tag jets 0 CSV medium w.p.

W-jet selections

mpruned 65 < mpruned < 105 GeV

N-subjettiness ratio τ2/τ1 < 0.5

Number of jets

Number of jets 0+1-jet (≤ 1), 2-jet (≥ 2) event categorization

Top mass veto

m(Whad, j) m(Whad, j) > 200 GeV 2-jet category only
m(W`, j) m(W`, j) > 200 GeV 2-jet category only

VBF jet selections

VBF tag-jets at least two jets with pT > 30 GeV two highest pT jets
VBF jet invariant mass mjj > 250 GeV 2-jet category only
VBF jet eta separation ∆ηjj > 3 GeV 2-jet category only

Table 5.2: Kinematic selections used in the 0+1-jet and 2-jet analyses for the final event categorization.

effects are stronger. Figure 5.9 reports the fits to the qqH mWW distribution for a SM-like

Higgs with mH = 800 GeV in both 0+1-jet (left) and 2-jet channel (right).

The signal shape and normalization for the SM-like case are estimated from the POWHEG sim-

ulation, re-weighted to account for interference effects, as described in Section 5.2.1, while

BSM scenarios are produced after the additional width re-weighting described in Section 5.2.2.

Furthermore, data-to-simulation corrections are applied to account for discrepancies in the

pruned mass scale, pruned mass resolution and W-jet tagging efficiency, evaluated in the tt

control sample, as well as for lepton identification, b-tagging and trigger efficiency.
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Figure 5.8: Crystal-Ball fit to the reconstructed lineshape of gluon fusion SM-like Higgs events, generated
fixing mH = 800 GeV, after applying 0+1-jet category selections (left) and 2-jet bin ones (right). Events
are re-weighted applying all the considered data-to-MC corrections, without normalizing them to the
luminosity of data sample.
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Figure 5.9: Fit to the reconstructed lineshape of VBF SM-like Higgs events, generated fixing mH =
800 GeV, after applying 0+1-jet category selections (left) and 2-jet bin ones (right) using a product
between an exponential function and a Crystal-Ball shape. Events are re-weighted applying all the
considered data-to-MC corrections, without normalizing them to the luminosity of data sample.

5.5 Background estimation

An important difference between this search and the one described in Chapter 4 stand in the

online trigger strategy, which brings to lower pT thresholds on leptons, and in different muon

and electron identification criteria. This allows to move the kinematic acceptance turn-on

to lower mWW values, resulting in a smooth falling background shape starting from mWW >

500 − 550 GeV in all the analysis categories. This choice is motivated by the need of being
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sensitive starting from a resonance with mass around 600 GeV, where boosted searches usually

start to dominate.

Since jet substructure observables reproduced in simulated events crucially depend on the

parton shower and underlying event model, a sample of hadronically decaying W-bosons is

isolated in data to study the effect of jet selections. By applying the analysis selection strategy,

but requiring at least one b-tagged jet in the event, a sample of boosted W-jets is isolated in

a region of nearly pure tt events. The tt selection and the extraction of dedicated scale factors

for pure W-jet sare performed following the same strategy described in the previous analyses,

in particular in both Section 3.2.2 and Section 4.4.

In the 0+1-jet category, the tt normalization correction is measured to be 0.91± 0.08 (0.89±
0.09) in the muon (electron) channel, while, in the 2-jet one, the scale factor is 1.09 ± 0.25.

The larger uncertainty in the 2-jet category comes from a reduced amount of statistics after

applying VBF requirements.

Furthermore, looking at only events with 65 < mpruned < 105 GeV, data are compared to

simulation considering two alternative tt generations, performed with POWHEG interfaced to

Pythia 6 and MC@NLO interfaced to Herwig++, as a function of successive VBF selections:

• At least two additional AK5 jets (VBF jets) outside the W-jet candidate cone, with one

of them b-tagged → (a).

• (a) + top mass veto [m(Whad, j) and m(W`, j) > 210 GeV] → (b).

• (a) + VBF selections [mjj > 250 GeV and ∆ηjj > 3] → (c).

• (a) + top mass veto + VBF selections → (d).

Inside these regions, data-to-simulation normalization corrections are measured to be consis-

tent, within the statistical uncertainty, with the scale factor derived in the 0+1-jet category

and between alternative matrix-element or parton-shower simulations.

Once single-top and tt are corrected for to match yields in data, the reconstructed mWW

obtained from both POWHEG+Pythia 6 and MC@NLO+Herwig++ simulations are compared to

what observed in data, as shown in Figure 5.10. No significant discrepancies between the two

generations are found, despite different matrix element and parton shower choices. Further-

more, as a function of the different event selections, the overall data-to-MC agreement is not

significantly different and pretty much consistent within uncertainties. Thus, it is reasonable

to assume that tt simulation is able to well model the mWW distribution observed in data,

once the normalization corrections are applied.

Finally, the simultaneous fit to the pruned mass distribution, used to extract the W-tagging

scale factor as described in Section 3.2.7, is performed again to be consistent with the object

selections applied in this analysis. It is measured to be 0.93 ± 0.09, while the jet mass scale

needs to be shifted by +1.4 GeV and the resolution enlarged by 10%. These correction fac-

tors are also applied on other simulation based samples, like ggH and qqH productions and

di-boson backgrounds (WW/WZ/ZZ).

5.5.1 W+jets background estimation

The W+jets contribution, which represents the leading background in the 0+1-jet channel

and around 50% of the total background in the VBF category, is extracted from data in
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Figure 5.10: Di-boson invariant mass distributions (mWW) for events with 65 < mpruned < 105 GeV in
the top enriched control region, evaluated after a different set of selections: basic tt sample definition
(top left) (a), basic tt + top mass veto (top right) (b), basic tt + VBF selections (bottom left) (c) and
basic tt + top mass veto + VBF selections (bottom right) (d).

both shape and normalization via a sideband method. The signal region (SR) is defined

around the hadronic W-boson mass peak, requiring the pruned jet mass to fall in the range

65 < mpruned < 105 GeV, while an event belongs to the lower sideband (LSB) when W-jet

pruned mass lies in 40 < mpruned < 65 GeV, or the upper one when 105 < mpruned < 130 GeV.

The same strategy is applied in both the 0+1-jet and the 2-jet category, with the only differ-

ence of combining electron and muon final states in the 2-jet case, to minimize the statistical

uncertainty related to sideband fit extrapolation improving the analysis performance. Fur-

thermore, both the W+jets sideband definition and the background estimation strategy are

equivalent to the ones introduced in Section 4.4.

The W+jets rate is obtained from a sideband fit of data to the mpruned spectrum, where data

inside the signal region are not considered by the fit. The fit is unbinned and the functional
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parametrization of each background component, namely di-boson, single top, tt and W+jets,

are chosen via pre-fits on simulated events. Single top, di-boson and tt contributions are taken

from simulation after applying the data-to-simulation corrections already described.

The set of empirical functions used to model each contribution are summarized in Table 5.3,

where FPow2 is defined to be:

FPow2 =
[1− (mpruned/a)]p0

(mpruned/a)p1

Figure 5.11 and Figure 5.12 show, respectively, fits to the mpruned distribution for simulated

events of tt, di-boson and W+jets processes in the 0+1-jet muon category and in the 2-jet

one, where the uncertainty band is related to uncertainty on the fitted parameters describing

both the shape and the normalization of each background.

Channel mWW (TeV) W+jets tt̄ Single-t Di-boson

0+1-jet µ+jet [0.55-1.5] FErfExp,FPow2 FErfExp2Gaus FErfExpGaus F2Gaus

0+1-jet e+jet [0.55-1.5] FErfExp,FPow2 FErfExp2Gaus FErfExpGaus F2Gaus

2-jet [0.55-1.5] FErfExp,FPow2 FErfExp2Gaus FErfExp F2Gaus

Table 5.3: Summary of the shapes used to fit the mpruned spectrum of each background component,
most of them already defined in Section 4.4, taking into account both the mWW range and the final
state topology (0+1-jet or 2-jet bin).
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Figure 5.11: Fits to the pruned jet mass spectrum of simulated events with a reconstructed di-boson
invariant mass (mWW) in the range 0.55-1.5 TeV for the 0+1-jet µν+W-jet category. From left to
right: tt, di-boson (WW/WZ/ZZ) and W+jets (FErfExp) processes, which are re-weighted applying all
the considered data-to-MC corrections, without normalizing them to the luminosity of data sample.

Figure 5.13 shows the final result of the mpruned sideband fit for the 0+1-jet muon category

(left) and the 2-jet one (right). Two possible parametrizations, FErfExp and FPow2, are chosen

as possible candidates to model the W+jet mpruned distribution, showing similar predictions

inside the signal region on both data and W+jets simulation.

Possible biases in the W+jets normalization extraction, due to a mismodel of the pruned mass

shape, are assessed by generating toys under one model and applying the full fitting procedure

with the alternative one, using post-fit parameters from data to seed the toy generation. The

best choice is represented by the parametrization showing the least bias and the uncertainty

on the W+jets contribution is enhanced according to the difference between the injected and

the fitted W+jets rate.
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Figure 5.12: Fits to the pruned jet mass spectrum of simulated events with a reconstructed di-boson
invariant mass mWW in the range between 0.55-1.5 TeV for the 2-jet category. From left to right:
tt, di-boson (WW/WZ/ZZ) and W+jets (FErfExp) processes, which are re-weighted applying all the
considered data-to-MC corrections, without normalizing them to the luminosity of data sample.
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Figure 5.13: Distributions of the pruned jet mass (mpruned) in the 0+1-jet muon category (left) and
in the 2-jet one (right). The prediction of the non-resonant W+jets background comes from a fit
excluding the signal region (marked through vertical dashed lines), while the minor background yields
come from the simulation. The simulated resonant shapes are corrected using the differences between
data and simulation in the W-boson mass peak position and width, which are measured in the tt
control region. At the bottom of each plot, the ratio between event the observed rate in data and the
predicted background is reported.

Thus, the background normalization uncertainty is increased by 15% in the 2-jet bin and by

9% in the 0+1-jet one.

The W+jets shape in the signal region is determined from data in the lower sideband since

in the upper one, with 105 < mpruned < 130 GeV, heavy resonances decaying into X → hW

system can contribute biasing the shape extrapolation from data. In addition, the upper

sideband suffers from a higher contamination from tt events, in particular for the 2-jet bin as

displayed in Figure 5.13.

In both the low mass sideband and the signal region, background events fulfilling the selection

criteria are characterized by a falling mWW distribution over the range between 550-1500 GeV.
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This falling spectrum can be parametrized by different class of functions, such as exponentials,

power laws or polynomials. In each of these class of models, a representative candidate is

chosen through an F-test, as described in Section 4.4. This test is performed using data in

the W+jets sideband region, since it represents a pure sample of W+jets events in data as

well as a good proxy for the final analysis signal region. According to a reference confidence

level 4.4.1, the best models in the 0+1-jet category are represented by an exponential function

and a power law with two parameters, while in the 2-jet one a single parameter power law is

enough (x = mWW):

FExp(x) = N · ec0·x ; FPow2(x) = N · xc0+c1·lnx ; FPow(x) = N · xc0 (5.8)

In the W+jets sideband region, the non-dominant backgrounds contaminations are estimated

fixing by their normalizations and shapes from simulation when fitting data. The fits to

sideband data (FW+jets
Data,SB(mWW)), performed adopting an exponential function, are shown in

Figure 5.14 for the 0+1-jet bin µν+W-jet channel (left) and the 2-jet category (right), where

the uncertainty band reflects the fit parameter errors.
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Figure 5.14: The fits for FW+jets
Data,SB(mWW) for 0+1-jet µν+W-jet (left) and 2-jet (right) categories. Minor

backgrounds (tt, di-boson and single top) are estimated from simulation, while the W+jets shape is
obtained from the fit to the data.

Finally, the W+jets shape in the signal region is obtained scaling FW+jets
Data,SB(mWW) through

the extrapolation function αMC(mWW), derived from W+jets simulated events as defined

in Equation 4.2. In this case, since no Herwig++ W+jets exclusive samples are available,

MadGraph + Pythia 6 prediction is used as benchmark in the 2-jet category, while Herwig++

is adopted in the 0+1-jet bin since it is known to better describe the pruned jet mass. The

shapes of αMC(mWW) are reported in Figure 5.15 for the 0+1-jet category (left) and the 2-jet

one (right). The shaded regions correspond to the 1σ (2σ) bands of the fit parameters. For

the 0+1-jet bin, the difference between the Herwig and Pythia determinations is taken as an

additional systematic uncertainty, labelled as “alternate PS” in Figure 5.15. The systematic

uncertainty associated to the chosen fit function is also considered and shown as “alternate

function” in Figure 5.15, together with systematic effects due to uncertainties in the jet energy

scale and resolution measurements.
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The ultimate total background prediction in the signal region is obtained through Equation 4.3

and presented in Section 5.7, together with the statistical interpretation of the analysis.
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Figure 5.15: The W+jets extrapolation function αMC(mWW) from the pruned mass sideband to the
signal region is shown for the 0+1-jet (2-jet) category on the left (right). The shaded grey (green) band
represents the 1σ (2σ) effect of the statistical uncertainty of fit parameters, while dashed colored lines
refer to systematics related to parton shower, fitting function model, jet energy scale and resolution
uncertainties. The original sideband and signal region fits for mWW are also shown with dash-dot lines.

5.5.2 Bias tests for the mWW background model

The described background estimation is based on the assumption of properly model each back-

ground contribution through an empirical continous shape. Since alternative parametrizations

show potentially similar behaviors, a set of toy experiments is performed to select the best

background model for the signal region, generating pseudodata to build a data sample corre-

sponding to the expected statistics in the analysis.

As a first test, considering as benchmark background models an exponential function or a

single parameter power law, background-only (B) and signal plus background (S+B) toys are

generated and fitted adopting a chosen background model, fixing the nuisance parameters to

their pre-fit value in the generation. Considering the fitted yields of each expected process,

the pull distribution, defined as the difference between the fitted and the injected rate divided

by the mean uncertainty of the fitted rate, is considered as figure of merit to estimate possible

biases. The test is performed independently in each event category and for each considered

mH hypothesis, when a non null signal strength is injected. This self-bias is found to be neg-

ligible, less than 5% for each mH hypothesis when S+B toys are performed, proving that the

analysis is able to correctly detect a possible signal when the injection strength is comparable

to the analysis sensitivity.

Then, the same test is performed to check the robustness of the background model, generating

toys under one parametrization and fitting the obtained set of events with the alternative one

(exponential or power law). The interesting parameter in these tests is represented by the

fitted signal strength, where the considered signal model is represented by SM-like Higgs of

various masses, in both toys with and without signal injection.
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The measured bias is always below 12% for each mass point in both the 0+1-jet and the 2-jet

category. As example, in Figure 5.16, the bias on the fitted signal strength (S+B fits) is shown

for the 0+1-jet category (left) and the 2-jet one (right) as a function of the SM-like Higgs mass

for background-only toys. In contrast, Figure 5.17 shows the same results in case of a sizable

signal injection, three-times grater than the analysis exclusion sensitivity.

Figure 5.16: Bias estimation, as a function of the SM-like Higgs mass hypothesis, for events generated
with a power law background model inside the signal region and fitted with an exponential function:
0+1-jet category (left), 2-jet one (right). S+B fits are performed on B-only toys. The bias is defined as
the shift of the signal strength pull distribution.

Figure 5.17: Bias estimation, as a function of the SM-like Higgs mass hypothesis, for events generated
with a power law background model inside the signal region and fitted with an exponential function:
0+1-jet category (left), 2-jet one (right). S+B fits are performed on S+B toys, injecting three-times
the signal rate expected to be excluded by the analysis. The bias is defined as the shift of the signal
strength pull distribution.

5.6 Systematic uncertainties

In this section, systematic uncertainties affecting both the background prediction, in Sec-

tion 5.6.1, and the signal one, in Section 5.6.2, are investigated and described.

5.6.1 Systematics on the background estimation

The systematic uncertainty on the W+jets background normalization is dominated by the

pruned mass fit uncertainty, associated with the amount of data inside the sideband regions.

A residual biase due to the adopted shape parametrization is also taken into account and
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added in quadrature to the statistical term. This combined uncertainty is measured to be

5 (8)% in the 0+1-jet category for muon (electron) channel, while at the level of 22% in the

VBF one.

The uncertainty on the tt normalization comes from the one on the data-to-simulation scale

factors derived in the top-enriched control sample, which is estimated to be 6.5% in the 0+1-

jet bin and 26.5% in the 2-jet one.

Then, uncertainties on the single lepton trigger and lepton identification efficiencies, derived

through dedicated tag and probe studies on Z→ µµ and Z→ ee events, are equal to 1% (1%)

and 2% (2%) for µ (e) final states. The uncertainties coming from the lepton energy scale and

resolution are found to be small, less than 1.5%, for all the background samples, as well as

the uncertainty related to data-to-MC scale factors used for the b-tagging (< 3.5%).

Systematics due to jet energy scale and resolution are summarized in Table 5.4 and are at the

level of 1-7%, depending on the processes and the jet bin category (0+1-jet or 2-jet bin).

The uncertainty in the WW inclusive cross section in this boosted regime is assigned to be

20%, estimated from the uncertainty on the published CMS cross section measurement at√
s = 8 TeV [5]. In addition, the uncertainty on the V-tagging scale factor, described in

Section 5.5, is considered also for the WW background. The same uncertainties derived for

WW production are also used for WZ, ZZ and WW electroweak processes (O(α6
ew)). The

uncertainty related to the total integrated luminosity is 2.6% [108].

The systematic uncertainties on the W+jets mWW shape in the signal region come from two

independent contributions: the uncertainty on the extrapolation function αMC(mWW) and the

one on the fit to the mWW spectrum in the low-mass sideband. The uncertainty on αMC(mWW)

derives from the ones on the mWW fits defining the numerator and the denominator of the

ratio, as shown in Figure 5.15, which is proportional to the statistics of simulated events sur-

viving the analysis selections in both sideband and signal region.

The pink and the yellow dashed lines denote, respectively, the αMC(mWW) functions derived

from the alternative parton shower model and an alternative fit parametrization. To account

for these additional shape variations, the Herwig-based uncertainties (shaded bands) are en-

larged by a factor of two, so that the α parameters are weaklier constrained in the final fit.

In the same way, to reduce potential bias in the final limit extraction due to a possible wrong

description of the W+jet shape, the uncertainty on the W+jet shape parameters fitted in

sideband region is increased by 20%, as studied in Section 5.5.2.

5.6.2 Systematics on the signal model

The systematic uncertainties on the signal cross section upper limits include the uncertainty

on the integrated luminosity of the data sample, the theoretical description of the signal model

as well as the ones related to the event reconstruction in the detector.

Uncertainties on the heavy Higgs production cross section arise from the combined choice of

PDFs and αs, as well as from the renormalization (µr) and factorization (µf ) scales. They are

typically around 6–7% and 7–12%, respectively, for the ggH production mechanism, 1–2% and

2–5% for qqH process.

Uncertainties on the signal lineshape due to the interference modeling varies for the ggH

and qqH modes. For the gluon fusion, the prescription described in [35] is adopted, which

considers the NNLO contribution to the signal interfering with the gg → VV background pro-

cess. In contrast, for the VBF production, the uncertainty is assigned with LO precision from
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Source W+jets tt Single-t Di-boson WWewk

0+1-j 2-j 0+1-j 2-j 0+1-j 2-j 0+1-j 2-j 0+1-j 2-j

Experimental sources
Lumi - - 2.6% 2.6% 2.6% 2.6% 2.6% 2.6% - 2.6%
εtrig - - 1% 1% 1% 1% 1% 1% - 1%
εid` - - 2% 2% 2% 2% 2% 2% - 2%
εbtag - - 1.7% 1.5% 3.3% 3% 0.6% 0.5% - 0.7%
` scale - - 0.4% 0.5% <0.1% <0.1% 1% 1.5% - 1%
` res. - - <0.1% <0.1% <0.1% <0.1% <0.1% <0.1% - <0.1%
Jet scale 2.5% 2% 4% 4% 4% 7% 3% 7.5% - 4.6%
Jet res. 1% 1.9% 0.4% 3% 0.9% 8.3% 0.7% 4.3% - 6.3%
V-tag - - - - - - 9% 9% - 9%
Background estimation
Ntop - - 6.5% 26.5% 6.5% 26.5% - - - -
NW+jet 5-8% 22% - - - - - - - -
NVV - - - - - - 20% 20% - 20%

Table 5.4: Summary of systematic uncertainties in the background yield, relative to the expected
number of background events. All systematic sources in the list are treated as uncorrelated, with
log-normal priors in the statistical interpretation. Systematic effects, that are varying the yield of a
background source by less than 0.1%, are neglected.

renormalization and factorization scale variations in the Phantom generation, as described in

Section 5.2. Another important source is represented by the knowledge of the ggH cross sec-

tion inside the different exclusive jet bins in which the analysis is categorized, which is around

20-25%.

The experimental sources affecting physics objects properties are represented by jet energy

scale and resolution, electron and muon energy scale and resolution and un-clustered particles,

which contribute to the missing energy measurement. To evaluate them, the event selection

is applied to signal events after varying leptons and jets four-momenta within one respec-

tive standard deviation (or applying an appropriate energy/momentum smearing in case of

resolution uncertainties) of the corresponding uncertainty on energy or momentum scale and

resolution. In this process, variations on the lepton and jet four-momenta are propagated

consistently to the /ET vector. The largest relative change in the signal efficiency, compared to

the central value, is taken as a measurement of the systematic effect for that specific source.

Uncertainties on data-to-simulation scale factors for W-jet tagging, lepton trigger, lepton iden-

tification and b-jet tagging are also considered.

Uncertainties on physics objects scale and resolution are affecting also the mWW signal shape.

In fact, after applying the analysis selection, the largest relative changes in the peak position

and width of the fitted signal shape, compared to the default one, are taken as systematic

uncertainty on the parameters of the adopted signal model. The dominant systematic source

on the mWW signal shape comes from the jet energy scale (resolution), approximately 3% (2%)

on the peak position for the 0+1-jet category and 4% (3%) for the 2-jet one, 2% (5%) on the

width for 0+1-jet bin, 5% (10%) on 2-jet one.

A summary of the impact of all the systematic sources on both signal rate and shape is pre-

sented in Table 5.5.
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Source ggH-Rate qqH-Rate ggH-Shape qqH-Shape
0+1-jet 2-jet 0+1-jet 2-jet peak width peak width

Experimental sources
Luminosity 2.6% 2.6% 2.6% 2.6% - - - -
` scale 2% 3.5% 1.5% 1.8% <0.1% <0.1% <0.1% <0.1%
εtrig 1% 1% 1% 1% - - - -
εid` 2% 2% 2% 2% - - - -
εbtag 0.5% 0.2% 0.5% 0.2% - - - -
Jet scale 3-4% 4-5% 4-4.5% 4-4.5% 2-3% 1.5-2% 3.5-4% 3.5-5%
Jet resolution 2-2.5% 7-8% 3.5-5% 8.5-10% 2% 4-5% 2.5-3% 8.5-10%
V-tagging 9% 9% 9% 9% - - - -
Theoretical sources
PDF+αs ggH 9-12% 9-12% - - - - - -
PDF+αs qqH - - 3.5-6% 3.5-6% - - - -
Interf. ggH 10% 10% - - - - - -
Interf. qqH - - 10% 10% - - - -
ggH 0+1-jet 26% - - - - - - -
ggH 2-jet 6% 20% - - - - - -

Table 5.5: Summary of systematic uncertainties affecting signal yield, relative to the expected number
of signal events, peak position and width after the analysis selection. All systematic sources in the list
are treated as uncorrelated. Their values for each specific mass point is not indicated, only the range
of variation as a function of the Higgs mass is reported.

5.7 Statistical interpretation

Combining the background estimate, described in Section 5.5, with the signal modelling, re-

ported in Section 5.4, Figure 5.18 shows the final mWW distributions in the signal region for the

0+1-jet µν+W-jet category (left), the eν+W-jet channel (middle) and the 2-jet bin (right).

The uncertainty band takes into account both the fit uncertainty on the mWW spectrum in

the mpruned sideband region, the uncertainty on the extrapolation function (αMC(mWW)) and

the normalization uncertainties for all the background contributions, which are detailed in Ta-

ble 5.4. These three categories are used simultaneously in an unbinned maximum likelihood

fit to extract upper limits on the model parameters, as a function of different mH hypotheses,

through a modified frequentist method referred to as the CLS method [149, 150], where a

likelihood ratio test statistics is adopted and nuisance parameters are profiled. In the likeli-

hood ratio, the total number of observed events is compared to the signal and the background

predictions by means of a product of Poisson probabilities.

The predictions are subject to the multiple uncertainties described in Section 5.6, which are

handled by introducing nuisance parameters with log-normal priors, that modify parametri-

cally the expectations for both signal and background processes. A signal strength modifier (µ)

is used to scale the Higgs boson cross section for all the production mechanisms by a common

factor with respect to the SM predictions, keeping the decay branching fractions unchanged.

5.7.1 SM-like Higgs boson search

The combined results obtained for a heavy Higgs boson with SM-like couplings is shown in

Figure 5.19 (left), where the expected and the observed exclusion limit at 95% CL are set

on the signal strength modifier. Then, in Figure 5.19 (right), the expected and the observed
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Figure 5.18: The final mWW invariant mass distribution for the 0+1-jet bin category muon channel
only (left), electron one (middle) and for the 2-jet bin (right). Points represent the observed data,
shaded graphs represent the background and dashed graphs represent five times the expectation for a
SM-like Higgs boson with mH = 800 GeV produced via ggH and qqH mechanisms, separately.

upper limits obtained combining the three analysis categories are compared to the individual

inputs from 0+1-jet and 2-jet channels. The observed sensitivity is driven by 0+1-jet category

for low mH values, up to 800 GeV, then the VBF one becomes more performant due to the

increase of qqH production cross section and a better signal-to-background ratio. The observed

exclusion limit for the SM-like Higgs boson hypothesis varies from 1.1 times the SM cross-section

for mH = 600 GeV to 5 times the SM expectation at 1000 GeV.
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Figure 5.19: (Left) Observed (solid) and expected (dashed) 95% CL upper limit on µ = σ/σSM, obtained
via the asymptotic CLs technique, for a SM-like Higgs boson decaying into WW→ `νqq̄′. The 68% and
95% ranges of expectation for the background-only model are also shown with green and yellow bands,
respectively. The solid horizontal red line at unity indicates the expectation for a SM-like Higgs boson.
(Right) Comparison between esclusion limits for the single categories.

Since the observed limit reaches the edge of the 2σ band between 700-900 GeV, mainly driven

by an excess in data with respect to the background-only prediction in the 2-jet category, the

local significance has been computed as a function of mH.
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This observed p-value is defined as the probability for the background-only hypothesis to

fluctuate up to the local excess measured in data. Low p-values indicate a large incompatibility

with the background-only hypothesis, while a p-value equal to 0.5 is assigned when data under-

fluctuates with respect to the predicted amount of background.

Figure 5.20 shows the observed and the expected (for µ = µSM) p-values for the 0+1-jet bin

(left), 2-jet category (middle) and the ultimate combination (right). Local excesses of 2.6σ

and 2.4σ are observed in the mass range between 700 and 800 GeV.
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Figure 5.20: Expected and observed local p-values for a SM-like Higgs boson as a function of mH:
(left) 0+1-jet category, (middle) 2-jet one and their combination (right). The expected p-values are
computed considering a possible signal with strength equal to the SM expectation.

5.7.2 Electroweak singlet interpretation

The re-interpretation of the SM-like Higgs results in the context of the electroweak singlet

model is performed only where C ′2 ≤ (1 − BRnew), that corresponds to the cases where the

new state is expected to have an equal or narrower width with respect to the SM scenario.

Results are presented distinguishing between BRnew = 0 and BRnew > 0 cases.

Under these hypotheses, signal samples with different Higgs boson widths are generated,

scanning the two dimensional C ′2 and BRnew space. For these discrete set of points, a limit

and a local p-value are computed as a function of the new resonance mass. No significant

excesses are observed and the local p-value remains always around 2.5σ in the mWW between

700-800 GeV.

Figure 5.21 and Figure 5.22 show, respectively, the 95% CL observed and expected exclusion

limits on the BSM signal strength as a function of mH and C ′2, for three different BRnew

configurations (BRnew = 0.0, 0.2, 0.5). Since the sensitivity of this analysis is not enough to

exclude the predicted signal strength, observed and expected exclusion contours for three and

four times the expectation are reported.

5.8 Higgs high mass combination

The results presented in this Section are obtained by combining searches exploiting different

Higgs boson production modes and final state topologies [159], which are listed in Table 5.6.

All the final states are exclusive, thus there is no overlap of events among different channels.

Individual analysis strategies are not detailed here, since this would go beyond the scope of
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Figure 5.21: Observed upper limits at the 95% CL on the electroweak singlet model. Upper limits are
displayed as a function of the heavy Higgs boson mass and the model parameter C ′2, for different values
of BRnew. From left to right, limits for BRnew = 0.0, 0.2, 0.5. Observed exclusion contours for three
and four times the expected signal strength are shown as solid and dashed black lines, respectively.
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Figure 5.22: Expected upper limits at the 95% CL on the electroweak singlet model. Upper limits are
displayed as a function of the heavy Higgs boson mass and the model parameter C ′2, for different values
of BRnew. From left to right, limits for BRnew = 0.0, 0.2, 0.5. Expected exclusion contours for three
and four times the expected signal strength are shown as solid and dashed black lines, respectively.

this thesis. The combination requires a simultaneous analysis of all the categories, accounting

for both statistical and systematic uncertainties and their correlations. Also in this case, upper

limits are obtained through the frequentist CLS method.

The combined results for the SM-like Higgs boson search are displayed in Figure 5.23 (left),

where the observed upper bound on the signal strength is shown for each final state channel.

The expected combined 95% CL limit of the six channels is plotted as a dashed black line,

while the yellow shaded region is the ±2σ uncertainty on the expected limit. On the right

hand side, the observed and expected performance are reported separately for each final state,

exploiting WW (on top) and ZZ (on bottom) signatures.

In the lower mass region, the most sensitive channels are H→ ZZ→ 4` and H→WW→ 2`2ν.

At the highest masses, the H→ ZZ→ 2`2ν channel has the best sensitivity, while H→ ZZ →
4`, H → WW → 2`2ν, H → WW → `νqq and H → ZZ → 2`2q contribute significantly.

Features in the combined observed limit are due to corresponding ones in the limits of the

individual channels. In fact, below 400 GeV, there are oscillations in the observed limit due

to the high resolution of the most sensitive channel, H → ZZ → 4`, and the narrow width

of the Higgs boson candidate in this mass range. An excess in the combined limit around
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Decay Production Final states Nch mH range [GeV] σmH
/mH

WW→ `ν`ν un-tag ((ee, µµ), eµ) + (0/1-j) 4 145–1000 a,b 20%
VBF tag ((ee, µµ), eµ) + (jj)VBF 2 145–1000 ab 20%

WW→ `νqq un-tag (eν, µν) + (jj)W 2 180–600 5–15%
un-tag (eν, µν) + (J)W + (0+1-j) 2 600–1000 b 5–15%
VBF tag (eν, µν) + (J)W + (jj)VBF 1 600–1000 b 5–15%

ZZ→ 2`2`′ un-tag 4e, 4µ, 2e2µ 3 145–1000 1–2%
VBF tag (4e, 4µ, 2e2µ) + (jj)VBF 3 145–1000 1–2%
un-tag (ee, µµ) + (τhτh, τ`τh, τ`τ`) 8 200–1000 10–15%

ZZ→ 2`2ν un-tag (ee, µµ) + (0 or ≥ 1 jets) 4 200–1000 7%
VBF tag (ee, µµ) + (jj)VBF 2 200–1000 7%

ZZ→ 2`2qq un-tag (ee, µµ) + (jj)0,1,2 b-tag
Z 6 230–1000 c 3%

un-tag (ee, µµ) + (J)0,1,2 b-tag
Z 6 230–1000 c 3%

VBF tag (ee, µµ) + (jj)0,1,2 b-tag
Z + (jj)VBF 6 230–1000 c 3%

VBF tag (ee, µµ) + (J)0,1,2 b-tag
Z + (jj)VBF 6 230–1000 c 3%

Table 5.6: Summary of the analyses included in the combination. The main contribution in the untagged
categories is always from ggH, while the (jj)VBF refers to a di-jet pair consistent with the VBF topology.
In contrast, (jj)W(Z) and (J)W(Z) refer to a di-jet pair and single merged jet with an invariant mass or
a pruned mass consistent with a W (Z) hadronic decay. The superscript “0,1,2 b-tags” refers to the
three possible categories of b-tag multiplicities.

aElectroweak singlet model interpretation starts at 200 GeV to avoid contamination from SM Higgs.
b600-1000 GeV for

√
s = 8 TeV only.

cFor
√
s = 8 TeV only.
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Figure 5.23: Upper limits at the 95% CL for each of the contributing final states and their combination
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(bottom right panel) separately.

280 GeV is related to a simultaneous excess in both four leptons and H → WW → 2`2ν

channel. Moreover, the small excess of observed around 700 GeV in the boosted semi-leptonic

H → WW analysis is not supported by the other channels and is reduced to less than 0.5σ
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in the combination. The combined upper limit, at the 95% CL, on the product of the cross

section and branching fractions exclude a Higgs boson with SM-like couplings in the full search

range 145 < mH < 1000 GeV.

Finally, also this combined result is interpreted in the electroweak singlet model framework.

Figure 5.24 shows the expected and observed contours at 95% CL on the singlet scalar cross

section, with respect to its expectation, in the (mH,C ′2) plane for various values of BRnew. A

large region of the parameter space foreseen has been excluded. In Figure 5.24, the indirect

constraint from the direct measurement of the Higgs coupling to V-bosons is also reported,

C ′2 < 0.28 for BRnew = 0, showing a significant improvement in the exclusion sensitivity

through this combination of direct searches. Eventually, Figure 5.25 (right) shows the observed

excluded cross section (in pb) as a function of the BSM resonance mass and its relative intrinsic

width with respect to the SM expectation.
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Figure 5.24: Upper limits at the 95% CL on the electroweak singlet extension of the SM from the
combination of the di-boson final states (WW-ZZ), displayed as a function of mH and the model
parameter C ′2 for different values of BRnew. The upper dash-dotted line indicates where, for BRnew =
0.5, the width of the BSM Higgs boson reaches the width of a SM-like one. The lower dash-dotted
line displays the indirect limit, at 95% CL, on C ′2 from the measurement of the SM Higgs coupling to
V-bosons.

5.9 Conclusion

A search for a new SM-like heavy Higgs boson decaying into WW pairs has been presented,

in which one of the W-bosons decays leptonically and the other one hadronically, considering

a `ν+W-jet (` = µ, e) final state. This channel has the largest cross section times branching

fraction predicted for a SM-like Higgs, with mH > 180 GeV, although the final state is con-

taminated by large background events from SM sources, mainly W+jets and tt.

Jet substructures are used to reduce these backgrounds identifying high pT jets containing the

fragmentation products of a boosted hadronically decaying W-boson.

Events are then categorized according to the additional number of reconstructed jets with

pT > 30 GeV, to enhance the analysis sensitivity trying to disentangle signal candidates

produced by gluon fusion or VBF mechanism. A crucial aspect is represented by the Higgs
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Figure 5.25: Upper bounds on the signal cross section (in pb) are reported as a function of Higgs mass
and relative width of the resonance Γ/ΓSM.

lineshape model, which should account for the correct Higgs boson propagator description,

known as Complex-Pole-Scheme (CPS), as well the interference effect between the heavy Higgs

and the continuum di-boson production.

With no significant excess observed above the predicted background yield, an upper limit on

the SM-like Higgs boson production cross-section is set through an unbinned fit to the recon-

structed di-boson invariant mass spectrum (mWW). A deviation with a local significance of

2.6σ is observed, mainly driven by an excess in the two-jet-bin (VBF) category in the range

700 < mWW < 800 GeV.

The result is also interpreted in a BSM heavy Higgs scenario, called electroweak singlet model,

based on an effective theory which predicts the existence of two Higgs-like scalar particles,

with the mass of the lighter one being around 125 GeV.

Eventually, the analysis has been combined with other exclusive searches for a heavy Higgs

boson, covering all the accessible WW and ZZ decay signatures. In the case of a heavy Higgs

boson with SM-like couplings and decays, its existence has been excluded over the entire ex-

plored range of 145 < mH < 1000 GeV. While, for the electroweak singlet partner of the SM

Higgs, the large part of the C ′2 versus mass parameter space is excluded for various values of

BRnew, giving tighter constraint than indirect limits from measurements at Higgs pole.





Chapter6

Vector Boson Scattering in view of the CMS
upgrade for the HL-LHC

In the physics collisions provided by the LHC during Run-I, an integrated luminosity of 25 fb−1

has been collected at
√
s = 7, 8 TeV. While no evidences for BSM physics has been seen yet,

the results obtained so far have dramatically changed the landscape for these searches through

the measurement of the Higgs boson properties and first direct or indirect exclusion for new

physics. In fact, many models have been totally excluded, others have their parameters sharply

limited. To enhance the sensitivity of CMS to new physics phenomena and to provide precise

measurements in the Higgs sector, a powerful demand for higher instantaneous luminosity is

mandatory.

The LHC machine group aims to achieve higher peak and integrated luminosity, well above

those for which CMS was designed. Thus, the CMS detector requires upgrades (Phase-II) to

preserve the optimal efficiency and resolution also in these conditions [166].

In this Chapter, the main goals of the high luminosity LHC programme (HL-LHC) are described

in Section 6.1, while, in Section 6.2, a brief overview on the proposal for the CMS Phase-II

upgrade is presented. Then, in Section 6.3, a description of the Delphes framework [167]

is exposed together with its commissioning and tune to correctly reproduce the CMS detec-

tor performance in different scenarios. Section 6.4 gives an introduction to Vector Boson

Scattering (VBS) measurements in view of the HL-LHC, as well as detailed information on the

event simulation, while Section 6.5 describes the general event reconstruction and the selec-

tion strategy adopted in the analysis. Section 6.6 describes how backgrounds, arising from

jets mis-identified as leptons, are estimated. Then, Section 6.7 and Section 6.8 are dedicated

to the fully leptonic same sign WW and to the fully leptonic WZ bosons scattering analysis,

respectively. Eventually, in Section 6.9, the ultimate expected sensitivity to the longitudinal

scattering cross section is presented by combining same sign WW and WZ bosons channels.

6.1 High luminosity LHC physics programme

The current plan of the LHC operation is based on a set of long data taking periods inter-

leaved with long shutdowns, as summarized in Figure 6.1. Run-II has just begun and it will

operate at the instantaneous luminosity of L = 1× 1034 cm−2s−1 with 25 ns bunch spacing,

experiencing an average of about 25 pileup interactions per bunch crossing, which coincides

151
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with the operating scenario for which CMS was designed. This data taking period will provide

around 300 fb−1 of data and the CMS experiment will undergo a series of upgrades from LS1

to LS2, called Phase-I upgrade [168].

The high luminosity period that follows the LS3 is referred to as HL-LHC or Phase-II. In this

operating scenario, the instantaneous luminosity will reach 5×1034 cm−2s−1, from a potential

peak value of 2×1035 cm−2s−1 at the beginning of fills, delivering 250 fb−1 per year for further

10 years of operation. Under these conditions the pileup will rise substantially to the point of

becoming a major challenge for the experiments and the performance degradation due to the

integrated radiation dose will need to be addressed.

Figure 6.1: Schedule of the LHC operations towards 2035, showing preliminary dates for long shutdowns
of the LHC and projected luminosities.

The CMS physics program at the HL-LHC will be based on the results obtained from the 300 fb−1

of data collected during Run-II, in terms of both precision measurements and searches for

new physics. The study of the Higgs boson will be central in this program, through precise

measurements of its couplings at percent level, as shown in Figure 6.2 (left), probing its tensor

structure and measuring differential rates. In addition, the measurement of its coupling to

the second generation of fermions will be possible via h→ µµ decays, as well as the study of

Higgs self coupling through the di-Higgs production cross section.

The role of the Higgs boson in the EWSB sector will be tested studying the VBS process, which

is also sensitive to new physics via anomalies in triple and quartic gauge couplings (aTGC and

aQGC respectively).

New particles are expected at the TeV scale but have not yet been seen, thus the very high

integrated luminosity collected at the HL-LHC will extend the reach of searches for new heavy

bosons, very narrow width resonances predicted in models like extra dimensions, composite-

ness andlepto-quarks, up to 6 TeV or more.

Moreover, indirect searches of Dark-Matter (DM), by means of either searches for SUSY particles

or exploring mono-object signatures (jet, photon, V-boson, top, Higgs), are expected to be

competitive to direct experiments if the missing transverse energy resolution will br kept at

similar level of the present data. New physics can also be detected through the study of rare

B-meson decays, such as Bs → µ+µ− and Bd → µ+µ−, for which a high integrated luminosity

is fundamental as proved in Figure 6.2 (right).
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Finally, many interesting SM measurements will be performed during the HL-LHC, such as the

measurement of the W-boson mass, the strong coupling constant αs and the effective lepton

mixing angle, as well as double differential cross sections of events with jets, top quarks, W

and Z-bosons.
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Figure 6.2: (Left) Projected precision on Higgs boson couplings as a function of boson or fermion masses
after 3 ab−1 of data. (Right) Projections of the mass fits for the Bs,d → µ+µ− measurements to 3 ab−1

of integrated luminosity, assuming CMS Phase-II performances for barrel only.

6.2 The Phase-II upgrade of the CMS detector

The goal of the Phase-II upgrade is to keep unchanged the performances, showed by CMS

during Run-I, in terms of reconstruction efficiency, energy resolution and background rejec-

tion for all the physics objects (electrons, muons, photons, taus, jets and missing energy).

The major challenge is represented by developing sensors able to overcome the radiation dam-

age, due to the large integrated luminosity collected, measuring hard scattering products in a

high pileup environment.

The LHC will produce collisions at a rate of about 5× 109 Hz, where the flow of the particles

through the detector will cause a significant damage on both the active materials and the

on-board electronics, resulting in a progressive degradation of the performances.

To design a detector able to collect 3 ab−1 with stable performances, predictions of the dose

rate and particle fluence are needed, as well as to know their effects on the different sub-

detectors. Test beams and Run-I data are used to tune a specific set of simulations. The

damage produced in the detectors by particle radiation depends on both the sensor technol-

ogy and the total amount of the absorbed dose, which increases as a function of η.

In silicon sensors, radiation damages the lattice increasing the dark current and forming trap-

ping centers that reduce the charge collection efficiency.

For the PbWO4 crystals of ECAL detector or the plastic scintillators used in HCAL, the effect is

a loss in the trasmission efficiency, reducing the scintillation light especially in the endcaps,

where the loss reaches more than 90%.

At the nominal luminosity foreseen for the HL-LHC, an average of 140 pileup interactions is
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expected, which degrade triggers and offline reconstruction performances producing additional

hits in the tracking system and energy depositions in the calorimeters. Figure 6.3 (left) shows

the track multiplicity for an event recorded during Run-I with 78 reconstructed primary ver-

tices. Figure 6.3 (right) gives an illustration of the out-of-time pileup, which affects pulses

produced by scintillators (silicon devices are usually fast in response with respect to the buch

spacing of 25 ns).

Figure 6.3: (Left) Track occupancy in an event with 78 reconstructed vertices recorded during 2012.
(Right) Individual pulses from a calorimeter as a function of time. The signal from the triggered buch
crossing is located at 0 ns, bounded by the green vertical lines, while in red are early (late) pulses
falling inside the signal window. Pulses are not stacked one on top the other.

The nominal operating scenario consists of collisions with 25 ns bunch spacing, an aver-

age of 140 pileup interactions per bunch crossing and an instantaneous luminosity of L =

5× 1034 cm−2s−1. Considering these conditions and the expected radiation damage, both the

tracker and the endcap calorimeters need to be replaced for the Phase-II.

In addition, the precise measurement the Higgs boson properties requires the ability of effi-

ciently trigger low pT leptons and photons. Thus, both the trigger electronics (L1 trigger) and

the software one (HLT) must be upgraded too. In particular:

• Tracker upgrade: to maintain high track reconstruction efficiency in the new pileup

conditions, the granularity of both pixel and outer strip tracker will be increased by a

factor four. In the strip tracker, this goal will be achieved by shortening the sensor length

without changing the pitch. Moreover, a set of design changes will lead to an important

decrease of the material budget, providing better pT resolution and a lower rate of photon

conversions. Pixel layers will be replaced with smaller and thinner sensors, to improve

the resolution on the impact parameter with direct consequences on b-tagging and high

pT tracks for jet substructure. The system coverage will be extended in the forward

region up to η = 4, to better match the calorimetry coverage and to provide better

reconstruction of forward jets produced by VBS processes, described in Section 1.6.

• Endcap calorimeter: ECAL and HCAL endcaps will be replaced by the High Granularity

Calorimeter (HGCal), which has both electromagnetic and hadronic sections with an ex-

cellent transverse and longitudinal segmentation, providing a three-dimensional picture

of the shower development. The electromagnetic section consists of 30 tungsten plates

interleaved with active material of silicon sensors, corresponding to 25 X0 and 1 λI.

The hadronic part has a front section of 12 brass and copper plates interleaved with sili-
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con sensors for a total depth of 3.5 λI. After this, a more standard sampling calorimeter

is placed, made by brass plates and plastic scintillators and readout by wavelength shifter

fibers to reach 10 λI for the full calorimeter.

• Endcap muon system: to keep an optimal L1 trigger acceptance in the endcap region,

four new muon stations will be added. Two innermost layers using Gas Electron Multi-

plier (GEM) chambers, which have a better spatial resolution, and two outer ones using

RPC with an excellent time resolution to mitigate background effects.

Additional GEM stations will be also added to increase the coverage up to η = 3.

• Trigger upgrade: the present L1 trigger deadtime is limited to 3.4 µs by the tracker

readout. For the Phase-II operation, the deadtime will be increased up to 12.5 µs to

allow track reconstruction at L1, aiming to reduce the combinatorial background due to

pileup. The proposed L1 trigger acceptance will be of 500 kHz, thanks to an upgrade

of the electronics in each sub-detector, allowing to keep similar thresholds to the ones

adopted during Run-I.

At the same time, the Data Acquisition (DAQ) will be upgraded to increase the total

bandwidth and computing power to accomodate both larger event size and rate, since

the HLT will run at about 5 kHz.

A full simulation of the upgraded detector geometry was implemented, based on GEANT4 [121],

to evaluate and compare the proposed upgrade with the Run-I performance. In particular,

three different configurations are considered:

• Phase-I detector operating at an average of 50 pileup events (L = 1034 cm−2s−1)

without radiation aging. It is used to assess a default performance benchmark.

• Phase-II detector operating at an average of 140 pileup events (L = 5×1034 cm−2s−1),

in which detector upgrades are assumed not to degradate with radiation, while an in-

termediate aging after 1 ab−1 is adopted for the barrel calorimetric system.

• Phase-I aged detector operating at an average of 140 pileup events, where the effects of

radiation damage after 1 ab−1 are simulated for the muon system, the barrel calorimeter

and tracker, while a damage after 3 ab−1 is used for the outer tracker and the endcap

calorimeter.

These setups are used to optimize physics object reconstruction and identification techniques,

while feasibility studies for HL-LHC analyses are performed on simulated events based on

Delphes, in which a simplified CMS geometry is implemented together with an analytical

parametrization of efficiencies and resolutions that are applied on generator level particles.

No particle-matter interactions are simulated in constrast with a GEANT4 based simulation.

6.3 Delphes: fast simulation for collider experiments

The Delphes framework [167] is designed for feasibility phenomenological studies, taking as

input particles produced by a given generator (ME+PS) and performing a realistic simulation

of a general purpose detector.

In fact, Delphes simulates the response to particles produced in a collision of a detector
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composed by a inner tracking system surrounded by electromagnetic and hadron calorimeters,

as well as a muon system. The detector simulation is obtained as follows:

• Pileup simulation: starting from a generated hard scattering, a set of minimum bias

events are superimposed to obtain a realistic hadron collider event. The number of in-

time pileup events is generated according to a Poisson distribution, which central value

is defined by the chosen luminosity scenario.

After this, the hard scattering is placed, by definition, at the nominal interaction point

(x, y, z) = (0, 0, 0), while additional pileup events are randomly spread in space according

to a Gaussian resolution function with a width defined by the beam spot resolution

(x, y, z) = (0, 0,Gaus(0, σBS
z )). All these additional pileup events are generated in-time

with the hard scattering, thus no out-of-time contribution is simulated via Delphes.

Finally, if the distance between two vertices is less than the expected spatial resolution

(∆z < σvtxz ), they are merged into a single one which position, along the z-axis, is given

by a pT weighted average of the two input ones.

• Tracking simulation: long lived particles are propagated through an ideal uniform

solenoidal magnetic field, parallel to the beam direction and placed inside the tracker

volume only. The trajectory of a charged particle is assumed to be helicoidal up to the

surface of the calorimetric system. Charged tracks (muons, electrons and stable charged

hadrons) have a defined probability of being reconstructed inside the tracker volume (re-

construction efficiency) and their generated transverse momentum is smeared according

to a parametric description of the tracker resolution. Efficiencies and resolutions are

usually parametrized as a function of the particle type, pT and η. Finally, no fake tracks

are simulated.

• Vertexing simulation: each track, independently whether it comes from the hard scat-

tering or from a pileup interaction, is always associated to the right generated vertex.

Thus, vertexes are not fitted from the single tracks and both vertex reconstruction effi-

ciency and track-vertex wrong assignment are completely neglected.

• Calorimeter simulation: the electromagnetic calorimeter is responsible for the mea-

surements of electron and photon energy, while the hadronic one measures the energy

of stable charged and neutral hadrons. In both cases, these particles are completely

stopped in these sub-detectors and only muons are allowed to reach the outer muon sys-

tem. The calorimeter granularity is finite and defined to be exactly the same between

the hadronic and the electromagnetic systems.

The (η, ϕ) dimension of each cell can be easily defined and changed. Since no hadronic

and electromagnetic showers are simulated, each particle is assumed to be fully con-

tained by a single calorimeter cell (calo-tower). The coordinates of an energy deposit in

the calorimeter are obtained by a uniform smearing along the (η,ϕ) tower surface.

According to the particle type, particles interacting with the calorimeters deposit a fixed

fraction of their energy in the corresponding ECAL or HCAL cell. By default, electrons

and photons release their energy inside ECAL, stable hadrons like charged pions deposit

their energy completely in HCAL, while unstable particles like kaons and lambdas leave

30% of their energy in ECAL and 70% in HCAL. Finally, muons and neutrinos are not

releasing energy inside the calorimetric system.
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Energy resolutions for ECAL and HCAL are independently parametrized according to the

following empiric formula [169]:

σE
E

(η) =

√
a(η)√
E
⊕ b(η)

E
⊕ c(η) (6.1)

where a(η) is called stochastic term, b(η) is the noise term and c(η) is the constant one,

which rules the calorimeter resolution for high energetic objects. Therefore, ECAL and

HCAL energies are independently smeared through a log-normal distribution with a width

equal to the expected energy resolution.

The ultimate energy of a calorimetric tower is given by:

ECT =
∑

i ∈ CT

[
log(Ei · fECAL, σECAL(Ei, ηi)) + log(Ei · fHCAL, σHCAL(Ei, ηi))

]
(6.2)

where the sum runs over all the particles that are pointing to the same calorimetric

tower, while fECAL and fHCAL are the corresponding particle energy deposit fractions.

• Particle-flow simulation: a simplified PF approach is implemented in which tracking

and calorimeter information are combined together to perform particle identification.

Starting from the transverse momentum of each track as measured by the tracker system,

ECAL and HCAL energies of the associated calorimetric tower are also computed. At this

point, the track momentum is compared to the calo-tower energy and if the energy

measured by ECAL is significantly larger than the one associated to the track:

EECAL − EtkECAL > 2 · σECAL(E, η) (6.3)

where EtkECAL = fECAL · ptkT , a photon candidate pointing to that tower is created. In a

similar way, if an excess is measured in HCAL a new neutral hadron is generated with

energy equal to the difference between the calorimeter and the tracking measurements.

If no excesses are found either in ECAL or in HCAL, only a charged track is kept. Finally,

if no tracks are pointing to a calorimetric tower and if the energy of that tower measured

by ECAL (HCAL) is above a minimum threshold, usually called zero-suppression placed at

3σnoise, a photon (neutral hadron) candidate is added to the event.

• Mitigation of pileup from charged particles: the easiest strategy to reduce in-time

pileup effects at hadron colliders is represented by the so called Charged Hadron Sub-

traction (CHS), already described in Section 2.4.4, which is also implemented in Delphes.

• Mitigation of pileup from neutrals: the average energy density related to neutral parti-

cles from pileup interactions is estimated starting from CHS particles and used to apply

residual corrections on jet and lepton isolation. Two main approches are possible: jet

area method [85] and grid median estimation [170], as implemented in FastJet [122].

In the former case, the event is clustered according to a jet algorithm, for this analysis

kt with R = 0.4, where the pileup density is evaluated as the median value of the ratio

between the jet transverse momentum and its area, skipping jets with very low pT or

with a null area. In the latter one, the (η,ϕ) plane is divided into a fixed number of

rectangular cells, so that the median value of the ratio between the total momentum
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inside the cell and its area is considered a measurement of the pileup energy density.

The estimations from these alternative methods are usually compatible and the second

one is adopted since it requires less computing resources.

• Electron and muon reconstruction and identification are parametrized in Delphes by

means of a set of defined probabilities dependent on the particle kinematics, which

are derived from the full GEANT4 based CMS simulation. This strategy is also used to

properly smear their momentum/energy to account for detector effects, which are usually

described by continous functions in the (pT , η) plane.

In addition, for each identified lepton (µ or e), energy deposits related to particles falling

inside a chosen isolation cone around its direction are calculated, dividing them into

three types: energy from charged hadrons (ch) pointing to the primary vertex, energy

from photons (ph) and energy from neutral hadron candidates (nh). Residual pileup

contributions associated to neutral particles are subtracted according to:

I =
[ ∑
i=ch,PV

piT + max(0,
∑
i=ph

piT +
∑
i=nh

piT − ρ · πR2)
]
/p`T (6.4)

where i = (ch, nh, ph) indicates different classes of particles inside the isolation cone,

while ρ is the average pileup energy density.

• Jet reconstruction: jets are obtained clustering the Delphes PF particles according to

a given clustering algorithm using the FastJet package. Jets are cleaned by identified

leptons, according to a geometric ∆R matching.

Pileup jet occupancy is reduced by considering CHS jets, while residual pileup effects in

jet are corrected by the L1 subtraction, as defined in Section 2.4.4. In Delphes, although

every reconstructed particle has a response close to unity, since the energy/momentum

smearing is, in most of the cases, simply Gaussian, the average reconstructed momentum

of a jet is not perfectly matching the generated one due to reconstruction inefficiencies

and a partial pileup subtraction. Thus, a residual calibration is still possible, but the

typical size of these corrections are pretty small. For this reason, no additional L2

corrections has been applied in the following Delphes based studies.

In addition, the MC flavor of a jet is assigned depending on the flavor and the energy of

partons clustered inside the jet by the reconstruction algorithm. Only simulated partons

not coming from the matrix element, with at least one parton daughter are considered.

If a b-quark or a c-quark is associated to the jet, the jet is assigned to be a b-jet or a

c-jet, respectively, while in the other cases the flavour is assigned to be the one of the

associated parton with the highest pT . The probability for a jet with a certain flavor i

to be b-tagged is obtained through a parametric description, as a function of jet η and

pT , of b-tagging efficiency and mis-tagging rate.

• Missing energy is obtained by the negative vector sum of all the Delphes PF candidates.

No further corrections are applied, since jet energy corrections are expected to have a

limited contribution on the missing energy performance in Delphes.

6.3.1 Delphes tune for CMS Phase-I detector

The performances of the Delphes simulation have already been tuned and validated looking

at 8 TeV CMS full simulation, considering the Phase-I geometry and an average number of
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pileup interactions 〈NPU〉 = 20. To properly compare the two detector descriptions, a com-

mon sample of events generated with MadGraph interfaced with Pythia 6 is used as input.

Figure 6.4 (left) shows the muon transverse momentum resolution as measured in Z/γ∗ → µµ

events, where the resolution is estimated as the variance of the relative difference between the

reconstructed and the generated muon transverse momentum (precoT − pgenT )/precoT , considering

all the reconstructed muons matched to generated ones within ∆R < 0.2. At the same time,

electron and photon resolutions are shown in Figure 6.4 (right).

Figure 6.4: Comparison between CMS Phase-I simulation and the related Delphes tune for muon
momentum resolution (left) and electron energy one (right), considering Z/γ∗ → µµ and Z/γ∗ → ee
events, respectively [167].

The validation of jet performances is performed on QCD events, comparing PF+CHS jet energy

resolution for AK5 jets as a function of pT , as reported for jets in the central barrel in Fig-

ure 6.5 (left). The agreement is good for jets with pT > 30 GeV, while in the low pT region

some discrepancies are visible.

Moreover, missing energy performance is studied in events with genuine /ET , where neutrinos

are produced by fully leptonic tt events. Figure 6.5 (right) shows the PF missing energy res-

olution as a function of the /ET value, where the generator level missing energy is defined as

the vector sum of the final state neutrinos.

Figure 6.5: Comparison between CMS Phase-I simulation and the related Delphes tune for jet energy
resolution (left) and missing energy one (right), considering QCD and fully leptonic tt events, respec-
tively [167].
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An extensive validation of Delphes Phase-I simulation is performed considering pp collisions

at
√
s = 14 TeV with an avergage of 50 pileup interactions per bunch crossing. Two bench-

mark processes are considered: gg → h → 4` events produced via POWHEG interfaced with

Pythia 6 and the electroweak VBS of same sign W-bosons decaying into a fully leptonic final

state (qq′ →W±W± (q̃q̃′)→ 2`±2ν (q̃q̃′)).

Figure 6.6 (top) shows the h → ZZ∗ → 4µ signal efficiency as a function of the different

selections adopted in the analysis to define the signal region, comparing the Delphes Phase-I

prediction to the official CMS simulation. The, in Figure 6.6 (bottom), the four lepton invariant

mass (m4µ) distributions are compared between Delphes and the CMS simulation, normalizing

both signal and background (SM ZZ∗ → 4`) to an integrated luminosity of 3 ab−1.
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Figure 6.6: (Top) Signal efficiency calculated at each step of h→ ZZ∗ → 4µ event selection, comparing
CMS simulation with Delphes Phase-I tune. (Bottom) Four muon invariant mass distribution (m4µ)
normalized to 3 ab−1 for h → ZZ∗ → 4` (blue line and red dots) and ZZ → 4` background (black
line and green dots). Dots refer to Delphes, while solid lines to the CMS simulation at 〈NPU〉 = 50
interactions.

In the VBS case, CMS full simulated events are produced at LO O(α6
ew) starting from MadGraph

interfaced with Pythia 6. Then, they undergo the GEANT 4 based simulation of the CMS de-

tector. In contrast, the events considered as inputs for the Delphes Phase-I simulation are

obtained from Phantom LO generation O(α6
ew) interfaced with Pythia 8

Minimum bias events used to simulate pileup interactions are obtained via Pythia 6 with

Tune Z2∗ and Pythia 8 with Tune CUETP8S1 [171] based on CTEQ6L1 [117], respectively. Be-

sides some differences in both hard scattering and pileup generation, Figure 6.7 (left) shows

the absolute selection efficiency, evaluated as a function of typical requirements used to ex-
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plore the WW same sign scattering [48], between Delphes Phase-I (dashed red) and full CMS

simulation (solid blue) merging di-muon and di-electron final states. Since the signal extrac-

tion strategy involves both leptons (µ or e) and VBS jets reconstruction and identification, as

well as specific kinematic requirements, the reasonable agreement, around 10%, observed on

the “inclusive” signal efficiency proves the reliability of using Delphes Phase-I simulation for

feasibility studies in this scenario.

The largest discrepancy is observed when reconstructed jets are matched to generated ones,

which is related to a slightly different pileup simulation and jet resolution between full simu-

lation and Delphes.

Figure 6.7 (right) shows the combined efficiency of matching the two leading reconstructed

jets with generator level ones as a function of their η seperation (∆ηjj). A flat difference of

about 5% is visible, except for the high ∆ηjj region where Delphes efficiency drops by 15%.
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Figure 6.7: (Left) Absolute efficiency evaluated on a dedicated WW same sign fully leptonic scattering
sample as a function of typical VBS selections, comparing Delphes Phase-I tune to CMS full simulation
in events with two muons or two electrons in the final state. (Right) Efficiency for matching the
two leading reconstructed jets with a pair of generator level jets as a function of ∆ηjj after the CMS

simulation (blue dots) or the Delphes Phase-I approximation (red dots).

Finally, the distributions of the most interesting observables are compared for events surviving

VBS-like selections in the di-muon final state. Figure 6.8 shows such comparison for the WW

same sign scattering in terms of normalized shapes, where both Delphes Phase-I and CMS

simulation are considered. Generator level quantities are displayed together with the corre-

sponding ones after detector simulation and reconstruction. The main differences are located

already at generator level, since slightly different setups have been considered.

Anyway, given the scope of the feasibility study described in the next Sections, discrepancies

at the level shown here will not alter the outcome of the analysis.

6.3.2 Delphes tune for CMS Phase-II detector

A dedicated Delphes Phase-II scenario has been setup implementing the geometry of an

upgraded CMS detector close to the one described in Section 6.2. Considering the same VBS

event generation used in the previous Section, the GEANT 4 based CMS Phase-II simulation

and reconstruction is compared to a specific Delphes Phase-II tune.
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Figure 6.9 (left) shows the absolute signal efficiency obtained after applying a set of selections

used to isolate a VBS WW same sign enriched region. The two simulations are in good agree-

ment since the efficiencies differ at most by 7%.

In contrast with the Delphes Phase-I tune, differences in the reconstructed VBS tag-jet kine-

matics are less pronounced since the discrepancy in matching reconstructed to generated jets

is limited. In fact, Delphes Phase-II predicts a more correct VBS jet reconstruction efficiency

in each bin of ∆ηjj , as reported in Figure 6.9 (right).
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Figure 6.9: (Left) Absolute efficiency evaluated on a dedicated WW same sign fully leptonic scattering
sample as a function of typical VBS selections, comparing Delphes Phase-II tune to CMS Phase-II full
simulation in events with two muons or two electrons in the final state. (Right) Efficiency for matching
the two leading reconstructed jets with a pair of generator level jets as a function of ∆ηjj after the full
CMS simulation (blue dots) or the Delphes Phase-II approximation (red dots).

The reliability of Delphes Phase-II tune in correctly describing the kinematics of VBS events

is proved by Figure 6.10, where normalized distributions of the leading lepton pT , mjj and

∆ηjj of the VBS tag-jets are compared between the CMS Phase-II simulation and the Delphes

one.
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Figure 6.10: Distribution of relevant observables after VBS-like selections, showing a comparison between
Delphes Phase-II and CMS full simulation for the electroweak WW same sign scattering. From left to
right: leading lepton pT , invariant mass of the selected VBS tag-jets (mjj) and ∆ηjj . Generator level
quantities are shown with green (Delphes) and yellow (CMS) solid lines, while reconstructed objects
with red (Delphes) and blu (CMS) lines.

Eventually, no Delphes tune for the CMS Phase-I Aged scenario has been studied yet, thus, in

the next Sections, the performance expectations for this case are obtained from the Phase-II

results re-scaling the signal yields by the relative loss in the selection efficiency measured on

CMS full-sim samples.

6.4 Vector Boson Scattering at the HL-LHC

In Section 1.6, a brief introduction about the role of the VBS for testing the EWSB sector of the

SM was given. Here, a dedicated study on the electroweak scattering of massive vector bosons

is reported in view of the HL-LHC data taking.

In pp collisions, VBS can only be detected in the topology pp → VV jj, where vector bosons

are irradiated by a pair of incoming quarks, which get deflected originating two hard jets in

the final state referred to as VBS tag-jets. The electroweak scattering interaction happens

through a variety of possible mechanisms, O(α6
ew) at LO, which reflect the SM gauge structure

including triple and quartic gauge couplings (TGC,QGC), t-channel Higgs boson exchange, s-

channel Higgs production, also known as VBF production, as well as a variety of non-scattering

processes producing the same final state like tt, single-top, Vγ, etc.

Individually the amplitude of the electroweak scattering interactions rises quickly with the

energy, violating unitarity at the TeV scale. The effect of mutual strong interferences results

in a finite total cross section. Thus, the scattering topology is particularly sensitive to new

physics inside the EWSB sector, since any additional diagram or difference with respect to the

SM coupling structure would alter this cancellation at high scattering center of mass energy

(
√
ŝ). This is detectable through observables sensitive to

√
ŝ, such as the di-boson invariant

mass, the vector bosons transverse momenta and the VBS jet kinematics. In parallel, angular

correlations between the scattering products are sensitive to the polarization of the outgoing

vector bosons, which may give fundamental information about the new physics involved.

Finally, di-boson signatures are also explored for direct searches of new resonances, in par-

ticular looking for massive neutrals, singly or doubly charged Higgs bosons predicted in BSM

models like 2HDM or Higgs-Triplet-Model [172, 173].

The scattering phenomenology is characterized by the properties of the VBS tag-jets, which
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are highly energetic, with a large η separation (∆ηjj) and invariant mass (mjj). The two

reconstructed jets with the highest transverse momentum are usually adopted to identify the

fragmentation products of the deflected quarks.

Because of the scattering topology, the η coordinates of the two tag jets (η1, η2) determine a

relevant metric in the analysis, since a limited activity is expected in the geometrical region

between the VBS jets due to the absence of color flow among the vector boson decay prod-

ucts [174].

In this study, only fully leptonic decays of the vector bosons are considered to select signatures

with an expected low background contamination, avoiding also ambiguities in the separation

between tag-jets and jets produced by hadronically decaying vector bosons. In particular, two

alternative final states are explored:

• Same sign WW scattering (pp → W±W± jj → 2`± jj), where the two vector bosons

decay into two same charged leptons (µ or e), either with the same flavor (SF) or a dif-

ferent one (OF). Backgrounds come from irreducible sources, as same sign production of

W-bosons from O(α4
ewα

2
s) processes and WZ+jets events at O(α4

ewα
2
s) or O(α6

ew), when

a lepton from Z→ `` is out of acceptance or not reconstructed.

In addition, reducible backgrounds are represented by semi-leptonic tt and leptonic

W+jets events when one jet is mis-identified as a lepton. Fully leptonic decays of op-

posite sign WW pairs, tt and DY+jets (Z/γ∗ → ``) events contribute as backgrounds

when the charge of one of the two leptons is wrongly reconstructed. Finally, this final

state is expected to be particularly sensitive to the scattering of longitudinally polar-

ized vector bosons, since the contaminations to the pure W±L W±L →W±LW±L component

arising alternative spin correlations (W±TW±L/T →W±L W±L ) and non scattering diagrams

are expected to be particularly small [175].

• WZ boson scattering (pp → W±Z jj → 3`ν jj), where the final state is characterized

by three leptons in the detector, two of them with the same flavor, opposite charge

and invariant mass compatible with a Z → `` decay. Besides the major background

represented by irreducible pp → W±Z jj O(α4
ewα

2
s) production, Drell-Yan lepton pairs

produced in association with jets and fully leptonic tt contaminate the signal region

when one jet is mis-identified as a lepton.

Then, ZZ pair production arising from both O(α6
ew) and O(α4

ewα
2
s) interactions shows

the same signature of the signal when one lepton is outside the detector acceptance or

is not reconstructed. Even if the signal-to-background ratio disfavors this channel with

respect to the WW same sign one, a kinematic constraint allows the reconstruction of

the full event kinematics, adding separation power once the angular correlations between

decay products are exploited.

The cross sections for both same sign WW and WZ electroweak scattering are predicted with

NLO accuracy [176, 177].

Studies of same sign W-boson scattering have been performed by both ATLAS [47] and CMS [48]

experiments with Run-I data, while only prospects for the observation of the electroweak WZ

scattering, as well as aQGC sensitivity, were previously studied by CMS [178].
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6.4.1 Analysis benchmarks

The determination of the VBS cross section is an independent confirmation of the SM nature of

the Higgs boson recently discovered, where any deviations from the expected predictions are

indications of new BSM phenomena. To assess the sensitivity of the upgraded CMS experiment

to the VBS, several benchmarks are considered:

• Inclusive scattering cross section: the expected uncertainty on the inclusive electroweak

scattering cross section is estimated for both same sign WW and WZ bosons channels.

• Longitudinal scattering component: looking at the VBS kinematics and topology, a set

of observables sensitive to final states with two longitudinally polarized vector bosons

is used to predict the expected sensitivity on the longitudinal component in both WW

and WZ bosons channels.

• Anomalous QGC measurement: the SM Lagrangian can be modified through the addi-

tion of high order operators predicted in an EFT framework (8-dimensional operator for

aQGC), as described in Section 1.6.2. Selecting an observable sensitive to the anomalies,

same sign WW events are fitted to a BSM model parametric in the additional operators.

• Partial unitarization scenario: different BSM models predict the possibility that the

spontaneous breaking of the electroweak symmetry is realized via a mechanism which

involves more than one Higgs boson, presenting a phenomenology in which the discov-

ered Higgs only partially fulfills to the unitarization of the VBS. Assuming that any of

these new resonances will appear along the same sign WW bosons spectrum, the VBS

measurements would show an intermediate behaviour between the SM case, where the

EWSB is granted by the Higgs boson, and a Higgs-less scenario.

6.4.2 Simulated samples

Signal samples have been produced with LO generators O(α6
ew). In particular, Phantom [160],

able to generate events with two partons in the initial and six objects in the final state through

an exact LO calculation in α6
ew or α4

ewα
2
s, is adopted to simulate both signals, same sign WW

and WZ bosons scattering at O(α6
ew), and irreducible backgrounds (ZZ scattering, same sign

WW+jets and WZ+jets at O(α4
ewα

2
s), fully leptonic tt as well).

Phantom is also used to generate partial unitarized scenarios in which the SM Higgs boson

partially contributes to the unitarization, through rescaling its couplings to vector bosons.

In contrast, MadGraph is used to produce same sign WW and electroweak WZ bosons events

up to un-decayed V-bosons providing, as additional information, their polarization state V-

bosons. To preserve the polarization information, vector bosons are decayed using the Decay

package instead of MadSpin. This represents an approximation since the interference is calcu-

lated up to the V-boson level, instead of considering the stable particles produced in the final

state.

When signal or irreducible background events are generated via Phantom, a set of preselections

are applied on generator level particles (quarks, leptons and neutrinos), as listed in Table 6.1.

For MadGraph generation a set of similar selections are considered too.

Figure 6.11 shows a comparison, performed considering matrix element particles, between

MadGraph and the complete Phantom calculation for the same sign W±W± scattering after
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applying the preselections listed in Table 6.1. The agreement is found to be reasonable, within

10%, for both the same sign WW and the WZ bosons electroweak scattering, where the Wγ

contribution under the Z-pole and its related interference should be added to the event gen-

eration.

Observable Selection

minimum jet pT 20 GeV
maximum jet η 6.5
minimum jet energy 20 GeV
minimum lepton pT 20 GeV
maximum lepton η 4.0
minimum di-boson invariant mass (mVV) 130 GeV
minimum di-jet invariant mass (mjj) 300 GeV
minimum di-jet rapidity difference (∆ηjj) 2
minimum di-lepton invariant mass (m``)

a 4 GeV

Table 6.1: List of selections applied during Phantom generation for signals and irreducible backgrounds.

aApplied only in the WZ and ZZ bosons generations.
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Figure 6.11: Comparison between Phantom and MadGraph predictions at matrix element obtained after
applying the selections listed in Table 6.1 for the same sign WW scattering: (left) leading lepton pT ,
(right) ∆ηjj .

The gauge bosons anomalous couplings are parametrized using the effective field theory ap-

proach described in Ref. [179], as implemented in MadGraph that calculates matrix element

coefficients used to weight each event of a single generation to reproduce different settings of

the EFT operators.

Semi-leptonic tt events are generated with POWHEG at NLO QCD, while W+jets and DY+jets

samples, up to three jets at matrix element, are generated via MadGraph. Finally, electroweak

O(α6
ew) and QCD O(α4

ewα
2
s) opposite sign WW+2 jets events are simulated with Phantom, which

are used to evaluate the mis-charge contribution from fully leptonic tt and W+W− produc-

tions in the same sign analysis. MadGraph and Phantom generations adopt CTEQ6L1 [117] as

PDF, while POWHEG uses CT10 [119].
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A summary of all the generated samples with the related cross sections are listed in Table 6.2.

In both signal and background simulations, only decays into muons or electrons are allowed,

thus exclusive decays of the vector bosons to τ -leptons are discarded. The contribution from

leptonic τ decays is expected to be small, altering the selected signal and background rates

by few percent without changing the results of this feasibility study.

The interference between electroweak O(α6
ew) and QCD O(α4

ewα
2
s) processes shows a small im-

pact, around 5% of the signal cross section, for both same sign WW and WZ boson cases

after applying the preselections listed in Table 6.1. For this reason, to have a more efficient

event production, electroweak and QCD events are generated independently negleting mutual

interference effects.

Eventually, all the generated events are then interfaced with Pythia 8 [115] for parton show-

ering, hadronization and underlying event simulation.

Process Generator Cross Section (fb)

WWewk SS O(α6
ew) κ2V = 1 a Phantom 8.252± 0.004

WWewk SS O(α6
ew) κ2V = 0.9 a Phantom 8.288± 0.004

WWewk SS O(α6
ew) κ2V = 0.8 a Phantom 8.331± 0.004

WWewk SS O(α6
ew) κ2V = 0.7 a Phantom 8.404± 0.004

WWewk SS O(α6
ew) κ2V = 0.6 a Phantom 8.457± 0.004

WWewk SS O(α6
ew) κ2V = 0.5 a Phantom 8.528± 0.004

WWewk SS O(α6
ew) κ2V = 0 a Phantom 8.984± 0.004

WWQCD SS O(α4
ewα

2
s) Phantom 2.126± 0.004

WWewk OS O(α6
ew) κ2V = 1 Phantom 57.88± 0.03

WWQCD OS O(α4
ewα

2
s) Phantom 1419.2± 0.7

WZewk O(α6
ew) κ2V = 1 Phantom 7.848± 0.004

WZewk O(α6
ew) κ2V = 0 Phantom 8.044± 0.004

WZQCD O(α6
ewα

2
s) Phantom 32.52± 0.02

ZZewk O(α6
ew) κ2V = 1 Phantom 0.281± 0.001

ZZQCD O(α4
ewα

2
s) Phantom 1.265± 0.001

WWewk SS O(α6
ew) κ2V = 1 EFT Madgraph 11.24

WWewk SS O(α6
ew) κ2V = 1 Polarized Madgraph 11.24

WZewk O(α6
ew) κ2V = 1 Polarized Madgraph 8.71

tt̄→WWbb→ `ν jj bb POWHEGb (242.5± 0.2)103

W+3 jets c Madgraph 6.35 · 103

DY+2 jets c Madgraph 28.82 · 103

Z+3 jets c Madgraph 0.61 · 103

Table 6.2: List of the simulated samples used for the analysis together with the generator and the
corresponding cross section in fb. Specific selections are applied in each generation to enriched the
analysis phase space. The uncertainty on the cross section, when indicated, corresponds to the the
accuracy of the generator for a chosen configuration of scales and PDF. SS stands for same sign lepton
pairs, OS for opposite sign.

aκ2
V is the strength of the Higgs couplings to vector bosons with respect to the SM prediction.

bPreselections listed in table 6.1 not applied in this case.
cSpecific preselections are adopted to generate these background samples, to boost their acceptance effi-

ciency in the analysis phase space.
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6.5 Event reconstruction

Based on the studies performed for the HL-LHC [166], events are assumed to be collected by

double-lepton triggers which require thesholds on the lepton transverse momentum of 20 and

10 GeV, respectively, assuming a trigger efficiency close to 100%. No corrections for trigger

inefficiencies are applied on simulated events as a theshold of pT > 20 GeV is required on all

the reconstructed leptons in the final state (e or µ).

The CMS full simulated samples are used to parametrize efficiencies and resolution of leptons,

jets, missing energy as well as b-jet tagging efficiency, which are implemented in Delphes [167]

for each different detector scenario, as described in Section 6.3.1 and Section 6.3.2.

Leptons coming from electroweak interactions are expected to be isolated from additional

hadronic or electromagnetic activity in the detector, while leptons coming from QCD sources,

such as semi-leptonic b-quark decays and fake leptons (jets mis-identified as leptons), are often

accompanied by charged and neutral particles. In Delphes, both muons and electrons are

required to be isolated according to Equation 6.4, where the isolation calculated considering

R = 0.3 is required to be less than 0.25 (0.6) in case of 50 (140) in-time pileup scenario.

To veto additional leptons with respect to the ones expected from the decay of WW or

WZ boson pairs, “loose” leptons are defined adopting the same identification working point

but relaxing the isolation requirement to 0.35 (0.75). Combining the identification and the

isolation criteria, the selection efficiency for muons (electrons) is stable around 80% (75%)

for pT > 20 GeV and |η| < 1.5. Then, it drops in the endcap region up to 65% (55%) at

|η| = 2.5. In the Phase-II scenario, these efficiencies propagate quite stably in the extended

η coveraged region up to |η| = 4.

Jet reconstruction starts from all the Delphes PF candidates removing the charged ones that

are not associated to the primary vertex, partially mitigating pileup effects in the tracker

covered region up to |η| = 2.5 (4.0) for the Phase-I (Phase-II) detector. Remaining particles

are clustered via the anti-kt algorithm with R = 0.4. To mitigate residual pileup effects from

photons and neutral hadrons, a jet median area subtraction [85] is applied independently in

three η bins: |η| < 2.5, 2.5 < |η| < 3.0 and |η| > 3.0.

After this, only jets with pT > 30 GeV, |η| < 4.7 and not in geometrical overlap to identified

leptons inside a cone of ∆R = 0.3 are considered in the analysis. To identify jets produced

by the hadronization of b-quarks, the properties of the Combined Secondary Vertex (CSV)

algorithm [125] are parametrized in Delphes, considering a working point that provides about

70% efficiency for b-quark jets and a mistag rate of 1% for light flavours and gluon ones.

6.6 Mis-identified lepton background

A major source of background in fully leptonic VBS searches is represented by the mis-

identification of jets as leptons (e or µ). In the same sign WW analysis, this is mostly

due to semi-leptonic tt production (tt → bbW+W− → bb `νjj), where b-quark jets are not

identified by the CSV algorithm. Each jets produced by the showering of the matrix element

event could be mis-identified as a lepton. A smaller contribution is also coming from the

W-boson production in association with at least three jets (W+jets).

In contrast, in the WZ boson analysis this could happen when a Z-boson is produced in asso-

ciation with at least three jets or in fully leptonic tt pairs in association with at least one jet,
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when two leptons in the event have same flavor, opposite charge and invariant mass compati-

ble with the Z-boson one.

To quantify this background, the probability for a jet with a given kinematics (pT ,η) and

flavor (f) to be identified as a lepton (e or µ) with (p′T ,η′) has to be estimated (fake lepton

probability). The mis-identified lepton kinematics is not necessarily the same of the jet one,

as the lepton transverse momentum p′T is usually expected to be lower of than the jet one.

This poses the problem of the universality of the fake rate, since it introduces a dependence

on the jet pT spectrum used for the mis-identification probability measurement.

The fake rate is measured starting from a high statistics sample, showing a similar kinematics

to the real fake lepton background properties expected in the VBS analysis, through a full scan

of η and pT phase space. As a baseline, a large inclusive tt sample, simulated at a center-of-

mass energy
√
s = 13 TeV with an average of 20 in-time pileup interactions, is considered.

Events are selected requiring the presence of at least one identified and isolated lepton (µ or e),

called tag-lepton (`tag), which should be also matched to a generator level lepton produced by

a W-boson decay. Jets overlapping to the tag-lepton within a cone of ∆R = 0.3 are discarded.

At the same time, the remaining jets are required to come from the primary interaction by

matching reconstructed AK4 jets with the ones obtained by clustering generator level particles,

to assess to the jet parton flavor information. In this way, jets from pileup interactions, for

which is not possible to associate a flavor from generator level information, are not considered

in the measurement of the mis-identification probability.

The “fake rate” is defined as follows:

P(piT , ηk, fm) =
N(`tag, p

i
T (j,M), ηk(j,M), fm(j,M))

N(`tag, piT (j), ηk(j), fm(j))
(6.5)

where N(`tag, p
i
T (j), ηk(j), fm(j)) is the number of times in which, in an event with a tag-

lepton, a reconstructed jet with (pT ,η) and associated parton flavor (f) falls in the i -th,

k -th and m-th bin, respectively, while N(`tag, p
i
T (j,M), ηk(j,M), fm(j,M)) is the number of jets

belonging to the same bin matched to an identified lepton within a cone of ∆R = 0.3.

This mis-tag probability is measured independently for two jet flavors, b-jets and non b-jets

(light quark or gluon jets) as they show different properties due to the possibility for a b-

quark to decay semi-leptonically (b → c `ν) during its fragmentation. In addition, jets from

b-quarks are also more collimated on average than light flavor or gluon jets due to the different

structure of the QCD radiation emitted by the initial quark.

Figure 6.12 (top) shows the measurement of the probability in bins of (|η|, pT ) for a b-jet to be

identified as a “tight” muon, which is of the order of 5× 10−4. The corresponding projections

are reported in the bottom part of Figure 6.12. The bulk of the probability for a b-jet to be

identified as a muon arises when the b-quark decays semi-leptonically. Since the jet is more

collimated for large transverse momentum, the fake rate decreases as a function of the jet pT
because the muon becomes less isolated. At the same time, the fake rate increases along |η|
moving from the barrel towards the endcap region.

The same trends are observed measuring the b-jet fake rate to electrons, where the magnitude

of the effect is a factor two weaker than the muon case thanks to ECAL cluster shapes and H/E

requirements that are more agressive in rejecting electrons produced inside jets.

Figure 6.13 shows the (η,pT ) dependent measurement of the light-quark and gluon jets fake

rate into electrons. Here, the mis-identification probability raises as a function of the jet
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Figure 6.12: Probability to mis-identify a jet, originating from the fragmentation of a b-quark, as a
muon as a function of the reconstructed jet η and pT (top). The projection of the two-dimensional
map along pT (|η|) is shown in the the bottom left (bottom right) plot.

transverse momentum since, even if the electron track candidate appears to be less isolated at

higher pT , the properties of ECAL and HCAL deposits become more electron-like. In addition,

the fake rate is stable in the barrel region, around 3.5× 10−4, while it decreases in the endcap

one. Similar properties are also shown by the fake rate of the light-quark and gluon jets into

muons, which is around ten times smaller than the electron one.

Since the probability for a b-jet to mis-identified as a lepton (e or µ) is larger than the one

for non b-jets, the semi-leptonic tt background is expected to be the largest contribution to

the fake lepton background in the same sign WW analysis, while the W+jets contamination

is expected to be more important in final states with electrons.

The direction of the matched jet and the fake lepton are checked to be almost identical,

while this, as expected, is not the case for the transverse momentum. For this reason, the pT
migration between the jet and the fake lepton has been evaluated as a correlation matrix:

Mf (i, k) =
piT (`)

pkT (j)
η` = ηj f = b-jet , non b-jet (6.6)
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Figure 6.13: Probability to mis-identify a jet, originating from the fragmentation of a light-quark or
a gluon, as an electron as a function of the reconstructed jet η and pT (top). The projection of the
two-dimensional map along pT (|η|) is shown in the bottom left (bottom right) plot.

Figure 6.14 shows the jet-to-lepton pT migration as determined in the tt sample for b-jets

mis-identified as muons (left) and light-flavor quark/gluon jets to electrons (right).

As a second step, the fake rates and the migration matrixes are applied to all jets, before any

selection, in tt, W+jets and Z+jets events according to their kinematics and flavor to predict

the expected fake lepton background in the VBS analyses.

To validate these values and estimate their possible dependence with
√
s and the detector or

the reconstruction scenario, the same strategy is applied on a large tt sample produced at√
s = 8 TeV, with similar pileup conditions as in the 13 TeV one.

The fake rate trends as a function of jet pT and η are in agreement between the two cases, while

the normalizations are within at most a factor two, which can be explained by the different

lepton reconstruction and identification strategies adopted in the two scenarios. This suggests

that the fake rate estimate does not strongly depend on
√
s and that the values obtained at

13 TeV can be used in the analysis, without a dedicated extrapolation to 14 TeV.

In addition, to further check if the fake rate estimate can be used also for the different up-
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Figure 6.14: Profile of the pT migration matrix obtained from tt events for b-jets to muons (left) and
non b-jets to electrons (right). The error bars are set as the uncertainty on the mean value of the
difference between the lepton and the jet pT , where empty bins are discarded.

grade scenarios, the same quantities were calculated using smaller tt productions for Phase-I

(Phase-II) detector at 50 (140) pileup interactions in larger bins of pT and η. Also in these

cases, shapes are found to be in agreement within the large statistical uncertainties. Thus, it

looks reasonable to use a common estimate for the fake rate performed at 13 TeV, where the

largest MC sample was available to minimize statistical uncertainties.

Finally, since discrepancies on the fake rate normalization have been observed during Run-I

between data and simulation, results will be presented as a function of a global fake rate scale

factor to account for an unknown data-to-simulation shift, assuming to have at least a correct

prediction for the fake lepton background shape.

6.7 The same sign W±W± bosons scattering

To select with the best efficiency fully leptonic same sign WW bosons scattering events, reduc-

ing the background contamination as well as enhancing the electroweak scattering component

relatively to the QCD O(α4
ewα

2
s) one, a dedicated set of selections is optimized.

First, two same-sign identified and isolated leptons, either electrons or muons, with pT > 20 GeV

are required to be present in the detector. Additional loose leptons in the event are vetoed

to reduce pp → WZ jj → 3`ν jj contamination, according to a looser isolation criterion in-

troduced in Section 6.5. This background, together with events due to Z/γ∗+jets associate

production, is further reduced by a Z-boson mass veto, requiring m`` to be outside the window

mZ ± 10 GeV for the same flavor final state.

To suppress the possible presence of QCD multi-jet background arising from double fake lep-

tons, the di-lepton mass (m``) has to be larger than 40 GeV, as well as the missing energy

(/ET ), which are also useful to reduce W+jets and Z/γ∗+jets contributions, respectively.

Furthermore, a sizable reduction of the same sign WW O(α4
ewα

2
s) background is achieved re-

quiring the η separation between the two identified leptons to be less than 2 units (∆η``).

To suppress the tt contribution, no jet with pT > 30 GeV should be identified as coming from

a b-quark by the CSV algorithm, as already described in Section 6.5. Events are also discarded

if a muon with pT > 5 GeV is found inside a reconstructed jet, with pT > 20 GeV, within

∆R < 0.4. Considering AK4 jets with pT > 1 GeV obtained clustering only the tracks associ-
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ated to the primary vertex, except for the identified leptons, the scalar sum HT =
∑

j p
j
T is

adopted as an estimator of the total hadronic activity of the event, showing a good separation

against the tt production. The HT value is required to be less than 125 (150) GeV for Phase-I

(Phase-II) scenario, according to the tracker coverage along η.

Then, at least two CHS jets with pT > 30 GeV are required, where the two leading pT one

are selected as VBS tag-jets. Their pseudorapidity separation (∆ηjj) has to be larger than 2.5

units, while the invariant mass of the tag-jet system (mjj) should be larger than 850 GeV. In

contrast, since events with longitudinally polarized vector bosons show lower lepton and jet

transverse momenta, as well as lower ∆ηjj and mjj , a relaxed selection mjj > 650 GeV allows

to optimize the sensitivity to the longitudinal scattering, estimated as S/
√
S +B where S and

B are the expected signal and background yields surviving the analysis selections, respectively.

Eventually, the distance between the di-lepton and the tag-jet systems ∆R(``, jj) should be

less than 6 units, as well as the leptons are required to be within the tag-jets along the η di-

rection through a selection on the Zeppenfeld variable (Z` < 0.5), which is defined as follows:

Z` =
1

∆ηjj

(
η` −

ηj,1 + ηj,2
2

)
(6.7)

To increase the total sensitivity of the analysis, selected events are categorized depending on

both lepton flavor (µµ, µe, eµ and ee), where leptons are sorted in pT , and the final state

charge (++ or −−) yielding to eight independent categories. The reason of such classification

is related to a different background composition among the flavor categories, for example the

fake lepton probability is not the same between muons and electrons, and to take advantage of

a charge asymmetry in the signal production. In fact, since the LHC is a pp collider, the cross

section of the same sign W+W+ production is larger than W−W− one of about a factor seven,

while the probability for a jet to be mis-identified as a positive or a negative charged lepton

are consistent within the systematic uncertainty of the fake rate method. A summary of the

selections and the event categorizations adopted in this analysis is reported in Table 6.3.

Figure 6.15 shows examples of distributions for several observables obtained merging all the

event categories after the full analysis selection, considering the CMS Phase-II detector and

an integrated luminosity of 3 ab−1.

The mis-identified lepton background results from the application of the fake rate and the

migration matrix to semi-leptonic tt and W+jets simulated events, while the “wrong charge”

contribution is obtained applying the mis-charge probability measured in 8 TeV data [180] to

Z+jets, W±W∓ and tt fully leptonic decays. The signal is displayed including (full blue line)

or excluding (dotted red line) the Higgs boson in the VBS stacked on top of the backgrounds,

while the full red line shows the difference between these two cases.

Eventually, merging the event categories into a single one, Table 6.4 reports the event yields for

both signal and each background contribution obtained after the analysis selections normalized

to 3 ab−1 for each detector scenario (Phase-I, Phase-II and Phase-I Aged).

Since no Delphes simulation is available for the aged detector, the Phase-I Aged prediction

is obtained by rescaling the Phase-II signal yields with the inclusive signal efficiency loss

measured with fully simulated events, assuming no difference in the shapes.

Even if it is reasonable to expect that the fake lepton background would be larger with an

aged detector, no specific rescaling of the fake lepton background is implemented. Anyway,

the degradation of the analysis performance with the increase of the mis-identified lepton



174 6 Vector Boson Scattering in view of the CMS upgrade for the HL-LHC

Selection Value Comments

Tight Leptons

Electron pT and η pT > 20 GeV, |η| < 2.5 except [1.44, 1.56] avoid ECAL gap.
Muon pT and η pT > 20 GeV, |η| < 2.4
Isolation as Eq. 6.4 Irel < 0.25 (0.65) Phase-I 50PU (Phase-II 140PU)

Loose Leptons

Lepton pT , Isolation pT > 20 GeV, Irel < 0.35 (0.75) no loose leptons

Jet selection

Jet pT and η pT > 30 GeV, |η| < 4.7 CHS + jet area median correction

Event selections

Num. Tight leptons 2 same charge
Num. Loose leptons 0

Missing energy /ET /ET > 40 GeV reduce multi-jet and Z/γ∗+jets

Di-lepton invariant mass m`` m`` > 40 GeV and m`` 6= mZ ± 10 GeV reduce multi-jet, W and Z/γ∗+jets
Lepton Separation ∆η`` ∆η`` < 2 reduce W±W± QCD

Num. jets pT > 30 GeV 2
Num. b-jets 0 reduce tt using CSV

Num. soft-µ pT > 5 GeV 0 reduce tt

HT =
∑
jet p

j
T HT < 125 (150) GeV for Phase-I (II) reduce tt

∆R(``, jj) ∆R(``, jj) < 6
Zeppenfeld (Z`) Z`1 < 0.5 and Z`2 < 0.5

VBS jet selections

Jet separation ∆ηjj ∆ηjj > 2.5 reduce tt and W+jets
Di-jet invariant mass mjj mjj > 850 (650) GeV reduce tt and W+jets

Event categories

Lepton flavor µµ, µe, eµ, ee leptons are sorted in pT
Lepton charge (++), (−−) WW O(α6

ew) mostly (++)

Table 6.3: List of the selections and the event categories used in this analysis to enhance the sensitivity
to the same sign WW bosons scattering signal against reducible and irreducible backgrounds.

background is studied for each detector scenario, in fact the final results are quoted as a

function of a global fake rate scale factor.

Scenario WW α6
ew WW α4

ewα
2
s WZ α6

ew WZ α4
ewα

2
s fake lepton mis-charge

Phase-I 2911± 54 64± 8 115.4± 10.7 208.1± 14.4 1270± 382.6 60.5± 19.7
Phase-II 3040± 55 71.2± 8.4 118.7± 10.9 175.6± 13.2 1328± 400.1 85.0± 27.1
Phase-I A 2128± 46 49± 7 118.7± 10.9 175.6± 13.2 1328± 400.1 85.0± 27.1

Table 6.4: Signal and background yields after the full selection where only Poissonian statistical un-
certainties are reported, except for fake lepton and mis-charge backgrounds for which a systematic
uncertainty of 30% is added in quadrature.

6.7.1 Systematic uncertainties

As the final results will be derived through a binned likelihood template fit, shape and nor-

malization uncertainties for each process involved must be estimated. Shape uncertainties are

evaluated by re-applying the analysis selections and reproducing the distribution of a given

observable after considering the systematic variations for each source of uncertainty.
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Figure 6.15: Distributions of different observables obtained merging all the event categories after the
final selections. Signal and background expectations are reported normalized to an integrated lumi-
nosity of 3 ab−1 for the CMS Phase-II detector. (Top line) from left to right: leading lepton transverse
momentum (p`1T ), di-lepton invariant mass (m``) and ∆ϕ``. (Bottom line) from left to right: pseudo-
rapidity separation between VBS tag-jets (∆ηjj), VBS jets invariant mass (mjj) and R-variable defined

as R = (|~p `1
T | · |~p

`2
T |)/(|~p

j1
T | · |~p

j2
T |).

The lepton trigger, reconstruction, and selection efficiencies are usually measured comparing

data and simulation in a Z/γ∗ → `` enriched sample. The estimated uncertainty is taken

from the 8 TeV analysis [48] measured to be 2% per lepton (e or µ). The uncertainties due

to the momentum scale and resolution for electrons and muons are also taken into account

by shifting or smearing lepton momenta before re-applying the analysis selection. The uncer-

tainty on the knowledge of the muon (electron) energy scale and resolution is obtained from

Phase-I simulation. The uncertainties on the jet energy scale and resolution vary from 1% to

3% as a function of the jet η and pT . In this process, variations on leptons and jets momenta

are propagated consistently to the /ET vector. The largest relative change in each template

bin, compared to the nominal prediction, is taken as a measurement of the systematic effect

for that specific source. The systematic related to the b-veto selection is determined to be

4%, while the uncertainty on the luminosity is equal to 2.6% as measured during 8 TeV data

taking [108]. The statistical uncertainty in the yield of each bin and is taken into account in

the statistical interpretation.

These systematic sources related to the CMS Phase-I detector are also adopted for the Phase-II

scenario, since the properties of physics objects are similar between Phase-I 50 PU and Phase-II

140 PU simulations. In contrast, for the Phase-I Aged scenario, several systematics are

degradated according to comparisons between the Phase-II and Phase-I Aged full simu-

lations [166].
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For the mis-identified lepton background, the normalization uncertainty is assigned to be 30%,

as measured in 8 TeV data [181].

The theoretical uncertainty related to the partial knowledge of the cross section, due to missing

higher order corrections in the perturbative expansion, is estimated by varying renormalization

and factorization scale up and down by a factor of two with respect to the nominal value used

in the simulation. It is found to be around 3-5% for both WW (WZ) electroweak scattering

and QCD production. The uncertainty on the normalization of the same sign WW boson signal

and WZ processes related to the PDF is assigned to vary between 5-7%, as estimated in the

8 TeV VBS search [48]. Finally, an acceptance uncertainty of 2% on the signal normalization

is also considered.

The systematic sources affecting the same sign W±W± scattering analysis are summarized in

Table 6.5 for each detector scenario and process.

Source WW α6
ew WW α4

ewα
2
s WZ α6

ew & α4
ewα

2
s fake lep mis-ch.

P-I/P-II P-I A P-I/P-II P-I A P-I/P-II P-I A

Experimental Sources

Jet scale 1-3% 1.5-4% 1-3% 1.5-4% 1-3% 1.5-4% - -
Jet res. 1-3% 1.5-4% 1-3% 1.5-4% 1-3% 1.5-4% - -
µ scale 1% 2% 1% 2% 1% 2% - -
µ res. 1% 2% 1% 2% 1% 2% - -
e scale 2% 4% 2% 4% 2% 4% - -
e res. 2% 4% 2% 4% 2% 4% - -

Lep. eff. 2% 2% 2% 2% 2% 2% - -
b-tag eff. 4% 5.5% 4% 5.5% 4% 5.5% - -
Fake lept - - - - - - 30% -
Mis-ch. - - - - - - - 30%
Lumi 2.6% 2.6% 2.6% 2.6% 2.6% 2.6% - -

Theoretical Sources

Acceptance 2% 2% - - - - - -
QCD scale 3% 3% 3% 3% 5% 5% - -

PDF 7% 7% 7% 5% 5% 5% - -

Table 6.5: The systematic sources considered for the W±W± scattering analysis divided between
experimental and theoretical sources and quoted for each detector scenario. Systematics on energy
scale/resolution of leptons and jets, as well as the fake lepton and the mis-charge ones, are also affecting
the shape of the observables used in the statistical interpretation.

6.7.2 Same sign W±W± scattering result

Once the final event selection is applied, the expected analysis performances for each detector

scenario are evaluated by likelihood template fits, where the different templates are derived

from simulation treating the systematics as nuisance parameters. Starting from a template

with Nbins bins, the adopted likelihood function is defined as follows:

L(Data|S,B) =

Nbins∏
i

[
Poisson(Ni|µ · Si(~ϑ) + Bi(~ϑ))

]
×
∏
k

Gaus(ϑk|0, 1)×
∏
j

LgN(ϑj |1, σϑj )
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where Ni, Si and Bi represent the observed, expected signal and background rates in the bin

i. The number of events observed in each bin is assumed to be Poissonian-distributed with

an expected rate given by µ ·Si(~ϑ) +Bi(~ϑ), where ~ϑ represents the set of nuisance parameters

while µ is the signal strength which rules the overall normalization of the signal with respect

to the pre-fit prediction.

Nuisance parameters (systematic uncertainties) affecting only the global normalization of sig-

nal or background processes are added to the model through log-normal priors (LgN(ϑ|1, σϑ)),

where the widths are fixed to the values described in Section 6.7.1.

At the same time, shape uncertainties are accounted for introducing a vertical morphing of

each bin content, using a Gaussian prior on each morphing parameter [182] (Gaus(ϑ|0, 1)).

The fit is performed in each of the eight di-lepton categories, then results are combined fol-

lowing the same method developed by ATLAS and CMS collaborations in the context of the LHC

Higgs combination group [183, 184]. Templates from different observables are considered and

listed in Table 6.6, both one and two-dimensional likelihood fits are performed exploring all

the possible pairwise combinations of variables.

Description Definition

pT of leading and trailing leptons p`1T , p`2T
pT of leading and trailing jets pj1T , pj2T

R-variable R = (|p`1T | · |p
`2
T |)/(|p

j1
T | · |p

j2
T |)

η separation between tag jets ∆ηjj
Invariant mass of tag jets system mjj

Invariant mass of di-lepton system m``

Missing transverse energy /ET
Angular separation along ϕ ∆ϕ``, ∆ϕjj , ∆ϕ``, /ET , ∆ϕ``,jj

Jet asymmetry asimj = (|pj1T | − |p
j2
T |)/(|p

j1
T |+ |p

j2
T |)

Lepton asymmetry asim` = (|p`1T | − |p
`2
T |)/(|p

`1
T |+ |p

`2
T |)

Reconstructed invariant mass m``,jj, /ET

Razor mass mR =
√

(E`1 + E`2)2 − (p`1z + p`2z )2

Transverse mass mT =
√

2p``T /ET · (1− cos(∆ϕ``, /ET ))

Transverse Razor mass mR
T =

√
[/ET (p`1T + p`2T )− /~ET · (~p`1T + ~p`2T )]/

√
2

Table 6.6: Main observables considered in the same sign W±W± scattering analysis.

Figure 6.16 (left) shows the expected uncertainty on the inclusive electroweak scattering cross

section measurement, obtained combining all the event categories, when different observables

are considered. Both 1σ and 2σ confidence belt on the fitted signal strength are reported. To

evaluate the expected performances a signal plus backgrund fits are adopted, where pseudo-

data are generated injecting a signal rate compatible with SM prediction, while the nuisance

parameters are fixed to the pre-fit estimation.

The inclusive cross-section is determined by fitting the two-dimensional distribution of (R,m``),

where R is defined according to Table 6.6. Figure 6.16 (right) shows the impact of the most

relevant nuisance parameters on the estimated cross section uncertainty, when signal and

background yields are normalized to 3 ab−1 for the Phase-I scenario. The dashed red line

refers to the uncertainty as obtained by the complete likelihood fit (6%), empty dots are the
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uncertainties obtained by removing one nuisance parameter, indicated by the bin label, while

full black dots are the ones coming from a simplified model in which only one nuisance is

considered. Finally, the solid red line refers to the fit without any systematic source.

The result is mainly affected by systematic sources involving the signal normalization, such

as b-tagging, acceptance, luminosity and jet energy scale, then by the uncertainty on the

mis-identified lepton rate.

Finally, the combined expected uncertainty for each detector scenario, evaluated by fitting the

(R,m``) template, is shown in Figure 6.17 as a function of several possible scale factors for the

mis-identified lepton background (left) and the integrated luminosity (right), fixing the fake

rate scale factor to unity. After 3 ab−1 of data, this measurement appears to be dominated

by the systematic uncertainties, where the cross section is measured with a precision of about

6% for both Phase-I and Phase-II. This degrades to 8% when the Phase-I Aged detector is

considered.
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Figure 6.16: (Left) The expected total uncertainty for the same-sign WW scattering cross section
measurement after 3 ab−1, as obtained by a template fit on different observables. (Right) A detailed
study of the impact of the most relevant systematic sources on the cross section measurement. Empty
dots refer to the uncertainties obtained removing one nuisance parameter, full black dots are obtained
adding a single nuisance parameter to the fit model. Dash (solid) red line refers to the uncertainty
obtained including all (no) the systematics in the final fit.

6.7.3 Sensitivity to the longitudinal W±W± scattering component

The inclusive VBS cross section is composed by three terms depending on the possibile polar-

ization combinations of the final-state vector bosons: W±L W±L , W±L W±T and W±TW±T .

The discovery significance is adopted as figure of merit to asses the sensitivity of the analysis

to the W±L W±L scattering with respect to the transverse modes (W±L W±T and W±TW±T ) and

the other backgrounds listed in Table 6.4. The significance is defined from the following test

statics:

q0 = −2 ln
L(Data|µ = 0,B(ϑ̂0))

L(Data|µ̂ · S(ϑ̂) + B(ϑ̂))
µ̂ ≥ 0 (6.8)

where a signal-like excess (µ̂ > 0) corresponds to a positive value of q0, while if data are

compatible with the background-only hypothesis (null hypothesis) q0 → 0. The likelihood

functions have the same form of the one in Section 6.7.2.

In the asymptotic limit, this test statistics follows a χ2 distribution which allows for the
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Figure 6.17: The expected uncertainty on the inclusive electroweak scattering cross section for the
different detector scenarios as a function of: (left) several scale factors to the mis-identified lepton
background after 3 ab−1 of data, (right) integrated luminosity of the sample for a unity scale factor.

evaluation of a local p-value as:

p0 = P (q0 ≥ qobs0 |B) =

ˆ ∞
√
qobs0

1√
2π
e−x

2/2dx =
1

2

(
1− erf(

√
qobs0 /2)

)
(6.9)

which measures the probability to obtain a q0 value larger than the observed one (qobs0 ) under

the background-only hypothesis.

Particular care is dedicated to optimize the analysis selections, as described in Section 6.7, as

well as to identify the kinematic variables which provide the best separation with respect to

the transverse components. The polarized samples produced by MadGraph are adopted and

Table 6.7 reports the expected yields for the signal, breakdown into the different polarization

modes, and the background processes after the selections foreseen for this analysis.

Scenario WLWL WLWT WTWT WW QCD WZ fake lepton mis-charge

Phase-I 149.5 1061.7 1981.6 116.1 462.8 2247.8 61.6
Phase-II 173.9 1196.1 2183.3 175.6 412.3 2759.7 103.2
Phase-I A 121.6 837.3 1528.3 122.9 412.3 2759.7 103.2

Table 6.7: Signal and background yields after the dedicated selections foreseen for the longitudinal
scattering analysis. The scattering yields, predicted by MadGraph and normalized to 3 ab−1, are
subdivided among the different polarizations of the vector bosons in the final state.

The production of two longitudinally polarized vector boson is a rare process also in the ac-

ceptance region of the analysis, as it represents only 7% of the selected W±W± events.

Figure 6.18 shows the performances in terms of discovery significance extracted adopting

a binned likelihood analysis for a number of different observables (left) and different two-

dimensional templates (right). The best performance is achieved through a fit to the (∆ϕjj , p
`1
T )

distribution. Figure 6.19 shows the shapes of these two observables for the W±L W±L , W±L W±T
and W±TW±T components of the VBS process.
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Figure 6.18: Determination of the best observables sensitive to the longitudinal component of the elec-
troweak scattering for the Phase-I detector scenario. (Left) Expected significance obtained from single
observables, (Right) expected significance for different pairs of variables. The maximum significance is
reached by a two-dimensional fit to (∆ϕjj , p

`1
T ).

Eventually, the expected significance estimated combining all the di-lepton categories is re-

ported in Figure 6.20 for each detector scenario. On the left, the expectation after 3 ab−1

of data is shown as a function of a global scale factor for the fake lepton background, while,

on the right, it is reported as a function of the collected luminosity. Considering the CMS

Phase-II detector, a unity scale factor for the fake rate and 3 ab−1 of integrated luminosity,

an expected significance of 2.4σ is reached, while a value lower by 25-30% would be obtained

with the Phase-I Aged detector.
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6.7.4 Partial unitarization scenario

As described in Section 6.4.1, partial unitarized scenarios are simulated, without introducing

any additional resonance along the same sign W±W± spectrum, by changing the coupling

strength of the SM Higgs to vector bosons (κV). A discrete scan is performed as a function of

the coupling strength, as indicated by the samples listed in Table 6.2, where κ2V = 1 refers to

the SM scenario where the unitarization is granted by the SM Higgs boson, while κV = 0 refers

to the Higgs-less case.

To study qualitatively the effect of κ2V on the VBS spectrum, the distribution of the main

observables considered in the analysis are compared, in both shape and normalization, after

applying the analysis selection. Taking the SM case as a reference benchmark, Figure 6.21

shows the difference between the distributions obtained in a partial unitarized framework

(κ2V = 0.0, 0.5, 0.9) and the SM expectation for the leading lepton p`1T (left), m`` (middle) and

mjj (right). The predicted difference on the normalization is roughly quadratically dependent

on ∆κ2V and the shapes look similar as a function of the κ2V value.

The analysis has been optimized adopting the Higgs-less case as reference, since small vari-

ations in the discrimination power of kinematic observables are expected when different κ2V
are considered. In particular, after applying the analysis selections, the templates obtained

through the difference between the Higgs-less scenario and the SM one are considered as a

potential signal (noH-H), while the W±W± scattering predicted by the nominal couplings is

considered as part of the background. To assess the most sensitive kinematic variables to

this non unitarized scenario, the 95% CL exclusion limit for the Higgs-less hypothesis, cal-

culated adopting the asymptotic approximation of the CLS method [152] and the LHC test

statistics [184], is used as figure of merit.

Figure 6.18 shows the performances in terms of 95% CL exclusion limit obtained via a binned

likelihood fit for a number of different observables (left) and different two-dimensional tem-
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Figure 6.21: Difference between partial unitarized scenarios in which the Higgs coupling to vector
bosons is varied (κ2V = 0.0, 0.5, 0.9) and the SM case (κ2V = 1) for three different observables: leading

lepton p`1T (left), di-lepton invariant mass m`` (middle) and the VBS tag-jet invariant mass mjj (right).

plates (right), where the eight categories of the analysis are combined and the Phase-I detector

scenario is considered. The optimal result is obtained by fitting a two-dimensional template

represented by (R,m``).

Figure 6.23 shows the ultimate expected 95% CL exclusion limit for the Higgs-less scenario.

The result is reported in terms of the strength modifier µ of the noH-H hypothesis as a func-

tion of a global scale factor applied to the jet-to-lepton mis-identification rate (left) and of the

total integrated luminosity (right).

When the exclusion reaches the unity value, after about 100 fb−1, the analysis is expected to

become sensitive to partial unitarized scenarions, in which the existing Higgs boson does not

completely fulfill the VBS unitarization. From these projections, the upgraded CMS detector is

more sensitive than the Phase-I Aged one and recovers similar performances one would get

with the same luminosity recorded with the LHC Run-I data conditions.

To study the sensitivity to partial unitarized scenarios induced by variations of κV, a ded-
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icated hypothesis test is adopted. In particular, considering the SM case as null hypothesis

(H0), alternative ones (Ha) are tested through the following test statistics:

q = −2 ln
L(Data|µ̂a · S(κ2V 6= 1, ϑ̂a) + B(ϑ̂a))

L(Data|µ̂0 · S(κ2V = 1, ϑ̂0) + B(ϑ̂0))
(6.10)

where (µ̂a,ϑ̂a) and (µ̂0,ϑ̂0) indicate the fitted signal strength and the fitted nuisance parame-

ters under the alternative and the null hypothesis, respectively. Toy experiments are generated

according to either the SM or the alternative scenarios, considering the scattering rates pre-

dicted by the two models, and the test statistics is computed for each considered κ2V value

and detector scenario assuming a unity scale factor for the fake lepton background and a total

luminosity of 3 ab−1. Figure 6.24 shows two examples of the test statistics obtained and used

to evaluate the seperation of κ2V = 0.5, 0.8 with respect to the SM for the Phase-II scenario.

The separation is estimated as the Gaussian quantile of the CLs value calculated as follows:

CLS =
CLS+B

CLB

=
P (q > q̃(H0)|Ha)

P (q > q̃(H0)|H0)
(6.11)

Independently from the direct measurement of κV that is obtained studying Higgs boson

properties, the same sign WW bosons scattering would allow to exclude values of κ2V lower

than about 0.75 at 95% CL with the Phase-II detector. In contrast, worse limits by about

20% are obtained with the Phase-I Aged detector, as shown in Figure 6.25.

6.7.5 Anomalous couplings results

As described in the previous Sections, BSM physics effects altering the VBS properties are

described with the EFT formalism adding a series of high dimensional operators to the SM

Lagrangian. These operators are the low energy effective description of interactions mediated



184 6 Vector Boson Scattering in view of the CMS upgrade for the HL-LHC

)=1V
2κH, /L

=0.5V
2κH, 

-2 x Ln(L
40− 20− 0 20 40

P
ro

ba
bi

lit
y 

D
en

si
ty

0

0.01

0.02

0.03

0.04

0.05

=1V
2κ H, ewkWW =0.5V

2κ H, ewkWW

-114 TeV, 3000 fb

CMS Phase II Delphes Simulation

)=1V
2κH, /L

=0.8V
2κH, 

-2 x Ln(L
-20 0 20

P
ro

ba
bi

lit
y 

D
en

si
ty

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

=1V
2κ H, ewkWW =0.8V

2κ H, ewkWW

-114 TeV, 3000 fb

CMS Delphes Simulation

σ 1.61 → = 0.11 
exp

CLs

Figure 6.24: Distributions of the test statistic evaluated for different partial unitarized cases κ2V = 0.5
(left) and κ2V = 0.8 (right) compared to the SM one after 3 ab−1 and for a unity scale factor of the fake
lepton rate in the Phase-II detector scenario.

V
2κ

0 0.2 0.4 0.6 0.8

)σ
E

xp
ec

te
d 

si
gn

ifi
ca

nc
e 

(

0

2

4

6

8

10

12

14 CMS Delphes Simulation

-114 TeV, 3000 fb

Phase I 50 PU

Phase I aged 140 PU

Phase II 140 PU

0.6 0.65 0.7 0.75 0.8 0.85 0.9

1

2

3

4

Figure 6.25: The expected separation between the SM and partial unitarized scenarios as a function
of κ2V for the three detector configurations. Projections are obtained considering 3 ab−1 of integrated
luminosity and a unity scale factor for the fake lepton background.

by massive fields inside the spectrum of an unknown BSM theory, for which no direct observa-

tion is possible. While dimension-six operators are well constrained by other measurements

(W±W∓, Vγ, WV), the VBS process is also modified by dimension-eight ones through anoma-

lous quartic gauge couplings.

In the scattering of same sign W-bosons, nine possible CP-conserving dimension-eight opera-

tors could modify the scattering process [61] involving only the Higgs doublet and the SU(2)L
field strengths (Wµν). The S-operators correspond to the effect of on-shell production of scalar

particles (S0,S1), while the T-operators (T0,T1,T2) correspond to transversely polarized vec-
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tor bosons. Such operators would alter the large interference between the components of VBS

processes and potentially lead to strong enhancements of the cross section along high energy

tails of the distributions.

To assess the potential of the VBS analysis to constrain EFT operators, a mono-dimensional

template likelihood fit to the di-lepton invariant mass (m``) is adopted. Events are simulated

with non-zero values for the Wilson coefficients for these operators with MadGraph1, over a

range comparable to the sensitivity region that can be probed at the HL-LHC. These coeffi-

cients are scanned independently, while in the S0-S1 case also a simultaneous scan is performed

since this combination provides a direct measurement of new physics that only modifies the

SM quartic gauge couplings.

After the analysis selections, the dependance of the signal rate as a function of the Wilson

coefficient of a certain operator in each bin of m`` is fitted with a second order polynomial, as

shown in Figure 6.26 for the S0 operator (left) and the simultaneous S0-S1 scan (right).

In addition, normalizing the event rate to an integrated luminosity of 3 ab−1 and considering

the CMS Phase-II detector, Figure 6.27 shows the expected m`` distributions for the SM signal

and the modifications induced by two values of the Wilson coefficients associated to the S0

and the T0 operators.
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Figure 6.26: (Left) Effect of the Wilson coefficient scan for the S0 operator on the predicted rate for
the same sign WW boson scattering in the m`` range between 900-1200 GeV. (Right) The same effect
is displayed for the simultaneous scan of the Wilson coefficients for S0 and S1.

The expected limits at 95% CL on the nine operators are listed in Table 6.8, where the Phase-I

and Phase-II detectors show similar performances, while the Phase-I Aged scenario shows a

worsening of about 10%. The effect of possible aQGC on the WZ scattering process in the WW

same sign signal region is expected to be negligible. In addition to the limits on individual

operators, Figure 6.28 (left) shows the two-dimensional 95% CL contour on the S0 and S1

coefficients. To investigate the importance of both experimental and theoretical systematics

on the limit extraction, the dependance of the exclusion sensitivity is studied as a function of

the integrated luminosity. Figure 6.28 (right) shows the trend of the exclusion bound on S1

versus the luminosity, proving how the analysis is expected to become systematically limited

after about 2.5 ab−1.

1Wilson coefficients are the coupling constant to higher-order operators introduced in the EFT parametriza-
tion.
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6.8 The WZ boson scattering

This channel is identified by searching for three identified and isolated charged leptons in the

final state, with pT > 20 GeV, where two of them must have the same flavor, opposite charge

and an invariant mass compatible with the Z-boson one within ± 10 GeV.

The undetected neutrino generates missing transverse energy. The longitudinal component

of the neutrino momentum is obtained by requiring it to be produced, together with the re-

maining charged lepton, from the decay of a on-shell W-boson, following the same procedure

illustrated in Section 4.2.1.

The background due to Z/γ∗ → `` produced in association with jets and semi-leptonic tt

events, when one jet is wrongly identified as a charged lepton, is not found to be significant,
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Operator (TeV−4) Phase-I Phase-II Phase-I Aged

S0/Λ
4 1.06 1.07 1.17

S1/Λ
4 3.51 3.55 3.87

T0/Λ
4 0.067 0.077 0.083

T1/Λ
4 0.036 0.033 0.036

T2/Λ
4 0.119 0.111 0.119

M0/Λ
4 0.78 0.75 0.82

M1/Λ
4 1.10 1.06 1.14

M6/Λ
4 1.56 1.49 1.63

M7/Λ
4 1.37 1.32 1.45

Table 6.8: Expected 95% CL limits on the coefficients for BSM higher-order operators in the EFT La-
grangian, after 3 ab−1 of data and for a unity scale factor of the fake lepton rate, as a function of the
three detector scenarios. The units are TeV−4.

especially once the full analysis selections are applied. In contrast, the irreducible WZ boson

production in association with jets coming from strong vertices O(α4
ewα

2
s) is much more im-

portant than the corresponding one in the same-sign WW scattering, representing the leading

background of the analysis.

The presence of additional loosely identified leptons is vetoed to remove contaminations from

ZZ+jets electroweak (O(α6
ew)) and QCD (O(α4

ewα
2
s)) productions and /ET should be larger than

30 GeV. Any same flavor (SF) and opposite sign (OS) lepton pair should have an invariant

mass m`` larger than 20 GeV.

The two highest pT jets, with pT > 30 GeV, not in geometrical overlap with the already

identified leptons, are chosen as VBS tag-jets. Their pseudorapidity separation (∆ηjj) must

be larger than 4 units, while the invariant mass of the tag jet system is required to be larger

than 600 GeV.

Eventually, to maximize the analysis performance, the selected events are further classified

into four categories according to the flavor content of the final state: µµµ, µµe, eeµ and eee.

The selection strategy is summarized in Table 6.9.

Applying the selections previously described, the distributions of the distance in pseudorapid-

ity between the two leptons with same charge (∆ηSC`` = |η±`1 − η
±
`2
|), p`1T and ∆ϕjj are reported

in Figure 6.29 for the Phase-II detector and an integrated luminosity of 3 ab−1. The main

backgrounds are represented by QCD production of ZZ and WZ boson pairs, as well as the elec-

troweak production of ZZ pairs. The signal is displayed including (full blue line) or excluding

(dotted red line) the Higgs boson contribution stacked on top of the backgrounds, while the

full red line shows the difference between the SM and the Higgs-less case.

The experimental sources of systematic uncertainties are evaluated similarly to the same sign

WW case described in Section 6.7.1, while theoretical systematics have been already listed in

Table 6.5.

6.8.1 The WZ scattering results

The inclusive electroweak WZ scattering cross section is determined by a two-dimensional

binned likelihood fit of (pjjT ,∆ηSC`` ). The expected uncertainty on the signal strength, obtained

after a simultaneous fit of the four event categories, is shown in Figure 6.30 (left) as a function

of the integrated luminosity for the three different detector configurations. An uncertainty of
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Selection Value Comments

Tight Leptons

Electron pT and η pT > 20 GeV, |η| < 2.5 avoid ECAL gap.
Muon pT and η pT > 20 GeV, |η| < 2.4
Isolation as Eq. 6.4 Irel < 0.25 (0.65) Phase-I 50PU (Phase-II 140PU)

Loose Leptons

Lepton pT , Isolation pT > 20 GeV, Irel < 0.35 (0.75) no loose leptons

Jet selection

Jet pT and η pT > 30 GeV, |η| < 4.7 CHS + jet area median correction

Event selections

Num. Tight leptons 3 two with OS and SF

Num. Loose leptons 0

Missing energy /ET /ET > 30 GeV reduce Z+jets and ZZ

Di-lepton invariant mass m`` m`` > 20 GeV for each OS and SF pair
Di-lepton invariant mass m`` m`` 6= mZ±10 GeV for only one OS and SF pair
Num. jets pT > 30 GeV 2

VBS jet selections

Jet separation ∆ηjj ∆ηjj > 4
Di-jet invariant mass mjj mjj > 600 GeV

Event categories

Lepton flavor µµµ, µµe, eeµ, eee

Table 6.9: List of the selections and the event categories used in this analysis to enhance the sensitivity
to the fully leptonic WZ boson scattering signal against reducible and irreducible backgrounds.
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Figure 6.29: From left to right: distributions of the difference in azimuthal angle between the tag
jets (∆ϕjj), the difference in pseudorapidity between the same charge leptons (∆ηSC`` ) and the leading

lepton transverse momentum (p`1T ) for the Phase-II detector and the WZ selection. Signal and the
backgrounds are normalized to the integrated luminosity of 3 ab−1.

about 10% is achieved after 3 ab−1 with Phase-I and Phase-II detectors, while the Phase-I

Aged scenario would provide worse result by about 20%.

In addition, the expected sensitivity to the longitudinal component of the WZ boson scattering

has been also studied, as in the same sign WW case. Different observables are tested and the

two-dimensional distribution of (∆ϕjj ,p
`1
T ) is the one which provides the best discrimination

between the longitudinal and the transverse modes. The expected significance for measuring

the longitudinal cross section, after combining all the tri-lepton categories, is shown in Fig-

ure 6.30 (right) as a function of the collected luminosity.
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The best result is achieved with the Phase-II detector, 1.4σ significance with 3 ab−1, thanks

to an improved lepton reconstruction and identification efficiency with respect to the Phase-I

scenatio, while worse performances of about 30% are reached with the Phase-I Aged detector.
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Figure 6.30: (Left) The expected uncertainty for the various detector scenarios on the electroweak WZ
cross section as a function of the collected luminosity. (Right) The expected discovery significance
for the longitudinal WZ scattering component for the various detector scenarios as a function of the
integrated luminosity.

6.9 Combined sensitivity to the longitudinal scattering

Results obtained from the WW and WZ analyses are combined to determine the overall per-

formance for the observation of the longitudinal scattering, where the Higgs boson alone fulfills

the unitarization of the VBS cross section. In the combination, common systematic sources

are considered fully correlated between the two channels such as the uncertainty of the lumi-

nosity of the data sample, lepton efficiencies, jet/lepton energy scale and resolution, as well

as theoretical uncertainties due to QCD scale and the PDF determination.

Figure 6.31 shows the evolution of the combination as a function of the integrated luminosity

(right), for a unity mis-tag lepton scale factor, as well as the dependance on the jet-to-lepton

mis-identification scale factor with 3 ab−1 of data (left). The Phase-II detector scenario pro-

vides better performances in all the investigated conditions, reaching about 2.75σ significance

after 3 ab−1 considering the central prediction for the mis-identified lepton background.

6.10 Conclusions

A feasibility study for the measurement of vector boson scattering properties has been pre-

sented in this Chapter. Two promising fully leptonic final states are considered: the same sign

WW and WZ bosons scattering topologies. For both of them, the precision in the measure-

ment of the electroweak cross section is studied, as well as the expected discovery significance

of its longitudinal component, which represents one of the most challenging measurements for

the HL-LHC physics programme. In addition, the exclusion power to residual non-unitarisation
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Figure 6.31: (Left) The expected discovery significance for the longitudinal vector bosons scattering for
the various detector scenarios as a function of the fake rate scale factor after 3 ab−1 of data, for the
combination of samesign WW and WZ analyses. (Right) The evolution of the discovery sensitivity, for
a unity scale factor of the fake rate, as a function of the collected luminosity.

effects at high energy has been presented for the same sign WW case. Finally, BSM sensitivity

is probed in the framework of effective field theories by extracting expected limits on the

anomalous quartic gauge couplings through the W±W± scattering.

Results are presented for three detector scenarios, characterized by alternative possible condi-

tions of CMS during the HL-LHC data taking. The current detector design, aged by the strong

irradiation, is compared to a model with tracker system, muon system and forward calorime-

try upgraded to stand the harsh environment foreseen during the HL-LHC. Eventually, also the

non-aged current CMS detector is tested, to provide a benchmark of the physics performances

of the present detector. Signal and background events have been processed with Delphes,

which provides a parametric simulation of the CMS detector that has been validated to the

full CMS simulation when possible. An attempt is made to include also reducible backgrounds,

as the ones due to jets mis-identified as leptons. Given the large uncertainty on the detailed

detector simulation, results are expressed as a function of a data-to-simulation scale factor for

the mis-tag lepton rate.





Conclusions

The most relevant achievements of my three year Ph.D. work in CMS have been presented in

this thesis. The field of interests of my research activity has been twofold.

Looking at LHC Run-I data taking at
√
s = 8 TeV, my efforts have been mainly dedicated to

searches for heavy particles decaying into di-boson pairs exploring boosted topologies, where

the fragmentation products of hadronically decaying vector bosons (V → qq′) overlap in the

detector, preventing their identification as resolved jets. These hadronic boosted signatures

dominate the experimental sensitivity when looking at particles with invariant masses larger

than 600 GeV.

This led me to study specific algorithms to identify boosted vector bosons decaying hadron-

ically (V-jets), which have been also applied in other searches for new physics characterized

high pT jets originating from W/Z-boson, Higgs boson or top quark decays.

I focused on exploring the WW/WZ semi-leptonic topology using jet substructure techniques

to tag the hadronically decaying W/Z bosons, interpreting the result in different BSM contexts.

In particular, with no significant excess observed above the predicted background, upper lim-

its have been produced for massive gravitons predicted by Bulk and Randall-Sundrum extra

dimension models (800 < mG < 2500 GeV), as well as for a SM-like Higgs boson at high mass

(600 < mH < 1000 GeV).

In the former case, a model independent result of the analysis has also been performed, to pro-

vide a generic recipe that can be used for a re-interpretation over different phenomenological

models. In the latter one, the analysis has been categorised in exclusive jet bins to disen-

tangle the gluon fusion production from the vector boson fusion (VBF) mode and the result

was also interpreted in the context of a BSM heavy Higgs scenario, called electroweak singlet

model, which predicts the existence of two Higgs scalars with the mass of the lighter one being

around 125 GeV. A deviation with a local significance of about 2.5σ has been observed in the

VBF category for 700 < mWW < 800 GeV.

In addition, I continued to work on vector boson jet tagging in view of the LHC Run-II, with

a particular emphasis on jet substructure correlations and performances in a high pileup envi-

ronment. I have contributed also to the commissioning of a powerful pileup rejection method,

called PileUp Per Particle Identification (PUPPI), for high pT jets and missing energy, looking

at the first Run-II data.

Then, I performed feasibility studies for the Vector Boson Scattering (VBS) in view of the CMS
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detector upgrade, foreseen for the high luminosity LHC (HL-LHC) data taking. If no evidence

for new physics will be observed with Run-II collisions, this rare process would become crucial

to search for BSM physics via precision electroweak measurements.

Two different scattering topologies have been considered represented by the scattering of same

sign W-boson pairs and the fully leptonic WZ boson one. The future CMS sensitivity to the

longitudinal electroweak scattering, to partial unitarized scenarios and to new physics in the

EWSB sector, parametrized through anomalies in the vector boson self couplings, has been

investigated. In addition, the difference in the performance between the proposed upgraded

CMS detector and the present one, which will undergo a strong degradation due to radiation

damage, has been studied showing how the upgraded technology allows better performances

in all the considered benchmarks.

Although no clear hints of BSM physics have been observed during Run-I, a number of puzzles,

such as the origin of dark matter, the matter-antimatter asymmetry, the hierarchy problem

and the electroweak vacuum stability, suggest that the SM cannot be considered the ultimate

theory of nature. The LHC Run-II represents a unique opportunity for particle physics, where

the machine will give access to an energy range never explored before, since the beam collisions

will happen at a centre of mass energy of 13 TeV, allowing searches for new physics over a

broad phenomenology, as well as to continue the precise measurements of SM processes.
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