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Chapter 1

Introduction

The aim of this thesis consists in providing new results for parabolic Cauchy problems
with possible unbounded coefficients, and in solving stochastic problems throughout
analytic techniques.

The Chapters 2 and 3 are brief overviews of the main recent results on the theory
of partial differential equations and systems, and on the theory of stochastic optimal
control problems.

Our investigation begins from Chapter 4. Here, we consider the stochastic control
problem

dτX
u
τ = B(Xu

τ )dτ +G(Xu
τ )r(Xu

τ , uτ )dτ +G(Xu
τ )dWτ , τ ∈ [t, T ],

Xu
t = x ∈ RN ,

(1.1)

where B, G are possibly unbounded measurable functions, G is a uniformly positive
definite d × d−matrix, r is a measurable bounded function and W is an Rd−valued
Brownian motion defined on a probability space (Ω,F,P). The random process u is called
control, and for any fixed u, Xu denotes the solution to (1.1) under the control u. For
this class of problems we look for a control u such that the cost functional

J(x, u) := E
∫ T

0
l(Xu

t , ut)dt+ Eϕ(Xu
T ), (1.2)

where l and ϕ are measurable bounded functions, attains its lower value. The control
u which realizes this minimizing condition is called optimal control. We consider the
weak formulation of the problem, which means that the solution consists not only of the
process u, but also of the probability space (Ω,F,P), of the Brownian motion which is
defined in such space, and of the process Xu.

We deal with the special case where the diffusion term G does not depend on the
control u, and the drift term has the form B(x) +G(x)r(x, u). Following the approach
of [41], we are able to link the stochastic control problem with the semilinear Cauchy
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problem
Dtv(t, x) +Av(t, x) = ψ(x,G(x)∇v(t, x)), t ∈ [0, T ), x ∈ RN ,

v(T, x) = ϕ(x), x ∈ RN .
(BPDE)

which is known as the Hamilton-Jacobi-Bellman equation.
Here, A is the uniformly elliptic operator defined on smooth functions f by

Af(x) =
1

2
Tr(G(x)G(x)D2

xf(x)) + 〈B(x),∇f(x)〉,

where the coefficients may be unbounded and ψ is a continuous function which satisfies

|ψ(x1, x2)− ψ(y1, y2)| ≤ Lψ|x2 − y2|+ Lψ|x1 − y1| (1 + |x2|+ |y2|) ,
|ψ(x, 0)| ≤ Lψ,

(1.3)

for some positive constant Lψ. The Cauchy problem
Dtw(t, x) = Aw(t, x) + C(x)w(t, x), t ∈ (0,+∞), x ∈ RN ,

w(0, x) = ϕ(x), x ∈ RN ,
(PDE)

with possible unbounded coefficients, has been widely studied in recent years. In the paper
[79], the authors provide sufficient conditions in order to get existence and uniqueness
of a classical solution w to (PDE), for any ϕ ∈ Cb(RN ). Moreover, throughout w it
is possible to introduce a semigroup of bounded linear operators {S(t)}t≥0 on Cb(Rd)
setting S(t, ·)f := w(t, ·).

Our aim consists in writing an optimal control for (1.1) in terms of the mild solution
of (BPDE), which is defined by means of the variation of constants formula

v(t, x) = S(T − t)ϕ(x)−
∫ T

t
(S(r − t)ψ(·, Q1/2(·)∇xv(r, ·)))(x)dr. (1.4)

Moreover, the smoothness of v allows us to identify the optimal feedback law for the
problem (1.1).

Hence, at first we ask if it is possible to apply S(r−t) to the function ψ(·, Q1/2(·)∇v(s, ·))
which, in general, is unbounded. The answer is positive, and it is a byproduct of the
weighted gradient estimate

t1/2‖Q1/2∇(S(t)ϕ)‖∞ ≤ CT ‖ϕ‖∞, t ∈ (0, T ], (1.5)

which holds for any ϕ ∈ Cb(RN ), where CT is a positive constant, under the following
assumptions:

(i) the coefficients Qij belong to C2+α
loc (Rd) for some α ∈ (0, 1) and any i, j = 1, . . . , d;

(ii) the coefficients of the vector B belong to C1+α
loc (Rd); further, 〈B(x), x〉 ≤ B0(x)|x|

for any x ∈ Rd and some negative function B0;
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(iii) there exist a positive constant K0 and positive functions γi : Rd → R, i = 1, 2, such
that

|〈Q(x), x〉| ≤ K0(1 + |x|2)ν(x), x ∈ Rd,

|∇xQ1/2(x)Q−1/2(x)| ≤ γ1(x), |Q(x)| ≤ γ2(x), x ∈ Rd;

(iv) the functions γ1 and γ2 satisfy the following conditions:

lim
|x|→+∞

(ν(x))−1(γ1(x))2(γ2(x))2

ω(x)
= 0,

where the function ω : Rd → R is a negative function which bounds from above the
quadratic form associated with the matrix

M := Q1/2(JxB)TQ−1/2 −
d∑
j=1

Bj(DjQ
1/2)Q−1/2 −

d∑
i,j=1

qij(DijQ
1/2)Q−1/2.

Moreover,

lim inf
|x|→+∞

(ν(x))2

ω(x)
> −∞,

lim
|x|→+∞

|x|ν(x)γ1(x)

B0(x)
= 0,

lim inf
|x|→+∞

|x|(ν(x))2

B0(x)
> −∞;

(v) there exist λ > 0 and a function f ∈ C2(Rd) such that

lim
|x|→+∞

f(x) =∞, sup
x∈Rd

(Af(x)− λf(x)) <∞. (1.6)

The proof of these estimates is based on an application of the Bernstein method and
the maximum principle for parabolic differential equation with bounded coefficients.

The existence and uniqueness of a function v in Kδ which satisfies (1.4) follows from
the Banach’s fixed point theorem, where

Kδ =


h ∈ Cb

(
[T − δ, T ]× RN

)
∩ C0,1

(
[T − δ, T )× RN

)
:

sup
t∈[T−δ,T )

x∈RN

(T − t)1/2|G(x)∇h(t, x)| <∞

 ,

endowed with the norm
‖h‖Kδ = ‖h‖∞ + [h]Kδ , (1.7)
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[h]Kδ := sup
t∈[T−δ,T )

(T − t)1/2‖G∇h(t, ·)‖∞,

and δ is a suitable positive constant which belongs to (0, T ].
Finally, since ψ is uniformly Lipschitz continuous, we can deduce that the mild

solution v is defined in the whole [0, T ], for any ϕ ∈ Cb(Rd).
The technical tool to connect (1.1) and (BPDE) is a Forward Backward Stochastic

Differential Equation (FBSDE), which plays the role of Itô formula when one deals with
classical solutions of (BPDE) (see [101, Chp. 4,5]). Indeed, if we consider the system

dYτ = ψ(Xτ , Zτ )dτ + ZτdWτ , τ ∈ [t, T ],

dXτ = B(Xτ )dτ +G(Xτ )dWτ , τ ∈ [t, T ],

YT = ϕ(XT ),

Xt = x, x ∈ RN ,

(FBSDE)

where ψ is the same function as in (BPDE), then it is possible to prove that the
identification formulae

Y (s, t, x) := v(s,X(s, t, x)), Z(s, t, x) := G(X(s, t, x))∇v(s,X(s, t, x)) (1.8)

hold true. Formulae (1.8) have been proved for coefficients which satisfy some growth
and smoothness conditions (see [41], [89]). We show that (1.8) hold under our weaker
assumptions.

It remains to prove that the cost functional J and an optimal control u for (1.1) are
related to the random processes Y and Z. We write the process

XU
τ = x+

∫ τ

t
B(XU

σ )dσ +

∫ τ

t
G(XU

σ )r(XU
σ , uσ)dσ +

∫ τ

t
G(XU

σ )dWσ, τ ∈ [t, T ],

with respect to another process W̃ , i.e.,

XU
τ = x+

∫ τ

t
B(XU

σ )dσ +

∫ τ

t
G(XU

σ )dW̃σ, τ ∈ [t, T ],

defined by

W̃τ := Wτ +

∫ t∧τ

t
r(XU

σ , uσ)dσ.

The Girsanov theorem guarantees that there exists a probability measure P̃ on Ω
such that W̃ is a Brownian motion with respect to P̃. The reason why we consider the
problem in weak formulation is clarified by the change of probability, which makes no
sense if we consider fixed the probability setting we deal with. In the next step we write
the (FBSDE)

Ỹτ +

∫ τ

t
Z̃σdW̃σ = ϕ(XU

T ) +

∫ τ

t
ψ(XU

σ , Z̃σ)dσ,
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where ψ := infu{l(u, x) + zr(u, x)}, which is the Hamiltonian function of the system.
Easy computations yield to the inequality

v(t, x) ≤ J(t, x, u),

for any control u, and we show that there exists a control ũ which realizes the equality.
Hence, ũ is an optimal control. Finally, the identification of the feddback law for (1.1)
by means of the gradient of v follows from the assumption that the set

Γ := {u ∈ U : ψ(x, z) = l(u, x) + zr(u, x)}

is not empty.
In the second part of this thesis we deal with systems of parabolic differential equations

Dtu(t, x) = (A(t)u)(t, x), t > s, x ∈ Rd, (1.9)

where A(t) is the elliptic operator defined on smooth vector-valued functions v

(A(t)v)(x) =

d∑
i,j=1

qij(t, x)D2
ijv(x) +

d∑
j=1

Bj(t, x)Djv(x) + C(t, x)v(x), (1.10)

for any (t, x) ∈ I × Rd, with possible unbounded coefficients. Here, I is a right halfline,
possibly I = R. Note that the equations are coupled both at zero and first order.

We start from the results of [31], where the terms are coupled only at order zero,
to prove the uniqueness and existence of a classical solution u ∈ Cb([s,∞)× Rd;Rm) ∩
C

1+α/2,2+α
loc ((s,∞)× Rd;Rm) to the Cauchy problem{

Dtu(t, x) = (A(t)u)(t, x), t > s, x ∈ Rd,
u(s, x) = f(x), x ∈ Rd,

(1.11)

which is bounded in all the strips [s, T ]× Rd, for any f ∈ Cb(Rd;Rm). However, here we
use different techniques from [31], since we have not pointwise estimates of the classical
solution to (1.11) in terms of a suitable scalar evolution operator (see [31, Prop 2.4]).

The uniqueness follows from an extension of the methods in [55], related to the case
of smooth coefficients in bounded domains, combined with a Lyapunov condition. In
particular, we require that

(i) there exist ε > 0 and a function κ : I ×Rd → R, bounded from above by a constant
κ0, such that Kε(t, x, η) ≥ 0 for any (t, x) ∈ I × Rd and any η ∈ ∂B(1), where

Kε(t, x, η) =
d∑

i,j=1

aij(t, x)[〈Bi(t, x)η, η〉〈Bj(t, x)η, η〉 − 〈Bi(t, x)∗η,Bj(t, x)∗η〉]

− 4〈C(t, x)η, η〉+ 4εκ(t, x), (1.12)

and Q(t, x)−1 = [aij(t, x)];
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(ii) for any bounded interval J ⊂ I there exist a constant λJ and a positive function
ϕJ ∈ C2(Rd), blowing up as |x| → +∞, such that

sup
η∈∂B(1)

sup
(t,x)∈J×Rd

(Ãη(t)ϕJ)(x)− λϕJ(x)) < +∞, (1.13)

where Ãη = Tr(QD2) +
∑d

j=1 bη,jDj + 2εκ and bη,j = 〈Bjη, η〉.

In [55], a condition similar to (i) appears; in particular, it is shown that a maximum
modulus principle holds if the function K0(t, x, η) is nonnegative. Here, we provide some
examples of the function Kε in special cases. Let us assume that, in (1.10), Bj = bjIm,
for some scalar functions bj , j = 1, . . . , d; this is the situation in [31]. Condition (i)
reduces to 〈Cη, η〉 ≤ εκ|η|2, for any η ∈ Rm, while in (ii) we have bη,j = bj , for any
j = 1, . . . , d. It easy to check that (i) and (ii) coincide with Hypotheses 2.1(iii)− (iv) in
[31].

Moreover, if m = 1, i.e., in the scalar case where the elliptic operator in (1.10) is
A = Tr(QD2) + 〈b∇〉+ c, then (i) is satisfied with the choices ε = 1 and κ = c. Further,
in the scalar case, the uniqueness of a classical solution to (1.11) follows from the fact that
c is bounded from above, and that there exist λ ∈ R and a positive function ϕ ∈ C2(Rd),
blowing up as |x| → +∞, such that Aϕ − λϕ ≤ 0. When this is the case, with the
previous choice of ε and κ, also condition (ii) is satisfied.

The classical solution u is defined as the limit of solutions {un}n∈N of the Dirichlet-
Cauchy problem in B(n)

Dtun(t, x) = (Aun)(t, x), t ∈ (s,+∞), x ∈ B(n),

un(t, x) = 0 t ∈ (s,+∞), x ∈ ∂B(n),

u(s, x) = f(x), x ∈ B(n).

The results in [63] and interior estimates for systems of equations allow us to prove
that u has the required smoothness, and that it solves Dtu(t, x) = (A(t)u)(t, x), for
any t > s and x ∈ Rd. The continuity up to s is proved using a localization argument
and the variation-of-constants formula for solutions to Dirichlet Cauchy problems in
bounded and smooth domains. Indeed, fix M ∈ N and let ϑ be any smooth function
such that χB(M−1) ≤ ϑ ≤ χB(M). For any nk > M the function vk := ϑunk belongs to

C([s, T ]×B(M);Rm)∩C1,2((s, T ]×B(M);Rm) and solves the Dirichlet-Cauchy problem
Dtvk(t, x) = (Avk)(t, x) + gk(t, x), t ∈ (s, T ], x ∈ B(M),

vk(t, x) = 0 t ∈ (s, T ], x ∈ ∂B(M),

vk(s, x) = (ϑf)(x), x ∈ B(M),

where gk = −Tr(QD2ϑ)unk − 2(Jxunk)Q∇ϑ−
∑d

j=1(Bjunk)Djϑ, for any nk > M . We
thus represent

vk(t, x) = (GM (s, t)(ϑf))(x) +

∫ t

s
(GM (t, r)gk(r, ·))(x)dr,
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where GM (s, t) is the evolution family associated to the realization of A(·) in Cb(B(M);Rm)
with homogeneous Dirichlet boundary conditions. From a priori estimates, and letting
k → +∞, we get

|u(t, x)− f(x)| ≤‖GM (s, t)(ϑf)− ϑf‖L∞(B(M−1))

+K ′M‖f‖∞
∫ t

s
(1 + (t− r)−1/2)dr,

which shows that u is continuous at t = s for any x ∈ B(M − 1), From the arbitrariness
of M , we conclude that u ∈ C([s, T ]× Rd;Rm) and u(s, ·) = f .

At this stage we introduce the evolution operator {G(t, s)}t≥s∈I on Cb(Rd;Rm),
defined by G(t, s)f = u(t, ·), for any f ∈ Cb(Rd;Rm), where u is the unique classical
solution to (1.11). {G(t, s)}t≥s∈I satisfies remarkable continuity properties and an
integral representation holds, i.e., there exists a family of finite Borel signed measures
{pij(t, s, x, dy) : t > s ∈ I, x ∈ Rd i, j = 1, . . . ,m} such that

((G(t, s)f)(x))i =

m∑
j=1

∫
Rd
pij(t, s, x, dy)fj(y), (1.14)

where fj denotes the j−th component of f . Moreover, any signed measure pij(t, s, x, dy),
with t > s, x ∈ Rd and i, j = 1, . . . ,m, is absolutely continuous with respect to the
Lebesgue measure. As a byproduct, we deduce that {G(t, s)}t≥s∈I is strong Feller, i.e.,
it transforms bounded Borel functions in continuous functions, and that it is possible to
extend the continuity properties mentioned above and the representation formula (1.14),
to any f ∈ Bb(Rd;Rm).

The absolute continuity of the signed measures has been obtained in a completely
different way with respect to the scalar case, where the kernel theory and monotone
arguments are used (see e.g. [3, Prop. 3.1]). Here, the key tool is the construction of the
set of Borel functions Bb(Rd) by means of transfinite induction, starting from continuous
functions. We briefly present this construction (refer to [61] and [99] for further details).
We define

B1 := {f : f(x) = lim
n→∞

fn(x), {fn}n∈N ⊂ C(Rd)},

i.e., B1 is the set of functions which are pointwise limit of continuous functions. B1 is
not closed under pointwise convergence: for instance, the characteristic function of Qd

can not be obtained as pointwise limit of continuous functions. Hence it is possible to
introduce B2 in an analogous way:

B2 := {f : f(x) = lim
n→∞

fn(x), {fn}n∈N ⊂ B1}.

Iterating this argument, we obtain Bn, for any n ∈ N, and put

Bω :=
⋃
n∈N

Bn,
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where ω is the first transfinite ordinal number. Again, Bω is not closed under pointwise
convergence, and therefore we define Bω+1 setting

Bω+1 := {f : f(x) = lim
n→∞

fn(x), {fn}n∈N ⊂ Bω}.

The above reasoning can be repeated, and finally we get B(Rd) = Bω1 , where ω1 is
the first non countable transfinite ordinal number.

We further study the compactness properties of G(t, s)t>s∈J , J b I, and we relate
them to the compactness of the scalar evolution operator {G(t, s)}t>s∈J associated to
a suitable elliptic operator A, following the idea in [31]. In particular, we provide
sufficient conditions such that the compactness of G(t, s)t>s∈J implies the compactness
of {G(t, s)}t>s∈J , and viceversa.

As first step, we obtain pointwise estimates which relate the vector-valued evolution
operator to the scalar one. In such a way we deduce that the compactness of {G(t, s)}t>s∈J
implies the compactness of {G(t, s)}t>s∈J .

Proving that the compactness of the vector-valued evolution operator implies the
compactness of the vector-valued one is much more complicated, and we obtain it under
some additional conditions related to the growth of the coefficients of operator A. The
critical point consists in proving that it is possible to write

(G(t, s)f)j(x) = (G(t, s)fj)(x) +

∫ t

s

(
G(t, r)

∑
i

〈(B̃i)j·, Di(G(r, s)f)〉
)

(x)dr

+

∫ t

s
(G(t, r)〈Cj·,G(r, s)f〉)(x)dr, (1.15)

for some j ∈ {1, . . . ,m}. Then, we conclude adapting the procedure in [31, Thm. 3.6] to
our situation.

We observe that, if the vector Cj· = (Cj1, . . . , Cjm) is bounded, for some j, then the
last integral makes sense. The first one is more difficult to treat, since, in general, the
function under the integral sign is not bounded.

To overcome this problem we prove the following weighted gradient estimates

(t− s)
m∑
j=1

‖Q1/2(t, ·)∇x(G(t, s)f)j‖2∞ ≤ C‖f‖2∞,

for G(t, s)f , which are obtained with techniques similar to those used to prove (1.5).
Hence, from an approximation argument we get (1.15).

The third and last part of the thesis is devoted to study the controlled equation
dX

(u)
τ = b(X

(u)
τ )dτ +G(X

(u)
τ )r(X

(u)
τ , uτ ) +G(X

(u)
τ )dW

(u)
τ , τ ∈ [t, T ],

X
(u)
t = x, x ∈ Rd,

(1.16)

where
b : Rd −→ Rd, G : Rd −→ Rd×d,
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are Borel measurable functions, and r : Rd × U −→ Rd is a measurable and bounded
function. We consider m players, and u = (u1, . . . , um) is an Rm−valued random process,
where any component ui represents the strategy of the player i, for any i = 1, . . . ,m. To
any player i, i = 1, . . . ,m, we associate a cost functional

J i(u) = E(u)

[∫ T

0
hi(Xs, us)ds+ gi(XT )

]
, (1.17)

and we notice that the value of the cost functional for any player i depends on the
strategy of all the other ones.

We look for a Nash equilibrium, i.e., a strategy ũ =
(
ũ1, . . . , ũm

)
, such that, for any

i = 1, . . . ,m, any ui ∈ U i, we have

J i(ũ) ≤ J i
(
ũ1, . . . , ũi−1, ui, ũi+1, . . . , um

)
. (1.18)

The above definition of Nash equilibrium implies that, for any i = 1, . . . ,m, if any
player j, with j 6= i, chooses the strategy ũj , then the best strategy for i is ũi.

As in the first part, the solvability of a particular Forward Backward Stochastic
Differential System gives information about the existence of a Nash equilibrium for the
above game (see [39]). We want to prove that, if (X,Y,Z) is a solution to

dYτ = H(Xτ ,Zτ )dτ + ZτdWτ , τ ∈ [t, T ],

dXτ = b(Xτ )dτ +G(Xτ )dWτ , τ ∈ [t, T ],

YT = g(XT ),

Xt = x, x ∈ Rd,

(1.19)

then Y and Z can be represented throughout the identification formulae

Y(s, t, x) := v(s,X(s, t, x)), Z(s, t, x) := G(X(s, t, x))∇v(s,X(s, t, x)). (1.20)

Here, v is a mild solution to
Dtv(t, x) + Av(t, x) = ψ(x,Q1/2(x)∇v(t, x)), t ∈ [0, T ), x ∈ Rd,

v(T, x) = f(x), x ∈ Rd,
(1.21)

where A is the elliptic operator defined on Rm−valued smooth functions φ by

(Aφ)j(x) = Tr[Q(x)D2φj(x)] +

m∑
k=1

〈(B)jk(x),∇φk〉, j = 1, . . . ,m,

and ψ is involved in the definition of H. Problem (1.21) is similar to problem (BPDE),
but now, in view of applications, it does not make sense to assume the function ψ to be
Lipschitz; hence, we assume the following weaker hypotheses on ψ:

|ψ(x, z1)− ψ(x, z2)| ≤ C(1 + |z1| ∨ |z2|)|z1 − z2|α,
|ψ(x, z)| ≤ C(1 + |z|),

(1.22)
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for any x ∈ Rd and z, z1, z2 ∈ Rd×m, some positive constant C and α ∈ (0, 1).
Since ψ is not Lipschitz continuous, we can not directly use the Banach fixed point

theorem; however, throughout an approximation argument we obtain the desired result.
At first, we consider the semilinear Cauchy problem when the function ψ is uniformly
Lipschitz continuous with respect the second variable, and follow the same procedure as
in Chapter 4, i.e., we prove that there exists a function v ∈ KT which satisfies

v(t, x) = T(T − t)f(x)−
∫ T

t
(T(s− t)F (s,v))(x)ds,

for any t ∈ [0, T ] and x ∈ Rd, where F (s,w)(x) := ψ(s,Q1/2(x)∇xw(x)) for any
(s,w) ∈ [0, T )×KT , and

KT :=
{
h ∈ Cb

(
[0, T ]× Rd;Rm

)
∩ C0,1

(
[0, T )× Rd;Rm

)
: ‖h‖KT

<∞
}
,

‖h‖KT
:= ‖h‖∞ + [h]KT

, [h]KT
:= sup

t∈[0,T )
(T − t)1/2

m∑
j=1

‖Q1/2(·)∇xhj(t, ·)‖∞.

The first step consists in proving that the integral term in the above formula makes
sense. This result is a byproduct of the weighted estimates in Proposition 5.21, where we
have proved that

t
m∑
j=1

‖Q1/2∇x(u(t, ·))j‖2∞ ≤ C‖f‖2∞,

and u is the unique classical solution to
Dtu(t, x) = Au(t, x), t ∈ (0, T ], x ∈ Rd,

u(0, x) = f(x), x ∈ Rd.

Then, the Banach fixed point Theorem and the linear growth of ψ allow us to conclude.
The main effort now consists in proving that a suitable sequence of mild solutions

with Lipschitz data converges, up to a subsequence, to a function which satisfies our
requires.

We build the sequence of mild solutions as follows. At first, we approximate ψ by
ψn := ϑn(ρn ?z ψ), which, for any n ∈ N, are defined by the convolution only with
respect the variable z with a standard sequence of mollifiers {ρn}n∈N in Rm×d, and
ϑn ∈ C∞c (Rm×d) are cut-off functions which satisfy χB(n) ≤ ϑn ≤ χB(n+1).

Since we have already proved the existence and uniqueness of mild solution with
Lipschitz data, we consider the sequence {vn}n∈N, where

vn(t, x) = T(T − t)f(x)−
∫ T

t
(T(s− t)Fn(s,vn))(x)ds, (1.23)

and Fn(s,w)(x) := ψn(s,Q1/2(x)∇xw(x)). If we prove that, as n→ +∞, vn converges
to a function v in a suitable way, we conclude taking the limit in the left-hand side and
in the right-hand side of (1.23).
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The proof of the convergence of the sequence {vn}n∈N relies on two results: the first
one is the uniform boundedness of {vn}n∈N in KT , i.e., there exists a positive constant K
such that supn ‖vn‖KT

≤ K. Further, we introduce and the family of operators on KT

Φn
k(u)(t, x) := (T(T − t)f)(x)−

∫ T

t+1/n̂
(T(s− t)Fk(s,u))(x)ds,

for any k, n ∈ N and (t, x) ∈ [0, T )× Rd, where n̂ := [1/T ] + n.
The second step consists in showing that Φn

k is compact from KT is C0,1([0, T −
1/l̂]×B(l̂);Rm) by means of Ascoli-Arzelà theorem, and the proof is a byproduct of the
interior estimates for systems of equations in Subsection 5.2.1.

To conclude, we argue as follows: we show that there exists a subsequence {wn} ⊂
{vn} such that {Φn

n(wn)}n∈N converges to a function v in C0,1([0, T−1/l̂]×B(l̂);Rm), for
any l ∈ N. Then, we prove that also {wn}n∈N converges to v in C0,1([0, T−1/l̂]×B(l̂);Rm),
as n→ +∞. Finally, since

wn(t, x) = T(T − t)f(x)−
∫ T

t
(T(s− t)F(n,n)n(s,wn))(x)ds,

where {(n, n)n}n∈N ⊂ N is a suitable sequence, we get that v satisfies

v(t, x) = T(T − t)f(x)−
∫ T

t
(T(s− t)F (s,v))(x)ds,

for any t ∈ [0, T ) and x ∈ Rd, and it belongs to KT .
Then, we show how to obtain a solution of the (S-FBSDE) throughout v. We

approximate H by Hn, defined similarly to ψn, even if in this case the convolution also
involves the spacial variable. From [41], for any n ∈ N we have

Yn(s, t, x) := vn(s,X(s, t, x)), Zn(s, t, x) := G(X(s, t, x))∇xvn(s,X(s, t, x)),

where (X; Yn,Zn) is the unique predictable solution to the approximate System of
Forward Backward Stochastic Differential Equations

dYn
τ = Hn(Xτ ,Z

n
τ )dτ + Znτ dWτ , τ ∈ [t, T ],

dXτ = b(Xτ )dτ +G(Xτ )dWτ , τ ∈ [t, T ],

Yn
T = g(XT ),

Xt = x, x ∈ Rd.

Both vn and Q1/2∇xvn converge to v and Q1/2∇xv, respectively, and we prove these
convergences following the procedure of Subsection 6.2.2. Moreover, we prove that also

xi



Yn and Zn converge to random variables Y and Z, and we can conclude that (X,Y,Z)
is a solution to 

dYτ = H(Xτ ,Zτ )dτ + ZτdWτ , τ ∈ [t, T ],

dXτ = b(Xτ )dτ +G(Xτ )dWτ , τ ∈ [t, T ],

YT = g(XT ),

Xt = x, x ∈ Rd,

with

Y(s, t, x) := v(s,X(s, t, x)), Z(s, t, x) := G(X(s, t, x))∇xv(s,X(s, t, x)).
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Chapter 2

Parabolic Cauchy Problems

The starting point of our analysis is the parabolic Cauchy problem
Dtu(t, x) = Au(t, x), x ∈ Rd, t > 0,

u(0, ·) = f, x ∈ Rd,
(PCP)

A is the elliptic operator defined on the smooth functions g by

Ag(x) =

d∑
i,j=1

qij(x)
∂2g

∂xi∂xj
(x) +

d∑
i=1

bi(x)
∂g

∂xi
(x) + c(x)g(x), (2.1)

where the coefficients of operator A are possibly unbounded, and f ∈ Cb(Rd).
In recent years much attention has been paid to the uniformly elliptic operator A,

with unbounded coefficients in RN , since they naturally appear in the theory of Markov
processes (for a systematic treatment of this argument see [15]). Moreover, the interest
has also been extended to elliptic nonautonomous second order differential operators ([3],
[65], [67]).

If its coefficients are bounded and smooth enough, A is a sectorial operator which
generates an analytic semigroup (see [70]). Hence, it is possible to study (PCP) using the
classical theory of analytic semigroups in order to get existence, uniqueness and smooth
properties of the solution u.

The situation is completely different if we consider elliptic operators with unbounded
coefficients. Indeed, let us consider the Ornstein-Uhlenbeck operator, defined on the
smooth functions g by

Ag(x) =
1

2

d∑
i,j=1

qij
∂2g

∂xi∂xj
(x) +

d∑
i,j=1

bijxj
∂g

∂xi
(x), (2.2)

where [qij ] is a constant, symmetric and positive definite matrix, and [bij ] is a constant
matrix, whose eigenvalues have non-positive real part. This is the most famous example
of second-order elliptic operator with unbounded coefficients, and the semigroup defined

1



Chapter 2. Parabolic Cauchy Problems 2

by the solution to (PCP) is neither strongly continuous nor analytic in Cb(Rd) (see [25]).
Moreover, the spectrum of the Ornstein-Uhlenbeck operator A in Lp(Rd) and C0(Rd)
contains suitable unbounded subgroups of vertical lines (see [77]). The lack of analyticity
has been also shown in [28] and [81] for more general operators of the form ∆ + 〈F,∇〉,
with suitable choices of F . This means that we can not use classical techniques to study
operators with unbounded coefficients and their associated Cauchy problem in Cb(Rd)
and Lp(Rd). However, in recent years important developments has been done in the study
of such operators, starting from the problem of existence and uniqueness of the solution
to the parabolic Cauchy problem (PCP), solved in the 60′s ([52], [56], [57], [58], [59]).
Remarkable properties of the semigroups associated with operators with unbounded
coefficients, such as compactness, estimates of the spacial derivatives of the function
T (t)f , t ≥ 0, and the study of invariant measures in Lp(Rd) (see the monograph [15] and
the paper [79]), have been established in the last years.

Also nonautonomous operators are of interest for us, and the first works in this
direction deal with the particular case of the Ornstein-Uhlenbeck operator (see [24], [43],
[44]). The pioneer paper which set the basis for a general theory of nonautonomous
operators is [60], in which the authors consider the parabolic Cauchy problem

Dtu(t, x) = A(t)u(t, x), t > s, x ∈ Rd,

u(s, x) = f(x), x ∈ Rd.
(2.3)

The operator A(t) is defined on the smooth functions ϕ by

(A(t)ϕ)(x) =
d∑

i,j=1

qij(t, x)
∂2ϕ

∂xi∂xj
(x) +

d∑
i=1

bi(t, x)
∂ϕ

∂xi
(x)

= Tr(Q(t, x)D2ϕ(x)) + 〈B(t, x),∇ϕ(x)〉,

(2.4)

where x ∈ Rd and t ∈ I, which is either R or a right half-line. The Cauchy problem (2.3)
is strictly linked to the stochastic differential problem

dXt = µ(t,Xt)dt+ σ(t,Xt)DWt, t > s,

Xs = x ∈ Rd,
(2.5)

where Wt is a standard d−dimensional Brownian motion and µ and σ are respectively
regular Rd and Rd×Rd− valued functions. If problem (2.5) has a solution Xt = X(t, s, x),
then Itô formula implies that, for any f ∈ C2

b (Rd) and t > s ∈ I, the function

u(t, s, x) := E[f(X(t, s, x))] (2.6)

solves the differential equation
Dsu(s, x) = 1

2Tr(σ(s, x)σ∗(s, x)D2u(s, x)) + 〈b(s, x),∇u(s, x)〉, s < t, x ∈ Rd,

u(t, x) = f(x), x ∈ Rd.
(2.7)
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This is a backward Cauchy problem, but reverting time the solutions to (2.7) are
transformed into solutions to (2.3).

However, in the paper mentioned above, the Cauchy problem (2.3) is studied in a purely
analytic way. Authors find sufficient conditions such that for any f ∈ Cb(Rd) the Cauchy
problem is solvable by a unique classical solution u ∈ C([s,∞)×Rd)∩C1,2((s,∞)×Rd).
Then they define a family of evolution operators {G(t, s)}t≥s∈I setting G(t, s)f(x) =
u(t, x), and establish several important properties of these operators. These properties
concern with the continuity and the smoothing effects of {G(t, s)}t≥s, and the key tool to
show them is an integral representation of G(t, s). This means that there exists a family
of finite Borel measures on Rd {pt,s(x, dy) : x ∈ Rd}, t > s ∈ I, such that

G(t, s)f(x) =

∫
Rd
f(y)pt,s(x, dy), (2.8)

for any f ∈ Cb(Rd), x ∈ Rd and t > s ∈ I. Moreover, several estimates on the spacial
derivatives of G(t, s)f are proved, with f ∈ Cb(Rd).

These estimates have been used both to study the asymptotic behavior of G(t, s) and
to prove optimal Schauder estimates for non-homogenous Cauchy problems.

Finally, the existence of a system of invariant measures {µt}t∈I is proved, i.e. a family
of finite Borel measures µt such that∫

Rd
G(t, s)f(x)dµt(x) =

∫
Rd
f(x)dµs(x), (2.9)

for any t > s ∈ I and f ∈ Cb(Rd).
Nonautonomous elliptic operators with unbounded coefficients with a potential term

has been studied in [3]. More precisely, in [3] the operator

(A(t)ϕ)(x) =
d∑

i,j=1

qij(t, x)
∂2ϕ

∂xi∂xj
(x) +

d∑
i=1

bi(t, x)
∂ϕ

∂xi
(x)

− c(t, x)ϕ(x)

(2.10)

has been considered. The proof of the existence and uniqueness of a solution to
Dtu(t, x) = A(t)u(t, x), t > s, x ∈ Rd,

u(s, x) = f(x), x ∈ Rd,

follows the ideas in [60], as the definition of G(t, s). The rest of the paper is devoted
to prove compactness properties of {G(t, s)}t>s∈J in Cb(Rd), for any bounded interval
J ⊂ I, and the invariance of Lp(Rd) and C0(Rd) under its action. As in the autonomous
case, the compactness of {G(t, s)}t>s∈J is equivalent to the tightness of the family of
transition measures {pt,s(x, dy) : x ∈ Rd}, and sufficient conditions for this family to be
tight are provided.
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However, under these conditions G(t, s) is compact but it does not preserve C0(Rd);
hence finding assumptions which guarantee that C0(Rd) is invariant under the action
of G(t, s) is not trivial, and under these assumptions the authors of [3] show that
{G(t, s)}t≥s∈I , restricted to C0(Rd), is a strongly continuous family of evolution operators.

As noticed, elliptic operators with unbounded coefficients have been deeply inves-
tigated in these last years. Different is the case of systems of elliptic operators with
unbounded coefficients. The extension of the classical theory of elliptic systems has been
mainly devoted to the case of bounded but not smooth coefficients (see [1], [32], [49],
[85], [86], [87], [95], [98]), while the direction of unbounded coefficients has been little
beaten. In the papers [50] and [94], a class of weakly coupled systems is considered in
the Lp−setting, and the paper [31] keeps on the analysis both in vector values spaces
Lp(RN ;Rm) and Cb(RN ;Rm). Here, some results of previous papers are extended to
more general situations, and the operator A is studied in the space Cb(Rd;RM ) of all
bounded and continuous vector-valued functions. The operator A is defined on smooth
vector-valued functions ϕ = (ϕ1, . . . , ϕM ) by

(Aϕ(x))k =

d∑
i,j=1

qij(x)D2
ijϕk(x) +

d∑
i=1

bi(x)Diϕk(x) +

d∑
h=1

Vkh(x)ϕh(x),

for x ∈ Rd and k = 1, . . . ,M . As a first step the authors of [31] proved that it is possible
to associate a semigroup of bounded linear operators on Cb(Rd;RM ) to A under minimal
assumptions on the coefficients, which are comparable with those of the case of single
equation. As usual, the semigroup is defined by means of the unique classical solution u
to the parabolic Cauchy problem

Dtu(t, x) = Au(t, x), x ∈ Rd, t > 0,

u(0, ·) = f , x ∈ Rd,

For any f ∈ Cb(Rd;RM ) we set T(t)f(x) := u(t, x). Though the semigroup may fail to
be strongly continuous or analytic in Cb(Rd;RM ), a “weak” generator can be associated
with in, as in the scalar case. The authors of [31] have also provided sufficient conditions
in order to get compactness of T(t) on Cb(Rd;RM ) and estimates of spatial derivatives
of the function T (t)f , with f ∈ Cb(Rd;RM ). These estimates have been used to prove
the optimal Hölder regularity of solutions to non-homogenous parabolic and elliptic
Cauchy problem. Moreover, generation of strongly continuous and analytic semigroups
{Tp(t)}t≥0 in Lp(Rd;RM ) has been investigated, and conditions which imply that Tp(t)
maps Lp(Rd;RM ) into Lq(Rd;RM ) for any 1 ≤ p ≤ q <∞ are provided.
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2.1 Autonomous Cauchy Problems

2.1.1 The Parabolic Equation and the Semigroup

Let A be the differential operator defined on smooth functions g by

Ag(x) =

d∑
i,j=1

aij(x)
∂2g

∂xi∂xj
(x) +

d∑
i=1

bi(x)
∂g

∂xi
(x) + c(x)g(x). (2.11)

We assume the following hypotheses on the coefficients of the operator A.

Hypotheses 2.1. (i) Q = [qij ] is a symmetric matrix, i.e. qij = qji for any i, j =
1, . . . , d, and there exist a positive function ν and a constant ν0 > 0 such that
ν(x) ≥ ν0 for any x ∈ Rd and

〈Q(x)ξ, ξ〉 ≥ ν(x)|ξ|2, ξ, x ∈ Rd; (2.12)

(ii) qij , bi and c belong to Cαloc(Rd), for any i, j = 1, . . . , d, and some α ∈ (0, 1);

(iii) c ≤ k0, for some k0 ∈ R;

(iv) there exist a positive function ϕ ∈ C2(Rd) and a constant λ > 0 such that
lim|x|→∞ ϕ(x) = +∞ and

Aϕ(x)− λϕ(x) ≤ 0, x ∈ Rd. (2.13)

Remark 2.2. The function ϕ which appears in Hypothesis 2.1(iv) is called a Lyapunov
function associated to the operator A.

Under these assumptions, the following theorem holds.

Theorem 2.3. If Hypotheses 2.1 are satisfied then, for any f ∈ Cb(Rd), there exists a
unique classical solution to the Cauchy problem

Dtu(t, x)−Au(t, x) = 0, t > 0, x ∈ Rd,

u(0, x) = f(x), x ∈ Rd,
(2.14)

i.e., there exists a unique function u ∈ C([0,∞)×Rd)∩C1,2((0,∞)×Rd) which satisfies

(2.14). Moreover. u ∈ C1+α/2,2+α
loc ((0,∞)× Rd).

The uniqueness is a byproduct of Hypothesis 2.1(iv), while the existence is based
on an approximation argument and Schauder interior estimates. Let us explain this
arguments. For any n ∈ N we consider the Dirichlet-Cauchy problem

Dtun(t, x) = Aun(t, x), x ∈ B(n), t > 0,

un(t, x) = 0, x ∈ ∂B(n), t > 0,

un(0, ·) = f, x ∈ B(n).

(PDCP)
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By classical results for parabolic Cauchy problem in bounded domains (see [63])
we know that there exists a unique solution un ∈ C([0,∞) × B(n) \ ({0} × ∂B(n)) ∩
C

1+α/2,2+α
loc ((0,∞)×B(n)) to (PDCP). Using classical Schauder estimates and Ascoli-

Arzelà Theorem it is possible to show that {un}n∈N converges to a function u ∈ C((0,∞)×
Rd)∩C1+α/2,2+α

loc ((0,∞)×Rd) in C
1+β/2,2+β
loc ((0,∞)×Rd), for any β ∈ (0, α) and for any

compact set K ⊂ (0,∞)×Rd. Finally, one proves that u can be extended by continuity up
to 0 where it equals f . This is obtained using a localization argument: we set vn := ϑun,
where θ is a smooth function which is equal to 1 in B(M − 1), and equal to 0 in B(M)c.
Hence vn satisfies the non-homogenous Cauchy problem

Dtvn(t, x) = Avn(t, x) + gn(t, x), x ∈ B(M), t > 0,

un(t, x) = 0, x ∈ ∂B(M), t > 0,

un(0, ·) = ϑf, x ∈ B(M),

where gn = −Tr(QD2ϑ)vn − 2
∑d

i,j=1 qijDiϑDjvn−
∑d

j=1(Bjvn)Djϑ.
By means of the variation of constants formula we get

vn(t, x) = TM (t)ϑf(x) +

∫ t

0
TM (t− s)gn(s, ·)(x)ds,

and

|un(t, x)− f(x)| ≤ |TM (t)ϑf(x)− f(x)|+
∣∣∣∣∫ t

0
TM (t− s)gn(s, ·)(x)ds

∣∣∣∣ ,
for any x ∈ B(M − 1). Letting n to +∞ and later t to 0+ we get that u(0, x) = f(x),
for any x ∈ B(M − 1). Since M is arbitrary, we can conclude that u(0, ·) ≡ f in Rd.
Further, u satisfies

|u(t, x)| ≤ exp(k0t)‖f‖∞, (2.15)

for any t > 0 and x ∈ Rd, where k0 is given by Hypothesis 2.1(iii).

Remark 2.4. If f ≥ 0 the classical maximum principle implies that un is positive and
increasing, and therefore u is positive.

Remark 2.5. If Hypothesis 2.1(iv) fails to hold, the approximation argument explained
above still works and shows that problem (2.14) admits a classical solution u with the
smoothing properties in Theorem 2.3. In general, as we will see in Example 2.6, this
solution is not unique. Anyway, using the classical maximum principle, we can show that,
for any f ≥ 0, u is the minimal solution to (2.14), i.e. if v is another classical solution
to (2.14) then u ≤ v in [0,∞)× Rd.

Example 2.6. Let d = 1 and consider the operators

A1g(x) = g′′(x)− x3g′(x) (2.16)
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and
A2g(x) = g′′(x) + x3g′(x). (2.17)

Then, for any f ∈ Cb(R) the Cauchy problem associated to A1 admits a unique
classical solution. On the other hand, the Cauchy problem associated to A2 admits more
than a classical solution.

Remark 2.7. Example above shows that the existence of a Lyapunov function is not
only connected to the growth of the coefficients, as it could appear. Indeed the drift terms
of A1 and A2 differ only in the sign, but their behavior is quite different.

We recall that, for any n ∈ N, un denotes the unique classical solution to the parabolic
Dirichlet-Cauchy problem in B(n) with initial datum f , then

un(t, x) =

∫
Rd
Gn(t, x, y)f(y)dy, (2.18)

where Gn ∈ C((0,∞)× B(n)× B(n)) is the fundamental solution to (PDCP). By the
classical maximum principle one can easily show that {Gn}n∈N is increasing, and so we
can define

G(t, x, y) := lim
n→∞

Gn(t, x, y), t > 0, x, y ∈ Rd. (2.19)

Function G is positive and almost everywhere finite, since if f = 1 we have∫
Rd
Gn(t, x, y)dy ≤ exp(k0t), t > 0, x ∈ Rd. (2.20)

Now we can get an integral representation of T (t); indeed, defining

p(t, x, dy) := G(t, x, y)dy, t > 0, x ∈ Rd, (2.21)

by the monotone convergence we have

T (t)f(x) =

∫
Rd
p(t, x, dy)f(y), (2.22)

for any nonnegative f ∈ Cb(Rd). Splitting f into positive and negative part, we can
extend (2.22) to any f ∈ Cb(Rd).

As it has been stressed, in general the convergence is not uniform in Rd. This is the
case if f vanishes at infinity, as the next Proposition shows.

Proposition 2.8. If f ∈ C0(Rd) then T (t)f converges to f uniformly in Cb(Rd).

Remark 2.9. One can ask if, as a byproduct of Proposition 2.8, {T (t)}t≥0 is strongly
continuous on C0(Rd). The answer is negative in general since it is not guaranteed that
the semigroup preserves C0(Rd), as we will see below.

Some important properties of {T (t)}t≥0, among which the strong Feller property, are
consequences of the integral representation (2.22).
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Proposition 2.10. If the sequence {fn}n∈N ⊂ Cb(Rd) is uniformly bounded and converges
pointwise to f ∈ Cb(Rd) as n→∞, then T (t)fn converges to T (t)f on K, for any compact
set K ⊂ (0,∞)× Rd. Moreover, if {fn}n∈N converges to f locally uniformly in Rd, then
T (t)fn converges locally uniformly in [0,∞)× Rd as n→∞.

Remark 2.11. As a byproduct of Proposition 2.10 we can extend T (t) to the set Bb(Rd)
of all the Borel measurable functions on Rd.

Finally, we recall the following definitions.

Definition 2.12. A semigroup {S(t)}t≥0 on Bb(Rd) is said to be irreducible if, for any
nonempty open set B ∈ Rd, it holds that S(t)χB > 0.
{S(t)}t≥0 has the strong Feller property if S(t)f ∈ Cb(Rd), for any f ∈ Bb(Rd).

Proposition 2.13. {T (t)}t≥0 is irreducible and has the strong Feller property.

The last concept that we introduce in this section is the weak generator of the
semigroup {T (t)}t≥0. Even if in general {T (t)}t≥0 in neither strongly continuous nor
analytic, and hence it is not possible to define the infinitesimal generator in the usual
sense, however we can still associate a generator to {T (t)}t≥0, which has properties
similar to those of the infinitesimal generator.

We will provide two equivalent definitions of the weak generator.
For any f ∈ Cb(Rd) and any λ > k0 the function t→ e−λtT (t)f(x) is continuous and

integrable in (0,+∞). Hence, the operators

R(λ)f(x) :=

∫ ∞
0

e−λtT (t)f(x)dt (2.23)

are bounded on Cb(Rd), and straightforward computations show that the family {R(λ) :
λ > k0} satisfies the resolvent identity. Moreover, R(λ) is injective for any λ > k0;
a result of functional analysis guarantees that there exists a unique closed operator
A1 : D(A1) ⊂ Cb(Rd)→ Cb(Rd) such that

R(λ) = R(λ,A1), Im(R(λ)) = D(A1), λ > k0. (2.24)

Definition 2.14 (see [19], [53]). A1 is the Weak Generator of {T (t)}t≥0.

The second definition of the weak generator is based on bounded pointwise convergence:
a sequence {fn}n∈N ⊂ Cb(Rd) is said to be boundedly and pointwise convergent to
f ∈ Cb(Rd) if there exists a positive constant C such that ‖fn‖∞ ≤ C, for any n ∈ N,
and fn(x)→ f(x) as n→ +∞, for any x ∈ Rd.
Definition 2.15 (see [91], [92]). We call weak generator of the semigroup {T (t)}t≥0 the
operator A2 defined as follows:

D(A2) :=

f ∈ Cb(Rd) :

sup
t∈(0,1)

‖T (t)f − f‖∞
t

<∞;

∃g ∈ Cb(Rd) : lim
t→0+

T (t)f(x)− f(x)

t
= g(x), x ∈ Rd


A2f(x) = g(x), f ∈ D(A2), x ∈ Rd.

(2.25)



2.1. Autonomous Cauchy Problems 9

Proposition 2.16. The operators (A1, D(A1)) and (A2, D(A2)) coincide.

Definition 2.17. The operator (Â,D(Â)) := (A1, D(A1)) = (A2, D(A2)) is called the
weak generator of {T (t)}t≥0.

The weak generator fulfills the following properties.

Proposition 2.18. For any f ∈ D(Â) and any fixed x ∈ Rd, the function T (·)f(x) is
continuously differentiable in [0,∞) and

d

dt
T (t)f(x) = (T (t)Âf)(x). (2.26)

For any sequence {fn}n∈N ⊂ D(Â) such that fn and Âfn converge boundedly in a
dominated way to f, g ∈ Cb(Rd), respectively, then f ∈ D(Â) and Âf = g.

Proposition 2.19. We have

Dmax(A) ∩ C0(Rd) ⊂ D(Â) ⊂ Dmax(A), (2.27)

where

Dmax(A) :=

f ∈ Cb(Rd) :
⋂
p>1

W 2,p
loc (Rd) : Af ∈ Cb(Rd)

 . (2.28)

Moreover, the following conditions are equivalent:

(i) λ ∈ ρ(A), for some λ > k0;

(ii) (k0,∞) ⊂ ρ(A);

(iii) D(Â) = Dmax(A).

2.1.2 Compactness of {T (t)} in Cb(Rd)

In this section we deal with some properties of the semigroup {T (t)}t≥0 generated by
(PCP). In particular, we study the compactness of {T (t)}t>0 in Cb(Rd) and the invariance
of C0(Rd) with respect to {T (t)}t≥0.

We say that {T (t)}t≥0 is conservative if T (t)1 ≡ 1 for any t ≥ 0; let us observe that
if {T (t)}t≥0 is conservative then necessarily c ≡ 0.

The compactness of {T (t)}t>0 is strictly connected with the tightness of the family of
Borel measures {p(t, x, dy) : t > 0, x ∈ Rd}, where p(t, x, dy) has been defined in (2.21).
Here, we recall the definition of tightness fora family of bounded measures.

Definition 2.20. A family of Borel bounded measures {µα}α∈I is said to be tight if for
any ε > 0 there exists a compact set Kε ⊂ Rd such that

µα(Rd \Kε) ≤ ε, α ∈ I. (2.29)
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Proposition 2.21. Suppose that {T (t)}t>0 is conservative. Then {T (t)}t>0 is compact
in Cb(Rd) if and only if the system of Borel measures {p(t, x, dy) : x ∈ Rd} is tight, for
any t > 0.

A sufficient condition for the tightness of {p(t, x, dy) : x ∈ Rd}, for any t > 0, is given
by the proposition below.

Proposition 2.22. Suppose that {T (t)}t>0 is conservative. If there exist a strictly
positive function ϕ ∈ C2(Rd) and a convex and positive function g such that

lim
|x|→∞

ϕ(x) = +∞, 1

g
is integrable at +∞, Aϕ(x) ≤ −g(ϕ(x)), x ∈ Rd, (2.30)

then {p(t, x, dy) : x ∈ Rd} is tight for any t > 0 and, consequently, T (t) is compact on
Cb(Rd) for any t > 0.

Example 2.23. If we consider the operator A defined by

Af(x) = ∇f(x) + 〈b(x), Df(x)〉,

x ∈ R, on smooth functions f , with the drift b satisfying

〈b(x), x〉 ≤ C −M |x|2+ε,

for some C,M, ε > 0, then the associated semigroup {T (t)}t>0 is compact. Indeed, if

ϕ(x) = |x|2, g(s) = −(2N + C) +Ms1+ε/2,

for any x ∈ R and s > 0, then we can apply Proposition 2.22.

Now we assume that {T(t)}t≥0 is not conservative, so in particular c is not identically
zero in Rd. In this case it is possible to relate the compactness of T (t) with the behavior
at infinity of T (t)1.

Theorem 2.24. Fix t > 0. Then T (t)1 ∈ C0(Rd) if and only if T (t) is compact and it
preserves C0(Rd).

Hence it is sufficient to give some conditions such that T (t)1 belongs to C0(Rd) for
any t > 0 in order to get the compactness of the semigroup. The proposition below gives
a sufficient condition, which guarantees that T (t)1 vanishes at infinity, in terms of a
suitable Lyapunov function.

Proposition 2.25. Suppose that there exist λ0 > k0, a compact set K ⊂ Rd and a
function ϕ ∈ C2(Rd \K) ∩ C0(Rd \K) such that

ϕ(x) > 0, x ∈ Rd \K, inf
x∈Rd\K

Aϕ(x)− λ0ϕ(x) := a > 0. (2.31)

Then T (t)1 ∈ C0(Rd) for any t > 0.
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2.1.3 Uniform Estimates and Consequences

In this section we state uniform estimates of the spacial derivatives of {T (t)}t>0, and
some of their consequences. This problem has been widely studied in literature with both
analytic and probabilistic techniques. Here, we consider the conservative case.

Since in the case of unbounded coefficients the semigroup {T (t)}t≥0 is not analytic,
it is not possible to use the well-known theory of analytic semigroups. However, with
additional hypotheses on the coefficients of A it is possible to prove optimal results on
the behavior of the semigroup and of its spacial derivatives near zero. The optimality
relays on the fact that, near 0, we obtain the same singularity which we get for elliptic
operators with bounded and smooth coefficients.

Here we only discuss uniform estimates, which have been studied in [11], [72] and [14],
even if pointwise estimates have also been established. These estimates show that that
for any ω > 0 and any 0 ≤ k ≤ l ≤ 3 there exists a positive constant Cl,k = C(l, k, ω)
such that

‖T (t)f‖Clb(Rd) ≤ Cl,kt
−(l−k)/2eωt‖f‖Ckb (Rd), f ∈ Ckb (Rd). (2.32)

Estimates (2.32) has been proved using the Bernstein method (see [10]). It consists
in introducing the function

vR(t, x) = uR(t, x)2 + atϑ2
R|DuR(t, x)|2 + a2t2ϑ4

R|D2uR(t, x)|2

+ a3t3ϑ6
R|D3uR(t, x)|2, t ∈ [0, T ], x ∈ B(R),

where, for any R > 0, uR is the solution to the Dirichlet-Cauchy problem in B(R) with
initial datum (ϑf)2, and ϑ is a suitable smooth function.

It is possible to apply the classical maximum principle to vR, i.e., there exists K > 0
such that |vR(t, x)| ≤ K‖f‖∞. Since K does not depend on R, letting R to +∞ we get
the thesis.

Finally by interpolation it is possible to extend (2.32) to k, l ∈ R+, 0 ≤ k ≤ l ≤ 3.
Below we give the additional hypotheses we need to get inequalities (2.32).

Hypotheses 2.26. Suppose that Hypothesis 2.1 holds. Moreover, assume the following
conditions:

(i) there exists a constant C > 0 such that∣∣∣∣∣∣
d∑

i,j=1

qij(x)xj

∣∣∣∣∣∣ ≤ Cν(x)(1 + |x|2), (2.33)

Tr(Q(x)) ≤ Cν(x)(1 + |x|2), (2.34)∣∣∣∣∣
d∑
i=1

bi(x)xi

∣∣∣∣∣ ≤ Cν(x)(1 + |x|2), (2.35)

where ν(x) has been defined in Hypothesis 2.1(i).

Moreover, in the next theorem we need one of the following conditions:
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(ii-1) qij , bi ∈ C1+δ
loc (Rd) for some δ ∈ (0, 1) and any i, j = 1, . . . , d. Further, there exist

a positive constant C and a function d : Rd −→ R with

L1 := sup
x∈Rd

d(x)

ν(x)
<∞ (2.36)

such that |Dkqij(x)| ≤ Cν(x) for any i, j, k = 1, . . . , d, and

d∑
i,j=1

Dibj(x)ξiξj ≤ Cd(x), x, ξ ∈ Rd; (2.37)

(ii-2) qij , bi ∈ C2+δ
loc (Rd) for some δ ∈ (0, 1) and any i, j = 1, . . . , d, Hypothesis 2.26(ii−1)

holds true and there exist a positive function r : Rd −→ R and three constants
K1 ∈ R and L2, L3 > 0 such that

|Dβbi(x)| ≤ r(x), x ∈ Rd, i = 1, . . . , d, |β| = 2,

d(x) + L2r(x) ≤ L3ν(x), x ∈ Rd,
d∑

i,j,h,k=1

Dhkqij(x)mijmhk ≤ K1ν(x)

d∑
h,k=1

m2
hk, x ∈ Rd,

(2.38)

for any symmetric matrix M = [mhk].

(ii-3) qij , bi ∈ C3+δ
loc (Rd) for some δ ∈ (0, 1) and any i, j = 1, . . . , d, Hypothesis 2.26(ii−2)

holds true and there exists C > 0 such that |Dβbi(x)| ≤ Cr(x) and |Dβqij(x)| ≤
Cν(x) for any i, j = 1, . . . , d, any |β| = 3| and any x ∈ Rd.

Now we can state the main theorem of this section.

Theorem 2.27. Let Hypotheses 2.1, 2.26(i) and 2.26(ii−l) hold true for some l ∈ {1, 2, 3}.
Then for any ω > 0 and any k = 0, 1, . . . , l there exist constants Cl,k = Cl,k(ω) > 0 such
that

‖T (t)f‖Clb(Rd) ≤ Cl,kt
−(l−k)/2eωt‖f‖Ckb (Rd), f ∈ Ckb (Rd). (2.39)

In particular, if k = l we can take ω = 0 in (2.39).

As we said, the proof is based on an approximating argument. At first, we consider
the case l = 3 and k = 0, since the others can be obtained in the analogous way. We
define a smooth function ϑn : Rd −→ R by ϑn(x) = ϑ(|x|/n), where ϑ ∈ C∞c (R) and
χ(−1,1) ≤ ϑ ≤ χ(−2,2).

For any f ∈ Cb(Rd) let un be the unique classical solution to
Dtun(t, x) = Aun(t, x), x ∈ B(n), t > 0,

un(t, x) = 0, x ∈ ∂B(n), t > 0,

un(0, ·) = ϑnf, x ∈ B(n).
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From the interior Schauder estimates (see [63]) it follows that

‖un(t, ·)− u(t, ·)‖C3(B(n)) → 0, n→∞, (2.40)

for any t > 0. For any x ∈ B(n) and t ∈ [0, t0], where t0 will be chosen in a suitable way,
we set

v0,3,n(t, x) := |un(t, x)|2 + atϑ2
n(x)|Dun(t, x)|2 + a2t2ϑ4

n(x)|D2un(t, x)|2

+ a3t3ϑ6
n(x)|D3un(t, x)|2.

(2.41)

This function is smooth and satisfies the Dirichlet-Cauchy problem
Dtv0,3,n(t, x) = Av0,3,n(t, x) + g(t, x), x ∈ B(n), t ∈ (0, t0],

v0,3,n(t, x) = 0, x ∈ ∂B(n), t ∈ (0, t0],

v0,3,n(0, ·) = ϑnf, x ∈ B(n).

(2.42)

Long computations show that, with a suitable choice of a and t0, we get |g(t, x)| ≤
0 for any t ∈ (0, t0] and x ∈ B(n). The classical maximum principle implies that
v0,3,n(t, x) ≤ |ϑnf(x)|2 and the uniform local convergence of un and ϑn respectively to u
and 1 leads to the desired estimate.

We can now state the optimal regularity result for Cauchy problem
Dtu(t, x) = Au(t, x) + g(t, x), x ∈ Rd, t ∈ (0, T ],

u(0, x) = f(x), x ∈ Rd,
(2.43)

Theorem 2.28. Suppose that f ∈ C2+θ
b (Rd) for some θ ∈ (0, 1), and g ∈ C([0, T ]× Rd)

satisfies g(t, ·) ∈ Cθb (Rd) for all t ∈ [0, T ] and

[g]θ := sup
t∈(0,T )

‖g(t, ·)‖Cθb (Rd) <∞.

Then, problem (2.43) admits a unique bounded classical solution u, which is given by
the variation of constants formula

u(t, x) = T (t)f(x) +

∫ t

0
(T (t− s)g(s, ·))(x)ds, t ∈ [0, T ], x ∈ Rd. (2.44)

Moreover, there exists a positive constant C, independent of u and the data, such that

sup
t∈(0,T )

‖u(t, ·)‖C2+θ
b (Rd) ≤ C

(
‖f‖C2+θ

b (Rd) + [g]θ

)
. (2.45)
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2.2 Nonautonomous Elliptic Operators

In this section we present the results [3]. The first paper which contains a systematic
treatment of nonautonomous operators with null potential term is [60], after that in
[25], [43] and [44] the nonautonomous Ornstein-Uhlenbeck operator has been studied.
[3] extends some results of [60] and [71] in the case of non-zero potential and provides
sufficient conditions for the compactness of the family of evolution operators associated
to A, adapting the technique of [80].

2.2.1 Existence, Uniqueness and Main Properties of the Solution to
the Cauchy Problem

Let I = R or be a right half-line, ΛI := {(t, s) ∈ I×I : t > s}, and A(t) be the differential
operator defined on smooth functions ϕ by

(A(t)ϕ)(x) =
d∑

i,j=1

qij(t, x)
∂2ϕ

∂xi∂xj
(x) +

d∑
i=1

bi(t, x)
∂ϕ

∂xi
(x)

− c(t, x)ϕ(x),

(2.46)

for any (t, x) ∈ I × Rd, under the following hypotheses:

Hypotheses 2.29.

(i) qij , bi and c belong to C
α/2,α
loc (I × Rd), for any i, j = 1, . . . , d;

(ii) c0 := inf(t,x)∈I×Rd c(t, x) > −∞;

(iii) Q(t, x) = [qij(t, x)] is a symmetric matrix for any (t, x) ∈ I × Rd; moreover there
exist a function η : I × Rd −→ R such that 0 < η0 := inf(t,x)∈I×Rd η(t, x) and

〈Q(t, x)ξ, ξ〉 ≥ η(t, x)|ξ|2, t ∈ I, x, ξ ∈ Rd; (2.47)

(iv) there exist a positive function ϕ ∈ C2(Rd) and a constant λ > 0 such that lim|x|→∞ =
+∞ and

A(t)ϕ(x)− λϕ(x) < 0, (t, x) ∈ I × Rd. (2.48)

Remark 2.30. As in the autonomous case, ϕ is called Lyapunov function.

Hypothesis 2.29 guarantees that for any f ∈ Cb(Rd) the nonautonomous parabolic
Cauchy problem 

Dtu(t, x) = A(t)u(t, x), t > s, x ∈ Rd,

u(s, x) = f(x), x ∈ Rd.
(2.49)
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admits a unique classical solution u which belongs to C
1+α/2,2+α
loc ((s,∞)×Rd). Moreover,

|u(t, x)| ≤ e−c0(t−s)‖f‖∞, s < t, x ∈ Rd. (2.50)

The proof is analogous to that in the autonomous case: the Lypaunov function is the
key tool to prove uniqueness, while the existence follows from an approximation argument
with solutions to Cauchy problems in bounded domains with Dirichlet or Neumann
boundary conditions.

By means of the solution to (2.49) it is possible to define a family of bounded linear
operators on Cb(Rd), setting G(t, s) : Cb(Rd) −→ Cb(Rd), f 7→ G(t, s)f := u(t, ·). The
following proposition shows the main properties of these operators.

Proposition 2.31.

(i) The family of operators {G(t, s)}t≥s∈I defines an evolution operator on Cb(Rd), i.e.
G(t, s) is a bounded linear operator on Cb(Rd), for any t > s ∈ I, G(s, s) = IdCb(Rd)

and G(t, r)G(r, s) = G(t, s) for any t > r > s ∈ I;

(ii) the evolution operator G(t, s) can be represented in the form

G(t, s)f(x) =

∫
Rd
g(t, s, x, y)f(y)dy, s < t, x ∈ Rd, (2.51)

for any f ∈ Cb(Rd), where g : ΛI × Rd × Rd −→ R is a positive function. For any

s ∈ I and almost any y ∈ Rd the function g(·, s, ·, y) ∈ C1+α/2,2+α
loc ((s,∞) × Rd)

and it solves the equation Dtg −Ag = 0 in (s,∞)× Rd. Moreover,

‖g(t, s, x, ·)‖L1(Rd) ≤ e−c0(t−s), s < t, x ∈ Rd. (2.52)

g is called the Green function of Dtu−Au = 0 in (s,∞)× Rd;

(iii) G(t, s) can be extended to Bb(Rd) by the formula (2.51). Each operator G(t, s) is
irreducible and has the strong Feller property.

The Green function g defined in (2.51) is the key tool to prove the compactness of
evolution operator in Cb(Rd). Indeed it is possible to introduce a family of Borel measures
which are equivalent to the Lebesgue measure, and, as in autonomous case, one can prove
that the tightness of this family is equivalent to the compactness of evolution operator.

At first, we define this family of Borel measures and present its basic properties which
immediately follow from Proposition 2.31.

Corollary 2.32. For any (t, s) ∈ ΛI and any x ∈ Rd we define the measure gt,s(x, dy)
by setting gs,s(x, dy) = δx and

gt,s(x,A) :=

∫
A
g(t, s, x, y)dy, (2.53)
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for any Borel set A ⊂ Rd. Then each measure gt,s(x, dy) is equivalent to the Lebesgue
measure and for any t > r > s ∈ I we have

gt,s(x,A) =

∫
Rd
gr,s(y,A)gt,r(x, dy), A ∈ B(Rd). (2.54)

To prove the compactness of G(t, s) we need some stronger hypothesis on the Lyapunov
function.

Hypothesis 2.33. For any bounded interval J ⊂ I there exist a positive function
ϕ = ϕJ ∈ C2(Rd) and a positive constant λ = λJ such that lim|x|→∞ ϕ(x) = +∞ and

(A(t) + c(t, x))ϕ(x)− λϕ(x) < 0, t ∈ J, x ∈ Rd. (2.55)

2.2.2 Compactness

The aim of this part consists in giving sufficient conditions which ensure that the operator
G(t, s) is compact. In the conservative case (c ≡ 0) a sufficient condition for G(t, s) to
be compact in Cb(Rd) has been established in [71].

For any J ⊂ I we set

Λ̃J := {(t, s) ∈ J × J : t > s}. (2.56)

As in autonomous case, the tightness of the family of measures {gt,s(x, dy) : s, t ∈
Λ̃J , s < t, x ∈ Rd} and the compactness of the evolution operator {G(t, s)}s<t, s, t ∈ J ,
are strictly connected.

Proposition 2.34. Let J ⊂ I be an interval. The following are equivalent:

(i) for any (t, s) ∈ Λ̃J , G(t, s) is compact on Cb(Rd);

(ii) the family of measures {gt,s(x, dy) : x ∈ Rd} is tight for any (t, s) ∈ Λ̃J .

Hence, to prove the compactness of evolution operator we need to study the tightness
of this family of measures.

To conclude, we present a sufficient condition ensuring the compactness of the
evolution operator.

Theorem 2.35. Assume that Hypothesis 2.33 is satisfied and there exist K > 0, d1, d2 ∈ I
with d1 < d2, a positive function η ∈ C2(Rd) blowing up as |x| → ∞, and a convex
function h : [0,∞) −→ R such that 1/h ∈ L1(a,∞), for large a, and

((A(s)η)(x) ≤ −h(η(x)), s ∈ [d1, d2], |x| ≥ K. (2.57)

Moreover, assume that, for the interval J = [d1, d2] ⊂ Ithere exist µ ∈ R, R > 0 and a
positive and bounded function W ∈ C2(Rd \B(0, R)) such that infx∈Rd\B(0,R)W (x) > 0
and

A(t)W (x)− µW (x) ≤ 0, (t, x) ∈ J × Rd \B(0, R). (2.58)

Then G(t, s) is compact in Cb(Rd) for any (t, s) ∈ ΛI such that s ≤ d2 and t ≥ d1,
and t 6= s.
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2.3 Weakly-Coupled Systems

While parabolic PDE’s with unbounded coefficients have been widely studied in the last
decades, the same has not been done for systems of parabolic PDE’s with unbounded
coefficients.

The first results have been obtained in Lp spaces, assuming that the diffusion coeffi-
cients are bounded in Rd. Here, we follow [31], and we consider the vector-valued elliptic
operator A defined on the smooth function ϕ by

(Aϕ(x))k =
d∑

i,j=1

qij(x)D2
ijϕk(x) +

d∑
i=1

bi(x)Diϕk(x) +
d∑

h=1

Vkh(x)ϕh(x), (2.59)

for x ∈ Rd and k = 1, . . . ,m. Let us notice that only the terms of order zero are coupled.
The aim is to define a semigroup {T(t)}t≥0 in terms of the solution to

Dtu(t, x) = Au(t, x), x ∈ Rd, t > 0,

u(0, ·) = f , x ∈ Rd,
(2.60)

with f ∈ Cb(Rd;Rm) and to analyze the main properties properties of this semigroup.

2.3.1 The Cauchy Problem and the Definition of the Semigroup

We assume the following hypotheses on the coefficients of operator A defined in (2.60).

Hypotheses 2.36. The coefficients of operator A satisfy the following conditions:

(i) aij , bi ∈ Cαloc(Rd) for any i, j = 1, . . . , d;

(ii) there exists a continuous function ν : Rd −→ (0,∞) and a positive constant ν0 such
that ν(x) ≥ ν0, for any x ∈ Rd, and

〈Q(x)ξ, ξ〉 ≥ ν(x)|ξ|2, x, ξ ∈ Rd, (2.61)

where Q(x) = [qij(x)] is a symmetric matrix;

(iii) Vhk ∈ Cαloc(Rd) for any h, k = 1, . . . ,m and there exists a function k ∈ Cαloc(Rd)
with k0 := supx∈Rd k(x) < +∞ such that

〈V (x)ξ, ξ〉 ≤ k(x)|ξ|2, x, ξ ∈ Rd; (2.62)

(iv) there exist a positive function ϕ ∈ C2(Rd) which blows up as |x| → +∞ and a
constant λ0 > 0 such that

λ0ϕ(x)−
d∑

i,j=1

qij(x)D2
ijϕ(x)−

d∑
i=1

bi(x)Diϕ(x)− 2k(x)ϕ(x) > 0, (2.63)

for any x ∈ Rd.
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To enlighten the notations, we set

A2k :=

d∑
i,j=1

qij(x)D2
ij +

d∑
i=1

bi(x)Di + 2k(x),

and denote by {S2k(t)}t≥0 the semigroup of bounded linear operators associated to the
classical solution to 

Dtu(t, x) = A2ku(t, x), x ∈ Rd, t > 0,

u(0, ·) = f , x ∈ Rd,

with f ∈ Cb(Rd;Rm).
Fixed f ∈ Cb(Rd;Rm), we look for a classical solution u to (2.60), that is a function

u ∈ C([0,∞)×Rd;Rm)∩C1,2((0,∞)×Rd;Rm) which is bounded in the strip [0, T ]×Rd,
for any T > 0. Uniqueness follows from Hypotheses 2.36(iii)− (iv), while existence is
established by means of limit of solutions in bounded domains with Dirichlet boundary
conditions.

Proposition 2.37. Let f ∈ Cb(Rd;Rm), and let u be a classical solution to (2.60), which
is bounded in [0, T ]× Rd for any T > 0. Then,

|u(t, ·)|2 ≤ S2k(t)(|f |2), t ≥ 0. (2.64)

In particular,
‖u(t, ·)‖∞ ≤

√
Mek0t‖f‖∞, t ≥ 0, (2.65)

where k0 is the constant in Hypothesis 2.36(iii).

Theorem 2.38. For any f ∈ Cb(Rd;Rm) the Cauchy problem (2.60) admits a unique
classical solution u which is bounded in [0, T ] × Rd, for any T > 0. u belongs to

C
1+α/2,2+α
loc ((0,∞)× Rd;Rm) and

‖u(t, ·)‖∞ ≤
√
Mek0t‖f‖∞, t ≥ 0, (2.66)

where k0 and α are defined in Hypotheses 2.36(i), (iii).

By Proposition 2.37 and Theorem 2.38 the family of operators {T(t)}t≥0 defined
by T(t)f := u(t, ·), where u is the unique classical solution to (2.60) with initial datum
f ∈ Cb(Rd;Rm), is a semigroup of bounded linear operators which satisfies

‖T(t)‖L(Cb(Rd;Rm)) ≤
√
Mek0t, t > 0. (2.67)

According to Definitions 2.14 and 2.15, it is possible to define the weak generator of
{T(t)}t≥0. It suffices to replace Cb(Rd) with Cb(Rd;Rm). We denote by Â1 the operator
defined as in Definition 2.14, and Â2 the operator defined as in Definition 2.15 . As
in the scalar case, these operators coincide and we denote by A := Â1 = Â2 the weak
generator of {T(t)}t≥0. The following proposition gives a useful characterization of the
weak generator A.
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Proposition 2.39. Let Dmax(A) be the maximal domain of the realization of A in
Cb(Rd;Rm), i.e.

Dmax(A) := {f ∈ Cb(Rd;Rm)
⋂
p>1

W 2,p
loc (Rd;Rm) : Af ∈ Cb(Rd;Rm)}. (2.68)

Then Dmax(A) = D(A) and Af = Af , for any f ∈ D(A), where Af is understood in
the sense of distributions.

The last result of this subsection is the next proposition, which shows that T(t) and
A commute on Dmax(A).

Proposition 2.40. For any f ∈ Dmax(A) and any t > 0 T(t)f ∈ Dmax(A). Moreover,
AT(t)f = T(t)Af .

2.3.2 Compactness Properties of {T(t)}t≥0

Compactness properties of {T(t)}t>0 in Cb(Rd;Rm) are linked to those of the scalar
semigroups {S0(t)}t>0 and {S2k(t)}t>0 in Cb(Rd). In particular, it has been proved that
the compactness of the scalar semigroup {S2k(t)}t>0, related to the elliptic operator A2k,
implies the compactness of the vector-valued semigroup, and vice versa.

Theorem 2.41. If {S2k(t)}t>0 is compact in Cb(Rd), then also {T(t)}t>0 is compact in
Cb(Rd;Rm).

This result is a consequence of an integral representation of S2k(t) and estimate (2.64).
Hence, to prove the compactness of {T(t)}t>0 it is sufficient to find conditions which
ensure the compactness of {S2k(t)}t>0. This is the content of the following corollary.

Corollary 2.42. Suppose that one of the following conditions holds:

(i) there exist a positive function ϕ̃ ∈ C2(Rd) blowing up as |x| → +∞ and a convex
function g ∈ L1(a,∞) for large a such that A0ϕ̃(x) + g(ϕ̃(x)) ≤ 0 for any x ∈ Rd;

(ii) there exist λ,R > 0, µ ∈ R, a function ψ ∈ C2(Rd \B(R)) with positive infimum, two
positive functions ϕ̃1, ϕ̃2 ∈ C2(Rd) blowing up as |x| → +∞ and a convex function
g as in (i) such that A2kψ − µψ ≥ 0 in Rd \ B(R), A0ϕ̃1 − λϕ̃1 < 0 in Rd and
A2kϕ̃2 + g(ϕ̃2) ≤ 0 in Rd.

Then, the semigroup {T(t)}t>0 is compact in Cb(Rd;Rm).

Now we prove the other implication, i.e., we provide sufficient conditions which
guarantee that, if {T(t)}t>0 is compact, then {S2k(t)}t>0 is compact as well. We need
to consider the operator A0 := A2k − 2k and the semigroup {S0(t)}t≥0 associated to it,
but before entering into details, we stress that under Hypotheses 2.36 it is possible that
Cauchy problem 

Dtu(t, x) = A0u(t, x), x ∈ Rd, t > 0,

u(0, ·) = f, x ∈ Rd,
(2.69)
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admits more then one classical solution. Nevertheless, we can associate a semigroup to
the operator A0 by setting u(t, x) := limn→∞ un(t, x), where un is the unique classical
solution to the Dirichlet-Cauchy problem

Dtun(t, x) = A0un(t, x), x ∈ B(n), t > 0,

un(t, x) = 0, x ∈ ∂B(n), t > 0,

un(0, ·) = f, x ∈ B(n),

and u is the minimal solution to (2.69) (see Remark 2.5). If we define S0(t)f(x) := u(t, x),
we get that {S0(t)}t≥0 is a semigroup of bounded operators on Cb(Rd).

The first step is the proposition below, which links the scalar semigroup with the
vector one.

Proposition 2.43. Assume that Vk̄h is bounded in Rd for any h = 1, . . . ,m and some
k̄ ∈ {1, . . . ,m}. Then, for any t > 0, any x ∈ Rd and any f ∈ Cb(Rd;Rm) we have

(T(t)f)k̄(x) = S0(t)fk̄(x) +

∫ t

0
(S0(t− s)(VT(s)f)k̄)(x)ds. (2.70)

Now we can state the following result.

Theorem 2.44. Suppose that {T(t)}t>0 is compact in Cb(Rd;Rm), and that there exists
k̄ ∈ {1, . . . ,m} such that Vk̄h is bounded in Rd for any h = 1, . . . ,m. Then both {S0(t)}t>0

and {S2k(t)}t>0 are compact in Cb(Rd).

2.3.3 Uniform Estimates and Consequences

Here, we state estimates analogous to (2.39) for the vector-valued semigroup {T(t)}t>0.
In particular, we show that

‖T(t)ψ‖Cθb (Rd;Rm) ≤ Cθ,βt
−(θ−β)/2eωθ,βt‖ψ‖

Cβb (Rd;Rm)
, t > 0, ψ ∈ Cβb (Rd;Rm),

(2.71)
for any 0 ≤ β ≤ θ ≤ 3 and some positive constants Cθ,β and ωθ,β. Besides Hypotheses
2.36 we also require the following conditions to be satisfy.

Hypotheses 2.45. (i) qij and bi belong to C3+α
loc (Rd), for any i, j = 1, . . . , d;

(ii) the function ν in (2.61) is bounded from below by a positive constant ν0;

(iii) there exist a positive constant C > 0 such that

|Q(x)x|+ Tr(Q(x)) ≤ C(1 + |x|2)
(
ν(x)

√
ν(x)k(x)

)
, (2.72)

〈b(x), x〉 ≤ C(1 + |x|2)
(
ν(x)

√
ν(x)k(x)

)
, (2.73)

for any x ∈ Rd;
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(iv) there exist functions h, r : Rd −→ R and positive constants M, l, p, q such that
6l + (5p+ 6q)d < 2, h+Mr ≤ Cν + l|k| in Rd and

|Dαqij(x)| ≤ Cν(x) + g|α|(x), (2.74)

〈Db(x)ξ, ξ〉 ≤ h(x)|ξ|2, (2.75)

|Dβb(x)| ≤ r(x), (2.76)

for any i, j = 1, . . . , d, any x, ξ ∈ Rd and any multi-index α and β with |α| = 1, 2, 3
and |β| = 2, 3, where g1(x) = p

√
ν|k|, g2(x) = q|k|, g3(x) = C|k|;

(v) for any multi-index β with |β| = 1, 2, 3, it holds that

|DβV (x)| ≤ C
(√

ν(x)|k(x)|+ |k(x)|+ 1
)
, x ∈ Rd. (2.77)

Theorem 2.46. Under Hypotheses 2.36 and 2.45 estimates (2.71) hold true.

As a consequence of Theorem (2.46), we get an optimal regularity result for Cauchy
problem 

Dtu(t, x) = Au(t, x) + g(t, x), x ∈ Rd, t ∈ (0, T ],

u(0, x) = f(x), x ∈ Rd,
(2.78)

Theorem 2.47. Suppose that f ∈ C2+θ
b (Rd;Rm), for some θ ∈ (0, 1), and g ∈ C([0, T ]×

Rd;Rm) satisfies g(t, ·) ∈ Cθb (Rd;Rm) for all t ∈ [0, T ] and

[g]θ := sup
t∈(0,T )

‖g(t, ·)‖Cθb (Rd;Rm) <∞.

Then problem (2.78) admits a unique bounded classical solution u, which is given by
the variation of constants formula

u(t, x) = T(t)f(x) +

∫ t

0
(T(t− s)g(s, ·))(x)ds, t ∈ [0, T ], x ∈ Rd. (2.79)

Moreover, there exists a positive constant C, independent of u and the data, such that

sup
t∈(0,T )

‖u(t, ·)‖C2+θ
b (Rd;Rm) ≤ C

(
‖f‖C2+θ

b (Rd;Rm) + [g]θ

)
. (2.80)



Chapter 3

Optimal Control Problems

The optimal control theory appeared for the first time only at the half of the past
century, even if its interest is related to problems whose nature has a long history. The
deterministic case consists in the treatment of a dynamical system

ẋ(t) = b(t, x(t), u(t)),

x(0) = x0 ∈ Rd,
(3.1)

associated with a cost functional

J(u) :=

∫ T

0
f(t, x(t), u(t))dt+ h(x(T )), (3.2)

and the aim is to minimize (or maximize) J over all u belonging to a suitable space.
Randomness was considered in the early stages of the development of this theory, and

the first paper in which the expression ”stochastic control” appeared was that of Bellman
([9]). However, in that paper the Itô type differential equation was not involved. The
first connection between control theory and stochastic differential equations arose in [36],
where Bellman’s dynamic programming (see [8]) was used to derive a partial differential
equation associated with a continuous-time controlled Markov process. Given a complete
probability space (Ω,F,P) in which a d−dimensional Brownian motion W (·) is defined,
the stochastic control problem has the following form. We deal with a state equation as

dx(t) = b(t, x(t), u(t))dt+ σ(t, x(t), u(t))dW (t),

x(0) = x0 ∈ Rd,
(3.3)

where β and σ are Borel mesurable functions which take values in Rd, Rm×d respectively,
and a cost functional as

J(u) := E
[∫ T

0
f(t, x(t), u(t))dt

]
+ E[h(x(T ))], (3.4)

22
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where x and u are stochastic processes which have to satisfy some adaptability conditions,
and the goal is always to find the optimal value of J and some pair (x̄, ū) for which this
value is reached.

The main steps of the classical dynamic programming approach are the following.
At first, we let the initial time and state vary and define the value function V . Then,
we establish the Bellman’s Optimality Principle, together with some continuity and
local boundedness of the value function, and we prove that the value function is the
unique solution to a certain partial differential equation. Finally, under suitable regularity
assumptions, the application of some verification theorem concludes the procedure.

This means that, if T > 0 is fixed, for any (s, y) ∈ [0, T )× Rd we consider the state
equation (3.3) and the cost functional (3.4).

Hence, we define the value function
V (s, y) = infu∈Uw[s,T ] J(s, y, u), (s, y) ∈ [0, T )× Rd,

V (T, y) = h(y), y ∈ Rd,

where
Uw[0, T ] := {u : [0, T ]× Ω −→ U |u is {Ft}t≥0−adapted},

and U ⊂ Rm.
if V ∈ C1,2([0, T ]× Rd), then it satisfies the backward partial differential equation

−vt + supu∈U G(t, x, u,−vx,−vxx) = 0, (t, x) ∈ [0, T )× Rd,

v(T, x) = h(x), x ∈ Rd,

which is called the Hamilton-Jacobi-Bellman equation, HJB for short, where

G(t, x, u, p, q) := Tr(σ(t, x, u)σ∗(t, x, u)tq) + 〈b(t, x, u), p〉 − f(t, x, u),

for any (t, x) ∈ [0, T ) × Rd, u ∈ U , p ∈ Rd and ∈ Rd×d. Here, Uw[s, T ] is the space of
adapted controls with respect a suitable filtration.

The tools to connect the value function, defined starting from the stochastic optimal
control problem, and the above PDE are the Bellman’s Optimality Principle and the Itô
formula. The first gives a representation formula of V (s, y) in terms of the functional
cost, while the second is the classical bridge between SDE’s and PDE’s. However a
problem arises, and it is linked with the regularity required to V in order to apply the
Itô formula; indeed in general the solution of the HJB equation is not smooth enough,
and so it is not possible to use these techniques.

Since, in general, the smoothness of the solution V to HJB equation fails, different
approaches to the stochastic control problem has been considered, which give rise to
different notions of solution.

A possible alternative is the notion of viscosity solutions. It was introduced in [22]
and [23] for first order Hamilton-Jacobi equations, which are related to deterministic
optimal control problems, and in [21] for second order partial differential equations,
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connected with stochastic optimal control problems. Based on the optimality principle,
it is possible to prove in a natural way that the value function is a viscosity solution to
the corresponding HJB equation. Finally, uniqueness of viscosity solutions was proved
with different methods (see [54] and [51]).

As mentioned above, we follow a different method. which has as starting point the
backward stochastic differential equations (BSDE for short), i.e., Itô equations with
final conditions. Firstly, Bismut (see [16], [17]) introduced a linear BSDE with adapted
solutions when he was studying adjoint equations of the stochastic optimal control
problem, but the first systematic treatment of the nonlinear BSDE

dY (t) = f(t, Y (t), Z(t))dt+ Z(t)dW (t), t ∈ [0, T ],

Y (T ) = ξ,

is due to Pardoux and Peng ([89]).
Another interesting situation is when f and ξ depend on a given process X, which

is aolution to a forward equation. In this case we talk about the forward-backward
stochastic differential equation (FBSDE for short)

dY (t) = ψ(t,X(t), Y (t), Z(t))dt+ Z(t)dW (t), t ∈ [0, T ],

Y (T ) = ϕ(X(T )),
(3.5)

initially studied in [5].
If X is the solution to a SDE of Itô type, then it is possible to connect FBSDE with

the semi-linear parabolic PDE
Dtu(t, x) +Au(t, x) = ψ(t, x, u(t, x),∇u(t, x)G(x)), x ∈ Rd, t ∈ [0, T ),

u(T, x) = ϕ(x), x ∈ Rd,
(3.6)

where A is an uniformly elliptic operator defined by means of the SDE (see [89]). In
these directions a lot of developments were done, see e.g. [33], [34], [75], [88], [90], [30].

Finally, following the approach of [41], which holds both in finite and infinite dimension,
we consider an application of FBSDE to a particular stochastic optimal control problem
in weak formulation. Indeed, the authors consider the problem (3.3) in the following
form, 

dx(t) = b(x(t))dt+ σ(x(t))r(x(t), u(t))dt+ σ(x(t))dW (t),

x(0) = x0 ∈ Rd,
(3.7)

where σ(x) is a d−dimensional square matrix, and the cost functional is given by

J(u) := E
[∫ T

0
l(x(t), u(t))dt

]
+ E[ϕ(x(T ))]. (3.8)
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Then, setting
ψ(x, z) := inf

u
[l(x, u) + zr(x, u)],

they show that the existence of an optimal control u is related with the solvability (3.5).
We also consider the state equation (3.7) and the cost functional (3.8)
Our aim is to prove the existence of an optimal control for the above problem through

the existence and uniqueness of a mild solution to the semilinear Cauchy problem
Dtu(t, x) +Au(t, x) = ψ(t, x, u(t, x),∇u(t, x)σ(x)), x ∈ Rn, t ∈ [0, T ),

u(T, x) = ϕ(x), x ∈ Rn,

where A is the uniformly elliptic operator defined on smooth function g by

Ag(x) =
1

2
Tr(σ(x)σ∗(x)D2g(x)) + 〈b(x),∇g(x)〉,

for any x ∈ Rd. This approach is based on the study of a forward backward stochastic
differential system, following the idea of [41].

3.1 A formulation of Stochastic Control Problem

There are two possible formulations of a stochastic optimal control problem. Exactly as
for stochastic differential equations, the difference arises form the concept of solution;
indeed, if we consider the probability space (Ω,F, {Ft}t≥0,P) being fixed and we look
for a solution (u, x) of the stochastic controlled equation, we are speaking about strong
formulation. Otherwise, if also the probability space is part of the solution, the setting
is that of weak formulation. The formal differences of the two definitions are explained
below.

3.1.1 Strong Formulation

Fixed a filtered probability space (Ω,F, {Ft}t≥0,P} satisfying the usual conditions on
which an m−dimensional standard Brownian motion W is defined, consider the following
controlled stochastic differential equation

dx(t) = b(t, x(t), u(t))dt+ σ(t, x(t), u(t))dW (t),

x(0) = x0 ∈ Rd,
(3.9)

where b : [0, T ]×Rd×U −→ Rd, σ : b : [0, T ]×Rd×U −→ Rd×m, with U being a separable
metric space, and T ∈ (0,∞) being fixed. The function u is called control and represents
the action or decision or policy of the decision-maker (controller). At time t ∈ (0, T ) the
controller is knowledgeable of some information about what happened till that moment,
but is not able to foretell what is going to happen. This non-anticipative restriction
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in mathematical terms can be represented by the condition that u is {Ft}t≥0−adapted.
Hence we define

Us[0, T ] := {u : [0, T ]× Ω −→ U |u is {Ft}t≥0−adapted}, (3.10)

and we consider the cost functional (3.4).

Definition 3.1. Let (Ω,F, {Ft}t≥0,P) be probability space satisfying the usual conditions
on which an m−dimensional standard Brownian Motion W is defined. A control u is
called an s−admissible control (s−a.c for short), and (u, x) an s−admissible pair (s−a.p.
for short) if

(i) u ∈ Us[0, T ];

(ii) x is the unique strong solution to (3.9) (see Section A.3);

(iii) f(·, x(·), u(·)) ∈ L1
F(0, T ;R), h(x(T )) ∈ L1

FT
(Ω;R) and σ(·, x(·), u(·)) ∈ L1

F(0, T ;R).

Here,

LiF(0, T ;R) := {f ∈ Li(Ω× (0, T );R) : f is F −measuable},
L1
F(Ω;R) := {f ∈ L1(Ω;R) : f is F −measuable},

with i = 1, 2.
The set of all the s−a.c. is denoted by Usad[0, T ]. The stochastic optimal control

under strong formulation can be formulated as follows:

Problem 3.2. Minimize (??) over Usad[0, T ].

Our goal is to find ū ∈ Usad[0, T ], if it exists, such that

J(ū) = inf
u∈Uad[0,T ]

J(u). (3.11)

Problem 3.2 is said to be s−finite if the right-hand side of (3.11) is finite, and is said
to be (unique) solvable if there exists a (unique) s−a.c. ū which satisfies (3.11). Such ū
is called s−optimal control, and the corresponding state process x̄ and the pair (ū, x̄)
are called s−optimal state process and s−optimal pair, respectively.

3.1.2 Weak Formulation

As we said above, in the weak context the probability space is not fixed, but it is contained
into the solution. Hence also the definition of admissible control changes, as it is shown
below.

Definition 3.3. We say that a 6−tuple π = (Ω,F, {Ft}t≥0,P,W, u) is a w−admissible
control (w−a.c. for short), and (u, x) a w−admissible pair (w−a.p. for short), if
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(i) (Ω,F, {Ft}t≥0,P) is a filtered probability space which satisfies the usual conditions;

(ii) W is an m−dimensional standard Brownian motion on (Ω,F, {Ft}t≥0,P);

(iii) u is an {Ft}t≥0−adapted process on (Ω,F,P) taking values on U ;

(iv) x is the unique solution of equation (3.9) on (Ω,F, {Ft}t≥0,P);

(v) f(·, x(·), u(·)) ∈ L1
F(0, T ;R), h(x(T )) ∈ L1

FT
(Ω;R) and σ(·, x(·), u(·)) ∈ L1

F(0, T ;R),

where L1
F(0, T ;R), L2

F(0, T ;R) and L1
FT

(Ω;R) are defined on the given filtered
probability space associated with the 6−tuple introduced above.

The set of all w−a.c. is denoted by Uwad[0, T ], and we write u instead of (Ω,F, {Ft}t≥0,P,W, u)
when there is no possibility of confusion. The stochastic optimal control problem in the
setting of weak formulation is the following:

Problem 3.4. minimize (??) over Uwad[0, T ].

As for the strong formulation, we say that Problem 3.4 is w−finite if the right-hand
side of (3.11) is finite, and it is (unique) solvable if there exists a (unique) w−a.c. ū
which satisfies (3.11). Such ū is called w−optimal control, and the corresponding state
process x̄ and the pair (ū, x̄) are called w−optimal state process and w−optimal pair,
respectively.

3.2 Dynamic Programming and Hamilton-Jacobi-Bellman
Equation

3.2.1 Stochastic Dynamic Programming

As above, we have a filtered probability space (Ω,F,P) satisfying the usual condition, on
which a m−dimensional standard Brownian motion W is defined. Moreover, we consider
the state equation (3.3) and the associated cost functional (3.4).

We now set up the framework. Let T > 0 fixed, and let U be a metric space. For any
(s, y) ∈ [0, T )× Rd we consider the state equation

dx(t) = b(t, x(t), u(t))dt+ σ(t, x(t), u(t))dW (t), t ∈ [s, T ]

x(s) = y ∈ Rd,
(3.12)

along with the cost functional

J(s, y, u) := E
[∫ T

s
f(t, x(t), u(t))dt

]
+ E[h(x(T ))]. (3.13)

Fixing s ∈ [0, T ) we denote by Uw[s, T ] the set of all 5−tuple which satisfy the
following conditions:
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(i) (Ω,F,P) is a complete probability space;

(ii) {W (t)}t≥s is an m−dimensional standard Brownian motion on (Ω,F,P) over [s, T ]
(with W (s) = 0 almost surely) and {Fst } := σ{W (σ) : s ≤ σ ≤ t};

(iii) u : [s, T ]× Ω −→ U is an {Fst }−adapted process on (Ω,F,P);

(iv) for any {Fst }−adapted process on (Ω,F,P) u and any y ∈ Rd, the equation (3.12)
admits a unique solution x on (Ω,F, {Fst },P);

(v) f(·, x(·), u(·)) ∈ L1
F(0, T ;R) and h(x(T )) ∈ L1

FT
(Ω;R), where the spaces L1

F(0, T ;R)

and L1
FT

(Ω;R) are defined on the given filtered probability space associated with
the 5−tuple introduced above.

In general, in the weak formulation the filtration is also part of the solution, while
here we are considering the filtration {Fst } generated by the Brownian motion. We can
formulate the following optimal control problem:

Problem 3.5 ((Ssy)). For any (s, y) ∈ [0, T )× Rd we want to minimize (3.13) among
all u ∈ Uw[s, T ].

We need the following assumptions:

Hypotheses 3.6. (i) (U, d) is a polish space (i.e. U is a sparable completely metrizable
space) and T > 0;

(ii) functions b, σ, f, h are uniformly continuous in their domains and there exists L > 0
such that, if ϕ(t, x, u) denotes b(t, x, u), σ(t, x, u), f(t, x, u), h(x), we have

|ϕ(t, x, u)− ϕ(t, x̂, u)| ≤ L|x− x̂|, t ∈ [0, T ], x, x̂ ∈ Rd, u ∈ U,

|ϕ(t, 0, u)| ≤ L, (t, u) ∈ [0, T ]× U.
(3.14)

Note that under Hypotheses 3.6 problem (3.12) admits a unique solution x and the
cost functional is well defined. Hence, we can introduce the following function.

Definition 3.7. The function
V (s, y) = infu∈Uw[s,T ] J(s, y, u), (s, y) ∈ [0, T )× Rd,

V (T, y) = h(y), y ∈ Rd,
(3.15)

is called value function.

The value function has the following regularity properties.
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Proposition 3.8. Let Hypotheses 3.6 hold. Then the value function V satisfies the
following conditions:

|V (s, y)| ≤ K(1 + |y|), (s, y) ∈ [0, T ]× Rd, (3.16)

|V (s, y)− V (ŝ, ŷ)| ≤ K(|y − ŷ|+ (1 + |y| ∨ |ŷ||s− ŝ|1/2), (3.17)

s, ŝ ∈ [0, T ], y, ŷ ∈ Rd.

3.2.2 Principle of Optimality and HJB Equation

Now we are ready to present a crucial result. It is the Bellman Principle of Optimality
in the stochastic version, which allows us of writing the value function in terms of the
function f of the cost functional J .

Theorem 3.9. Suppose that Hypotheses 3.6 hold. Then, for any (s, y) ∈ [0, T )× Rd

V (s, y) = inf
u∈Uw[s,T ]

E
{∫ ŝ

s
f(t, x(t), u(t))dt+ V (ŝ, x(ŝ))

}
, (3.18)

for any 0 ≤ s ≤ ŝ ≤ T , where x(t) = x(t, s, y, u(t)).

Equation (3.18) is called dynamic programming equation. Its importance is the
following: if (x̄, ū) is optimal for the problem (S), then it has to satisfy a certain
relationship with the value function, as shown in the theorem below.

Theorem 3.10. If Hypotheses 3.6 hold and (x̄, ū) is optimal for (S), then

V (t, x̄(t)) = E
{∫ T

t
f(r, x̄(r), ū(r))dr + h(x̄(T ))|Fst

}
, P− a.s t ∈ [s, T ]. (3.19)

The dynamic programming equation is complicated and difficult to solve directly;
hence it is useful to find other ways in order to use this result. This is the case when
the value function V is smooth enough: indeed in such a situation V satisfies a partial
differential equation which is derived from (3.18). This fact is clarified in the next
proposition.

Proposition 3.11. Suppose that Hypotheses 3.6 hold, and that V ∈ C1,2([0, T ] × Rd).
Then, V is a solution of the following terminal value problem of a (possible degenerate)
second order partial differential equation

−vt + supu∈U G(t, x, u,−vx,−vxx) = 0, (t, x) ∈ [0, T )× Rd,

v(T, x) = h(x), x ∈ Rd,
(3.20)
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where

G(t, x, u, p, q) := Tr(σ(t, x, u)σ∗(t, x, u)q) + 〈b(t, x, u), p〉 − f(t, x, u), (3.21)

for any (t, x) ∈ [0, T )× Rd, u ∈ U , p ∈ Rd and ∈ Rd×d.

Equation (3.20) is called Hamilton-Jacobi-Bellman equation. The function G is called
Hamiltonian, and if σσt is uniformly positive definite it is an elliptic operator. Moreover,
if its coefficients satisfy suitable conditions, the HJB equation admits a solution in
C1,2([0, T ]× Rd) (see [35]).

3.2.3 Stochastic Verification Theorem and Optimal Feedback Control

Solving an optimal control problem means finding an optimal control and the correspond-
ing state function. The introduction of dynamic programming is motivated by the fact
that one might be able to construct an optimal feedback control via the value function.
The following result, called classical stochastic verification theorem, gives a way of testing
if a pair is optimal and suggests how to construct an optimal feedback control. We refer
to [101] for the following results.

Theorem 3.12. Let Hypotheses 3.6 hold, and let v ∈ C1,2([0, T ]× Rd) be a solution of
the HJB equation (3.20). Then

v(s, y) ≤ J(s, y, u), u ∈ Uw[s, T ], (s, y) ∈ [0, T )× Rd. (3.22)

Moreover, an admissible pair (x̄, ū) is optimal for problem (Ssy) if and only if

vt(t, x̄(t)) = max
u∈U

G(t, x̄(t), u,−vx(t, x̄(t)),−vxx(t, x̄(t)))

= G(t, x̄(t), ū(t),−vx(t, x̄(t)),−vxx(t, x̄(t))),
(3.23)

a.e. t ∈ [s, T ], P−a.s.

Now we can show how to construct an optimal feedback control. At first, we need of
the following definition:

Definition 3.13. A measurable function u : [0, T ] × Rd −→ U is called admissible
feedback control if for any (s, y) ∈ [0, T )× Rd there is a weak solution of equation

dx(t) = b(t, x(t), u(t, x(t)))dt+ σ(t, x(t), u(t, x(t)))dW (t), t ∈ [s, T ]

x(s) = ξ ∈ Rd.
(3.24)

An admissible feedback control is said to be optimal if for any (s, y) ∈ [0, T )× Rd the
pair (x̄, ū(·, x̄)) is optimal for the problem (Ssy), where x̄ is the solution associated to ū. .

The following theorem gives a sufficient condition to obtain an optimal feedback
control.
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Theorem 3.14. Suppose that Hypotheses 3.6 hold, and let v ∈ C1,2([0, T ] × Rd) be a
solution to the HJB equation. If ū is an admissible feedback control which satisfies

G(t, x, ū(t, x),−vx(t, x),−vxx(t, x)) = max
u∈U

G(t, x, u,−vx(t, x),−vxx(t, x)), (3.25)

for any (t, x) ∈ [0, T ]× Rd, then u(t) := ū(t, x̄(t)) is an optimal control, where x̄ is the
solution to (3.24) related to ū.

3.3 Backward Stochastic Differential Equations

3.3.1 Nonlinear Backward Stochastic Differential Equations

We consider a complete probability space π = (Ω,F,P), an d−dimensional Brownian
motion on π W and {Ft}t≥0 the filtration generated by W , augmented by all the P−null
set of Ω.

In the following we deal with the nonlinear BSDE
dY (t) = f(t, Y (t), Z(t))dt+ Z(t)dW (t), t ∈ [0, T ],

Y (T ) = ξ,
(3.26)

where f : Ω×Rm ×Rm×d −→ Rm and ξ : Ω −→ Rm are given functions, and we look for
unknown adapted processes Y and Z. Let us observe that f could be stochastic, but we
obmits the possible dependence on ω.

As in the linear case, we say that (Y, Z) is a solution to (3.26) if it is adapted, satisfies

Y (t) = ξ −
∫ T

t
f(s, Y (s), Z(s))ds−

∫ T

t
Z(s)dW (s), (3.27)

and (Y, Z) ∈M[0, T ], where

M[0, T ] := L2
F(Ω;C([0, T ];Rm))× L2

F(0, T ;Rm×d),

equipped with the norm

‖(Y, Z)‖M[0,T ] :=

{
E

(
sup
t∈[0,T ]

|Y (t)|2
)

+ E
∫ T

0
|Z(s)|2ds

}1/2

. (3.28)

Let us observe that equation (3.27) makes sense if f(·, Y (·), Z(·) ∈M1
loc[0, T ]

We assume the following hypotheses.

Hypotheses 3.15. (i) ξ ∈ L2
FT

(Ω;Rm);

(ii) f is {Ft}t≥0−adapted and there exists K ≥ 0 such that, for any t ∈ [0, T ], any
y, y′ ∈ Rm and any z, z′ ∈ Rm×d, we have

|f(t, y, z)− f(t, y′, z′)| ≤ K(|y − y′|+ ‖z − z′‖), P− a.s.; (3.29)
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(iii) f(·, 0, 0) ∈ L2
F(0, T ;Rm).

Under the above conditions, the following theorem holds.

Theorem 3.16. Let Hypotheses 3.15 hold. Then for any given ξ ∈ L2
F(0, T ;Rm) equation

(3.26) admits a unique solution in M[0, T ].

3.3.2 Forward-Backward Stochastic Differential Equations and Con-
nection with PDEs

In this subsection we consider a particular BSDE in which both ξ and f depend on
another stochastic process X, that we assume given in advance, and the case m = 1.
Then, we will show the connection of BSDE with a (possible degenerate) quasi-linear
parabolic differential equation. Here we follow closely [89].

Suppose thatX is a process with values in Rn and that it belongs to LpF(Ω;C([0, T ];Rn)),
for any p ∈ [1,∞). This means that for any p ∈ [1,∞) we have E supt∈[0,T ] |X(t)|p <∞.

We consider the BSDE
dY (t) = ψ(t,X(t), Y (t), Z(t))dt+ Z(t)dW (t), t ∈ [0, T ],

Y (T ) = ϕ(X(T )),
(3.30)

where ψ : [0, T ]× Rn × R× (Rd)∗ −→ R and ϕ : Rn −→ R are given Borel functions. As
before, we look for adapted processes Y and Z which satisfy (3.30).

Now, suitable assumptions on ψ and ϕ allow us of connecting with Hypotheses 3.15.

Hypotheses 3.17. For all t ∈ [0, T ], x ∈ Rn, y, y′ ∈ R, z, z′ ∈ (Rd)∗, we have, for some
k,K ≥ 0,

(i) |ψ(t, x, y, z)− ψ(t, x, y′, z′)| ≤ K (|y − y′|+ ‖z − z′‖);

(ii) |ϕ(x)|+ |ψ(t, x, 0, 0)| ≤ K(1 + |x|k).

Setting ξ = ϕ(X(T )) and f(t, y, z) = ψ(t,X(t), y, z) we can easily check that ξ and f
satisfy Hypotheses 3.15. Thus there exists a unique solution (Y,Z) ∈M[0, T ].

Now we consider the special case when X is given as a solution of another standard
stochastic differential equation (forward). Moreover, we assume that d = 1. So, for any
interval [t, T ] ⊂ [0, T ] we are concerned with

dX(s) = F (X(s))dt+G(X(s))dW (s), s ∈ [t, T ],

X(t) = x ∈ Rn,
(3.31)

where F : Rn −→ Rn and G : Rn −→ Rn×d are Borel functions and satisfy:

Hypothesis 3.18. For all x, x′ ∈ Rd and for some constant K ≥ 0 we have

|F (x)− F (x′)|+ ‖G(x)−G(x′)‖ ≤ K|x− x′|. (3.32)
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Under the above hypotheses, there exists a unique continuous and adapted process
{X(s) : s ∈ [t, T ]}, solution of (3.31), and for convenience we set X(r) = x, for any
r ∈ [0, t]. We denote by {X(s, t, x) : s ∈ [0, T ]} the solution process, to stress the
dependence on the parameters t and x. Then, for every p ∈ [1,∞) we have

‖X‖p := E sup
t∈[0,T ]

|X(t)|p ≤ c(1 + |x|p),

‖X(·, t, x)−X(·, t′, x′)‖p ≤ c|x− x|p,
(3.33)

for some positive constant c independent of x.
By the previous results, choosing X = X(·, t, x) in (3.30), such a backward equation

admits a unique adapted solution, i.e., the system

dY (s) = ψ(s,X(s), Y (s), Z(s))ds+ Z(s)dW (s), s ∈ [t, T ],

dX(s) = B(X(s))ds+G(X(s))dW (s), s ∈ [t, T ],

Y (T ) = ϕ(X(T )),

X(t) = x,

(3.34)

which we call forward-backward stochastic differential equations, admits a unique solution
(X,Y, Z) ∈ LpF(Ω;C([0, T ];Rn))×M[0, T ]. Sometimes we will write {X(s, t, x), Y (s, t, x), Z(s, t, x) :
s ∈ [t, T ]} to point out the dependence on t and x.

Lemma 3.19. Y (t, t, x) is deterministic.

This result follows from the fact that Y (t, t, x) is measurable both with respect to
Ft and with respect to Ft,T , where Ft,T denotes the σ−field generated by the random
variables Wτ −Wt, τ ∈ [t, T ], augmented with P−null sets.

Let us introduce the differential operator A, defined on smooth functions f by

Af(x) =
1

2

n∑
i,j=1

aij(x)D2
ijf(x) +

n∑
i=1

Fi(x)Dif(x), x ∈ Rn, (3.35)

where Fi, for i = 1, . . . , n, are the components of F and, denoting Gik the components of
G, we have

aij(x) =
d∑

k=1

Gik(x)Gjk(x). (3.36)

A is an elliptic second order differential operator, but in general not uniformly elliptic.
We consider the backward Cauchy problem associated to A:

Dtu(t, x) +Au(t, x) = ψ(t, x, u(t, x),∇u(t, x)G(x)), x ∈ Rn, t ∈ [0, T ),

u(T, x) = ϕ(x), x ∈ Rn.
(3.37)
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This equation is not easy to treat by analytic methods, since the diffusion term a is
not, in general, uniformly elliptic. Hence the probabilistic approach, based on FBSDEs,
is a useful tool to overcome this difficulty.

Indeed, a first result is due to a straightforward application of Itô formula.

Theorem 3.20. Assume that Hypotheses 3.17 and 3.18 hold true. If u ∈ C1,2([0, T ]×Rn)
is a classical solution to (3.37), then u(t, x) = Y (t, t, x), where (X,Y, Z) denotes the
solution of the FBSDE (3.34).

The inverse result is harder to reach, and need of additional hypotheses. The following
conditions have been introduced by Pardoux and Peng in [89], and guarantee the existence
and uniqueness of a classical solution to (3.37).

Hypotheses 3.21. (i) F and G are of class C3, and their derivatives of order 1, 2, 3
are bounded;

(ii) ϕ is of class C3, and it has polynomial growth together with its derivatives of order
1, 2, 3;

(iii) ψ(t, ·, ·, ·) is of class C3, for all t ∈ [0, T ];

(iv) ψ(t, ·, y, z) has polynomial growth with its derivatives of order 1, 2, 3, for any t ∈
[0, T ], y ∈ R, z ∈ (Rd)∗; moreover, |∇xψ(t, x, y, z)| ≤ K(1 + |z|)(1 + |x|+ |y|)µ for
suitable constants K,µ ≥ 0;

(v) ∇xψ and ∇zψ are bounded together with their derivatives of order 1, 2 with respect
to y and z.

Under these assumptions, we obtain the following result.

Theorem 3.22. Let us assume that Hypotheses 3.21 hold. Then setting u(t, x) =
Y (t, t, x), we have that u ∈ C1,2([0, T ]× Rn) and it is the unique solution to (3.37).

Uniqueness is a byproduct of Theorem 3.20. The regularity of u and the fact that it
is a solution is a consequence of the following propositions.

Proposition 3.23. For every (t, x) ∈ [0, T ]× Rn, P−a.s. we have

Y (s, t, x) = u(s,X(s, t, x)), s ∈ [t, T ]. (3.38)

Proposition 3.24. For every (t, x) ∈ [0, T ]× Rn, P−a.s. we have

Z(s, t, x) = ∇xu(s,X(s, t, x))G(X(s, t, x)), P− a.s.s ∈ [t, T ]. (3.39)
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However, sometimes in the applications to stochastic optimal control it is not necessary
having a classical solution to (3.37), but it is sufficient that the function u ∈ C0,1([0, T ]×
Rn).

To this aim we introduce the concept of mild solution. We define the transition
semigroup Pt,τ , for any function φ with polynomial growth, by

Pt,τ [φ](x) := EΦ(X(τ, t, x)),

for any x ∈ Rn and 0 ≤ t ≤ τ ≤ T . Pt,τ is well defined, as estimate E supτ∈[t,T ] |Xτ |p ≤
C(1 + |x|p) shows, and also Pt,τ [φ](x) has polynomial growth.

The operator A introduced in (3.35) is called the generator of Pt,τ , and it is well
defined on smooth functions. By means of variation of constants formula for the Cauchy
problem (3.37), we define the function

u(t, x) := Pt,T [φ](x)−
∫ T

t
Pt,s[ψ(·, G(·)∇u(r, ·))](x), (3.40)

for any x ∈ Rn and 0 ≤ t ≤ T . Moreover, the above formula is meaningful if ψ and φ
has polynomial growth.

Now we provide the definition of mild solution to the Cauchy problem (3.37).

Definition 3.25. We say that a function u is a mild solution to (3.37) if it satisfies the
following conditions:

(i) u ∈ C0,1([0, T ]× Rn);

(ii) there exists a positive constant C such that |∇xu(t, x)| ≤ C(1 + |x|k), for any
t ∈ [0, T ];

(iii) equality (3.40) holds.

Under the following assumptions, we have the existence and uniqueness of a mild
solution to (3.37) (see [41]).

Hypotheses 3.26. (i) F and G are of class C1 and their derivatives of order 1 are
bounded;

(ii) ϕ is of class C1 and it has polynomial growth together with its derivatives of order 1;

(iii) ψ(t, ·, ·, ·) is of class C1, for all t ∈ [0, T ];

(iv) |∇xψ(t, x, y, z)| ≤ K(1 + |z|)(1 + |x|+ |y|)µ for suitable constants K,µ ≥ 0;

(v) ∇xψ and ∇zψ are bounded with respect to y and z.

Theorem 3.27. If Hypotheses 3.26 hold true, then there exists a unique mild solution u
to (3.37). Moreover, u is given by the formula

u(t, x) = Y (t, t, x),

where (X,Y, Z) is the solution to (3.34).
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3.3.3 Applications to Optimal Control

In this subsection we consider the controlled stochastic differential equation
dX(s) = F (s,X(s))ds+G(s,X(s))r(s,X(s), u(s))ds+G(s,X(s))dW (s),

s ∈ [t, T ]

X(t) = x0 ∈ Rn,

(3.41)

where u is an adapted stochastic process with values in some specified set U ∈ Rm and
W is an d−dimensional standard Brownian motion. The particular equation that we
consider allows us to prove the existence of an optimal control to the stochastic control
problem, introducing a suitable FBSDE.

We work in weak formulation, hence our purpose is to minimize the cost functional

J(u) = E
[∫ T

0
l(s,X(s), u(s))ds

]
+ E[ϕ(X(T ))], (3.42)

over all w−admissible controls. We require the following hypotheses on the coefficients
of (3.41), which are comparable with Hypotheses 3.15 and 3.17.

Hypothesis 3.28. U is a Borel set of Rm, the functions F,G, r, ϕ, l are Borel measurable,
the function x 7→ F (t, x) is continuous on Rn for any t ∈ [0, T ] and there exists a constant
C > 0 such that

|ϕ(x)− ϕ(x′)|+ |F (t, x)− F (t, x′)|+ |G(t, x−G(t, x′)| ≤ C|x− x′|,
|r(t, x, u)− r(t, x′, u′)|+ l(t, x, u)− l(t, x′, u′)| ≤ C(|x− x′|+ |u− u′|),

|G(t, x)|+ |F (t, 0)|+ |r(t, x, u)|+ |l(t, 0, u)| ≤ C,
(3.43)

for any t ∈ [0, T ], x, x′ ∈ Rn, u, u′ ∈ U.

As said above, we work under weak formulation, hence the solution we are looking
for is a 6−tuple U = (Ω,F, {Ft}t≥0,P,W, u) and has to satisfies Definition 3.3. If for any
w−a.c. U we consider the process XU solution to the Itô stochastic equation

XU(s) = x+

∫ s

t
F (σ,XU(σ))dσ +

∫ s

t
G(σ,XU(σ))r(σ,XU(σ), u(σ))dσ

+

∫ t

s
G(σ,XU(σ))dW (σ), s ∈ [t, T ],

(3.44)

P−a.s. For any w−a.c. this equation has a continuous and {Ft}t≥0−adapted solution,
unique up to indistinguishability. In this setting the cost functional is

J(t, x,U) = E
[∫ T

t
l(s,XU(s), u(s))ds

]
+ [ϕ(XU(T ))], (3.45)
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for any x ∈ Rn, any t ∈ [0, T ], U w−a.c. Finally, we recall that the value function is
V : [0, T ]× Rn −→ R defined as

Vw(t, x) = inf
U
J(t, x,U), t ∈ [0, T ], x ∈ Rn. (3.46)

In this case, the hamiltonian function ψ : [0, T ]× Rn × (Rd)∗ −→ R is defined as

ψ(t, x, z) := inf
u∈U
{l(t, x, u) + zr(t, x, u)}, t ∈ [0, T ], x ∈ Rn, z ∈ (Rd)∗, (3.47)

and we can introduce the following, possible empty, set:

Γ((t, x, z) := {u ∈ U : ψ(t, x, z) = l(t, x, u) + zr(t, x, u)}, (3.48)

for any t ∈ [0, T ], x ∈ Rn and z ∈ (Rd)∗.
The hamiltonian enjoys the properties stated in the lemma below.

Lemma 3.29. Assume that Hypothesis 3.28 holds. Then there exists a constant c > 0
such that

|ψ(t, 0, 0)| ≤ c, |ψ(t, x, z)− ϕ(t, x′, z′)| ≤ c|z − z′|+ c|x− x′|(1 + |z|+ |z′|), (3.49)

for any t ∈ [0, T ], x ∈ Rn, z ∈ (Rd)∗.

Let (Ω̃, F̃, P̃) be a complete probability space, on which is defined an d−dimensional
standard Brownian motion W̃ is defined. As usual, we consider the σ−field F̃[t,s] generated

by W̃ (s)− W̃ (t), augmented by the P̃−null sets of F̃. For any fixed t ∈ [0, T ] we consider
the equation

X̃(s) = x+

∫ s

t
F (σ, X̃(σ))dσ +

∫ t

s
G(σ, X̃(σ))dW̃ (σ), s ∈ [t, T ]. (3.50)

The solution {X̃(s) : s ∈ [t, T ]} is adapted to the filtration {F̃[t,s]}s∈[t,T ] and the law

of (X̃, W̃ ) is uniquely determined by x, F,G. If we take the BSDE

Ỹ (τ) +

∫ T

τ
Z̃(s)dW̃ (s) = ϕ(X̃(T )) +

∫ T

τ
ψ(s, X̃(s), Ỹ (s), Z̃(s))ds, τ ∈ [t, T ], (3.51)

by Theorem 3.16 there exists a unique solution (Ỹ , Z̃) on interval [t, T ], and Lemma 3.19
implies that Ỹ (t) is deterministic. Moreover, the law of Ỹ depends only on (X̃, W̃ ) and
ψ,ϕ. We set

J#(t, x) := Ỹ (t, x), t ∈ [0, T ], x ∈ Rd. (3.52)

The following result is obtained by means of equality

J#(t, x) = J(t, x,U)

+

∫ T

t

(
ψ(s,XU(s), ZU(s))− l(s,XU(s), u(s))− ZU(s)r(s,XU(s), u(s))

)
ds,

(3.53)

which holds for any U.
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Proposition 3.30. Assume that Hypothesis 3.28 holds. Then for any t ∈ [0, T ], any
x ∈ Rd and any U w−a.c., we have that J#(t, x) ≤ J(t, x,U).

Indeed, from (3.53) and from the definition of the hamiltonian ψ we easily deduce
that J#(t, x) ≤ J(t, x,U), and the equality holds if and only if u(s) ∈ Γ(s,XU(s), ZU(s))
for a.e. s ∈ [t, T ]. Hence, the existence of an optimal control is strictly connected with the
achievement of the minimum in (3.47). We introduce the following additional hypothesis.

Hypothesis 3.31. The set Γ is non-empty.

From Hypothesis 3.31 it follows that (see [6, Thm 8.2.10]) there exists a measurable
map γ : [0, T ]× Rn × (Rd)∗ −→ U such that

ψ(t, x, z) = l(t, x, γ(t, x, z)) + zr(t, x, γ(t, x, z)), (3.54)

with (t, x, z) ∈ [0, T ]× Rn × (Rd)∗.

Proposition 3.32. Under Hypotheses 3.28 and 3.31 for every t ∈ [0, T ] and x ∈ Rn there
exists a w−a.c. U verifying J(t, x,U) = J#(t, x). Consequently, J#(t, x) = Vw(t, x).

Finally, we talk about the optimal feedback law. Suppose that both Hypotheses 3.28
and 3.31 hold, and we refer to {X̃(s, t, x), Ỹ (s, t, x), Z̃(s, t, x) : s ∈ [t, T ], x ∈ Rn} as the
solution to (3.50) and (3.51) for given t ∈ [0, T ] and x ∈ Rn.

Lemma 3.33. There exists a Borel measurable function ζ : [0, T ]× Rn −→ (Rd)∗ such
that, for any t ∈ [0, T ] and x ∈ Rn, P−a.s.

ζ(s, X̃(s, t, x)) = Z̃(s, t, x), a.e.s ∈ [t, T ]. (3.55)

Moreover, ζ depends only on F,G, ϕ, ψ and not on the probability space.

For the proof of Lemma 3.33 see [7].

Corollary 3.34. If {(X,Y, Z)} denotes the unique solution to

X(s) =

∫ s

t
F (σ,X(σ))dσ +

∫ s

t
G(σ,X(σ))r(σ,X(σ), γ(σ,X(σ), Z(σ)))dσ

+

∫ s

t
G(σ,X(σ))dW (σ),

Y (s) +

∫ T

s
Z(σ)dW (σ) = ϕ(X(T )) +

∫ T

s
l(σ,X(σ), γ(, σ,X(σ), Z(σ)))dσ,

s ∈ [t, T ],

(3.56)

then P−a.s. ζ(s,X(s)) = Z(s), for a.e.s ∈ [t, T ].
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To prove Corollary 3.34, we set

W (t) := W̃ (t)−
∫ t

0
r(σ, X̃(σ), γ(σ, X̃(σ), Z̃(σ)))ds,

and we recall that (X̃, Ỹ , Z̃) solves (3.50) and (3.51), and (3.55) and (3.54) hold. Hence,

X̃(s) =

∫ s

t
F (σ, X̃(σ))dσ +

∫ s

t
G(σ, X̃(σ))r(σ, X̃(σ), γ(σ, X̃(σ), Z̃(σ)))dσ

+

∫ s

t
G(σ, X̃(σ))dW (σ)

and

Ỹ (s) = ϕ(X̃(T )) +

∫ T

s
ψ(σ, X̃(σ), γ(, σ, X̃(σ), Z̃(σ)))dσ −

∫ T

s
Z̃(σ)dW̃ (σ)

= ϕ(X̃(T )) +

∫ T

s
l(σ, X̃(σ), γ(, σ, X̃(σ), Z̃(σ)))dσ

+

∫ T

s
Z̃(σ)r(σ, X̃(σ), γ(σ, X̃(σ), Z̃(σ)))dσ −

∫ T

s
Z̃(σ)dW̃ (σ)

= ϕ(X̃(T )) +

∫ T

s
l(σ, X̃(σ), γ(, σ, X̃(σ), Z̃(σ)))dσ −

∫ T

s
Z̃(σ)dW (σ)

Through ζ we can define a Borel measurable function u : [0, T ]× Rn −→ U by

u(t, x) = γ(t, x, ζ(t, x)), t ∈ [0, T ], x ∈ Rn, (3.57)

and we introduce the so called closed-loop equation

X̄(s) = +

∫ s

t
F (σ, X̄(σ))dσ +

∫ s

t
G(σ, X̄(σ))r(σ, X̄(σ), u(σ, X̄(σ)))dσ

+

∫ s

t
G(σ, X̄(σ))dW (σ), s ∈ [t, T ].

(3.58)

Since r is bounded, it makes sense to look for an {Ft}t≥0−adapted solution of this
equation. Indeed, if we set

W̄ (τ) = W (τ) +

∫ t∧τ

t
r(σ, X̄(σ), u(σ, X̄(σ)))dσ,

the Girsanov theorem implies that there exists a probability measure P̄ on (Ω,F) such
that W̄ is a Brownian motion under P̄.

We have the following result:
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Theorem 3.35. If Hypothesis 3.28 holds, then U is optimal for the control problem
starting from x at time t if and only if u(s) ∈ Γ(s,XU(s), ζ(s,XU(s))) P−a.s., a.e.
s ∈ [t, T ].

Moreover, if Hypothesis 3.31 is satisfied and u(t) = u(t,XU(s)), then U is optimal
for the control problem starting from x at time t.

Finally, if Hypotheses 3.21 hold, then

ζ(t, x) = ∇xu(t, x)G(t, x), (3.59)

where u is the unique classical solution to the semi-linear Cauchy problem (3.37) (that in
this context is the HJB equation). Hence the feedback law has the form

u(t, x) = γ(t, x,∇xu(t, x)G(t, x)), (3.60)

and U is optimal for the control problem starting from x at time t if and only if

u(s) ∈ Γ(s,XU(s),∇xu(s,XU(s))G(s,XU(s))), P− a.s., a.e. s ∈ [t, T ]. (3.61)

Remark 3.36. The above formulae hold true also if u is a mild solution to (3.37). Hence,
if Hypotheses 3.26 are satisfied, then (3.59), (3.60) and (3.61) are still true, where u is
the unique mild solution to (3.37).



Chapter 4

Hamilton-Jacobi-Bellman
Equation and Applications to
Optimal Control

4.1 Introduction

The aim of this chapter is the study of the backward parabolic Cauchy problem (BPDE)
of HJB type

Dtv(t, x) +Av(t, x) = ψ(x,G(x)∇xv(t, x)), t ∈ [0, T ), x ∈ Rd,

v(T, x) = ϕ(x), x ∈ Rd,
(BPDE)

by analytic methods, and show some of its applications to a particular case of stochastic
optimal control problems. Here, A is the uniformly elliptic differential operator defined
on smooth functions f by

Af(x) =
1

2
Tr(G(x)G(x)D2

xf(x)) + 〈B(x),∇f(x)〉,

where G : Rd −→ Rd × Rd, B : Rd −→ Rd, ψ is a continuous function which satisfies
some additional conditions and ϕ ∈ Cb(Rd).

Under suitable assumptions on the coefficients of the operator A, we prove the
existence and uniqueness of a mild solution to problem (BPDE). More precisely, let
{S(t)}t≥0 be the bounded linear semigroup on Cb(Rd) associated to the Cauchy problem

Dtv(t, x) = Av(t, x), t ∈ (0,+∞), x ∈ Rd,

v(0, x) = ϕ(x), x ∈ Rd,

and let F be the functional defined by

F (t, u)(x) = ψ(x,G(x)∇u(t, x)), t ∈ [0, T ), x ∈ Rd,

41
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for suitable functions u. We show that the functional

(Γv)(t, x) := S(T − t)ϕ(x)−
∫ T

t
S(r − t)F (r, v)(x)dr,

admits a unique fixed point v ∈ Cb([0, T ] × Rd) ∩ C0,1([0, T ) × Rd), i.e., there exists a
unique function v ∈ Cb([0, T ]× Rd) ∩ C0,1([0, T )× Rd) which satisfies

v(t, x) = S(T − t)ϕ(x)−
∫ T

t
S(r − t)F (r, v)(x)dr.

The proof is based on weighted gradient estimates, which guarantees that, for any
T > 0, there exists a positive constant CT such that

‖G∇x(S(t)ϕ)‖∞ ≤
CT
t1/2
‖ϕ‖∞, t ∈ [0, T ),

for any ϕ ∈ Cb(Rd). This estimate allows us to apply the Banach fixed point Theorem
to an appropriate space of functions, and therefore to deduce the existence of the mild
solution v.

As it is well known equation (BPDE) is the Hamilton Jacobi Bellman (HJB) equation
corresponding to an optimal stochastic control problem (see Chapter 3, Section 3.3).
Moreover, if ϕ ∈ BUC(Rd), then the regularity of the mild solution v allows us to show
that it is the Value Function (see [101, Chp. 4]) associated to the control problem given
by the state equation

dτX
u
τ = B(Xu

τ )dτ +G(Xu
τ )r(Xu

τ , uτ )dτ +G(Xu
τ )dWτ , τ ∈ [t, T ],

Xu
t = x ∈ Rd,

(4.1)

and the cost functional is

E
∫ T

0
l(Xu

t , ut)dt+ Eϕ(Xu
T ), (4.2)

where l and ϕ are measurable functions, and B and G has been introduced above.
Moreover, the existence of ∇xv and the estimate on its growth allow us to identify the
optimal feedback law for the control problems.

The key tool to link the HJB equation and the optimal control problem is the backward
stochastic differential equation. The interaction between backward stochastic differential
equations and backward partial differential equations was proved in [89] and [90] for the
finite dimensional case and for classical solutions of the parabolic Cauchy problem

∂u

∂t
(t, x) + Lu(t, x) + f(t, x, u(t, x), (∇xu G)(t, x)) = 0, t ∈ [0, T ], x ∈ Rd,

u(T, x) = g(x), x ∈ Rd,



4.2. The Semi-Linear PDE 43

where

L =
1

2

N∑
i,j=1

(GG∗)ij(t, x)
∂2

∂xixj
+

N∑
i=1

bi(t, x)
∂

∂xi
,

G(x) is a (N × d)−matrix valued function and bi are scalar functions, for i = 1, . . . , N .
Forward backward stochastic differential system

dYτ = ψ(Xτ , Zτ )dτ + ZτdWτ , τ ∈ [t, T ],

dXτ = B(Xτ )dτ +G(Xτ )dWτ , τ ∈ [t, T ],

YT = ϕ(XT ),

Xt = x, x ∈ Rd,

(FBSDE)

admits a solution (X,Y, Z) with X,Y, Z belonging to some suitable spaces, and under
opportune regularity and growth assumptions on ψ,B,G, ϕ the processes Y and Z can
indeed be represented by v(t,Xt) and G(Xt)∇xv(t,Xt), respectively (see [89]). Our
analytic results allow us to obtain these identifications relaxing the hypotheses on the
terms of the Cauchy problem, and so to study the control problem in a more general
situation.

The chapter is organized as follows. In Section 4.2 we prove the existence and
uniqueness of a mild solution to (BPDE), and study some of its regularity properties. In
the first subsection, we show that the estimate

‖G∇xS(t)ϕ‖∞ ≤
C

t1/2
‖ϕ‖∞, t ∈ (0, T ],

holds for any ϕ ∈ Cb(Rd), any T > 0 and some positive constant C = C(T ).
In the second subsection, we show that the integral term of the mild solution has the

required smoothness. Moreover, a classical fixed point argument shows the existence and
uniqueness of a local solution to the Cauchy problem (BPDE), solution which can be
extended to the whole interval [0, T ].

Section 4.3 is devoted to the study of the (FBSDE) which, as we stressed above, is
the key tool to prove that v is indeed the Value Function associated to problem (4.1).

Finally, in Section 4.4 we introduce the stochastic controlled equation. The regularity
of v and the solvability of (FBSDE) enable us to prove that v is the value function and
that, under suitable assumptions, the feedback law is verified.

4.2 The Semi-Linear PDE

Let us consider the backward Cauchy problem
Dtu(t, x) +Au(t, x) = ψ(x,Q1/2(x)∇xu(t, x)), t ∈ [0, T ), x ∈ Rd,

u(T, x) = ϕ(x), x ∈ Rd,
(4.3)



4.2. The Semi-Linear PDE 44

where A is the second order elliptic operator, defined on smooth functions f by

Af(x) =
1

2
Tr(Q(x)D2

xf(x)) + 〈B(x),∇xf(x)〉, (4.4)

Q(x) = [Qij(x)] is a positive defined matrix for any x ∈ Rd, Q1/2 denotes its square root,
ϕ ∈ Cb(Rd), and ψ is a continuous function, which satisfies the following conditions:

Hypotheses 4.1. There exists a positive constant Lψ such that

|ψ(x1, x2)− ψ(y1, y2)| ≤ Lψ|x2 − y2|+ Lψ|x1 − y1| (1 + |x2|+ |y2|) ,
|ψ(x, 0)| ≤ Lψ,

(4.5)

for any x, x1, x2, y1, y2 ∈ Rd.

Hypotheses 4.2. (i) The coefficients Qij belong to C2+α
loc (Rd) for some α ∈ (0, 1) and

any i, j = 1, . . . , d;

(ii) the coefficients of the vector B belong to C1+α
loc (Rd); further, 〈B(x), x〉 ≤ B0(x)|x|

for any x ∈ Rd and some negative function B0;

(iii) there exist a positive constant K0 and positive functions γi : Rd → R, i = 1, 2, such
that

|〈Q(x), x〉| ≤ K0(1 + |x|2)ν(x), x ∈ Rd, (4.6)

|∇xQ1/2(x)||Q−1/2(x)| ≤ γ1, |Q(x)| ≤ γ2, ∀x ∈ Rd; (4.7)

(iv) the functions γ1 and γ2 satisfy the following conditions:

lim
|x|→+∞

(ν(x))−1(γ1(x))2(γ2(x))2

ω(x)
= 0, (4.8)

where the function ω : Rd → R is a negative function which bounds from above the
quadratic form associated with the matrix

M := Q1/2(JxB)TQ−1/2 −
d∑
j=1

Bj(DjQ
1/2)Q−1/2 −

d∑
i,j=1

qij(DijQ
1/2)Q−1/2.

Moreover,

lim inf
|x|→+∞

(ν(x))2

ω(x)
> −∞, (4.9)

lim
|x|→+∞

|x|ν(x)γ1(x)

B0(x)
= 0, (4.10)

lim inf
|x|→+∞

|x|(ν(x))2

B0(x)
> −∞; (4.11)
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(v) there exist λ > 0 and a function f ∈ C2(Rd) such that

lim
|x|→+∞

f(x) =∞, sup
x∈Rd

(Af(x)− λf(x)) <∞.

Here, we provide an example of operator A whose coefficients satisfy Hypotheses 4.2.

Example 4.3. We consider the operator A with coefficents

Qij(x) = Qij(1 + |x|2)l, Bi(x) = −bxi(1 + |x|2)p, i, j = 1, . . . , d,

where [Qij ] is a positive definite matrix and b, l, p > 0. Hence, in Hypotheses 4.2(ii)− (iii)
we can choose K0 = 1,

B0(x) = |x|(1 + |x|2)p, γ1(x) = 2l max
i,j=1,...,d

|Q1/2
ij |(1 + |x|2)−1/2,

γ2(x) = |Q|(1 + |x|2)l,

and

ω(x) ≤ −b
d∑
i=1

(1 + |x|2)p − 2lν0(1 + |x|2)l−2(d+ (2l + d− 1)|x|2)

+ lb|x|2(1 + |x|2)p−1.

Finally, the growth conditions in Hypotheses 4.2(iv)− (v) hold if

l ≥ 1, p ≥ 2l.

Under Hypotheses 4.2(i), (v), the Cauchy problem
Dtu(t, x) = Au(t, x), t > 0, x ∈ Rd,

u(0, x) = ϕ(x), x ∈ Rd,

admits a unique classical solution

u ∈ C([0,∞)× Rd) ∩ C1+α/2,2+α
loc ((0,∞)× Rd),

for any α ∈ (0, 1), satisfying

|u(t, x)| ≤ ‖ϕ‖∞, t > 0, x ∈ Rd.

(see 2).
We define a family of linear bounded operators {S(t)}t≥0 by S(t)f(x) = u(t, x), for

any t ≥ 0, x ∈ Rd, where {S(t)}t≥0 is the contractive semigroup of linear operators
associated to the operator A.

Now, we introduce a class of function spaces, which is a natural environment where
to set the Cauchy problem (4.3):
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Definition 4.4. For any a > 0, let us consider the space

Ka =


h ∈ Cb

(
[T − a, T ]× Rd

)
∩ C0,1

(
[T − a, T )× Rd

)
:

sup
t∈[T−a,T )

x∈Rd

(T − t)1/2|Q1/2(x)∇xh(t, x)| <∞

 ,

endowed with the norm
‖h‖Ka = ‖h‖∞ + [h]Ka , (4.12)

where
[h]Ka := sup

t∈[T−a,T )
(T − t)1/2‖Q1/2∇xh(t, ·)‖∞.

For any a > 0 we define the function Fa : [T − a, T )×Ka −→ C(Rd) by

F (t, u)(x) = ψ(x,G(x)∇xu(t, x)). (4.13)

At this stage formula

v(t, x) = S(T − t)ϕ(x)−
∫ T

t
S(r − t)F (r, v)(x)dr, (4.14)

is just formal. Since ψ and Q1/2 may be unbounded, to justify this formula we need first
to show that the semigroup {S(t)}t≥0 can actually be applied to F .

4.2.1 Weighted gradient estimates

Our purpose is to prove that, for any ϕ ∈ Cb(Rd) and any t > 0, the function x 7→
Q1/2(x)S(t)ϕ(x) is bounded in Rd and that, for any T > 0, there exists a positive constant
CT such that

‖Q1/2∇xS(t)ϕ‖∞ ≤
CT
t1/2
‖ϕ‖∞, t ∈ (0, T ].

To this aim, for any R ≥ 1, we introduce the function ηR defined by ηR(x) = η(|x|/R)
for any x ∈ Rd, where

η(t) =


1, t ∈ [0, 1/2],

exp
(

1− 1
1−(4t−2)3

)
, t ∈ (1/2, 3/4),

0 t ≥ 3/4.

Clearly, ηR ∈ C2
c (Rd), 0 ≤ ηR ≤ 1 in Rd, ηR ≡ 1 in B(R/2), and ηR ≡ 0 outside the

ball B(R). Moreover, we have DiηR(x) = −xiηRKR(x), where

KR(x) := χ[1/2,3/4)(|x|/R)
12(4|x|/R− 2)2

|x|R (1− (4|x|/R− 2)3)2 , .

Computing the first and second orders derivatives of ηR, we easily obtain

(i) |Q∇ηR| ≤ cR2KRνηR, (ii) |Tr(QD2ηR)| ≤ cν, (4.15)

where c is a positive constant independent of R.
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Theorem 4.5. Let Hypotheses 4.1 and 4.2 be fulfilled, and let ϕ ∈ Cb(Rd). If u is a
classical solution to the homogenous Cauchy problem

Dtu(t, x) = Au(t, x), t > 0, x ∈ Rd,

u(0, x) = ϕ(x), x ∈ Rd,

i.e., u ∈ Cb
(
[0,∞)× Rd

)
∩C1,2

(
(0,∞)× Rd

)
and it satisfies the above equation and the

initial condition, then the function

(t, x) 7→ Q1/2(x)∇xu(t, x)

is bounded in [ε, T ]× Rd, for any 0 < ε < T . Moreover, there exists a positive constant
CT such that

t1/2‖Q1/2∇xu(t, ·)‖∞ ≤ CT ‖ϕ‖∞, t ∈ (0, T ]. (4.16)

Proof. Fix R ≥ 1, T > 0 and let uR ∈ Cb
(

[0,∞)×B(R)
)
∩ C1,2

(
(0,∞)×B(R)

)
be

the solution to the Cauchy Dirichlet problem
DtuR(t, x) = AuR(t, x), t > 0, x ∈ B(R),

uR(t, x) = 0, t > 0, x ∈ ∂B(R),

uR(0, x) = ηR(x)ϕ(x), x ∈ B(R).

(4.17)

We set

vR(t, x) = uR(t, x)2 + atη2
R|Q1/2(x)∇xuR(t, x)|2, t ∈ [0, T ], x ∈ B(R).

Function vR is continuous in its domain, and it solves the Cauchy problem
DtvR(t, x)−AvR(t, x) = gR(t, x), t ∈ [0, T ], x ∈ B(R),

vR(t, x) = 0, t ∈ [0, T ], x ∈ ∂B(R),

vR(0, x) = (ηRϕ)2(x), x ∈ B(R),

(4.18)

where gR(t, x) = t

5∑
i=1

gi,R(t, x), G := |Q1/2∇xuR|2, H :=
∑d

i=1 |Q1/2∇x(DiuR)|2, and

g1,R = −2t−1G− 2aηR

d∑
i=1

BiDiηRG− 2aη2
R

d∑
i,j=1

Qij〈Q1/2∇x(DiuR), Q1/2∇(DjuR)〉,

g2,R = 2aη2
R〈Q1/2(DB)∇xuR, Q1/2∇xuR〉 − 2aη2

R

d∑
i,j=1

Qij〈(DijQ
1/2)∇xuR, Q1/2∇xuR〉
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− 2aη2
R

d∑
j=1

Bj〈(DjQ
1/2)∇xuR, Q1/2∇xuR〉,

g3,R = −2a|Q1/2∇xuR|2|Q1/2∇xηR|2 − 2aη2
R

d∑
i,j=1

Qij〈(DjQ
1/2)∇xuR, (DiQ

1/2)∇xuR〉,

g4,R = −2aηRTr(Q(D2ηR))G− 8aηR

d∑
i,j=1

Qij(DiηR)〈(DjQ
1/2)∇xuR, G∇xuR〉

− 8aηR

d∑
i,j=1

Qij(DiηR)〈Q1/2∇x(DjuR), Q1/2∇xuR〉,

g5,R = at−1η2
RG− 4aη2

R

d∑
i,j=1

Qij〈(DjQ
1/2)∇x(DiuR), Q1/2∇xuR〉

− 4aη2
R

d∑
i,j=1

Qij〈(DjQ
1/2)∇xuR, Q1/2∇x(DiuR)〉

+ 4aη2
R〈Q1/2Tr((∇xQ1/2)Q1/2(D2uR)), Q1/2∇xuR〉,

We are going to prove that there exists a positive constant c, independent of R, such
that gR(t, x) ≤ cvR(t, x), for any (t, x) ∈ [0, T ]×B(R).

The terms g1,R and g2,R are crucial in the estimate of gR, since they allow us to
control all the other terms gi,R, i = 3, 4, 5.

We get

g1,R(t, x) ≤ −2t−1G(t, x)− 2aη2
Rν(x)H(t, x)− 2aηR〈B,∇xηR〉G(t, x)

≤ −2t−1G(t, x)− 2aη2
Rν(x)H(t, x) + 2aRη2

RKRB0(x),

g2,R = 2aη2
R〈MQ1/2∇xuR, Q1/2∇xuR〉 ≤ 2aη2

RωG,

g3,R ≤ 0.

g4,R is the awkward term. We have to pay particular attention to the way we estimate
its addends which we want to compare with g1,R and g2,R.

As far as the first addend is concerned, taking advantage of (4.15)(ii) and of the well
known Young’s inequality ab ≤ (ε/2)a2 + (2ε)−1b2, which holds true for any a, b, ε > 0,
we get ∣∣∣∣2aηR d∑

i,j=1

Qij(DijηR)G

∣∣∣∣ ≤ a

ε
G + aεη2

R|Tr(QD2ηR)|2G

≤ a

ε
G + caεη2

Rν
2G.
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As far as the second term in the definition of g4,R is concerned, we have∣∣∣∣8aηR d∑
i,j=1

Qij(DiηR)〈
(
DjQ

1/2
)
∇xuR, Q1/2∇xuR〉

∣∣∣∣
=

∣∣∣∣8aηR d∑
i,j=1

Qij(DiηR)〈
(
DjQ

1/2
)
Q−1/2Q1/2∇xuR, Q1/2∇xuR〉

∣∣∣∣
≤ 8aηR|Q∇ηR||(∇xQ1/2)Q−1/2|G
≤ acR2η2

RKRνγ1G.

The last term in the definition of g4,R is the worst one because we need to estimate
the growth of both G and Hi, with i = 1, . . . , d. We split it using the following inequality,
which follows applying twice the Young’s inequality, and holds for any b, c, h, ε > 0:

bch ≤ 1

4

(
1

ε
b4 +

1

ε
c4 + 2εh2

)
.

We set

bk := a3/8η
1/6
R |(Q∇ηR)k|1/2G1/4,

c := a1/8G1/4,

hj,k = a1/2η
5/6
R |(Q∇ηR)k|1/2H

1/2
j ,

for any j, k = 1, . . . , d, and we observe that, since KRηR ≤ cR−2η
1/3
R , from (4.15)(i) we

get

|(Q∇ηR)k|2 ≤ cR4η2
RK

2
Rν

2 ≤ cR2η
4/3
R KRν

2.

The particular split into b, c and e arises from the necessity of having suitable
coefficients of Hj , j = 1, . . . , d, and G, which we can estimate with g1,R and g2,R.
Straightforward computations yield to∣∣∣∣8aηR d∑

i,j=1

Qij(DiηR)〈Q1/2∇x(DjuR), Q1/2∇xuR〉
∣∣∣∣ ≤ 8

d∑
j,k=1

bkchj,k

≤ 8

d∑
j,k=1

(
1

4ε
b4k +

1

4ε
c4 +

1

2
εh2

j,k

)

≤ 2a1/2d

ε
G +

a3/2c

ε
R2η2

RKRν
2G + acεη2

RνH.

The last term that we need to estimate is g5,R. Applying the Young’s inequality we
get ∣∣∣∣4aη2

R

d∑
i,j=1

Qij〈
(
DjQ

1/2
)
Q−1/2Q1/2∇x(DiuR), Q1/2∇xuR〉

∣∣∣∣
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≤ 4aη2
Rγ1γ2

d∑
i=1

|Q1/2∇x(DiuR)||Q1/2∇xuR|

≤ 2a

ε
η2
Rν
−1γ2

1γ
2
2G + 2aεη2

RνH,

|4aη2
R〈Q1/2Tr(

(
∇xQ1/2

)
Q1/2(D2uR)), Q1/2∇xuR〉|

= 4aη2
R

∣∣∣∣ d∑
i,j,l,m=1

Q
1/2
ij DjQ

1/2
lm (Q1/2∇xDjuR)m(Q1/2∇uR)i

∣∣∣∣
≤ 4aRη2

Rγ1γ2

d∑
i=1

|Q1/2∇xDiuR||Q1/2∇xuR|

≤ 2a

ε
η2
Rν
−1γ2

1γ
2
2G + 2aεη2

RνH,

and so

|g5,R| ≤
4a

ε
ν−1η2

Rγ
2
1γ

2
2G + 4aεη2

RνH.

Hence, collecting the similar terms, we deduce that

gR ≤ I1G + I2H,

where, for any x ∈ B(R) and t ∈ [0, T ], we have

I1(t, x) = −1 +
a

ε
+

2a1/2td

ε
+ atη2

R(x)(2ω(x) + caεν2(x) + 4
1

ε
ν−1γ2

1(x)γ2
2(x))

+ atRη2
R(x)KR(2B0(x) + cRν(x)γ1(x) +

a1/2c

ε
Rν2(x))

and

I2(t, x) = atη2
R(x)ν(x)(−2 + ε(c+ 4)).

Choosing ε < 2/(c+ 4) we obtain that I2 is negative in [0, T ]×B(R).
Moreover, Hypotheses 4.2(ii)− (iv) and a suitable choice of ε and a imply that I1 is

bounded from above. Hence, there exists a positive constant c, indipendent of R, such
that |gR| ≤ cvR. From the classical maximum principle we deduce that vR ≤ c‖ϕ‖∞.
Taking the limit as R→∞, estimate (4.16) follows.

Remark 4.6. By the semigroup property, it easily follows that, for any ω > 0, there
exists C = C(ω) > 0 such that

‖Q1/2∇xS(t)ϕ‖∞ ≤
Ceωt

t1/2
‖ϕ‖∞, (4.19)

for any t > 0 and any ϕ ∈ Cb(Rd).
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Indeed, for any ω > 0, we can choose σ = σ(ω) such that eωtt−1/2 > 1, for any t > σ.
If t > σ we can estimate (using (4.16) and recalling that {S(t)}t≥0 is a contraction
semigroup)

‖Q1/2∇xS(t)ϕ‖∞ = ‖Q1/2∇xS(σ)S(t− σ)ϕ‖∞ ≤
Cσ

σ1/2
‖S(t− σ)ϕ‖∞

≤ Cσ

σ1/2
‖ϕ‖∞ ≤

Cσe
ωt

σ1/2t1/2
‖ϕ‖∞,

and therefore (4.19) holds with C = max{Cσ, σ−1/2Cσ}.

Proposition 4.7. Under the same assumptions of Theorem 4.5, if ϕ ∈ C1
b (Rd), then the

function
(t, x) 7→ Q1/2(x)∇xS(t)ϕ(x)

is bounded in [0, T ]× Rd.

Proof. The proof is quite similar to the one of Theorem 4.5, hence we just sketch it.
We fix R ≥ 1, and denote by uR the solution to the Dirichlet Cauchy problem (4.17).
Further we set

vR(t, x) = uR(t, x)2 + aη2
R|Q1/2(x)∇xuR(t, x)|2, t ∈ (0, T ], x ∈ B(R).

Function vR is continuous in its domain and it solves the Cauchy problem
DtvR(t, x)−AvR(t, x) = g̃R(t, x), t ∈ [0, T ], x ∈ B(R),

vR(t, x) = 0, t ∈ [0, T ], x ∈ ∂B(R),

vR(0, x) = (ηRϕ)2(x), x ∈ B(R),

where g̃R(t, x) = g̃1,R(t, x) +
5∑
i=2

gi,R(t, x),

g̃1,R = −2G− 2aη2
R

d∑
i,j=1

Qij〈Q1/2∇x(DiuR), Q1/2∇x(DjuR)〉 − 2aηR〈B,∇ηR〉G,

and gi,R, i = 2, 3, 4, 5, have been defined in Theorem 4.5. Repeating the computations of
Theorem 4.5, we see that

g̃R ≤ I1G + I2H,

where, for any x ∈ B(R) and t ∈ [0, T ], we have

I1(t, x) = −2 +
a

ε
+

2a1/2d

ε
+ aη2

R(x)(2ω(x) + caεν2(x) + 4
1

ε
ν−1γ2

1(x)γ5(x))

+ aRη2
R(x)KR(2B0(x) + cRν(x)γ(x) +

a1/2c

ε
Rν2(x))
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and

I2(t, x) = aη2
R(x)ν(x)(−2 + ε(c+ 4)).

With a suitable choice of the parameters a and ε, there exists a positive constant c,
independent of R, such that g̃R ≤ cvR (see the proof of Theorem 4.5). An application
of the classical maximum principle implies that |vR| ≤ c‖ϕ‖∞, and taking the limit as
R→∞ we obtain the desired estimate.

4.2.2 Existence and uniqueness of a mild solution to the semilinear
Cauchy Problem

In this subsection we will prove that the operator Γ, defined for any u ∈ KT by

(Γu)(t, x) := S(T − t)ϕ(x)−
∫ T

t
(S(r − t)F (r, u))(x)dr,

for any t ∈ [0, T ] and x ∈ Rd, admits a unique fixed point. We call a mild solution of
problem (4.3) any fixed point v ∈ KT of the operator Γ.

Remark 4.8. If ψ satisfies Hypothesis 4.1, then (see (4.13))

(i) ‖F (s, u)− F (s, v)‖∞ ≤ Lψ(T − s)−1/2[u− v]KT , s ∈ [0, T ), x ∈ Rd,

(ii) ‖F (s, u)‖∞ ≤ Lψ
(

1 + (T − s)−1/2[u]KT

)
,

(4.20)

for any u, v ∈ KT . Moreover, if u ∈ KT , F (·, u)(·) : [0, T ) × Rd −→ Rd belongs to
C([0, T )× Rd).

The next lemma is a general result of misurability for the supremum norm of continuous
functions. We will repeatedly use it in the follow.

Lemma 4.9. Let f ∈ C([0, T ]×Rd) such that, for any t ∈ [0, T ], f(t, ·) ∈ Cb(Rd). Then
the function t 7→ ‖f(t, ·)‖∞ is a measurable function.

Proof. Let n ∈ N. For any t, s ∈ [0, T ], we have

‖f(s, ·)‖L∞(B(n)) ≤ ‖f(s, ·)− f(t, ·)‖L∞(B(n)) + ‖f(t, ·)‖L∞(B(n))

and
‖f(t, ·)‖L∞(B(n)) ≤ ‖f(t, ·)− f(s, ·)‖L∞(B(n)) + ‖f(s, ·)‖L∞(B(n)).

Obviously, f is uniformly continuous in [0, T ] × B(n); hence, letting s → t, from the
uniform continuity of f we get

lim
s→t
‖f(s, ·)‖L∞(B(n)) = ‖f(t, ·)‖L∞(B(n)),
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i.e., the map t 7→ ‖f(s, ·)‖L∞(B(n)) is continuous in [0, T ]. To conclude, it is enough to
observe that, for any t ∈ [0, T ],

‖f(t, ·)‖∞ = lim
n→∞

‖f(t, ·)‖L∞(B(n)),

which means that t 7→ ‖f(t, ·)‖∞ is measurable, being pointwise limit of measurable
functions.

Hereafter, we will apply Lemma 4.9 without mentioning it.
The following proposition shows some continuity and boundedness properties of the

functions which belong to Kδ, for some δ > 0.

Proposition 4.10. If u ∈ Kδ, for some δ > 0, F satisfies (4.20) and

sup
t∈(T−δ,T )

(T − t)1/2‖Q1/2∇xu(t, ·)‖∞ <∞,

then the functions

(t, x) 7→ F̃ (t, x) :=

∫ T

t
(S(r − t)F (r, u))(x)dr

and
(t, x) 7→ Q1/2(x)∇xF̃ (t, x)

are continuous and bounded in [T − δ, T ]× Rd.

Proof. For any fixed t ∈ [T − δ, T ], the functions

x 7→ F̃ (t, x) :=

∫ T

t
(S(r − t)F (r, u))(x)dr, x 7→ Q1/2(x)∇xF̃ (t, x)

are continuous in Rd. Hence it is enough to show that these functions are continuous
with respect to t, locally uniformly with respect to x.

Let (t0, x0) ∈ (T − δ, T )× Rd, B = B(x0, 1) ∈ Rd, and fix t ∈ (t0 − δ, t0 + δ), where
0 < δ < min{T − t0, δ + t0 − T}. We will only prove the continuity from the right with
respect to time, uniformly with respect to x, since the continuity from the left can be
proved arguing in the same way. Hence we consider t ∈ (t0, t0 + δ). We have

|F̃ (t0, x)− F̃ (t, x)| ≤
∫ T

t
|(S(r − t0)F (r, u))(x)− (S(r − t)F (r, u))(x)|dr

+

∫ t

t0

|(S(r − t0)F (r, u))(x)|dr

=

∫ T

t0

|(S(r − t0)F (r, u))(x)− (S(r − t)F (r, u))(x)|χ(t,T )(r)dr

+

∫ t

t0

|(S(r − t0)F (r, u))(x)|dr

=: I1(t, x) + I2(t, x).
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Since ‖S(r − t0)F (r, u)‖∞ ≤ C, for any r ∈ (t0, t0 + δ), I2 tends to 0, as t tends to
t0, uniformly with respect to x ∈ B.

Now we consider I1. Since u ∈ Kδ, we can estimate the function under the integral
sign as follows:

‖S(r − t0)F (r, u)− S(r − t)F (r, u)‖∞χ(t,T )(r) ≤ 2M0‖F (r, u)‖∞

≤ 2M0Lψ

(
1 + (T − r)−1/2[u]Kδ

)
,

for any r ∈ (t0, T ), and the last function is integrable in (t0, T ).
Finally, for any r ∈ (0, T ), F (r, u) ∈ Cb(Rd) by (4.20). Hence (S(·)F (r, u))(·) belongs

to C([0,∞)× Rd), and

lim
t↓t0
|(S(r − t0)F (r, u))(x)− (S(r − t)F (r, u))(x)| = 0,

uniformly with respect to x ∈ B, for any r ∈ (0, T ).
By dominated convergence we can conclude that I1 tends to 0 as t approaches t0,

uniformly with respect to x ∈ B.
Proving the continuity of the gradient is a bit more complicated. Let t0, x0, t, B, δ be

as above; we have

|Q1/2(x)∇xF̃ (t0, x)−Q1/2(x)∇xF̃ (t, x)|

≤
∫ T

t
|Q1/2(x)∇x(S(r − t0)F (r, u))(x)−Q1/2(x)∇x(S(r − t)F (r, u))(x)|dr

+

∫ t

t0

|Q1/2(x)∇x(S(r − t0)F (r, u))(x)|dr

=: Ĩ1(t, x) + Ĩ2(t, x).

By Theorem 4.5, there exists a positive constant C such that

‖Q1/2∇xS(r − t0)F (r, u)‖∞ ≤ (r − t0)−1/2C,

for any r ∈ (t0, t0 + δ). Hence, Ĩ2 tends to zero as t tends to t0, uniformly with respect
to x ∈ B.

The term Ĩ1 should be analyzed differently. Fix ε > 0 and t ∈ (t0, t0 + δ) such that
t− t0 < ε2. Now we split the integral:

Ĩ1(t, x)

=

∫ T

t0+ε2
|Q1/2(x)∇x(S(r − t0)F (r, u))(x)−Q1/2(x)∇x(S(r − t)F (r, u))(x)|dr

+

∫ t0+ε2

t0

|Q1/2(x)∇x(S(r − t0)F (r, u))(x)−Q1/2(x)∇x(S(r − t)F (r, u))(x)|χ(t,T )(r)dr

=: J1(t, x) + J2(t, x).
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Easy computations show that there exists a positive constant C > 0, independent of
t, x, such that

J2(t, x) ≤ Cε, t ∈ (t0, t0 + ε2), x ∈ B.

For J1, it is enough to observe that the function under the integral sign converges to
0 pointwise with respect to t, locally uniformly with respect to x, and that the function
h, defined by

h(r) = CTLψ

(
1 + (T − r)−1/2[u]Kδ

)(
(r − t0)−1/2 + (r − t0 − ε2)−1/2

)
is independent on t and x and bounds J1 from above. Dominated convergence allows us
to conclude that J1(t, x) vanishes to 0 as t tends to t0, locally uniformly with respect to
x. Hence, there exists cε ≤ ε2 such that, if t0 − t < cε and x ∈ B, then J1(t, x) ≤ ε. It
means that there exists a suitable C > 0 such that Ĩ1(t, x) ≤ Cε for any t > t0 − cε and
x ∈ B.

We now look for a solution to problem (4.3) in KT . At first, we show that, if u is a
mild solution of (4.3) in Kδ, for some δ ∈ (0, T ), then it is the unique mild solution in
such a space.

Proposition 4.11 (Uniqueness). If problem (4.3) admits a mild solution in Kδ, then it
is unique.

Proof. Let u, v ∈ Kδ be two mild solutions of (4.3). Then, taking (4.5) and (4.16) into
account, for any t ∈ [T − δ, T ] we get

‖Q1/2∇x(u− v)(t, ·)‖∞ ≤ ‖
∫ T

t
Q1/2∇xS(r − t)(F (r, u)− F (r, v))dr‖∞

≤ CTLψ
∫ T

t
(r − t)−1/2‖Q1/2∇x(u− v)(r, ·)‖∞dr

≤ C2
TL

2
ψ

∫ T

t
(r − t)−1/2dr

(∫ T

r
(s− r)−1/2

× ‖Q1/2∇x(u− v)(s, ·)‖∞ds
)

= C2
TL

2
ψ

∫ T

t
‖Q1/2∇x(u− v)(s, ·)‖∞ds

×
(∫ s

t
(r − t)−1/2(s− r)−1/2dr

)
= C2

TL
2
ψπ

∫ T

t
‖Q1/2∇x(u− v)(s, ·)‖∞ds.

Hence, by the Gronwall Lemma we deduce that ‖Q1/2∇x(u− v)(t, ·)‖∞ = 0, for any
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t ∈ [T − δ, T ). To conclude, it is enough to observe that

‖u− v‖∞ ≤ ‖
∫ T

t
S(r − t)(F (r, u)− F (r, v))dr‖∞

≤ Lψ
∫ T

t
‖Q1/2∇x(u(r, ·)− v(r, ·))‖∞dr

= 0.

Now, we prove the existence of a mild solution of problem (4.3).

Theorem 4.12. There exists δ < T such that the operator Γ, defined by

(Γv)(t, x) = S(T − t)ϕ(x)−
∫ T

t
(S(r − t)F (r, v))(x)dr, (4.21)

(t, x) ∈ (T − δ, T ]× Rd, for any v ∈ Kδ, admits a unique fixed point.

Proof. Set

Kδ,R =


h ∈ Cb

(
[T − δ, T ]× Rd

)
∩ C0,1

(
[T − δ, T )× Rd

)
:

‖h‖Kδ ≤ R

 ,

endowed with the norm ‖ · ‖Kδ (see (4.12)). Since Kδ,R ⊂ Kδ, Proposition 4.11 shows
that if Γ is a contraction in Kδ,R then its unique fixed point is the unique mild solution
to problem (4.3) which belongs to Kδ.

Hence, we prove that Γ(v) ∈ Kδ,R for any v ∈ Kδ,R, and there exists c < 1 such that

‖(Γu)− (Γv)‖Kδ,R ≤ c‖u− v‖Kδ,R , u, v ∈ Kδ,R.

For this purpose, we set

CT := sup
t∈(0,T ]

t1/2‖Q1/2∇xS(t)‖

and recall that supt∈[0,T ] ‖S(t)‖ ≤ 1 since {S(t)}t≥0 is a contraction semigroup.
Then by the second inequality in (4.20) we have

‖(Γv)(t, ·)‖∞ ≤ ‖ϕ‖∞ +

∥∥∥∥∫ T

t
S(r − t)F (r, v)dr

∥∥∥∥
∞

+

∥∥∥∥∫ T

t
S(r − t)F (r, 0)dr

∥∥∥∥
∞

≤ ‖ϕ‖∞ + 2Lψ(T − t)1/2‖v‖Kδ,R + (T − t)Lψ
≤ ‖ϕ‖∞ + 2Lψδ

1/2‖v‖Kδ,R + δLψ.

(4.22)
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and

(T − t)1/2‖Q1/2∇x(Γv)(t, ·)‖∞

≤ CT ‖ϕ‖∞ + (T − t)1/2CTLψ

∫ T

t
(r − t)−1/2

×
(
‖Q1/2∇xv(r, ·)‖∞ + 1

)
dr

≤ CT ‖ϕ‖∞ + CTLψ(T − t)1/2‖v‖Kδ,R
∫ T

t
(r − t)−1/2(T − r)−1/2dr

+ 2(T − t)CTLψ
≤ CT ‖ϕ‖∞ + πCTLψ(T − t)1/2‖v‖Kδ,R + 2(T − t)CTLψ
≤ CT ‖ϕ‖∞ + πδ1/2CTLψ‖v‖Kδ,R + 2δCTLψ.

(4.23)

Moreover,

‖(Γu)(t, ·)− (Γv)(t, ·)‖∞ ≤
∫ T

t
‖S(r − t) (F (r, u)− F (r, v))‖∞dr

≤ 2Lψδ
1/2‖u− v‖Kδ,R

(4.24)

and

(T − t)1/2‖Q1/2∇x(Γu)(t, ·)−Q1/2∇x(Γv)(t, ·)‖∞

≤ (T − t)1/2CTLψ

∫ T

t
(r − t)−1/2‖Q1/2∇xu(r, ·)−Q1/2∇xv(r, ·)‖∞dr

≤ (T − t)1/2CTLψ‖u− v‖Kδ,R
∫ T

t
(r − t)−1/2(T − r)−1/2dr

≤ π(T − t)1/2CTLψ‖u− v‖Kδ,R
≤ πδ1/2CTLψ‖u− v‖Kδ,R .

(4.25)

Now we have to choose δ and R. Set

δ = (4Lψ + 2πCTLψ)−2 ∧ T

in (4.24) and (4.25); it immediately follows that

‖(Γu)− (Γv)‖Kδ,R ≤ 2Lψδ
1/2‖u− v‖Kδ,R + δ1/2πCTLψ‖u− v‖Kδ,R

= δ1/2 (2Lψ + πCTLψ) ‖u− v‖Kδ,R

≤ 1

2
‖u− v‖Kδ,R ,

and so Γ is a 1/2-contraction. To show that Γ maps Xδ,R into itself, it is sufficient to take

R = 2 (1 + 2CT ) (‖ϕ‖∞ + δLψ) .
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Indeed, substituting in (4.22) and (4.23), we get

‖(Γv)‖Kδ,R ≤ ‖ϕ‖∞ + 2Lψδ
1/2‖u‖Kδ,R + δLψ

+ CT ‖ϕ‖∞ + δ1/2πCTLψ‖v‖Kδ,R + 2δCTLψ

≤ (1 + 2CT ) (‖ϕ‖∞ + δLψ) + δ1/2 (2Lψ + πCTLψ) ‖v‖Kδ,R

≤ R

2
+
R

2
≤ R.

Remark 4.13. If ϕ ∈ C1
b (Rd) the same arguments as in the proof of Proposition 4.11

and Theorem 4.12 show that the operator Γ in (4.21) admits a unique fixed point in the
space Kδ defined by

Kδ =


h ∈ Cb

(
[T − δ, T ]× Rd

)
∩ C0,1

(
[T − δ, T ]× Rd

)
:

sup
(t,x)∈(T−δ,T )×Rd

|Q1/2(x)∇h(t, x)| <∞.


for some δ > 0.

Now, we can construct the maximally defined solution of (4.3). Set
τ(ϕ) = inf{0 < a < T : problem (4.3) has a mild solution va in Ka},

v(t, x) = va(t, x), if t ≥ T − a.

The function v is well defined, thanks to Theorem 4.12, in the interval

I(ϕ) = ∪{[T − a, T ] : problem (4.3) has a mild solution va in Ka},

and we have τ(ϕ) = inf I(ϕ).

Proposition 4.14. If ϕ ∈ Cb(Rd) is such that I(ϕ) 6= [0, T ], and F satisfies (4.20), then
the function

t 7→ (T − t)1/2‖Q1/2∇xv(t, ·)‖∞
is unbounded in I(ϕ).

Proof. Even if the proof is rather classical, for the reader’s convenience we provide the
details. Let us suppose that the function

t 7→ (T − t)1/2‖Q1/2∇xv(t, ·)‖∞

is bounded in I(ϕ), and let v be the maximally defined solution to (4.3). Moreover, we
set τ(ϕ) = τ . S(·)ϕ is continuous in (0,∞)× Rd, and by Proposition 4.10 the function

(t, x) 7→
∫ T

t
(S(r − t)F (r, v))(x)dr
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is continuous and bounded in [τ, T ]× Rd. Hence, we can extend v up to t = τ , defining

v(τ, x) := S(τ)ϕ(x)−
∫ T

τ
(S(r − τ)F (r, v))(x)dr.

Since v(τ, ·) ∈ Cb(Rd), by Theorem 4.12 the Cauchy problem
w(t, x) +Aw(t, x) = ψ(x,Q1/2∇xw(t, x)), t < τ, x ∈ Rd,

w(τ, x) = v(τ, x), x ∈ Rd,

admits a unique mild solution in [τ − δ, τ ], for some δ > 0. If we define

z(t, x) =


w(t, x), τ − δ ≤ t ≤ τ, x ∈ Rd,

v(t, x), τ ≤ t ≤ T, x ∈ Rd,

then z is a mild solution of (4.3) in [τ − δ, T ]× Rd which extends v, and it contradicts
the maximality of v.

Proposition 4.15. If F satisfies (4.1), then the mild solution v of problem (4.3) exists
in [0, T ]× Rd.

Proof. By Proposition 4.14, it is enough to show that the function

(t, x) 7→ (T − t)1/2Q1/2(x)∇xv(t, x)

is bounded in I(ϕ)× Rd.
For the sake of simplicity, we set

l(t) := ‖Q1/2∇xv(t, ·)‖∞,

where v is the maximally defined solution of problem (4.3). Then, for any t ∈ I(ϕ) and
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x ∈ Rd it holds that

(T − t)1/2l(t)

≤ CT ‖ϕ‖∞ + Lψ

∫ T

t
(T − t)1/2(r − t)−1/2 (1 + l(r)) dr

≤ CT ‖ϕ‖∞ + 2TLψ

+ Lψ(T − t)1/2

∫ T

t
(r − t)−1/2(T − r)−1/2(T − r)1/2l(r)dr

≤ CT ‖ϕ‖∞ + 2TLψ

+ Lψ(T − t)1/2

∫ T

t
(r − t)−1/2(T − r)−1/2 (CT ‖ϕ‖∞ + 2TLψ) dr

+ L2
ψ(T − t)1/2

∫ T

t
(r − t)−1/2

(∫ T

r
(s− r)−1/2(T − s)−1/2(T − s)1/2l(s)ds

)
dr

≤ (CT ‖ϕ‖∞ + 2TLψ)(1 + T 1/2πLψ)

+ πL2
ψ(T − t)1/2

∫ T

t
(T − s)−1/2(T − s)1/2l(s)ds.

The generalized Gronwall Lemma guarantees that the function

(t, x) 7→ (T − t)1/2Q1/2(x)∇xv(t, x)

is bounded in I(ϕ)× Rd, and the thesis follows.

Remark 4.16. Since the problem (4.3) is autonomous, in Propositions 4.14 and 4.15
we can replace [0, T ] with (−∞, T ].

Remark 4.17. Under the Hypotheses of Proposition 4.15, if ϕ ∈ C1
b (Rd) then the mild

solution v of problem (4.3) exists in (−∞, T ]×Rd, it belongs to C0,1((−∞, T ]×Rd) and
it is bounded in (a, T ]× Rd, for any a < T .

4.3 The Forward Backward Stochastic Differential Equa-
tion Associated to the Semi-Linear PDE

Let (Ω,F,P) be a complete probability space, (Wt)t≥0 a Rd−valued standard Brownian
motion and N be the family of elements of F of probability 0. We define as FWt the
natural filtration with respect to Wt, completed by the P−null set of F, i.e.

FWt := σ{Ws : 0 ≤ s ≤ t, N}.
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In this setting we study the Forward Backward Stochastic Differential Equation

dYτ = ψ(Xτ , Zτ )dτ + ZτdWτ , τ ∈ [t, T ],

dXτ = B(Xτ )dτ +G(Xτ )dWτ , τ ∈ [t, T ],

YT = ϕ(XT ),

Xt = x, x ∈ Rd,

(FBSDE)

where
ψ : Rd × Rd −→ R, ϕ : Rd −→ R,

are given Borel functions, and

B : Rd −→ Rd, G : Rd −→ Rd×d,

are Borel measurable. We will assume further hypotheses on these functions.

Hypotheses 4.18. There exist C > 0 such that, for any x, x′ ∈ Rd, we have

|B(x)−B(x′)|+ |G(x)−G(x′)| ≤ C|x− x′|.

For any p ∈ [1,∞), let Hp be the space of progressively measurable with respect to
FWt random processes Xt such that

‖X‖Hp := E sup
t∈[0,T ]

|Xt|p <∞,

and let K be the space of (FWt )−progressively measurable processes (Y,Z) such that

‖(Y,Z)‖2cont := E sup
t∈[0,T ]

|Yt|2 + E
∫ T

0
|Zσ|2dσ <∞.

Moreover, we denote by Y (s, t, x) and Z(s, t, x) the solution to (FBSDE).
If Hypothesis 4.18 are satisfied, then system (FBSDE) admits a unique solution

(X,Y, Z), where X ∈ Hp, for any p ∈ [1,∞), and (Y,Z) ∈ K (see [89]). Henceforth, X
denotes the solution to the forward equation in (FBSDE).

Example 4.19. If we consider the operator A with coefficients

Q(x) =

(
1 0
0 (1 + |x|2)m

)
, B(x) = −x,

for any x ∈ R2, then Hypotheses 4.2 and 4.18 are satisfied if m < 1/2.

We will use the result of previous section to show that the solution (X,Y, Z) of
(FBSDE) can be written in terms of the mild solution v of (4.3). This result is well
known if B,G,ψ, ϕ satisfy the following conditions (see Chapter 3, Section 3.3).
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Hypotheses 4.20. (i) B and G are of class C1 and their derivatives of order 1 are
bounded;

(ii) ϕ is of class C1 and it has polynomial growth together with its derivatives of order 1;

(iii) ψ(t, ·, ·, ·) is of class C1, for all t ∈ [0, T ];

(iv) |∇xψ(t, x, y, z)| ≤ K(1 + |z|)(1 + |x|+ |y|)µ for suitable constants K,µ ≥ 0;

(v) ∇yψ and ∇zψ are bounded with respect to y and z.

We want to relax the regularity conditions on ψ and ϕ, and the growth conditions on
B and G, and show that the identification formulae

Y (s, t, x) = v(s,X(s, t, x)), Z(s, t, x) = G(X(s, t, x))∇xv(s,X(s, t, x)), (4.26)

which hold under Hypotheses 4.20, are still true.
Let us assume that G,B, ψ satisfy Hypotheses 4.1 and 4.2. Moreover, we suppose

that ϕ ∈ BUC(Rd). Hence, by Theorem 4.12 and Proposition 4.15, there exists a unique
solution v to (4.3) which belongs to KT (see Definition 4.4).

We approximate the functions ϕ,ψ by convolution: let (ρdn)n∈N and (ρd,dn )n∈N be a
standard sequence of mollifiers in Rd and in Rd×d, respectively, and set

ϕn = ϕ ? ρdn, ψn(x, z) = θn(z)(ψ ? ρd,dn )(x, z),

where χB(n) ≤ θn ≤ χB(n+1). ψn and ϕn, are smooth functions and ϕn are bounded.

Lemma 4.21. For any n ∈ N we have that ‖ϕn‖∞ ≤ ‖ϕ‖∞ and for any n,m ∈ N,
n ≤ m, and x, z1, z2 ∈ Rd, it holds that

|ψn(x, z1)− ψ(x, z2)|

≤ χB(n)(|z1|)Lψ
(
|z1 − z2|+

2 + 1
n + |z1|+ |z2|

n

)
+ χB(n)c(|z1|)Lψ(2 + |z1|+ |z2|), (4.27)

|ψn(x, z1)− ψm(x, z2)|

≤ χB(n)(|z1|)Lψ
(
|z1 − z2|+

( 1

n
+

1

m

)
(3 + |z1|+ |z2|)

)
χB(n)c(|z1|)χB(m)(|z2|)Lψ

(
|z1 − z2|+

3 + |z1|+ |z2|
m

+ 2 + |z1|+ |z2|
)

+ 2χB(m)c(|z2|)Lψ(2 + |z1|+ |z2|). (4.28)

Proof. The above inequalities follow from the definition of ψn and the properties of
θn, ρn, ϕ and ψ.
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For any n ∈ N, let us consider the approximated Cauchy problem
Dtvn(t, x) +Avn(t, x) = ψn(x,Q1/2(x)∇xvn(t, x)), t ∈ [0, T ), x ∈ Rd,

vn(T, x) = ϕn(x), x ∈ Rd,
(4.29)

whose mild solution is given by (see Theorem 4.12)

vn(t, x) = S(T − t)ϕn(x)−
∫ T

t
S(r − t)ψn(x,Q1/2(x)∇xvn(r, x))dr

= S(T − t)ϕn(x)−
∫ T

t
(S(r − t)Fn(r, vn))(x)dr,

(4.30)

where

Fn : (0, T )×KT −→ Cb(Rd), Fn(t, u)(x) := ψn(x,Q1/2(x)∇xu(t, x)).

Remarks 4.13 and 4.17 guarantee that vn ∈ Cb([0, T ]× Rd) ∩ C0,1([0, T ]× Rd) and
‖Q1/2∇xvn(t, ·)‖∞ ≤ Cn, for any t ∈ (0, T ) and any n ∈ N.

Moreover, from Hypotheses 4.1, 4.2(i) and 4.18, it easily follows that B,G = Q1/2, ψn
and ϕn satisfy Hypotheses 4.20. It means that (4.26) hold, provided that we replace
Y,Z, v by Yn, Zn, vn, and (X,Yn, Zn) is solution to

dY n
τ = ψn(Xτ , Z

n
τ )dτ + Znτ dWτ , τ ∈ [t, T ],

dXτ = B(Xτ )dτ +G(Xτ )dWτ , τ ∈ [t, T ],

Y n
T = ϕn(XT ),

Xt = x, x ∈ Rd.

(4.31)

Now we need to study how vn and G∇xvn converge to v and G∇xv, respectively. We
claim that, for any fixed t ∈ [0, T ), vn(t, ·) and G∇xvn(t, ·) converge uniformly. Then, we
can define

Y (s, t, x) := v(s,X(s, t, x)), Z(s, t, x) := G(X(s, t, x))∇xv(s,X(s, t, x)), (4.32)

for any t ∈ [0, T ], t ≤ s < T , and x ∈ Rd. We will show that (X,Y, Z) is a solution to
(FBSDE).

To prove the above claim, we need an intermediate result, contained in the following
lemma.

Lemma 4.22. [vn]KT is uniformly bounded, and there exists a positive constant K such
that ‖vn‖KT ≤ K, for any n ∈ N.

Proof. Let t ∈ [0, T ). Since |ψn(x, 0)| ≤ Lψ, the same computations of Proposition 4.11
yield to the thesis.
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Theorem 4.23. Suppose that Hypotheses 4.1, 4.2 and 4.18 hold. Moreover, let ϕ ∈
BUC(Rd). Then, for any t ∈ [0, T ), vn(t, ·) and G∇xvn(t, ·) converge uniformly to v(t, ·)
and G(·)∇xv(t, ·) respectively. Moreover, (X,Y, Z) ∈ Hp × K and it is a solution to
(FBSDE), where Y and Z are defined by (4.32).

Proof. As usual, at first we prove the convergence of G∇xvn, since it is involved in the
definition of vn. To simplify the notations, we set

hn(t) := ‖G∇xvn(t, ·)−G∇xv(t, ·)‖∞,

from which we deduce

hn(t) = ‖G∇x(vn − v)(t, ·)‖

≤ ‖G∇xS(T − t)(ϕn − ϕ)‖+

∥∥∥∥G∇x ∫ T

t
S(T − t) (Fn(r, vn)− F (r, v)) dr

∥∥∥∥ .
We have

(T − t)1/2hn(t)

≤ CT ‖ϕn − ϕ‖∞ + CT (T − t)1/2

∫ T

t
(r − t)−1/2‖Fn(r, vn)− F (r, v)‖∞dr

≤ CT ‖ϕn − ϕ‖∞ + CT (T − t)1/2

∫ T

t
(r − t)−1/2‖Fn(r, vn)− F (r, vn)‖∞dr

+ CT (T − t)1/2

∫ T

t
(r − t)−1/2‖F (r, vn)− F (r, v)‖∞ds

=: In1 + In2 (t)

+ CTLψ(T − t)1/2

∫ T

t
(r − t)−1/2(T − r)−1/2(T − r)1/2hn(t)dr.

Now we use the estimate

In2 (t) ≤ CT
Lψ
n

∫ T

t
(r − t)−1/2dr = 2CT

Lψ
n
T 1/2,

which follows from (4.27) with z1 = z2 and holds for any t ∈ [0, T ). Hence

≤ In1 + 2CT
Lψ
n
T 1/2

+ CTLψ(T − t)1/2

∫ T

t
(r − t)−1/2(T − r)−1/2

(
In1 + 2CT

Lψ
n
T 1/2

)
dr

+ C2
TL

2
ψ(T − t)1/2

∫ T

t
(r − t)−1/2

(∫ T

r
(r − s)−1/2(T − s)−1/2

× (T − s)1/2hn(r)ds
)
dr

≤
(
In1 + 2CT

Lψ
n
T 1/2

)
(1 + πCTLψT

1/2)

+ πC2
TL

2
ψ(T − t)1/2

∫ T

t
(T − s)−1/2(T − s)1/2hn(r)ds.
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Since ϕ ∈ BUC(Rd), In1 tends to zero, as n→ +∞. Clearly, also

2CT
Lψ
n
T 1/2

vanishes as n→∞.
Now we apply the generalized Gronwall Lemma to the function

(T − t)1/2hn = (T − t)1/2‖G∇vn(t, ·)−G∇v(t, ·)‖∞.

We obtain

(T − t)1/2hn ≤
(
In1 + 2CT

Lψ
n
T 1/2

)
(1 + πCTLψT

1/2) exp
(
πC2

TL
2
ψT
)
,

and the right-hand side tends to zero, as n→ +∞, which means that

G∇xvn(t, ·)→ G∇xv(t, ·)

as n→∞, uniformly with respect to x.
Using the fact that [vn− v]KT tends to zero, similar computations yield the uniformly

convergence of vn(t, ·) to v(t, ·), for any t ∈ [0, T ].
Finally, we prove that the processes Y, Z defined in (4.32) are solutions to (FBSDE).

Since Yn, Zn are solutions of (4.31), and the equalities hold P−a.s., there exists a family
{Ωn}n∈N of elements of F, such that each of them has zero measure. Moreover, if we set
Ω̃ = ∪nΩn, then P(Ω̃) = 0, and in Ω̃c (4.31) pointwise holds, for any n ∈ N.

Now we fix x ∈ Rd, t ∈ [0, T ], set Xτ := X(τ, t, x), and define

Yτ = v(τ,Xτ ), Y n
τ = vn(τ,Xτ ),

Zτ = G(Xτ )∇xv(τ,Xτ ), Znτ = G(Xτ )∇xvn(τ,Xτ ),

for any τ ∈ [t, T ]. The previous estimates guarantee that

Y n
τ −→ Yτ , ϕn(XT ) −→ ϕ(XT ),

uniformly in Ω, and ∫ T

τ
ψn(Xσ, Z

n
σ )dσ −→

∫ T

τ
ψ(Xσ, Zσ)dσ.

Indeed, by (4.27) we deduce that

|ψn(Xσ, Z
n
σ )− ψ(Xσ, Zσ)| ≤ χB(n)(|Znσ |)Lψ

(
|Znσ − Zσ|+

3 + |Znσ |+ |Zσ|
n

)
= Lψ

(
|Znσ − Zσ|+

3 + 2K(T − σ)−1/2

n

)
,

|ψ(Xσ, Zσ)|, |ψn(Xσ, Z
n
σ )| ≤ LψC(1 +K(T − σ)−1/2),
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for any x ∈ Rd, any σ ∈ [τ, T ) and n > K(T − σ)−1/2, where K has been introduced in
Lemma 4.22. |Znσ − Zσ| tends to zero uniformly in Ω, as n→ +∞ since, for any ω ∈ Ω,

|Znσ (ω)− Zσ(ω)| ≤ |G(Xσ(ω))∇x(vn − v)(σ,Xσ(ω))|
≤ ‖G∇x(vn − v)(σ, ·)‖
→ 0, n→∞.

Moreover, since |ψ(Xσ, Zσ)|, |ψn(Xσ, Z
n
σ )| can be estimated by an integrable function,

we can apply dominated convergence to the integral term.
It remains to prove the convergence of

∫ T
τ ZnσdWσ to

∫ T
τ ZσdWσ. At first, we prove

that
∫ T
τ ZσdWσ makes sense, since this is not guaranteed by previous estimates, which

show only that the growth Zσ can be estimated by (T − σ)−1/2, which is not square
integrable in T .

We are going to show that {Znτ } is a Cauchy sequence in L2(Ω× (0, T )), the space

of the square integrable processes V , endowed with the norm E
∫ T

0 |Vσ|
2dσ. Since this

is a Hilbert space, {Znτ } converges to a process Z̃τ which is square integrable, and so,
up to a subsequence, {Znτ } converges to Z̃τ [0, T ] ⊗ P−a.s. But {Znτ } converges to Zτ
uniformly, hence pointwise, for any τ ∈ [0, T ]. Therefore, Z̃τ = Zτ P−a.s., for almost
every τ ∈ [0, T ]. This means that Zσ is a square integrable process.

For the reader’s convenience, we introduce some new notations:

Y
n,m
σ := Y n

σ − Y m
σ ,

Z
n,m
σ := Znσ − Zmσ ,

ϕn,mσ := ϕn(Xσ)− ϕm(Xσ),

ψ
n,m
σ := ψn(Xσ, Z

n
σ )− ψm(Xσ, Z

m
σ ),

for any n,m ∈ N, σ ∈ [0, T ]. By the Itô formula, we get

d|Y n,m
τ |2 = −2Y

n,m
τ ψ

n,m
τ dτ − 2Y

n,m
τ Z

n,m
τ dWτ + |Zn,mτ |2dτ,

and, recalling that Y
n,m
T = ϕn,mT , we obtain

|Y n,m
τ |2 +

∫ T

τ
|Zn,mσ |2dσ = |ϕn,mT |2 − 2

∫ T

τ
Y
n,m
σ ψ

n,m
σ dσ − 2

∫ T

τ
Y
n,m
σ Z

n,m
σ dWσ.

Let us estimate the terms in the right-hand side. Note that (Y n, Zn), (Y m, Zm) ∈ K,
since they are solutions of a backward stochastic differential equation. Hence, the process
Iτ =

∫ τ
0 Y

n,m
σ Z

n,m
σ dWσ is a martingale and, in particular, EIτ = 0, for any τ . Computing

the expectation, we get

E|Y n,m
τ |2 + E

∫ T

τ
|Zn,mσ |2dσ = E|ϕn,mT |2 − 2E

∫ T

τ
Y
n,m
σ ψ

n,m
σ dσ. (4.33)
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Moreover, by (4.28), the last term in the right-hand side of (4.33) can be estimated
as follows:

E
∫ T

τ
|Y n,m

σ ψ
n,m
σ |dσ ≤ E

(
sup

τ∈[0,T ]
|Y n,m

τ |
∫ T

τ
|ψn,mσ |dσ

)

≤ Lψ sup
n∈N
‖vn‖∞

∫ T

τ
|ψn,mσ |dσ

≤ LψK
∫ T

τ
|ψn,mσ |dσ.

From Lemmas 4.21 and 4.22 we have

|ψn,mσ | ≤ |Zn,mσ |+
(

1

m
+

1

n

)
(3 + |Znσ |+ |Zmσ |),

for any fixed σ ∈ (τ, T ) and n,m ≥ K(T − σ)−1/2, and

|Znσ |, |Zmσ | ≤ K(T − σ)−1/2.

Moreover,
|Zn,mσ | ≤ |Znσ − Zσ|+ |Zmσ − Zσ|,

and the addends in the right-hand side vanish as n,m go to +∞, for any fixed σ ∈ (τ, T ).

Hence, by dominated convergence, there exists n̄ ∈ N such that E
∫ T
τ |ψ

n,m
σ |dσ ≤ ε, for

any n,m ≥ n̄.
The same arguments can be applied to ϕn,mT . Indeed, recalling that ϕ is uniformly

continuous, for any ε > 0 there exists n̄ ∈ N such that E|ϕn,mT |2 ≤ ε, for any n,m ≥ n̄.

Hence {Znτ } is a Cauchy sequence in L2(Ω× (0, T )), and this implies that
∫ T
τ ZσdWσ

makes sense. Moreover, since Zn converges to Z in L2(Ω× (0, T )), we see that

E
∣∣∣∫ T

τ
(Znσ − Zσ)dWσ

∣∣∣2 −→ 0, n→∞.

We can conclude that
∫ T
τ ZnσdWσ tends to

∫ T
τ ZσdWσ P−a.s., and passing to the limit

(4.31), we obtain that the processes (X,Y, Z) are a solution to (FBSDE) P−a.s.

4.4 An application to the Stochastic Optimal Control in
Weak Formulation

In this section we consider the controlled equation
dτXτ = B(Xτ )dτ +G(Xτ )r(Xτ , uτ )dτ +G(Xτ )dWτ , τ ∈ [t, T ],

Xt = x ∈ Rd,
(4.34)
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and the cost functional

E
∫ T

0
l(Xt, ut)dt+ Eϕ(XT ), (4.35)

where u is a progressive measurable stochastic process with values in some specified
set U ⊂ Rm, r : Rd × U −→ Rd, W is a Rd−valued cylindrical Wiener process, and
l : Rd × U −→ R. Our purpose is to minimize over all admissible controls the cost
functional.

We assume the following hypotheses on l and r:

Hypotheses 4.24. There exists C > 0 such that for all x, x′ ∈ Rd, t ∈ [0, T ], u, u′ ∈ U,
we have

|l(x, u)− l(x′, u′)|+ |r(x, u)− r(x′, u′)| ≤ C
(
|x− x′|+ |u− u′|

)
,

|l(x, u)|+ |r(x, u)| ≤ C.
(4.36)

Definition 4.25. An admissible control system (acs) U is the set

U = (Ω̂, F̂, (F̂t)t≥0, P̂, û, Ŵ , X̂),

where (Ω̂, F̂,P) is a probability space, the filtration (F̂t)t≥0 verifies the usual conditions,

the process Ŵ : [0, T ] × Ω̂ −→ Rd is a Wiener process with respect to (F̂t)t≥0, û is

progressive measurable with respect to the filtration (F̂t)t≥0, and X̂τ is a solution to

X̂τ = x+

∫ τ

t
B(X̂σ)dσ +

∫ τ

t
G(X̂σ)r(X̂σ, ûσ)dσ +

∫ τ

t
G(X̂σ)dŴσ, τ ∈ [t, T ].

In this setting, the cost functional has the form

J(t, x,U) = Ê
∫ T

t
l(X̂σ, ûσ)dσ + Êϕ(X̂T ). (4.37)

An acs is called optimal for the control problem starting from x at the time t, if it
minimizes J(t, x, ·), and the minimum value of the cost is called the optimal cost. Finally,
we introduce the value function V : [0, T ]× Rd → R, defined by

V (t, x) := inf
u∈U

J(t, x, u), (4.38)

for any t ∈ [0, T ] and x ∈ Rd.
The Hamiltonian function of the problem, defined below, is crucial in the analysis of

the stochastic control problem.

Definition 4.26. The function ψ : Rd × Rd −→ R, defined by

ψ(x, z) = inf
u∈U
{l(x, u) + zr(x, u)}, (4.39)

is called Hamiltonian function.
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Lemma 4.27. There exists a positive constant c such that

|ψ(x, 0)| ≤ c,
|ψ(x, z)− ψ(x′, z′)| ≤ c|z − z′|+ c|x− x′|

(
1 + |z|+ |z′|

)
,

for any x, x′, z, z′ ∈ Rd.

Proof. The result is well known, we report the proof for the reader’s convenience. We
prove only the second inequality, since the first one is a trivial consequence of Hypothesis
(4.1). For all u ∈ U we have

l(x, u) + zr(x, u) ≤ l(x′, u) + z′r(x′, u) + |l(x, u)− l(x′, u)|
+ |zr(x, u)− z′r(x′, u)|
≤ l(x′, u) + z′r(x′, u) + |l(x, u)− l(x′, u)|

+ |zr(x, u)− z′r(x, u)|+ |z′r(x, u)− z′r(x′, u)|
≤ l(x′, u) + z′r(x′, u) + c|x− x|+ c|z − z′|+ c|x− x′||z′|.

Taking the infimum over u and exchanging x, z with x′, z′ we get the conclusion.

We introduce the possibly empty set

Γ(x, z) := {u ∈ U : ϕ(x, z) = l(x, u) + zr(x, u)}, (4.40)

for any x, z ∈ Rd.
To prove the main theorem of this section, we need the following hypothesis:

Hypothesis 4.28. The set Γ is non-empty.

Remark 4.29. Hypothesis 4.28 is satisfied if U is a compact set.

Remark 4.30. From Hypothesis 4.28 it follows that (see [6, Thm 8.2.10]) there exists a
measurable map γ : Rd × Rd −→ U such that

ψ(x, z) = l(x, γ(x, z)) + zr(x, γ(x, z)), (4.41)

for any (x, z) ∈ Rd × Rd.

Section 4.2 assures that the Hamilton Jacobi Bellman equation, associated to the
problem (4.34) and (4.35), admits a unique solution v in the space KT . We stress that
this solution has a good regularity, but not the optimal one; hence, we can not use the Itô
formula. However, the BSDE’s techniques enable us to prove that v is indeed the value
function of the problem, and has enough regularity to identify the optimal feedback law.

Theorem 4.31. Let Hypotheses 4.1, 4.2, 4.18, 4.28 and 4.36 hold. Moreover, let ϕ ∈
BUC(Rd). Then the following properties are satisfied:

(i) there exists a unique solution v of HJB such that v ∈ KT . Hence, G(x)∇xv(t, x) is
defined for any t ∈ [0, T ), x ∈ Rd;
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(ii) v(t, x) ≤ V (t, x), for any t ∈ [0, T ], x ∈ Rd;

(iii) v(t, x) = V (t, x) if and only if there exists an acs U∗ such that

ψ(XU∗
t , Zt) = l(XU∗

t , u∗t ) + Ztr(X
U∗
t , u∗t ), (4.42)

where XU∗
t is the solution to (4.34), with u = u∗;

(iv) there exists an acs U# such that (4.42) is satisfied.

Proof. For the reader’s convenience we report the proof, which is close to the one in [41].
(i): since the HJB equation associated to (4.34) and (4.35) is (4.3), the existence and

uniqueness of the mild solution follow from Section 4.2.
(ii): we fix an acs U, t ∈ [0, T ], x ∈ Rd, and consider the equation

XU
τ = x+

∫ τ

t
B(XU

σ )dσ +

∫ τ

t
G(XU

σ )r(XU
σ , uσ)dσ +

∫ τ

t
G(XU

σ )dWσ, τ ∈ [t, T ].

Since r is bounded, by Girsanov theorem there exists a probability measure P̃ such
that

W̃τ = Wτ +

∫ t∧τ

t
r(XU

σ , uσ)dσ

is a Wiener process with respect to P̃, and XU is a solution to

XU
τ = x+

∫ τ

t
B(XU

σ )dσ +

∫ τ

t
G(XU

σ )dW̃σ, τ ∈ [t, T ].

Notice that XU is measurable with respect to the σ−field generated by W̃ . Now we
introduce the backward equation

Ỹτ +

∫ τ

t
Z̃σdW̃σ = ϕ(XU

T ) +

∫ τ

t
ψ(XU

σ , Z̃σ)dσ.

By the Theorem 4.23 there exists a unique solution (Ỹ , Z̃) of this equation. Writing
the backward equation with respect to W , we get

Ỹτ +

∫ T

τ
Z̃σdWσ +

∫ T

τ
Z̃σr(X

U
σ , uσ)dσ = ϕ(XU

T ) +

∫ T

τ
ψ(XU

σ , Z̃σ)dσ. (4.43)

By easy computations, we have that E
(∫ T

0 |Z̃t|
2dt
)1/2

< ∞. Hence, taking the

expectation in (4.43) with respect to P and τ = t, we obtain

Ỹt = Eϕ(XU
T ) + E

∫ T

t

[
ψ(XU

σ , Z̃σ)− Z̃r(XU
σ , uσ)

]
dσ.
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Adding and subtracting E
∫ T
t l(XU

σ , uσ)dσ, and recalling that v(t, x) = Ỹ (t, t, x), we
get

v(t, x) = J(t, x,U) + E
∫ T

t

[
ψ(XU

σ , Z̃σ)− Z̃σr(XU
σ , uσ)− l(XU

σ , uσ)
]
dσ. (4.44)

From the definition of ψ, the term in square brackets is non positive. Hence v(t, x) ≤
J(y, x,U) for any acs U, and taking the minimum we deduce that

v(t, x) ≤ V (t, x), t ∈ [0, T ], x ∈ Rd.

(iii): from (4.44), it is clear that v(t, x) = J(t, x,U∗) if and only if the acs U∗ satisfies
(4.42). In this case, the integral term in (4.44) is zero; hence

v(t, x) ≤ V (t, x) ≤ J(t, x,U∗) = v(t, x).

(iv): from Remark 4.30 and (4.32), it is natural to define

γ̃(x) = γ(x,G(x)∇xv(t, x)),

for any t ∈ [0, T ) and x ∈ Rd.
Notice that γ̃ is, a priori, not regular. Let W be a d−dimensional Brownian Motion

on (Ω,F, {Ft}t,P), and X# be the solution to dX#
τ = B(X#

τ )dτ +G(X#
τ )dWτ , τ ∈ [t, T ],

X(t) = x ∈ Rd.

For any τ ∈ [t, T ], we set

W#
τ = Wτ −

∫ t∧τ

t
r(X#

σ , γ̃(X#
σ ))dσ;

then X# satisfies the close-loop equation

X#
τ = x+

∫ τ

t
B(X#

σ )dσ +

∫ τ

t
G(X#

σ )r(X#
σ , γ̃(X#

σ ))dσ +

∫ τ

t
G(X#

σ )dW#
σ ,

for any τ ∈ [t, T ]. Clearly, U# = (Ω,F, {Ft}t,P, γ̃(X#), X#, w#) is an acs with u# =
γ̃(X#). Moreover, u# satisfies (4.42): indeed

ψ(X#
τ , Z

#
τ ) = l(X#

τ , γ(X#
τ , Z

#
τ )) + Z#

τ r(X
#
τ , γ(X#

τ , Z
#
τ ))

= l(X#
τ , γ̃(X#

τ )) + Z#
τ r(X

#
τ , γ̃(X#

τ ))

= l(X#
τ , u

#
τ ) + Z#

τ r(X
#
τ , u

#
τ ),

where Z#
τ = G(X#

τ )∇xv(τ,X#
τ ). Hence U# is an optimal control system for the problem.



Chapter 5

Systems of Parabolic Equations

5.1 Introduction

In this chapter we deal with systems of parabolic differential equations

Dtu(t, x) = (A(t)u)(t, x), t > s, x ∈ Rd, (5.1)

where A(t) is the elliptic operator defined on smooth vector-valued functions v

(A(t)v)(x) =
d∑

i,j=1

qij(t, x)D2
ijv(x) +

d∑
j=1

Bj(t, x)Djv(x) + C(t, x)v(x), (5.2)

for any (t, x) ∈ I × Rd, with possible unbounded coefficients. Here, I is a right halfline,
possibly I = R. Note that the equations are coupled both at zero and first order.

In particular, we study the Cauchy problem{
Dtu(t, x) = (A(t)u)(t, x), t > s, x ∈ Rd,
u(s, x) = f(x), x ∈ Rd,

(5.3)

where f ∈ Cb(Rd;Rm) and provide sufficient conditions in order to get a unique classical
solution u to (5.3). This is the starting point of our investigation; indeed, throughout this
classical solution we introduce the evolution operator {G(t, s)}t≥s∈I on Cb(Rd;Rm), and
the rest of the chapter is devoted to the study of continuity and compactness properties
of {G(t, s)}t≥s∈I .

The chapter is organized as follows. In Section 5.2 we prove the existence and
uniqueness of the classical solution to (5.3). In Subsection 5.2.1 we show some a priori
local estimates of solution of the systems (5.1).

Subsection 5.2.2 is devoted to the uniqueness of a classical solution. We combine the
techniques in [55, Chp. 8], where a maximum modulus principle for systems in bounded
domains and smooth coefficients has proved, and a Lyapunov method for a suitable scalar

72
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differential operator. In particular, we require that there exists a positive constant ε > 0
and a function κ : I × Rd → R, bounded from above by a constant κ0 such that

K(t, x, η) :=

d∑
i,j=1

aij(t, x)[〈Bi(t, x)η, η〉〈Bj(t, x)η, η〉 − 〈Bi(t, x)∗η,Bj(t, x)∗η〉]

− 4〈C(t, x)η, η〉+ 4εκ(t, x) ≥ 0,

where Q(t, x)−1 = [aij(t, x)], and for any bounded interval J ⊂ I there exist a constant
λJ and a positive function ϕJ ∈ C2(Rd), blowing up as |x| → +∞, such that

sup
η∈∂B(1)

sup
(t,x)∈J×Rd

(Ãη(t)ϕJ)(x)− λϕJ(x)) < +∞, (5.4)

where Ãη = Tr(QD2) +
∑d

j=1 bη,jDj + 2εκ and bη,j = 〈Bjη, η〉.
In such a this way we prove that, if a classical solution to (5.3) exists, it satisfies

‖u(t, ·)‖∞ ≤ eεκ0(t−s)‖f‖∞, t > s,

and uniqueness immediately follows.
The existence of a classical solution is the content of Subsection 5.2.3. Here, we

construct a function u as limit in C1,2(K;Rm) of the solutions {un}n∈N of the Cauchy
problems 

Dtun(t, x) = (Aun)(t, x), t ∈ (s,+∞), x ∈ B(n),

un(t, x) = 0 t ∈ (s,+∞), x ∈ ∂B(n),

u(s, x) = f(x), x ∈ B(n),

for any compact set K ⊂ (s,+∞)× Rd. To conclude, we show that u is continuous up
to s and u(s, ·) ≡ f . This result has been obtained using a localization method: we fix
M ∈ N, consider a function ϑ such that χB(M−1) ≤ ϑ ≤ χB(M) and vk := ϑuk, and study
the Cauchy problem

Dtvk(t, x) = (Avk)(t, x) + gk(t, x), t ∈ (s, T ], x ∈ B(M),

vk(t, x) = 0 t ∈ (s, T ], x ∈ ∂B(M),

vk(s, x) = (ϑf)(x), x ∈ B(M),

which vk solves, where gk = −Tr(QD2ϑ)unk − 2(Jxunk)Q∇ϑ−
∑d

j=1(Bjunk)Djϑ.
Throughout this solution we can define a family {G(t, s)}t>s∈I as follows: for any

f ∈ Cb(Rd;Rm) we consider the classical solution u of (5.3) and, for any t > s ∈ I and
x ∈ Rd, we set G(t, s)g(x) := u(t, x). Moreover, we set G(t, t)g = g. G(t, s) turns out
to be an evolution operator of bounded linear operators on Cb(Rd;Rm)

In Section 5.3 we deal with the continuity properties of {G(t, s)}t<s∈I . In particular,
we prove that, if {fn}n∈N ⊂ Cb(Rd;Rm) is uniformly bounded and pointwise converges to
f ∈ Cb(Rd), then {G(·, s)fn}n∈N converges to G(·, s)f locally uniformly in (s,+∞)× Rd.
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Moreover, representation Riesz Theorem implies that there exists a family of finite Borel
signed measures {pij(t, s, x, dy) : t > s ∈ I, x ∈ Rd i, j = 1, . . . ,m} such that

((G(t, s)f)(x))i =
m∑
j=1

∫
Rd
pij(t, s, x, dy)fj(y), (5.5)

where fj denotes the j−th component of f . Moreover, the signed functions pij(t, s, x, dy)
are absolutely continuous with respect the Lebesgue measure. As a byproduct, we deduce
that {G(t, s)}t>s∈I is Strong Feller.

Finally, in Section 5.4 we assume further hypotheses in order to link the compactness of
{G(t, s)}t>s∈J and {G(t, s)}t>s∈J , where j b I and {G(t, s)}t>s∈J in the scalar evolution
operator generated by a suitable linear operator A.

First of all, we obtain pointwise estimates which relate the vector-valued evolution
operator to the scalar one. Easily follows that the compactness of {G(t, s)}t>s∈J implies
the compactness of {G(t, s)}t>s∈J .

Proving that the compactness of the vector-valued evolution operator implies the
compactness of the vector-valued one is much more complicated, and we obtain it under
some additional conditions related to the growth of the coefficients of operator A. The
critical point consists in proving that

(G(t, s)f)j(x) = (G(t, s)fj)(x) +

∫ t

s

(
G(t, r)

∑
i

〈(B̃i)j·, Di(G(r, s)f)〉
)

(x)dr

+

∫ t

s
(G(t, r)〈Cj·,G(r, s)f〉)(x)dr,

(5.6)

for some j ∈ {1, . . . ,m}. Then, we conclude adapting the procedure in [31, Thm. 3.6] to
our situation.

We observe that the last integral makes sense if the vector Cj· = (Cj1, . . . , Cjm) is
bounded, for some j. The first one is more difficult to treat, since, in general, the function
under the integral sign is not bounded.

To overcome this problem we prove the following weighted gradient estimates

(t− s)
m∑
j=1

‖Q1/2(t, ·)∇x(G(t, s)f)j‖2∞ ≤ C‖f‖2∞,

for G(t, s)f , which are obtained with techniques similar to those used to prove (4.16).
Hence, from an approximation argument we get (5.6).

5.2 The evolution operator G(t, s)

Let I be an open right-halfline (possibly I = R). In this section we prove that we can
associate an evolution operator in Cb(Rd;Rm) with the system of elliptic operators A(t)
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(t ∈ I), defined on smooth functions v by

(A(t)v)(x) =
d∑

i,j=1

qij(t, x)D2
ijv(x) +

d∑
j=1

Bj(t, x)Djv(x) + C(t, x)v(x), (5.7)

for any (t, x) ∈ I ×Rd. For any f ∈ Cb(Rd;Rm), G(t, s)f will be defined as the value at t
of the unique classical solution to the Cauchy problem{

Dtu(t, x) = (Au)(t, x), t > s, x ∈ Rd,
u(s, x) = f(x), x ∈ Rd

(5.8)

which is bounded in all the strips [s, T ]× Rd. Throughout this chapter we assume the
following standing assumptions.

Hypotheses 5.1. (i) For any i, j = 1, . . . , d, the coefficients qij and the entries of the

matrices Bj and C belong to C
α/2,α
loc (I × Rd).

(ii) The matrix Q = [qij ] is uniformly elliptic, i.e., there exist a function ν with positive
infimum ν0 such that

〈Q(t, x)ξ, ξ〉 ≥ ν(t, x)|ξ|2, t ∈ I, x, ξ ∈ Rd; (5.9)

(iii) there exist ε > 0 and a function κ : I × Rd → R, bounded from above by a constant
κ0, such that K(t, x, η) ≥ 0 for any (t, x) ∈ I × Rd and any η ∈ ∂B(1), where

K(t, x, η) =

d∑
i,j=1

aij(t, x)[〈Bi(t, x)η, η〉〈Bj(t, x)η, η〉 − 〈Bi(t, x)∗η,Bj(t, x)∗η〉]

− 4〈C(t, x)η, η〉+ 4εκ(t, x), (5.10)

and Q(t, x)−1 = [aij(t, x)].

(iv) for any bounded interval J ⊂ I there exist a constant λJ and a positive function
ϕJ ∈ C2(Rd) blowing up as |x| → +∞ such that

sup
η∈∂B(1)

sup
(t,x)∈J×Rd

(Ãη(t)ϕJ)(x)− λϕJ(x)) < +∞, (5.11)

where Ãη = Tr(QD2) +
∑d

j=1 bη,jDj + 2εκ and bη,j = 〈Bjη, η〉.

In Subsection 5.2.2 we will prove that problem (5.8) admits at most a unique classical
solution, then in Subsection 5.2.3 we will show that problem (5.8) is solvable with a
classical solution which is bounded in each strip [s, T ]× Rd.

At first, we present a priori estimates which we will widely use in the continuation.



5.2. The evolution operator G(t, s) 76

5.2.1 A priori estimates for solutions to parabolic systems

Here, we prove some a priori estimates for classical solutions to the Cauchy problem (5.8).
To enlighten the notation, throughout this subsection we set ‖ · ‖h,x0,R = ‖ · ‖Chb (B(R);Rk)

for any h ∈ N and k ∈ N ∪ {0}, R > 0. We simply write ‖ · ‖k,R when x0 = 0. Moreover,
for any α, β ≥ 0, we denote by ‖ · ‖α,β the norm of the space Cα,β([s, T ]× Rd).

We recall that, for any 0 ≤ α < θ and any bounded domain Ω of class Cθ, there exists
a positive constant c such that

‖f‖Cα(Ω;Rk) ≤ c‖f‖
1−α

θ∞ ‖f‖
α
θ , (5.12)

for any f ∈ Cθ(Ω;Rk) (k ≥ 1). Moreover, if T ∈ L(C(Ω;Rk);Cβ(Ω;Rk))∩L(Cθ0(Ω;Rk);Cβ(Ω;Rk))
for some β, θ > 0, then T is bounded from Cα0 (Ω;Rk) to Cβ(Ω;Rk), for any α ∈ (0, θ)\N,
and

‖T‖L(Cθ0 (Ω;Rk);Cβ(Ω;Rk)) ≤ ‖T‖
1−α

θ

L(C(Ω;Rk);Cβ(Ω;Rk))
‖T‖L(Cθ0 (Ω;Rk);Cβ(Ω;Rk)). (5.13)

Estimate (5.12) holds true also when Ω is replaced by Rd.

Proposition 5.2. Let Ω be an open set and u ∈ Cb([s, s+ 1]× Ω) ∩ C1,2((s, s+ 1)× Ω)
satisfy Dtu−A(·)u = h in (s, s+ 1)× Ω, where h ∈ Cα/2,α([s, s+ 1]× Ω̄;Rm). Further,
assume that the function t 7→ (t − s)‖u(t, ·)‖C2

b (Ω) is bounded in (s, s + 1). Then, for

any R1 > 0 and any x0 ∈ Ω, such that B(x0, R1) b Ω, there exists a positive constant
c = c(R1) such that

(t− s)‖D2
xu(t, ·)‖L∞(B(x0,R1)) +

√
t− s‖Jxu(t, ·)‖L∞(B(x0,R1))

≤ c(‖u‖Cb([s,s+1]×Ω) + ‖h‖Cα/2,α([s,s+1]×Ω);Rm), (5.14)

for any t ∈ (s, s+ 1).

Proof. Throughout the proof, we denote by ‖ · ‖∞ the sup-norm over (s, s+ 1)× Ω, by
‖h‖α/2,α the norm ‖h‖Cα/2,α([s,s+1]×Ω);Rm , and by c a positive constant, which can vary
from line to line and it is independent of n. We fix x0 and R1 as in the statement, and
R2 such that B(x0, R2) b Ω. Then, we define rn := 2R1 −R2 + (R2 −R1)

∑n
k=0 2−k for

any n ∈ N ∪ {0}. Further, we consider a sequence (ϑn) ⊂ C∞c (Rd) of functions such that
0 ≤ ϑn ≤ 1 in Rd, ϑn ≡ 1 on B(rn) and ϑn ≡ 0 on Rd \B(rn+1), for any n ∈ N. As it is
easily seen, ‖ϑn‖Ckb (Rd) ≤ 2knc for any k = 0, 1, 2, 3. Let us set un := ϑnu and observe

that, for any n ∈ N, the function un solves the Dirichlet-Cauchy problem
Dtun(t, x) = (Ã(t)un)(t, x) + gn(t, x), t ∈ (s, s+ 1), x ∈ B(x0, rn+1),

un(t, x) = 0, t ∈ [s, s+ 1], x ∈ ∂B(x0, rn+1),

un(s, x) = (ϑnf)(x), x ∈ B(x0, rn+1),
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where

gn =− Tr(QD2ϑn)u−
d∑
j=1

DjϑnBju− 2
d∑

i,j=1

qijDiϑnDju

+ ϑn

d∑
i=1

m∑
j=1

(Bi)jDiuj + ϑn

m∑
j=1

Cjuj ,

and Ã =
∑d

i,j=1 qijD
2
ijIm. Since the coefficients of the operator Ã(·) are smooth and

bounded in [s, s+ 1]×B(x0, Rn+1), we can associate an evolution operator Gn+1(t, s) to
its realization in C(B(Rn+1)) with homogeneous Dirichlet boundary conditions. In view
of the variation-of-constants-formula it thus follows that

u(t, x) = (Gn+1(t, s)ϑnu(s, ·))(x) +

∫ t

s
(Gn+1(t, r)gn(r, ·))(x)dr,

for any t ∈ [s, s+ 1], x ∈ B(Rn). By classical results (see e.g. [70, Chp. 7])

(t− s)‖Gn+1(t, s)k‖2,x0,rn+1 ≤ c‖k‖0,rn+1 , k ∈ C(B(x0, rn+1);Rm)

and

(t− s)
1
2 ‖Gn+1(t, s)k̃‖2,rn+1 ≤ c‖k̃‖1,rn+1 , k̃ ∈ C1

0 (B(x0, rn+1);Rm),

for any t ∈ (s, s + 1) and any n ∈ N. Note that the constant c in the previous two
estimates is independent of n since it depends on the ellipticity constant of the operator
Ã(·) and the norms of its coefficients in (s, s+ 1)×B(x0, rn+1), which can be estimated
in terms of the same norms taken in (s, s+ 1)×B(x0, R2).

From estimate (5.13), with θ = 1 and β = 2, we deduce that

(t− s)1−α
2 ‖Gn+1(t, s)g‖2,x0,rn+1 ≤ c‖g‖α,x0,rn+1 ,

for any g ∈ Cα0 (B(rn+1);Rm). Since, for any σ ∈ (s, s+ 1) each function gn(σ, ·) satisfies
these properties, we can thus estimate

(t− s)‖un(t, ·)‖2,x0,rn ≤ c‖u‖∞ + c

∫ t

s
(t− σ)−1+α/2‖g(σ, ·)‖α,x0,rn+1dr (5.15)

for any t ∈ (s, s+ 1). Note that

‖gn(σ, ·)‖α,x0,rn+1 ≤ c‖ϑn‖2+α,x0,rn+1(‖u(σ, ·)‖1+α,x0,rn+1 + ‖h‖α/2,α), (5.16)

for any σ ∈ (s, s+ 1). Using (5.12), we can estimate, for any σ ∈ (s, s+ 1) and n ∈ N

‖u(σ, ·)‖1,x0,rn+1 ≤c‖u(σ, ·)‖
1
2∞‖u(σ, ·)‖

1
2
2,x0,rn+1
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≤c(σ − s)−
1
2 ‖u‖

1
2∞

(
sup

σ∈(s,s+1)
(σ − s)‖u(σ, ·)‖2,x0,rn+1

) 1
2

=:c(σ − s)−
1
2 ‖u‖

1
2∞ζ

α
2
n+1 (5.17)

and

‖Jxu(σ, ·)‖α,x0,rn+1 ≤c(σ − s)−
α+1

2 ‖u‖
1−α

2∞ ζ
1+α

2
n+1 . (5.18)

Using Young inequality aθb1−θ ≤ εa + cθε
−θ/(1−θ), which holds for any a, b, ε > 0, any

θ ∈ (0, 1) and some positive constant cθ, from (5.17) and (5.18) we deduce that

‖u(σ, ·)‖1,x0,rn+1 ≤ (σ − s)−
1
2
(
cε−1‖u‖∞ + εζn+1

)
, (5.19)

‖Jxu(σ, ·)‖α,x0,rn+1 ≤ (σ − s)−
α+1

2

(
cε−

1+α
1−α ‖u‖∞ + εζn+1

)
, (5.20)

for any σ ∈ (s, s + 1) and ε > 0. From (5.16), (5.19), (5.20) and observing that
‖ϑn‖C2+α

b (Rd) ≤ c8
n, for any n ∈ N, we can estimate

‖gn(σ, ·)‖α,x0,rn+1 ≤ 8n(σ − s)−
α+1

2

(
cε−

1+α
1−α + εζn+1

)
+ 8nc‖h‖α/2,α,

for any σ ∈ (s, s+ 1), any ε > 0. Replacing this estimate into (5.15) yields

(t− s)‖un(t, ·)‖2,x0,rn ≤ c‖u‖∞ + 8nc
(
ε−

1+α
1−α ‖u‖∞ + εζn+1 + ‖h‖α/2,α

)
× (t− s)

∫ t

s
(t− σ)−1+α/2(σ − s)−(α+1)/2dr

≤ c‖u‖∞ + 8nc
(
ε−

1+α
1−α ‖u‖∞ + εζn+1 + ‖h‖α/2,α

)
× (t− s)1/2

∫ 1

0
(1− τ)−1+α/2τ−(α+1)/2da

Hence,

ζn ≤c‖u‖∞ + 8nc
(
ε−

1+α
1−α ‖u‖∞ + εζn+1 + ‖h‖α/2,α

)
, n ∈ N, ε > 0, (5.21)

Let us fix η ∈ (0, 64−1/(1−α)) and choose ε = εn > 0 such that 8ncε = η. With this
choice of ε, from (5.21) we deduce that

ζn ≤c64
n

1−α ‖u‖∞ + c8n‖h‖α/2,α + ηζn+1, n ∈ N. (5.22)

Multiplying both sides of (5.22) by ηn we get

ηnζn − ηn+1ζn+1 ≤c64
n

1−α ηn‖u‖∞ + c8nηn‖h‖α/2,α, n ∈ N,
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which implies that

ζ0 − ηn+1ζn+1 =
n∑
k=0

(ηkζk − ηk+1ζk+1) ≤ c‖u‖∞
n∑
k=0

64
n

1−α ηn + c‖h‖α/2,α
n∑
k=0

(8η)n

≤ (c‖u‖∞ + ‖h‖α/2,α),

for any n ∈ N, since
∑+∞

k=0 64
n

1−α ηn,
∑∞

k=0(8η)n < +∞ due to our choice of η. To
conclude, we observe that ηn+1ζn+1 tends to 0 as n → +∞. Indeed, by assumptions,
ζn+1 is bounded, uniformly with respect to n. It thus follows that ηn+1ζn+1 vanishes as
n→ +∞. We have so proved that

(t− s)‖u(t, ·)‖2,x0,R1 ≤ c(‖u‖∞ + ‖h‖α/2,α), t ∈ (s, s+ 1). (5.23)

Again, estimate (5.12) implies that

‖Jxu(t, ·)‖0,x0,R1 ≤ c‖u(t, ·)‖
1
2
0,x0,R1

‖u(t, ·)‖
1
2
2,x0,R1

, t ∈ (s, s+ 1),

which, combined with (5.23), allows us to complete the proof of (5.14).

We now prove some interior Schauder estimates for classical solutions to problem
(5.8).

Theorem 5.3. Fix T > s ∈ I and let u ∈ C
1+α/2,2+α
loc ((s, T ] × Rd;Rm) satisfy the

differential equation Dtu = A(·)u + h in (s, T ]× Rd, where h ∈ Cα/2,α((s, T ]× Rd;Rm).
Then, for any τ ∈ (0, T − s) and any pair of bounded open sets Ω1 and Ω2 such that
Ω1 b Ω2, there exists a positive constant c, depending on Ω1,Ω2, τ, s, T , but being
independent of u, such that

‖u‖C1+α/2,2+α((s+τ,T )×Ω1;Rm) ≤c(‖u‖Cb((s+τ/2,T )×Ω2;Rm)

+ ‖h‖Cα/2,α((s+τ/2,T )×Ω2;Rm)). (5.24)

Proof. The main step of the proof consists in showing that, for any x0 ∈ Ω1 and any
r > 0, such that B(x0, 2r) b Ω2, there exists a positive constant c > 0, independent of u,
such that

‖u‖C1+α/2,2+α((s+τ,T )×B(x0,r);Rm) ≤C(‖u‖
C((s+τ/2,T )×B(x0,2r);Rm)

+ ‖h‖
Cα/2,α((s+τ/2,T )×B(x0,2r);Rm)

). (5.25)

Indeed, once (5.25) is proved, a covering argument allow us to obtain easily estimate (5.24).
So, let us prove (5.25). In the sequel, we denote by c a positive constant, independent of
u and n, which may vary from line to line. Fix x0 ∈ Ω1, τ ∈ (0, T − s), r > 0 such that
B(x0, 2r) b Ω2, and, for any n ∈ N, any t ∈ R and x ∈ Rd, set

ϕn(t) = ϕ

(
1 +

t− s− tn+1

tn − tn+1

)
, ϑn(x) = ϑ

(
1 +
|x− x0| − rn
rn+1 − rn

)
,
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where ϕ, ϑ ∈ C∞(R) satisfy χ[2,∞) ≤ ϕ ≤ χ[1,∞) and χ(−∞,1] ≤ ϑ ≤ χ(−∞,2], rn =
(2 − 2−n)r and tn = (2−1 + 2−n−1)τ , for any n ∈ N. The function vn, defined by
vn(t, x) = u(t, x)ϕn(t)ϑn(x) for any (t, x) ∈ [s, T ]× Rd and any n ∈ N, vanishes at t = s
and satisfies Dtvn = Â(·)vn + gn, where

gn = −ϕnuTr(QD2ϑn)− ϑn
d∑
j=1

DjϑnBju− 2ϕn

d∑
i,j=1

qijDiϑnDju

+ ϕ′nϑnu + ϕnϑnh,

and Â is a nonautonomous elliptic operator with bounded and smooth coefficients,
which coincides with A in [s, T ]× B(x0, 2r) (recall that vn is compactly supported in
[s, T ]×B(x0, 2r)).

By well known results and a straightforward computation we get

‖vn‖α/2,α ≤c‖gn‖1+α/2,2+α(α/2,α)

≤c‖ϑn‖3‖ϕ‖2
(
‖u‖Cα/2,α((s+tn+1,T )×B(x0,rn+1);Rm)

+ ‖∇u‖Cα/2,α((s+tn+1,T )×B(x0,rn+1);Rm)

+ ‖h‖Cα/2,α((s+tn+1,T )×B(x0,rn+1);Rm)

)
≤25nc

(
‖vn+1‖α/2,α + ‖Jxvn+1‖α/2,α

+ ‖h‖Cα/2,α((s+tn+1,T )×B(x0,rn+1);Rm)

)
. (5.26)

Now, using (5.12) we can estimate

‖ζ‖α ≤ C
(
ε−α/2‖ζ‖∞ + ε‖ζ‖2+α

)
, ζ ∈ C2+α

b (Rd;Rm),

‖ζ‖1+α ≤ C
(
ε−(1+α)‖ζ‖∞ + ε‖ζ‖2+α

)
, ζ ∈ C2+α

b (Rd;Rm),

‖ψ‖α/2 ≤ C
(
ε−α/2‖ψ‖∞ + ε‖ψ‖1+α/2

)
, ψ ∈ C1+α/2

b ([s, T ];Rm),

for any ε(0, 1). Applying these estimates to vn+1, we deduce that

‖vn+1‖α/2,α + ‖Jxvn+1‖0,α ≤ c
(
ε‖vn+1‖1+α/2,2+α + ε−(1+α)‖vn+1‖∞

)
, (5.27)

for any ε > 0 and any n ∈ N.
To estimate the α/2-Hölder norm of the function vn+1(·, x) for any x ∈ Rd, we observe

that vn+1 ∈ Lip([s, T ], Cαb (Rn;Rm)) and ‖vn+1‖Lip ≤ c‖vn+1‖1+α/2,2+α. Indeed,

vn+1(t, x)− vn+1(r, x) =

∫ t

r
Dtvn+1(σ, x)dσ, r, t ∈ [s, T ], x ∈ Rd,

which implies that

vn+1(t, x)− vn+1(r, x)− vn+1(t, y) + vn+1(r, y)
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=

∫ t

r
(Dtvn+1(σ, x)−Dtvn+1(σ, y))dσ,

for any r, t as above and x, y ∈ Rd. From these formulas, we immediately deduce that
‖vn+1(t·)− vn+1(r, ·)‖Cαb (Rd) ≤ c‖Dtvn+1‖0,α.

Since the function vn+1 is bounded in [s, T ] with values in C2+α
b (Rd), by interpolation

we can estimate

‖vn+1(t1, ·)− vn+1(t2, ·)‖1

≤c‖vn+1(t1, ·)− vn+1(t2, ·)‖
1+α

2
α ‖vn+1(t1, ·)− vn+1(t2, ·)‖

1−α
2

2+α

≤c‖vn+1‖1+α/2,2+α|t2 − t1|
1+α

2 .

This shows that Jxvn+1 ∈ C(1+α)/2,0((s, T )× Rd;Rmd) and

‖Jxvn+1‖(1+α)/2,0 ≤ c‖vn+1‖1+α/2,2+α. (5.28)

Using the interpolative estimate

‖ψ‖α/2 ≤ c
(
‖ψ‖ε(1+α)/2 + ε−α‖ψ‖∞

)
, ψ ∈ C(1+α)/2

b ([s, T ];Rm),

which holds for any ε ∈ (0, 1), and (5.27) and (5.28) we obtain that

‖Jxvn+1‖α/2,α ≤ c
(
ε‖vn+1‖1+α/2,2+α + ε−(1+α)‖vn+1‖∞ + ε−α‖Jxvn+1‖∞

)
. (5.29)

Now,

‖Jxvn+1‖∞ ≤ δ‖vn+1‖0,2+α + δ−
1

1+α ‖vn+1‖∞, δ ∈ (0, 1).

Choosing δ = ε1+α and replacing this estimate in (5.29), we get

‖Jxvn+1‖α/2,α ≤ c
(
ε‖vn+1‖1+α/2,2+α + ε−(1+α)‖vn+1‖∞

)
.

From (5.26), (5.27) and (5.29) it follows that

‖vn‖1+α/2,2+α ≤25nc
(
ε‖vn+1‖1+α/2,2+α + ε−(1+α)‖vn+1‖∞

+ ‖h‖Cα/2,α((s+tn+1,T )×B(x0,rn+1);Rm)

)
, (5.30)

for any ε ∈ (0, 1). Now, we are almost. Indeed, if we fix η ∈ (0, 2−5(2+α)) and choose
ε = εn = 2−5nc−1η, from (5.30) we obtain

‖vn‖1+α/2,2+α ≤
(
η‖vn+1‖1+α/2,2+α + 25n(2+α)c‖vn+1‖∞
‖h‖Cα/2,α((s+tn+1,T )×B(x0,rn+1);Rm)

)
≤
(
η‖vn+1‖1+α/2,2+α + 25n(2+α)c‖u‖Cb((s+τ/2]×B(x0,2r))

+ ‖h‖Cα/2,α((s+τ/2,T )×B2r,x0);Rm)

)
,

and can proceed as in the proof of Proposition 5.2 with ζn = ‖vn‖1+α/2,2+α.
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5.2.2 Uniqueness of the classical solution to problem (5.8)

The uniqueness of the classical solution to problem (5.8) which is bounded in any strip
[s, T ]× Rd, s < T , is a straightforward consequence of the following result, whose proof
is an adaption to our situation of the methods in [55, Thm. 8.6] which deals with the
case of smooth coefficients in bounded domains.

Proposition 5.4. Let f ∈ Cb(Rd;Rm) and let u be a classical solution to problem (5.8)
which is bounded in the strip [s, T ]×Rd for any s, T ∈ I, s < T . Moreover, suppose that
Hypothesis 5.1 holds. Then,

‖u(t, ·)‖∞ ≤ eεκ0(t−s)‖f‖∞, t > s, (5.31)

where κ0 is defined in Hypotheses 5.1(iii).

Proof. Fix T > s and set J = [s, T ]. Up to replacing λJ with a larger constant if needed,
we can assume that

sup
η∈∂B(1)

sup
(t,x)∈J×Rd

((Aη(t)ϕJ)(x)− λJ(x)) < 0.

and λJ > 2εκ0. To enlighten the notation, from now on we simply write λ and ϕ.
For any t ∈ [s, T ] any x ∈ Rd and n ∈ N, we set

vn(t, x) := e−λ(t−s)|u(t, x)|2 − e−(λ−2εκ0)(t−s)‖f‖2∞ −
ϕ(x)

n
.

As it is immediately seen,

Dtvn(t, ·) =− λe−λ(t−s)|u(t, ·)|2 + (λ− 2εκ0)e−(λ−2εκ0)(t−s)‖f‖2∞

+ e−λ(t−s)
(
A0(t)|u(t, ·)|2 − 2

d∑
i,j=1

qij(t, ·)〈Diu(t, ·), Dju(t, ·)〉

+ 2
d∑
j=1

〈Bj(t, ·)Dju(t, ·),u(t, ·)〉+ 2〈C(t, ·)u(t, ·),u(t, ·)〉
)

=− λe−λ(t−s)|u(t, ·)|2 + (λ− 2εκ0)e−(λ−2εκ0)(t−s)‖f‖2∞
+ (A0(t) + 2εκ(t, ·))(e−λ(t−s)|u(t, ·))|2

− 2e−λ(t−s)V (t, ·, D1u(t, ·), . . . , Ddu(t, ·),u(t, ·)),

for any t ∈ (s, T ] and x ∈ Rd, where A0 is the principal part of the operator A and

V (·, ·, ξ1, . . . , ξd, ζ) :=
d∑

i,j=1

qij〈ξi, ξj〉 −
d∑
j=1

〈Bjξj , ζ〉 − 〈(C − εκ)ζ, ζ〉,

for any ξ1, . . . , ξd, ζ ∈ Rm. Equivalently, we can write

Dtvn(t, ·)− (A0(t) + 2εκ(t, ·)− λ)vn(t, ·)− 2ε(κ(t, ·)− κ0)e−(λ−2εκ0)(t−s)‖f‖∞
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=
1

n
(A0(t) + 2εκ(t, ·)− λ)ϕ− 2e−λ(t−s)V (t, ·, D1u(t, ·), . . . , Ddu(t, ·),u(t, ·)), (5.32)

for any t ∈ (s, T ] and x ∈ Rd.
Our aim consists in proving that vn ≤ 0 in [s, T ] × Rd for any n ∈ N. Indeed in

this case letting n→∞ and recalling that T has been arbitrarily fixed, we will obtain
e−2εκ0(t−s)|u(t, x)|2 − ‖f‖2∞ ≤ 0 for any t ∈ [s, T ] and x ∈ Rd i.e, (5.31) will follow from
the arbitrariness of T > s.

Since vn tends to −∞ as |x| → +∞, it has a maximum attained at some point
(t0, x0) ∈ [s, T ]× Rd. If t0 = s, then we are done since vn(s, ·) < 0. Suppose that t0 > s
and assume, by contradiction, that vn(t0, x0) > 0. Then, Dtvn(t0, x0) ≥ 0. Moreover,
since 2εκ(t0, x0)−λ ≤ 2εκ0−λ < 0, it follows that (A0(t0)+2εκ(t0, x0)−λ)vn(t0, x0) < 0.
Hence, the left-hand side of (5.32) is strictly positive at (t0, x0).

Let us prove that the right-hand side of (5.32) is nonpositive at (t0, x0). This will
lead us to a contradiction and we will conclude that vn ≤ 0 in [s, T ]× Rd.

Since ∇vn(t0, x0) = 0, we deduce that

〈Dju(t0, x0),u(t0, x0)〉 =
eλ(t0−s)

2n
Djϕ(x0), j = 1, . . . , d.

Therefore, to prove that the right-hand side of (5.32) is nonpositive it suffices to show
that the maximum of the function

Fn,ζ(ξ
1, . . . , ξd) :=

1

n
(A0(t0) + 2εκ(t, ·)− λ)ϕ̃(x0)− 2V (t0, x0, ξ

1, . . . , ξd, ζ),

in the set Σ =
{

(ξ1, . . . , ξd) ∈ Rmd : 〈ξj , ζ〉 = 1
2nDjϕ̃(x0), j = 1, . . . , d

}
is nonpositive,

where ϕ̃ = eλ(t0−s)ϕ. Note that, for any fixed ζ ∈ Rm, the function (ξ1, . . . ξd) 7→
V (t0, x0, ξ

1, . . . , ξd, ζ) tends to +∞ as ‖(ξ1, . . . , ξd)‖ → +∞. Hence, Fn,ζ has a maximum
in Σ attained at some point (ξ1

0 , . . . , ξ
d
0). Applying the Lagrange multipliers theorem, we

easily see that (ξ1
0 , . . . , ξ

d
0) satisfies

2
d∑

k=1

qjk(t0, x0)ξk0,i −
m∑
k=1

(Bj(t0, x0))kiζk − µjζi = 0, i = 1, . . . , d, j = 1, . . . ,m,

(5.33)
for some real numbers µ1, . . . , µd, where ξk0,i and ζi (i = 1, . . . ,m) denote, respectively,

the components of the vectors ξk0 and ζ. Multiplying both sides of (5.33) by ζi and
summing over i, we get

0 =2

d∑
k=1

qjk(t0, x0)〈ξk0 , ζ〉 − 〈Bj(t0, x0)ζ, ζ〉 − µj |ζ|2

=
1

n
(Q(t0, x0)∇ϕ̃(x0))j − 〈Bj(t0, x0)ζ, ζ〉 − µj |ζ|2,

for any j = 1, . . . ,m. Hence,

µj = |ζ|−2

[
1

n
(Q(t0, x0)∇ϕ̃(x0))j − 〈Bj(t0, x0)ζ, ζ〉

]
, j = 1, . . . ,m.
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Replacing the expression of µj in (5.33) we deduce that

ξj0 =
1

2n
|ζ|−2ζDjϕ̃(x0) +

1

2

d∑
k=1

ajk(t, x)
[
Bk(t0, x0)∗ζ − |ζ|−2〈Bk(t0, x0)ζ, ζ〉ζ

]
,

for j = 1, . . . , d, where we recall that (Q−1(t0, x0))jk = [ajk(t0, x0)]. We can now compute
the value of V (t0, x0, ξ

1
0 , . . . , ξ

d
0 , ζ). For this purpose, we observe that

〈ξi0, ξ
j
0〉 =

1

4n2|ζ|2
Diϕ̃(x0)Djϕ̃(x0) +

1

4

d∑
h,k=1

aihajk〈Bh(t0, x0)∗ζ,Bk(t0, x0)∗ζ〉

− 1

4|ζ|2
d∑

h,k=1

aihajk〈Bh(t0, x0)ζ, ζ〉〈Bk(t0, x0)ζ, ζ〉.

Hence,

d∑
i,j=1

qij〈ξi0, ξ
j
0〉 =

1

4n2|ζ|2
〈Q(t0, x0)∇ϕ̃(x0),∇ϕ̃(x0)〉

+
1

4

d∑
i,h=1

aih〈B∗i (t0, x0)ζ,B∗h(t0, x0)ζ〉

− 1

4|ζ|2
d∑

i,h=1

aih〈Bi(t0, x0)ζ, ζ〉〈Bh(t0, x0)ζ, ζ〉,

d∑
j=1

〈Bj(t0, x0)ξj0, ζ〉 =
1

2n|ζ|2
d∑
j=1

Djϕ̃(x0)〈Bj(t0, x0)ζ, ζ〉

+
1

2

d∑
j,k=1

ajk〈B∗j (t0, x0)ζ,B∗k(t0, x0)ζ〉

− 1

2|ζ|2
d∑

j,k=1

ajk〈Bj(t0, x0)ζ, ζ〉〈Bk(t0, x0)ζ, ζ〉

The previous formulas show that

V (t0, x0, ξ
1
0 , . . . , ξ

d
0) =

1

4n2|ζ|2
〈Q(t0, x0)∇ϕ̃(x0),∇ϕ̃(x0)〉

− 1

4

d∑
i,h=1

aih〈B∗i (t0, x0)ζ,B∗h(t0, x0)ζ〉

+
1

4|ζ|2
d∑

i,h=1

aih〈Bi(t0, x0)ζ, ζ〉〈Bh(t0, x0)ζ, ζ〉
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− 1

2n|ζ|2
d∑
j=1

Djϕ̃(x0)〈Bj(t0, x0)ζ, ζ〉

− 〈(C(t0, x0)− εκ(t0, x0))ζ, ζ〉.

It follows that

max
Σ

Fn,ζ =Fn,ζ(ξ
1
0 , . . . , ξ

d
0)

=
1

n
(Ãζ/|ζ|(t0)ϕ̃(x0)− λϕ̃(x0))

− 1

2n2|ζ|2
〈Q(t0, x0)∇ϕ̃(x0),∇ϕ̃(x0)〉 − 1

2
|ζ|2K(t0, x0, |ζ|−1ζ). (5.34)

By Hypothesis 5.1(iv) and the choice of λ, the last side of (5.34) is nonnegative. The
proof is now complete.

Remark 5.5. Hypothesis 5.1(iii) can be replaced with the weaker condition K ≥ −cJ in
J × Rd × ∂B(1), for any bounded interval J ⊂ I and for a suitable positive constant cJ .
Indeed, if u is a classical solution to (5.8), then we define v(t, x) := e−cJ (t−s)/4u(t, x). v
is a regular function which satisfies the Cauchy problem{

Dtv(t, x) =
(
A− cJ

4

)
v(t, x), t ∈ [s, T ], x ∈ Rd,

v(s, x) = f(x), x ∈ Rd.

Hence, condition (5.10) for v is satisfied if K ≥ −cJ , and the uniqueness of v is equivalent
to the uniqueness of u.

Remark 5.6. (i) Weakly coupled systems of elliptic operators have been considered
in [31] in the autonomous case. In this case, the equation are coupled only in the
zero-order terms. More precisely, A is given by (5.7) with Bj(x) = bj(x)Id for any
x ∈ Rd, any j = 1, . . . , d and some functions bj : I × Rd → R. We claim that the
conditions in [31] coincide with Hypotheses 5.1 in this situation. The regularity
conditions in [31] are the same that we are assuming here. Moreover, Hypothesis
5.1(iii) reduces to the condition 〈C(x)η, η〉 ≤ εκ(x) for any x ∈ Rd, which is the
same condition assumed in [31]. Similarly, since Ãη = Tr(QD2) +

∑d
j=1 bjDj + 2εκ,

Hypothesis 5.1(iv) coincides with Hypothesis 2.1(iv) in [31].

(ii) In the particular case when m = 1 i.e., in the scalar case when the elliptic operator
in (5.7) is A = Tr(QD2) + 〈b,∇x〉+ c, if we take ε = 1 and κ = c then Hypothesis
5.1(iii) is immediately satisfied. Moreover, in the scalar case, to guarantee the
uniqueness of a classical solution to problem (5.8) (which is bounded in every strip
[s, T ]×Rd), typically one assumes that c is bounded from above and that there exist
λ ∈ R and a function ϕ ∈ C2(Rd), blowing up as |x| → +∞, such that Aϕ−λϕ ≤ 0.
When this is the case, with the previous choices of ε and κ, Hypothesis 5.1(iv) is
clearly satisfied by the same function ϕ.
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We now provide some examples of operators which satisfy Hypothesis 5.1.

Example 5.7. Let A(t) be as in (5.7), with

qij(t, x) = δij , Bj(t, x) = −xj(1 + |x|2)lg(t)B̂j ,

C(t, x) = −|x|2(1 + |x|2)ph(t)Ĉ,

for any (t, x) ∈ I × Rd, i, j = 1, . . . , d where B̂j (j = 1, . . . , d) and Ĉ are constant and

positive definite matrices, g, h ∈ Cα/2loc (I) have positive infimum, and p > 2l ≥ 0. We
observe that

K′(t, x, η) :=(1 + |x|2)2l(g(t))2
d∑
i=1

x2
i

(
〈B̂iη, η〉2 − |B̂∗i η|2

)
+ 4|x|2(1 + |x|2)ph(t)〈Ĉη, η〉

≥(1 + |x|2)2l(g(t))2
d∑
i=1

x2
1 inf
η∈∂B(1)

(
〈B̂iη, η〉2 − |B̂∗i η|2

)
+ 4|x|2(1 + |x|2)ph0c0,

for any t ∈ I, x ∈ Rd, η ∈ ∂B(1), where h0 denotes the positive infimum of the function
h and c0 is the minimum eigenvalue of the matrix Ĉ. Since p > 2l, the function K′(t, ·, η)
tends to +∞ as |x| → +∞, uniformly with respect to t ∈ I and η ∈ ∂B(1). Therefore,
we can find a positive constant κ such that K(t, x, η) = K′(t, x, η) + 4κ ≥ 0 in I ×Rd and,
Hypothesis 5.1(iii) is satisfied with ε = 1. On the other hand, the function ϕ, defined by
ϕ(x) = 1 + |x|2, for any x ∈ Rd, satisfies Hypothesis 5.1(iv), with ε = 1, for any λ > 0.

Example 5.8. Let A(t) be as in (5.7), with

qij(t, x) = g(t)(1 + |x|2)kId,

Bj(t, x) = −h(t)xj(1 + |x|2)rId + `(t)(1 + |x|2)pB̂j , j = 1, . . . , d,

〈C(t, x)ξ, ξ〉 ≤ K1|ξ|2, ξ ∈ Rm,

for any (t, x) ∈ I × Rd, where g, h ∈ Cα/2loc (I) have a positive infimum, ` ∈ Cα/2loc (I), B̂j
(j = 1, . . . , d) are constant (m×m)-matrices, the entries of the matrix valued function C

belong to C
α/2,α
loc (I × Rd) and K1 is a positive constant. Finally k, p, r ∈ [0,+∞) satisfy

2p ≤ k < r + 1.
As in the previous example, to check Hypothesis 5.1(iii), we just need to show that

the function K′, given by the first three terms in the right-hand side of (5.10) is bounded
from below in I × Rd. It turns out that

K′(t, x, η) =
(`(t))2

g(t)
(1 + |x|2)−k+2p

d∑
j=1

(
〈B̂jη, η〉2 − |B̂∗j η|2

)
− 4〈C(t, x)η, η〉
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≥ (`(t))2

g(t)
(1 + |x|2)−k+2p

d∑
j=1

inf
η∈∂B(1)

(
〈B̂jη, η〉2 − |B̂∗j η|2

)
− 4K1,

for any (t, x) ∈ I × Rd and η ∈ ∂B(1). Since k ≥ 2p and g has a positive infimum, the
last side of the previous formula is bounded in I × Rd. Then we can find a constant κ
such that the function K = K′ + 4κ satisfies Hypothesis 5.1(iii), with ε = 1.

Moreover, the function ϕ, defined by ϕ(x) = 1 + |x|2 for any x ∈ Rd, satisfies

(Ã(t)ϕ)(x)− λϕ(x) = 2dg(t)(1 + |x|2)k − 2h(t)|x|2(1 + |x|2)r

+ 2`(t)(1 + |x|2)p
d∑
j=1

xj〈B̂jη, η〉 − λ(1 + |x|2),

for any λ > 0, (t, x) ∈ I × Rd and η ∈ ∂B(1). Our assumptions on k, p, r and on the
functions g, h, l reveal that the leading term in the last side of the previous formula is
the second one. Therefore, for any λ > 0 and any bounded interval J ⊂ R, the function
Ãη(t)ϕ− λϕ tends to −∞ as |x| → +∞, uniformly with respect to t ∈ J and η ∈ ∂B(1).
This immediately implies that Hypothesis 5.1(iv) is satisfied for any λ > 0.

5.2.3 Existence of a solution to problem (5.8)

Here, we prove the existence of a classical solution u to problem (5.8) which belongs to
Cb([s, T ]× Rd;Rm), for any s, T ∈ I, s < T .

Theorem 5.9. For any f ∈ Cb(Rd;Rm) and any s ∈ I, the Cauchy problem (5.8) admits a

(unique) classical solution u which belongs to C([s,+∞)×Rd;Rm)∩C1+α/2,2+α
loc ((s,+∞)×

Rd;Rm). Moreover,
‖u(t, ·)‖∞ ≤ eεκ0(t−s)‖f‖∞, t > s, (5.35)

where ε and κ0 are defined in Hypotheses 5.1(iii).

Proof. Fix f ∈ Cb(Rd;Rm) and let un be the unique classical solution to the Cauchy-
Dirichlet problem

Dtun(t, x) = (Aun)(t, x), t ∈ (s,+∞), x ∈ B(n),

un(t, x) = 0 t ∈ (s,+∞), x ∈ ∂B(n),

u(s, x) = f(x), x ∈ B(n),

(5.36)

(see [63, Thm. IV.5.5]). By classical solution we mean a function which belongs to
C1,2((s,+∞)×B(n)) which is continuous in ([s,+∞)×B(n)) \ ({s} × ∂B(n)).

Let us prove that the sequence (un) converges to a solution to problem (5.8) which
satisfies the properties in the statement. The same arguments as in the proof of Proposition
5.4 show that

‖un(t, ·)‖∞ ≤ eεκ0(t−s)‖f‖∞, t > s. (5.37)
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Hence, the interior Schauder estimates in Theorem 5.3 guarantee that, for any compact
set K ⊂ (s,+∞) × Rd and large n, the sequence ‖un‖C1+α/2,2+α(K;Rm) is bounded by
a constant independent of n. The Ascoli-Arzelà Theorem, a diagonal argument and
the arbitrariness of K show that there exists a subsequence (unk) which converges to a

function u ∈ C1+α/2,2+α
loc ((s,+∞)×Rd;Rm) in C1,2(K;Rm) for any K as above. Clearly,

u satisfies the differential equation in (5.8) as well as the estimate (5.35), as it is easily
seen letting n→ +∞ in (5.37); we just need to show that u is continuous in t = s and it
therein equals the function f . As a byproduct, we will deduce that the whole sequence
(un) converges in C1,2(K;Rm), for any compact set K as above, since any subsequence
of (un) has a subsequence which converges in C1,2(K;Rm).

Fix M ∈ N and let ϑ be any smooth function such that χB(M−1) ≤ ϑ ≤ χB(M). For

any nk > M the function vk := ϑunk belongs to C([s, T ] × B(M);Rm) ∩ C1,2((s, T ] ×
B(M);Rm) and solves the Dirichlet-Cauchy problem

Dtvk(t, x) = (Avk)(t, x) + gk(t, x), t ∈ (s, T ], x ∈ B(M),

vk(t, x) = 0 t ∈ (s, T ], x ∈ ∂B(M),

vk(s, x) = (ϑf)(x), x ∈ B(M),

where gk = −Tr(QD2ϑ)unk − 2(Jxunk)Q∇ϑ−
∑d

j=1(Bjunk)Djϑ, for any nk > M . Note
that

|gk(t, x)| ≤ KM

(
eεκ0(t−s)‖f‖L∞(B(M)) + ‖Jxunk(t, ·)‖L∞(B(M))

)
,

for any t ∈ (s, T ], x ∈ B(M) and some positive constant KM independent of k, where we
have used (5.37).

Since the function t 7→ (t−s)‖unk(t, ·)‖C2
b (B(M)) is bounded in (s, s+1) (by a constant

depending on k) we can apply Proposition 5.2 and, taking (5.37) into account, we obtain
that ‖Jxunk‖L∞(B(M)) ≤ c(t− s)−1/2‖f‖∞, for any t ∈ (s, s+ 1) and some constant c > 0,

independent of k. Therefore we can estimate |gk(t, x)| ≤ K ′M (1+(t−s)−1/2)‖f‖∞, for any
(t, x) ∈ (s, s+ 1)×B(M) and any nk > M where K ′M is a positive constant independent
of k. We can thus represent vk by means of the variation-of-constants formula

vk(t, x) = (GM (s, t)(ϑf)(x) +

∫ t

s
(GM (t, r)gk(r, ·))(x)dr,

where GM (s, t) is the evolution family associated to the realization of A(·) in Cb(B(M));Rm)
with homogeneous Dirichlet boundary conditions. Since vk ≡ unk in B(M − 1), it follows
that

|unk(t, x)− f(x)| ≤ |GM (t, s)(ϑf)(x)− f(x)|+K ′′M‖f‖∞
∫ t

s
(1 + (r − s)−1/2)dr,

for any t ∈ (s, s+ 1), x ∈ B(M − 1) and some positive constant K ′′M independent of k.
Letting k tend to +∞ we get

|u(t, x)− f(x)| ≤ ‖GM (s, t)(ϑf)− ϑf‖L∞(B(M−1)) +K ′M‖f‖∞
∫ t

s
(1 + (r − s)−1/2)dr,
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which shows that u is continuous at t = s for any x ∈ B(M−1), Since M ∈ N is arbitrary,
we conclude that u ∈ C([s, T ]× Rd;Rm) and u(s, ·) = f .

5.3 The evolution operator {G(t, s)}t≥s
For any t > s ∈ I and any f ∈ Cb(Rd;Rm), let G(t, s)f denote the value at t of the unique
classical solution to the Cauchy problem (5.8). The uniqueness of the solution to such
a problem shows that the family {G(t, s)}t≥s∈I is an evolution operator in Cb(Rd;Rm).
Moreover, estimate (5.31) shows that

‖G(t, s)f‖∞ ≤ eεκ0(t−s)‖f‖∞, f ∈ Cb(Rd;Rm), t > s ∈ I. (5.38)

We are interested in studying some properties of this evolution operator which, from
now on, will be denoted simply by G(t, s).

Proposition 5.10. Let (fn) be a bounded sequence of functions in Cb(Rd;Rm). Then,
the following properties are satisfied:

(i) if fn converges pointwise to f ∈ Cb(Rd;Rm), then G(·, s)fn converges to G(·, s)f in
C1,2(D) for any compact set D ⊂ (s,+∞)× Rd;

(ii) if fn converges to f locally uniformly in Rd, then G(·, s)fn converges to G(·, s)f
locally uniformly in [s,+∞)× Rd.

Proof. (i). From (5.35) and the interior Schauder estimates in Theorem 5.3 we deduce
that, for any compact set D ⊂ (s,+∞)× Rd, it holds that

sup
n∈N
‖G(·, s)fn‖C1+α/2,2+α(D) < +∞.

Therefore, using the same arguments as in the proof of Theorem 5.9, we can prove that

there exists a function v ∈ C1+α/2,2+α
loc ((s,+∞)×Rd) and a subsequence Gnk(·, s)fn which

converges to v in C1,2(D) as k → +∞, for any D as above. Clearly, Dtv −A(·)v = 0 in
(s,+∞)× Rd.

To complete the proof, we need to show that v can be extended by continuity on
{s} ×Rd and v(s, ·) = f . Indeed, once this property is proved, we can conclude that v is
a classical solution to problem (5.8), which is bounded in each strip [s, T ]× Rd. Hence,
by Proposition 5.4, we conclude that v ≡ G(·, s)f . Since this argument can be applied
to any subsequence of (G(·, s)fn) which converges in C1,2((s,+∞)× Rd), and the limit
is G(·, s)f , we conclude that the whole sequence (G(·, s)fn) converges to G(·, s)f locally
uniformly in (s,+∞)× Rd.

To prove that v can be extended by continuity at t = s, we fix m,M ∈ N, with m > M .
From the proof of Theorem 5.9, with its notation, and recalling that supn∈N ‖fn‖∞ < +∞,
we deduce that

|(Gm(t, s)fn)(x)− fn(x)| ≤ |GM (t, s)(ϑfn)(x)− ϑ(x)fn(x)|+ cM
√
t− s,
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for any (t, x) ∈ (s, s+ 1)×B(M − 1), and some positive constant cM independent of m,
We can let m→ +∞ and conclude that

|(G(t, s)fn)(x)− fn(x)| ≤ |GM (t, s)(ϑfn)(x)− ϑ(x)fn(x)|+ cM
√
t− s, (5.39)

for any (t, x) ∈ (s, s+ 1)×B(M − 1). Next step consists in letting n→ +∞. Clearly, the
left-hand side of (5.39) converges to |v(t, x)− f(x)| for any (t, x) ∈ (s,+∞)×Rd. As far
as the right-hand side is concerned, we observe that Riesz’s representation theorem (see
[2, Rem. 1.57]) shows that there exists a family {pMij (t, s, x, dy) : t > s, x ∈ B(M), i, j =
1, . . .m} of Borel finite measures such that

(GM (t, s)g)i(x) =
m∑
j=1

∫
Rd
gj(y)pMij (t, s, x, dy), g ∈ C0(B(M);Rm),

for any t > s, x ∈ Rd, i = 1, . . . ,m. Since each function ϑfn is compactly supported in
B(M), from the previous representation formula it follows that GM (·, s)(ϑfn) converges
to GM (·, s)(ϑf) pointwise in [s,+∞)× Rd, as n→ +∞. Hence, we can let n→ +∞ in
(5.39) and obtain

|v(t, x)− f(x)| ≤ |GM (t, s)(ϑf)(x)− ϑ(x)f(x)|+ cM
√
t− s,

for any (t, x) ∈ (s, s+1)×B(M−1). Now, we are done. Indeed, the function GM (·, s)(ϑf)
is continuous in [s,+∞) × B(M). Hence, letting t → s+ we conclude that v can be
extended by continuity to {s} × B(M − 1). The arbitrariness of M shows that v is
continuous on {s} × Rd and v(s, ·) = f .

(ii). Fix T > s ∈ I. In view of property (i), we just need to prove that, for any
compact set K ⊂ Rd and ε > 0, there exists δ > 0 such that

lim sup
n→+∞

‖G(·, s)fn −G(·, s)f‖C([s,s+δ]×K;Rm) ≤ ε. (5.40)

Indeed, we can estimate

‖G(·, s)fn − fn‖C([s,T ]×K;Rm) ≤‖G(·, s)fn − fn‖C([s,s+δ]×K;Rm)

+ ‖G(·, s)fn − fn‖C([s+δ,T ]×K;Rm).

Therefore,

lim sup
n→+∞

‖G(·, s)fn − fn‖C([s,T ]×K;Rm)

≤ lim sup
n→+∞

‖G(·, s)fn − fn‖C([s,s+δ]×K;Rm) + lim
n→+∞

‖G(·, s)fn − fn‖C([s+δ,T ]×K;Rm)

≤2ε,

due to the property (i) and (5.40). The arbitrariness of ε > 0 shows that G(·, s)fn
converges to G(·, s)f , uniformly in [s, T ]×K, and we are done.
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To prove (5.40), we fix M ∈ N, such that K ⊂ B(M − 1), and we observe that
estimate (5.39) shows that

‖G(·, s)fn − fn‖C([s,s+δ]×B(M−1))
≤ ‖GM (·, s)(ϑfn)− ϑfn‖C([s,s+δ]×B(M−1))

+ cM
√
δ.

(5.41)

Since ϑfn converges to ϑf , uniformly in B(M), from estimate (5.37) we deduce that
GM (·, s)(ϑfn) converges to GM (·, s)(ϑf) uniformly in [s, s + 1] × B(M − 1). Letting
n→ +∞ in (5.41) it follows that

lim sup
n→+∞

‖G(·, s)fn − fn‖C([s,s+δ]×B(M−1);Rm)
≤‖GM (·, s)(ϑf)− ϑf‖

C([s,s+δ]×B(M−1);Rm)

+ cM
√
δ.

We are almost done. Indeed, we can estimate

‖G(·, s)fn −G(·, s)f‖
C([s,s+δ]×B(M−1);Rm)

≤‖G(·, s)fn − fn‖C([s,s+δ]×B(M−1);Rm)

‖fn − f‖
C(B(M−1))

+ ‖G(·, s)f − f‖
C([s,s+δ]×B(M−1);Rm)

.

Letting n→ +∞ and recalling that fn tends to f , locally uniformly in Rd, we conclude
that

lim sup
n→+∞

‖G(·, s)fn −G(·, s)f‖
C([s,s+δ]×B(M−1);Rm)

≤‖GM (·, s)(ϑf)− ϑf‖
C([s,s+δ]×B(M−1);Rm)

+ cM
√
δ

+ ‖G(·, s)f − f‖
C([s,s+δ]×B(M−1);Rm)

.

Since the functions GM (·, s)(ϑf) and G(·, s)f are continuous in [s, s + 1] × B(M − 1),
from the previous estimate, it follows immediately that, for any ε > 0, we can find δ > 0
such that (5.40) holds true.

Theorem 5.11. There exists a family {pij(t, s, x, dy) : t > s ∈ I, x ∈ Rd, i, j = 1, . . .m}
of finite Borel measures, which are absolutely continuous with respect to the Lebesgue
measure, such that

(G(t, s)f)i(x) =
m∑
j=1

∫
Rd
fj(y)pij(t, s, x, dy), f ∈ Cb(Rd;Rm), (5.42)

for any t > s, x ∈ Rd, i = 1, . . . ,m. Moreover, through formula (5.42), the evolution
operator G(t, s) extends to Bb(Rd;Rm) with a strong Feller evolution operator. Actually,

G(·, s)f ∈ C1+α/2,2+α
loc ((s,+∞)× Rd) for any f ∈ Bb(Rd;Rm) and s ∈ I.
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Proof. Throughout the proof, s is arbitrarily fixed in I. Since, for any (t, x) ∈ (s,+∞)×
Rd, the map f 7→ (G(t, s)f)(x) is bounded from C0(Rd;Rm) into R, from the Riesz’s
Representation Theorem (see e.g., [2, Rem. 1.57]) it follows that there exists a family
{pij(t, s, x, dy) : t > s ∈ I, x ∈ Rd, i, j = 1, . . .m} of finite Borel measures such that (5.42)
is satisfied by any f ∈ C0(Rd;Rm). To extend the previous formula to any f ∈ Cb(Rd;Rm),
we consider a bounded sequence (fn) ⊂ C0(Rd;Rm) converging to f , locally uniformly
in Rd. Writing (5.42), with f being replaced by fn, and using Proposition 5.10(ii) and
the dominated convergence theorem, applied to the positive and negative parts of the
measures pij(t, s, x, dy), we conclude that (5.42) is satisfied also by f ∈ Cb(Rd;Rm).

It is clear that formula (5.42) allows us to extend the evolution operator G(t, s) to
Bb(Rd;Rm).

Let us now prove that each measure pij(t, s, x, dy) is absolutely continuous with
respect to the Lebesgue measure. Equivalently, we can limit ourselves to proving that,
for any (t, x) ∈ (s,+∞) × Rd and any i, j = 1, . . . ,m, the positive and negative parts
of pij(t, s, x, dy) are absolutely continuous with respect to the Lebesgue measure. For
this purpose, we recall that, the Hahn decomposition theorem (see e.g., [96, Thm. 6.14])
shows that, for any (t, x) ∈ (s,+∞)× Rd, there exist two Borel sets P = P (t, s, x) and
N = N(t, s, x) such that the maps p+

ij(t, s, x, dy) and p−ij(t, s, x, dy), defined, respectively,

by p+
ij(t, s, x,A) = pij(t, s, x,A∩P ) and p−ij(t, s, x,A) = −pij(t, s, x,A∩N) for any Borel

set A ⊂ Rd, are positive measures and pij(t, s, x, dy) = p+
ij(t, s, x, dy)− p−ij(t, s, x, dy).

Being rather long, we split the proof into several steps.

Step 1. In view of formula (5.42) we can extend G(t, s) to Bb(Rd;Rm). We claim

that, for any f ∈ Bb(Rd) and any j = 1, . . . ,m, G(·, s)(fej) ∈ C1+α/2,2+α
loc ((s,+∞)×Rd),

DtG(·, s)(fej)−AG(·, s)(fej) = 0 in (s,+∞)×Rd and ‖G(t, s)(fej)‖∞ ≤ eεκ0(t−s)‖f‖∞
for any t > s. Since G(·, s)f =

∑m
j=1 G(·, s)(fjej) for any f ∈ Bb(Rd,Rm), from the claim

it follows immediately that the function G(·, s)f has the claimed regularity properties
in the statement of the proposition and ‖G(t, s)f‖∞ ≤

√
deεκ0(t−s)‖f‖∞ for any t > s.

(This estimate will be improved in Corollary 5.12, removing the constant
√
d.).

To prove the claim, we begin by recalling that the space B(Rd) of all the real valued
Borel functions coincides with the set Bω1(Rd) =

⋃
η<ω1

Bη(Rd), where, throughout
this step, we denote by η the ordinal numbers and ω1 is the first nonnumerable ordinal
number. The sets Bη(Rd) are defined as follows: B0(Rd) = C(Rd) and, if η > 0, the
definition of Bη(Rd) depends on the fact that η + 1 is a successor ordinal or not. In
the first case, Bη(Rd) is the set of the pointwise limits, everywhere in Rd, of sequences
of functions in Bη̃(Rd), where η̃ + 1 = η; in the second one, Bη(Rd) =

⋃
η0<η

Bη0(Rd).
Hence, any Borel function belongs to Bη(Rd) for some ordinal less than ω1. We refer the
reader to [61, Chpt. 30] [84, Introduction] and [99] for further details.

We fix j ∈ {1, . . . ,m} and, for any ordinal η < ω1, we set Pj(η) = {f ∈ Bη
b (Rd) :

G(·, s)(fej) ∈ C1+α/2,2+α
loc ((s,+∞)×Rd), DtG(·, s)(fej)−AG(·, s)(fej) = 0, ‖G(·, s)(fej)‖∞ ≤

eεκ0(t−s)‖f‖∞}, where, as usually, the subscript “b” means that we are considering
bounded functions.
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We use the transfinite induction to prove that Pj(η) = Bη
b (Rd) for any ordinal less

than ω1. In view of Theorem 5.9, Pj(0) = B0
b (Rd) = Cb(Rd). Fix now an ordinal η and

suppose that Pj(β) = Bη
b (Rd) for any ordinal β < η. We first assume that η + 1 is a

successor ordinal. In such a case, f is the pointwise limit, everywhere in Rd, of a sequence
(fn) ∈ Bη

b (Rd). Since, by assumptions, f is bounded, up to replacing fn by fn ∧ ‖f‖∞,
we can assume that ‖fn‖∞ ≤ ‖f‖∞ for any n ∈ N. Note that fn ∧ ‖f‖∞ ∈ Bα

b (Rd)
for any n ∈ N, as it can be easily checked. Since the function G(·, s)(fnej) belongs

to C
1+α/2,2+α
loc ((s,+∞) × Rd) for any n ∈ N, using the interior Schauder estimates in

Theorem 5.3, as in the proof of Theorem 5.9, we can prove that, up to a subsequence,
G(t, s)(fnej) converges in C1,2(K), for any compact set K ⊂ (s,+∞)×Rd, to a function

v ∈ C1+α/2,2+α
loc ((s,+∞) × Rd). Moreover, since ‖G(t, s)(fnej)‖∞ ≤ eεκ0(t−s)‖fn‖∞ ≤

eεκ0(t−s)‖f‖∞, for any t > s and any n ∈ N, it holds that ‖v(t, ·)‖∞ ≤ eεκ0(t−s)‖f‖∞ for
any t > s, so that v ∈ Cb([s, T ] × Rd;Rm) for any T > s. The representation formula
(5.42) reveals that v = G(·, s)(fej). Moreover, since DtG(·, s)(fnej)−AG(·, s)(fnej) =
0 in (s,+∞) × Rd, letting n → +∞, we immediately deduce that DtG(·, s)(fej) −
AG(·, s)(fej) = 0 in (s,+∞) × Rd. Hence, f ∈ Bη+1

b (Rd). Suppose now that η + 1

is a limit ordinal. Then, f ∈ Bη+1
b (Rd) means that f ∈ Bβ

b (Rd) for some ordinal

β less than η. Since P(β) = Bβ
b (Rd), then G(·, s)(fej) ∈ C

1+α/2,2+α
loc ((s,+∞) × Rd),

DtG(·, s)(fej)−AG(·, s)(fej) and ‖G(·, s)(fej)‖ ≤ eεκ0(t−s)‖f‖∞. Therefore, f ∈ Pj(η),
and we are done also in this case. The claim is thus proved.

Step 2. Here, we prove that, for any M > 0, there exists a positive constant c,
depending on M but being independent of t and f , such that

‖GM (t, s)(fej)‖Cb(B(M);Rm) ≤ ‖G̃M (t, s)f‖Cb(B(M)) + c
√
t− s ‖f‖∞, (5.43)

for any t ∈ (s, s + 1), f ∈ C2+α
c (B(M)) and j ∈ {1, . . . ,m}. Here, GM (t, s) and

G̃M (t, s) denote, respectively, the evolution operator associated with the realization in
Cb(B(M);Rm) of the operator A in (5.7) and the elliptic operator Ã = Tr(QD2

x). Both
these operators are endowed with homogeneous Dirichlet boundary conditions.

Throughout this and the next step, we denote by c a positive constant, which is
independent of t ∈ (s, s+ 1), x ∈ B(M) and may vary from line to line. By [38, Chp. 3,
Sec. 7, Thm. 16], G̃M (t, s) can be extendend to any function f ∈ Bb(B(M)). Moreover,
‖G̃M (t, s)f‖Cb(B(M)) ≤ c(t − s)−1/2‖f‖∞ for any f ∈ Cb(B(M)) and any t ∈ (s, s + 1)
(see [70]).

Fix f ∈ C2+α
c (B(M)) and j ∈ {1, . . . ,m}. Since the function u = GM (·, s)(fej)

solves the Cauchy problem
Dtu(t, x) = (Ãu)(t, x) + g(t, x), t ∈ (s, s+ 1), x ∈ B(M),

u(t, x) = 0, t ∈ (s, s+ 1), x ∈ B(M),

u(s, x) = f(x)ej , x ∈ B(M),

where Ã is the diagonal operator all whose components coincide with the operator A
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and g = −
∑d

i=1BjDju− Cu, the variation-of-constants-formula shows that

u(t, x) = (G̃M (t, s)(fej)(x) +

∫ t

s
(G̃M (r, s)g(r, ·))(x)dr, (t, x) ∈ (s,+∞)×B(M),

(5.44)
where (G̃M (t, s)g)k = G̃M (t, s)gk for any k = 1, . . . ,m. Therefore,

∇xu(t, x) = (∇xG̃M (t, s)(fej))(x) +

∫ t

s
(∇xG̃M (r, s)g(r, ·))(x)dr, (5.45)

for any (t, x) ∈ (s,+∞)×B(M). Taking the norms of both the sides of (5.45) we can
estimate

‖∇xu(t, ·)‖Cb(B(M);Rm)

≤ c√
t− s

‖f‖∞ + c

∫ t

s

1√
r − s

(
‖∇xu(r, ·)‖Cb(B(M);Rm) + ‖u(r, ·)‖Cb(B(M);Rm)

)
dr

≤ c√
t− s

‖f‖∞ + c

∫ t

s

1√
r − s

‖∇xu(r, ·)‖Cb(B(M);Rm)dr,

for any t ∈ (s, s+ 1). To get the previous estimate we took advantage of the fact that
‖u(t, ·)‖∞ ≤ c‖f‖∞ for any t ∈ (s, s + 1). The generalized Gronwall lemma (see [46])
shows that

‖∇xu(t, ·)‖Cb(B(M);Rm) ≤
c√
t− s

‖f‖∞, t ∈ (s, s+ 1). (5.46)

In view of (5.46) we can estimate ‖g(t, ·)‖Cb(B(M);Rm) ≤ c(t − s)−1/2‖f‖∞ for any
t ∈ (s, s+ 1). Taking the norms in both the sides of (5.44) we get

‖GM (t, s)(fej)‖Cb(B(M);Rm) ≤‖G̃M (t, s)f‖Cb(B(M)) + c‖f‖∞
∫ t

s
(r − s)−

1
2dr

=‖G̃M (t, s)f‖Cb(B(M)) + c
√
t− s‖f‖∞,

for any t ∈ (s, s+ 1). Estimate (5.43) follows.

Step 3. Here, we prove that, for any Borel set O ⊂ Rd with zero Lebesgue measure,
any M > 0 any j ∈ {1, . . . ,m} and any t ∈ (s, s+ 1), it holds that

|(G(t, s)χOej)(x)| ≤ c
√
t− s, t ∈ (s, s+ 1), x ∈ B(M/2). (5.47)

To prove this inequality, it suffices to prove that

‖GM (t, s)(fej)‖Cb(B(M);Rm) ≤ ‖G̃M (t, s)f‖Cb(B(M)) + c
√
t− s ‖f‖∞, (5.48)

for any t ∈ (s, s+ 1) any f ∈ Bb(Rd) and j ∈ {1, . . . ,m}. Indeed, it is well known that, if
O has null Lebesgue measure, then G̃M (t, s)χO = 0 (see [38, Chp. 3, Sec. 7, Thm. 16]).
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Estimate (5.48) can be proved by transfinite induction, arguing as in Step 1. For
this purpose, let us prove that, if f ∈ Bb(Rd) is the pointwise limit everywhere in Rd
of a sequence (fn) ⊂ Bb(Rd) of functions, which satisfy (5.48) and ‖fn‖∞ ≤ ‖f‖∞ for
any n ∈ N, then f satisfies (5.48) as well. This property will imply in particular that
all the functions in Cb(Rd) satisfy (5.48) and gives the argument to make the transfinite
induction work.

Fix M > 0, f and (fk) as above and a function ϑ ∈ C∞c (Rd) such that χB(M/4) ≤ ϑ ≤
χB(M/2). By the proof of Theorem 5.9, we know that G(·, s)(fkej) is the local uniform

limit in (s,+∞)× Rd of the unique classical solution unk to the Cauchy problem (5.36),
with f being replaced by ϑfkej , As it is easily seen, the function vnk := ϑunk solves the
Cauchy problem

Dtv
n
k (t, x) = (Avnk )(t, x) + gnk (t, x), t > s, x ∈ B(M),

v(t, x) = 0, t > s, x ∈ ∂B(M),

vnk (s, x) = ϑ(x)fk(x)ej , x ∈ B(M),

where

gnk = −Tr(QD2ϑ)unk − 2(Jxu
n
k)Q∇ϑ−

d∑
j=1

(Bju
n
k)Djϑ.

The variation-of-constants formula yields that

vnk (t, x) = (GM (t, s)(ϑfej))(x) +

∫ t

s
(GM (t, r)gnk (r, ·))(x)dr,

for any s < t, and x ∈ B(M). From estimate (5.14) and recalling that ‖fk‖∞ ≤ ‖f‖∞
for any k ∈ N, it follows that there exist two positive constants c1 and cM , independent
of k and n, such that

‖GM (t, r)gnk (r, ·)‖L∞(B(M)) ≤ c1‖gnk (r, ·)‖L∞(B(M/2)) ≤ cM‖f‖∞(1 + (t− r)−
1
2 ),

for any t ∈ (r, s+ 1). Hence, taking (5.43) into account, we can estimate

|vnk (t, x)| ≤ |(G̃M (t, s)(ϑfkej))(x)|+ cM‖f‖∞
√
t− s, t ∈ (s, s+ 1), x ∈ B(M).

Letting n→ +∞ we get

|(G(t, s)(fkej))(x)| ≤ |G̃M (t, s)(ϑfkej)(x)|+ cM‖f‖∞
√
t− s, (5.49)

for any t ∈ (s, s + 1) and x ∈ B(M/2). Clearly, ϑfk converges to ϑf pointwise in Rd
as k → +∞. The same arguments as in the proof of (ii) reveal that G̃M (·, s)(ϑfkej)
converges to G̃M (·, s)(ϑfej) pointwise in (s, s+ 1)×B(M). Hence, letting k → +∞ in
(5.49) we get (5.48).

Step 4. We fix i, j ∈ {1, . . . ,m}, t0 > s, x0 ∈ Rd and prove that the mea-
sures p+

ij(t0, s, x0, dy) and p−ij(t0, s, x0, dy) are absolutely continuous with respect to
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the Lebesgue measure. We begin by considering the measure p+
ij(t0, s, x0, dy) and we fix

a bounded Borel set A with null Lebesgue measure. Clearly A ∩ P has null Lebesgue
measure. Therefore, from estimate (5.47) it follows that

|(G(t, s)(χA∩Pej))(x)| ≤ c
√
t− s, t ∈ (s, s+ 1), x ∈ B(M/2).

It thus follows that G(t, s)(χA∩Pej) tends to 0 uniformly in B(M/2) as t→ s+. By the
arbitrariness of M , we deduce that G(t, s)(χA∩Pej) tends to 0, locally uniformly in Rd, as
t→ s+. From Step 1, the function v, defined by v(s, ·) = 0 and v(t, ·) = G(t, s)(χA∩Pej),

if t > s, belongs to C
1+α/2,2+α
loc ((s,+∞) × Rd;Rm) ∩ Cb([s,+∞) × Rd;Rm) and is a

classical solution to the Cauchy problem{
Dtu(t, x) = (Au)(t, x), t > s, x ∈ Rd,
u(s, x) = 0, x ∈ Rd.

By Proposition 5.4, it follows that v ≡ 0. Thus, we conclude that G(·, s)(χA∩Pej) ≡ 0
in (s,∞)× Rd. In particular, (G(·, s)(χA∩Pej))(x0) = 0 which implies that

0 =(G(t0, s)(χA∩Pej))i(x0) =

∫
Rd
χA∩P pij(t0, s, x0, dy)

=pij(t0, s, x0, A ∩ P ) = p+
ij(t0, s, x0, A)

and we are done.
In the same way, one can show that p−ij(t, s, x, dy) = 0 is absolutely continuous with

respect to the Lebesgue measure. The proof is complete.

Corollary 5.12. The following properties are satisfied.

(i) Estimate (5.38) is satisfied by any f ∈ Bb(Rd;Rm).

(ii) Proposition 5.10(i) holds true for any bounded sequence (fn) of Borel functions
which converge pointwise (almost everywhere in Rd) to a Borel measurable function
f .

Proof. (i) Since any function f ∈ Bb(Rd) is the almost everywhere pointwise limit in
Rd of a bounded sequence (fn) ⊂ Cb(Rd), and the measures pij(t, s, x, dy) are absolutely
continuous with respect to the Lebesgue measure, for any t > s ∈ I and any x ∈ Rd,
by formula (5.42) and the dominated convergence theorem, we deduce that G(t, s)fn
converges to G(t, s)f pointwise everywhere in Rd, as n → +∞. Clearly, without loss
of generality we can assume that ‖fn‖∞ ≤ ‖f‖∞ for any n ∈ N. From (5.38) it follows
that |G(t, s)fn)(x)| ≤ eεκ0(t−s)‖fn‖∞ ≤ eεκ0(t−s)‖fn‖∞ for any t > s ∈ I and any x ∈ Rd.
Letting n→ +∞, we conclude the proof of (i).

(ii) Fix s ∈ I and (fn), (f) as in the statement. For any ε > 0 the functions
G(s + ε, s)fn and G(s + ε, s)f are bounded and continuous in Rd, thanks to property
(ii). Moreover, the representation formula (5.42) shows that G(s + ε, s)fn converges
pointwise in Rd to G(s + ε, s)f as n → +∞. The evolution law which allows us us to
split G(t, s)fn = G(t, s+ ε)G(s+ ε)fn, for any n ∈ N and Proposition 5.10(i) allow us to
conclude the proof.
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5.4 Compactness

In this section we provide sufficient conditions ensuring that the evolution operator G(t, s)
is compact in L(Cb(Rd;Rm)). Besides Hypotheses 5.1(i), (ii) we assume the following
additional conditions on the coefficients of the operator A.

Hypotheses 5.13. (i) For any i = 1, . . . , d, there exist bi ∈ Cα/2,αloc (I × Rd) and B̃i ∈
C
α/2,α
loc (I ×Rd;Rm2

) such that Bi(t, x) := bi(t, x)Idm + B̃i(t, x) for any i = 1, . . . , d
and any (t, x) ∈ I × Rd. Further, for any bounded interval J ⊂ I there exists a
positive constant ΞJ such that |(B̃i)jk| ≤ ΞJ

√
ν in J × Rd, for any j, k = 1, . . . ,m,

i = 1, . . . , d where (B̃i)jk denotes the jk-th element of the matrix B̃i;

(ii) for any bounded interval J ⊂ I, there exists a constant cJ ∈ R such that 〈C(t, x)η, η〉 ≤
cJ , for any (t, x) ∈ J × Rd and any η ∈ ∂B1;

(iii) for any bounded interval J ⊂ I there exist a constant λJ and a positive function
ϕJ ∈ C2(Rd) blowing up as |x| → +∞ such that

sup
(t,x)∈J×Rd

(A(t)ϕJ)(x)− λJϕJ(x)) < +∞,

where A = Tr(QD2
x) + 〈b,∇x〉 and b = (b1, . . . , Bm).

Since we no longer assume Hypotheses 5.1(iii), (iv), we can not apply Proposition
5.4 to guarantee the uniqueness of the solution to the Cauchy problem (5.8). The role
of the following proposition twofold. First, it replaces Proposition 5.4, and, combined
with Theorem 5.9, it shows that the Cauchy problem (5.8) admits a unique solution
u ∈ C([s,+∞) × Rd;Rm) ∩ C1+α/2,2+α((s,+∞) × Rd;Rm), which is bounded in each
strip [s, T ]× Rd. This allows us to define the evolution operator G(t, s) in Cb(Rd;Rm),
as we did in Section 5.3, and all the results therein proved still hold true, since they are
mainly based on Schauder estimates and on the arguments in the proof of Theorem 5.9.
Secondly, Proposition 5.14 shows that, for any f ∈ Bb(Rd;Rm), the function |G(·, s)f |2
can be estimated pointwise in terms of G(t, s)|f |2, where G(t, s) denotes the evolution
operator in Cb(Rd) associated with the operator A, whose existence has been proved in
[60]. This is the first step to provide sufficient conditions for the compactness of the
evolution operator G(t, s).

Throughout this section, for any interval J ⊂ I we set ΛJ = {(t, s) ∈ J × J : t > s}.

Proposition 5.14. Suppose that Hypotheses 5.1(i), 5.1(ii) and 5.13 hold true. Then, for
any s ∈ I and any f ∈ Cb(Rd;Rm), the Cauchy problem (5.8) admits a unique solution
u ∈ C([s,+∞)×Rd;Rm)∩C1+α/2,2+α((s,+∞)×Rd;Rm), which is bounded in each strip
[s, T ]× Rd. Setting G(·, s)f := u, we define an evolution operator in Cb(Rd;Rm) which
extends to Bb(Rd;Rm). Moreover, for any T > s ∈ I there exists a positive constant
c = c(s, T ) such that

|(G(t, s)f)(x)|2 ≤ c(G(t, s)|f |2)(x), (5.50)

for any (t, x) ∈ [s, T ]× Rd and any bounded Borel measurable function f .
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Proof. The core of the proof consists in showing that any solution u to problem (5.8)
corresponding to f ∈ Cb(Rd;Rm) and enjoying the regularity properties in the statement
of the proposition, satisfies the estimate

|u(t, x)|2 ≤ c(G(t, s)|f |2)(x), (t, x) ∈ (s, T )× Rd, (5.51)

for any T > s and some positive constant c = c(s, T ). Clearly, this estimate gives the
uniqueness of the solution to problem (5.8). Moreover, the arguments here below can also
be applied to prove that the solution un to the Cauchy problem (5.36) satisfies (5.51), with
Rd being replaced by B(n). This estimate replaces (5.37) and allows us to repeat verbatim
the proof of Theorem 5.9. We can thus define the evolution operator G(t, s) in Cb(Rd;Rm)
and, then extend it to Bb(Rd;Rm). To extend (5.50) to functions in Bb(Rd;Rm), we
approximate any function f ∈ Bb(Rd;Rm) by a sequence (fn) ∈ Cb(Rd;Rm) converging
to f almost everywhere in Rd, as n→ +∞. Writing (5.50) with f being replaced by fn
and using the result in Proposition 5.10(i) and the dominated convergence theorem to
let n→ +∞, we get (5.50) also for bounded and Borel measurable functions.

So, let us assume that f ∈ Cb(Rd;Rm). For any T > s ∈ I, we consider the interval
J = [s, T ] and we set K = cJ + m2Ξ2

Jd, where the constants cJ and ΞJ are defined in
Hypotheses 5.13. Moreover, we consider the function v : [s, T ] × Rd → R defined by
v(t, x) := e−2K(t−s)|u(t, x)|2 −w(t, x) for any (t, x) ∈ J ×Rd, where w = G(·, s)|f |2. The
function v belongs to Cb([s, T ]× Rd) ∩ C1,2((s, T )× Rd) and, taking Hypothesis 5.13(i)
into account, a straightforward computation yields

Dtv(t, x) = (Av)(t, x) + 2e−2K(t−s)
( d∑
i=1

〈B̃i(t, x)Diu(t, x),u(t, x)〉

− Tr(Jxu(t, x)Q(t, x)(Jxu(t, x))T )

+ 〈C(t, x)u(t, x),u(t, x)〉 −K|u(t, x)|2
)
,

for any (t, x) ∈ (s, T ] × Rd. From estimate (5.9), it follows that −Tr(JxuQ(Jxu)T ) ≤
−ν|Jxu|2 in J × Rd.

Young, Cauchy-Schwarz inequalities and Hypothesis 5.13(i) imply that

2
d∑
i=1

〈B̃iDiu,u〉 ≤2
d∑
i=1

‖B̃i‖|Diu||u| ≤ 2mΞJ
√
ν|u|

d∑
i=1

|Diu|

≤εm2Ξ2
Jdν|Jxu|2 +

1

ε
|u|2,

Now, choosing ε = (m2Ξ2
Jd)−1 and taking Hypothesis 5.13(ii) and our choice of K

into account, we get

Dtv(t, x)− (Av)(t, x) ≤2e−2K(t−s)(cJ +m2Ξ2
Jd−K)|u(t, x)|2 = 0,

for any (t, x) ∈ (s, T ]× Rd. Moreover, since v(s, ·) = 0 in Rd, the maximum principle in
[60, Thm. 2.1] shows that v ≤ 0 in [s, T ]× Rd which is the claim with c = eK(T−s).
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Remark 5.15. If the constants cJ and ΞJ in Hypotheses 5.13(i) and 5.13(ii) are in-
dependent of the bounded interval J ⊂ I, then the proof of Proposition 5.14 reveals
that

|(G(t, s)f)(x)|2 ≤ e(c+m2Ξ2d)(t−s)(G(t, s)|f |2)(x), t > s ∈ I, x ∈ Rd.

We can now prove the following result, which allows us to provide sufficient conditions
for the compactness of G(t, s).

Theorem 5.16. Let J ⊂ I be an interval. If the family {G(t, s) : (t, s) ∈ ΛJ} consists
of compact operators in Cb(Rd;Rm), then, for any (t, s) ∈ ΛJ and i, j = 1, . . . ,m the
family of measures {pij(t, s, x, dy) : x ∈ Rd} is tight. If, in addition, Hypotheses 5.13
hold true and G(t, s) is compact in Cb(Rd) for every (t, s) ∈ ΛJ , then G(t, s) is compact
in Cb(Rd;Rm) for every (t, s) ∈ ΛJ .

Proof. Let J be as in the statement, fix an index j0 ∈ {1, . . . ,m}, (t, s) ∈ ΛJ , and
set fn := χRd\B(n)ej0 for any n ∈ N. Clearly fn vanishes locally uniformly in Rd as
n→ +∞ and, by formula (5.42), it is easy to deduce that (G(t, s)fn)i vanishes pointwise
in Rd as n → +∞ for any i = 1, . . . ,m. Fix an arbitrary point r ∈ (s, t). The
previous argument can be applied to show that the sequence (G(r, s)fn)n∈N (which
consists of bounded and continuous functions by Corollary 5.12(i)) converges pointwise
to zero as n → +∞. Since G(t, r) is compact in Cb(Rd;Rm), there exists a sequence
(G(r, s)fnk) ⊂ (G(r, s)fn) such that G(t, s)fnk = G(t, r)G(r, s)fnk vanishes uniformly in
Rd as k → +∞. As a byproduct, we deduce that, for any i ∈ {1, . . . ,m}, the whole
sequence (G(t, s)fn)i converges to 0 uniformly in Rd as n→ +∞. By formula (5.42) it
follows that (G(t, s)fn)i = pij0(t, s, ·,Rd \B(n)) for any n ∈ N and i ∈ {1, . . . ,m}. Hence,
the tightness of the family {pij(t, s, x, dy) : x ∈ Rd} follows from the arbitrariness of i
and j0.

Now, let us assume that Hypotheses 5.13 are satisfied. We fix (t, s) ∈ ΛJ , r ∈ (s, t)
and, for any n ∈ N, we consider the operator Rn := G(t, r)(χB(n)G(r, s)) in Cb(Rd;Rm).
Since G(t, r) is strong Feller (see again Corollary 5.12(i)), each operator Rn is bounded
in Cb(Rd;Rm). Moreover, from estimate (5.50) it follows that

|(G(t, s)f)(x)− (Rnf)(x)|2 =|(G(t, r)(χRd\B(n)G(r, s)f))(x)|2

≤c(G(t, r)(χRd\B(n)|G(r, s)f |2))(x)

=c

∫
Rd\B(n)

|(G(r, s)f)(y)|2gt,r(x, dy)

≤ce2εk0(r−s)‖f‖2∞gt,r(x,Rd \B(n)), (5.52)

for any f ∈ Cb(Rd;Rm) where gt,s are the transition kernels associated to G(t, s) in
Cb(Rd). Since the compactness of G(t, s) is equivalent to the tightness of the family
{gt,s(x, dy) : x ∈ Rd}, (see [71, Thm 3.3]), from (5.52) we deduce that Rn tends to G(t, s)
in L(Cb(Rd;Rm)) as n→ +∞. Therefore, we can limit ourselves to proving that each
operator Rn is compact. To this aim, let (fk) be a bounded sequence in Cb(Rd;Rm). From
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the interior Schauder estimates in Theorem 5.3 it follows that the sequence (G(r, s)fk) is
bounded in C2+α(B(n);Rm). Hence, there exists a subsequence (G(r, s)fkj ) converging
uniformly in B(n) to some function g as j → +∞. As a byproduct, χB(n)G(r, s)fkj
converges to χB(n)g uniformly in Rd as j → +∞. Since the estimate (5.38) holds true
also for bounded Borel functions (see Theorem 5.11), we conclude that Rnfkj converges

uniformly in Rd to G(t, r)(χB(n)g) as j → +∞. Hence, Rn is compact in Cb(Rd;Rm).

In view of Theorem 5.16 and [71, Thm 3.3], some sufficient conditions in order to get
compactness of G(t, s) can be provided.

Corollary 5.17. Suppose that there exist a C2 function W : Rd → R such that
lim|x|→∞W (x) = +∞, a number R > 0 and a convex increasing function g : [0,+∞)→ R
such that 1/g belongs to L1((a,+∞)) for large a and (A(t)W )(x) ≤ −g(W (x)) for any
t ∈ I and any |x| ≥ R. Then G(t, s) is compact in Cb(Rd;Rm) for any t > s ∈ I.

In Theorem 5.16, we have proved that the compactness of the scalar evolution operator
G(t, s) in Cb(Rd) implies the compactness of the evolution operator G(t, s) in Cb(Rd;Rm).
As in [31], we are also interested in providing sufficient conditions which guarantee that
the compactness of G(t, s) in Cb(Rd,Rm) implies the compactness of G(t, s) in Cb(Rd).
The main step in this direction, consists in writing, by means of the variation-of-constants
formula, the components of G(t, s)f in terms of the scalar evolution operator introduced
in Proposition 5.14. More precisely, under suitable assumptions, we will prove that

(G(t, s)f)k̄(x) = (G(t, s)fk̄)(x) +

∫ t

s
(G(t, r)Φf ,k̄(r, ·))(x) dr, (5.53)

for any (t, s) ∈ ΛJ , any x ∈ Rd, and some k̄ ∈ {1, . . . ,m}, where J ⊂ I is an interval and

Φf ,k̄ =
d∑
i=1

〈rowk̄B̃i, DiG(·, s)f〉+ 〈rowk̄C,G(·, s)f〉.

To give a meaning to formula (5.53) we need to guarantee that the function Φf ,k̄(r, ·)
is bounded in Rd for any r ∈ (s, t). Indeed, the results in [60] show that G(t, s) is
well defined in Bb(Rd). In the weakly coupled case considered in [31], B̃i ≡ 0 for any
i = 1, . . . , d. Hence, the boundedness of rowk̄C was enough to guarantee the existence of
the integral term in (5.53). In our situation things are much more difficult since we have
to guarantee that also the function

∑d
i=1〈rowk̄B̃i(r, ·), DiG(r, s)f〉 is bounded in Rd for

any r ∈ (s, t), in order to apply the evolution operator G(t, r) to such a function. This
is proved as a byproduct of some weighted gradient estimate. To prove them, besides
Hypotheses 5.13 we consider the following stronger conditions on the coefficients qij and
bi.

Hypotheses 5.18. (i) The coefficients qij belong to C1,2+α
loc (I×Rd) for some α ∈ (0, 1)

and any i, j = 1, . . . , d;
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(ii) the coefficients of the vector b and the entries of the matrices B̃i (i = 1, . . . , d) and
C belongs to C0,1+α

loc (I × Rd); further, 〈b(t, x), x〉 ≤ b0(t, x)|x| for any t ∈ I any
x ∈ Rd and some negative function b0;

(iii) there exist a function K0 : I → R+ and positive functions ψj : I × Rd → R
(j = 1, . . . , 6) such that

〈Q(t, x), x〉| ≤ K0(t)(1 + |x|2)ν(t, x), x ∈ Rd, (5.54)

|∇xQ1/2||Q−1/2| ≤ ψ1, |Q1/2∇xCij | ≤ ψ2, i, j = 1, . . . , d, (5.55)

|Q1/2∇x(B̃i)jkQ
−1/2
ih | ≤ ψ3, i, h = 1, . . . , d, j, k = 1, . . . ,m, (5.56)

〈Cξ, ξ〉 ≤ −ψ4|ξ|2, ξ ∈ Rd, (5.57)

|Q−1/2DtQQ
−1/2| ≤ ψ5, |Q| ≤ ψ6, |B̃| ≤ ψ7, (5.58)

in I × Rd;

(iv) the functions ψ1, ψ3, ψ4, ψ5, ψ6 and ψ7 satisfy the following conditions:

lim
|x|→+∞

ψ5(t, x)

ψ4(t, x)− ω(t, x)
= lim
|x|→+∞

ψ3(t, x)

ψ4(t, x)− ω(t, x)

= lim
|x|→+∞

(ν(t, x))−1(ψ1(t, x))2(ψ6(t, x))2

ψ4(t, x)− ω(t, x)
= lim
|x|→+∞

ψ7(t, x)ν−1

ψ4(t, x)− ω(t, x)
= 0, (5.59)

uniformly with respect to t in bounded intervals J ⊂ I, where the function ω :
I × Rd → R is a function which bounds from above the quadratic form associated
with the matrix

Q1/2(Jxb)
TQ−1/2 −

d∑
j=1

bj(DjQ
1/2)Q−1/2 −

d∑
i,j=1

qij(DijQ
1/2)Q−1/2.

Moreover,

0 ≤ sup
t∈J

lim sup
|x|→+∞

(ν(t, x))2 + (ψ2(t, x))2

ψ4(t, x)− ω(t, x)
< +∞, (5.60)

inf
t∈J

lim
|x|→+∞

|x|ν(t, x)ψ1(t, x)

b0(t, x)
= 0, (5.61)

inf
t∈J

lim inf
|x|→+∞

|x|(ν(t, x))2

b0(t, x)
> −∞, (5.62)

for any J as above.

Remark 5.19. Note that, in the particular case when Q is independent of x (e.g., when
Q = Id) the matrix M reduces to the matrix Jxb. Therefore, we are assuming a bound on
the growth as |x| → +∞ of the quadratic form associated with the matrix Jxb, i.e., we
are assuming a dissipativity condition on the diagonal part of the drift of A. In the scalar
case, this is an hypothesis typically assumed in the literature to prove gradient estimates
both in the autonomous and nonautonomous setting. See e.g., [4, 14, 15, 60, 66, 72].
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Here, we provide an example of operator A whose coefficients satisfy Hypotheses 5.13
and 5.18.

Example 5.20. We consider the operator A with coefficients

qij(t, x) = q(t)qij(1 + |x|2)l, i, j = 1, . . . ,m,

(b(t, x))i = −xib(t)(1 + |x|2)p, i = 1, . . . , d,

(B̃i(t, x))jk = b̃(t)(B̃i)jk(1 + |x|2)r, i = 1, . . . , d, j, k = 1, . . . ,m,

(C(t, x))jk = −c(t)Cjk(1 + |x|2)s, j, k = 1, . . . ,m,

where l, p, r, s are positive numbers. We assume that the following conditions hold true:

• q ∈ C1
b (I) and there exists a positive constant q̄ such that q(t) ≥ q̄, for any t ∈ I;

• b, b̃, c ∈ Cb(I) and there exists a positive constant D such that b(t), c(t) ≥ E, for
any t ∈ I;

• the matrices Q = [qjk] and C = [Cjk] are positive definite, i.e., there exists a
positive constant ν0 such that 〈Qξ, ξ〉, 〈Cη, η〉 ≥ ν0|ξ|2, for any ξ ∈ Rd and η ∈ Rm.

Under above assumptions, in Hypotheses 5.18(ii)− (iii) we can choose as b0,K0, ψi,
i = 1, . . . , 4 the following functions:

b0(t, x) := −E|x|(1 + |x|2)p2 ,

K0(t) :=
q(t)|Q|
q̄ν0

,

ψ1(t, x) := l(1 + |x|2)−1/2,

ψ2(t, x) := 2s
√
q(t)‖c‖∞ max

j,k=1,...,m
|Cjk|(1 + |x|2)l/2+s−1/2,

ψ3(t, x) := 2r‖b̃‖∞ max
i=1,...,d,j,k=1,...,m

|(B̃i)jk|(1 + |x|2)r−1/2,

ψ4(t, x) := ν0E(1 + |x|2)s,

ψ5(t, x) :=
|q′(t)|
q̄

,

ψ6(t, x) := ‖q‖∞|Q|(1 + |x|2)l,

ψ7(t, x) ≤ ‖b̃‖∞ sup
i=1,...,d

|B̃i|(1 + |x|2)r,

for any t ∈ I and x ∈ Rd. Moreover, long but straightforward computations show that

ω(x) ≤ −b(t)(1 + |x|2)p − lν0q̄(1 + |x|2)l−2(d+ (2l + d− 1)|x|2)

+ lb(t)
d∑
j=1

x2
j (1 + |x|2)p−1.
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Finally, Hypotheses 5.13(i), 5.13(iii) and 5.18(iv) are satisfied if we assume that the
following inequalities hold:

r ≤ l/2, l < 1, p > max{2l, l + 2s− 1}.

Now, we prove a weighted gradient estimate satisfied by G(t, s)f which allows us to
deduce that the first integral in (5.53) is well defined.

Proposition 5.21. Assume that Hypotheses 5.13 and 5.18 are satisfied. Then, for any
j = 1, . . . , d, the function (t, x) 7→ Q1/2(t, x)∇xuj(t, x) is continuous and bounded in
J×Rd for any J b (s,+∞). Moreover, for any T > s ∈ I there exists a positive constant
C = C(s, T ) such that

(t− s)‖Q1/2(t, ·)(JxG(t, s)f)T ‖2∞ ≤ C‖f‖2∞, (5.63)

for any t ∈ (s, T ] and f ∈ Cb(Rd,Rm).

Proof. To simplify the notation we set u := G(·, s)f , un = Gn(t, s)fn, where Gn(t, s) is
the evolution operator associated with the realization of the operator A(t) in Cb(B(n),Rm)
with homogenous Dirichlet boundary conditions Further, we denote by un,j the j-

th component of un. Finally, we set Fn :=
∑d

i=1

∑m
j=1 |Q1/2∇x(Diun,j)|2, Gn :=∑m

j=1 |Q1/2∇xuj,n|2 and, throughout the proof, we denote by c a positive constant, which
may vary from line to line, may depend on s and T and is independent of n. Let us con-
sider the function vn := |un|2+a(·−s)η2

nGn, where a is positive parameter to be fixed later

on, ηn(x) = η(|x|/n) for any x ∈ Rd and η(t) = χ[0,1/2](t) + exp
(
− (4t−2)3

1−(4t−2)3

)
χ(1/2,3/4)(t)

for any t ∈ R. Clearly, ηn ∈ C2
c (Rd) and χB(n/2) ≤ ηn ≤ χB(3n/4). Easy computations

show that Diηn(x) = −xiηn(x)Kn(x) for any x ∈ Rd, where

Kn(x) =
12(4|x|/n− 2)2

|x|n (1− (4|x|/n− 2)3)2χ[n2 ,
3
4
n)(|x|), x ∈ Rd.

Moreover, as it is easy to see computing the first and the second order derivatives of ηn,
we have

(a) |Q∇ηn| ≤ cn2νKnηn, (b) |Tr(QD2ηn)| ≤ cν, (5.64)

Long but straightforward computations show that

Dtvn =A|un|2 + (aη2
n − 2)Gn + 2

d∑
i=1

〈B̃iun, Diun〉+ 2〈Cun,un〉

+ 2(· − s)aη2
n

m∑
j=1

〈DtQ∇xun,j ,∇xun,j〉

+ 2(· − s)aη2
n

d∑
i,k=1

D2
ikun,j〈Q1/2∇xqik, Q1/2∇xun,j〉
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+ 2(· − s)aη2
n

d∑
i,k=1

qik〈Q1/2∇xD2
ikun,j , Q

1/2∇xun,j〉

+ 2(· − s)aη2
n

d∑
i=1

m∑
j=1

〈Q1/2(Jxb)
T∇xun,j , Q1/2∇xun,j〉

+ 2(· − s)aη2
n

d∑
i=1

m∑
j,k=1

Diun,k〈Q1/2∇x(B̃i)jk, Q
1/2∇xun,j〉

+ 2(· − s)aη2
n

d∑
i=1

m∑
j=1

bi〈Q1/2∇xDiun,j , Q
1/2∇xun,j〉

+ 2(· − s)aη2
n

d∑
i=1

m∑
j,k=1

(B̃i)jk〈Q1/2∇xDiun,k, Q
1/2∇xun,j〉

+ 2(· − s)aη2
n

m∑
j,k=1

un,k〈Q1/2∇xCjk, Q1/2∇xun,j〉

+ 2(· − s)aη2
n

m∑
j,k=1

Cjk〈Q1/2∇xun,k, Q1/2∇xun,j〉.

Then we consider the spacial derivatives; we get

〈b,∇xvn〉 =〈b,∇x|un|2〉+ 2(· − s)aηn〈b,∇ηn〉Gn

+ 2(· − s)aη2
n

d∑
i=1

m∑
j=1

bi〈DiQ
1/2∇xun,j , Q1/2∇xun,j〉

+ 2(· − s)aη2
n

d∑
i=1

m∑
j=1

bi〈Q1/2∇xDiun,j , Q
1/2∇xun,j〉,

and

Tr(QD2vn) =Tr(QD2
x|un|2) + 4(· − s)aη2

n

d∑
i,k=1

m∑
j=1

qik〈DiQ
1/2∇xDkun,j , Q

1/2∇xun,j〉

+ 2(· − s)a
(
〈Q∇ηn,∇ηn〉+ ηnTr(QD2ηn)

)
Gn

+ 8(· − s)aηn
d∑

i,k=1

m∑
j=1

qikDiηn〈DkQ
1/2∇xun,j , Q1/2∇xun,j〉

+ 8(· − s)aηn
d∑

i,k=1

m∑
j=1

qikDiηn〈Q1/2∇xDkun,j , Q
1/2∇xun,j〉

+ 4(· − s)aη2
n

d∑
i,k=1

m∑
j=1

qik〈DiQ
1/2∇xun,j , Q1/2∇xDkun,j〉
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+ 2(· − s)aη2
n

d∑
i,k=1

m∑
j=1

qik〈D2
ikQ

1/2∇xun,j , Q1/2∇xun,j〉

+ 2(· − s)aη2
n

d∑
i,k=1

m∑
j=1

qik〈Q1/2∇xD2
ikun,j , Q

1/2∇xun,j〉

+ 2(· − s)aη2
n

d∑
i,k=1

m∑
j=1

qik〈DiQ
1/2∇xun,j , DkQ

1/2∇xun,j〉

+ 2(· − s)aη2
n

d∑
i,k=1

m∑
j=1

qik〈Q1/2∇xDiun,j , Q
1/2∇xDkun,j〉.

Hence, vn is the unique classical solution to the Cauchy problem
Dtvn(t, x)−Avn(t, x) = gn(t, x), t ∈ (s, T ], x ∈ B(n),

vn(t, x) = 0, t ∈ (s, T ], x ∈ ∂B(n),

vn(s, x) = |f(x)|2, x ∈ B(n),

where gn =
∑5

i=1 gi,n with

g1,n =− 2 [1 + (· − s)a〈Q∇ηn,∇ηn〉]Gn

− 2(· − s)aη2
n

d∑
i,k=1

m∑
j=1

qik〈Q1/2∇xDiun,j , Q
1/2∇xDkun,j〉,

g2,n =2(· − s)aη2
n

m∑
j=1

〈MQ1/2∇xun,j , Q1/2∇xun,j〉

− 2(· − s)aη2
n

d∑
i,k=1

m∑
j=1

qik〈DiQ
1/2∇xun,j , DkQ

1/2∇xun,j〉

+ 2(· − s)aη2
n

m∑
j,k=1

Cjk〈Q1/2∇xun,k, Q1/2∇xun,j〉,

g3,n =− 2(· − s)aηnTr(QD2ηn)Gn − 2(· − s)aηn〈b,∇ηn〉Gn

− 8(· − s)aηn
d∑

k=1

m∑
j=1

(Q∇ηn)k〈DkQ
1/2∇xun,j , Q1/2∇xun,j〉

− 8(· − s)aηn
d∑

k=1

m∑
j=1

(Q∇ηn)k〈Q1/2∇xDkun,j , Q
1/2∇xun,j〉,
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g4,n =2(· − s)aη2
n

d∑
i,k=1

m∑
j=1

D2
ikun,j〈Q1/2∇xqik, Q1/2∇xun,j〉

− 4(· − s)aη2
n

d∑
i,k=1

m∑
j=1

qik〈DiQ
1/2∇xDkun,j , Q

1/2∇xun,j〉

− 4(· − s)aη2
n

d∑
i,k=1

m∑
j=1

qik〈DiQ
1/2∇xun,j , Q1/2∇xDkun,j〉,

g5,n =2

d∑
i=1

〈B̃iun, Diun〉+ 2〈Cun,un〉+ (· − s)aη2
n

m∑
j=1

〈DtQ
1/2∇xun,j , Q1/2∇xun,j〉

+ aη2
nGn + 2(· − s)aη2

n

d∑
i=1

m∑
j,k=1

(B̃i)jk〈Q1/2∇xDiun,k, Q
1/2∇xun,j〉

+ 2(· − s)aη2
n

d∑
i=1

m∑
j,k=1

Diun,k〈Q1/2∇x(B̃i)jk, Q
1/2∇xun,j〉

+ 2(· − s)aη2
n

m∑
j,k=1

un,k〈Q1/2∇xCjk, Q1/2∇xun,j〉.

Let us estimate the function gn. Recalling that, for any pair of nonnegative definite
matrices M1 and M2, it holds that Tr(M1M2) ≥ λmin(M1)Tr(M2) , where λmin(M1) is
the minimum eigenvalue of M1, we conclude that g1,n ≤ −2Gn − 2(· − s)aη2

nνFn.
The assumptions on the matrices M and C allow us to estimate g2,n ≤ 2(·−s)aη2

n(ω−
ψ4)Gn.

Let us now consider the function g3,n. Using both the estimate in (5.64) and and
Young inequality we get∣∣∣∣∣

3∑
k=1

g3,k,n

∣∣∣∣∣ ≤2(· − s)acηnνGn + 2(· − s)aKnη
2
n〈b(t, x), x〉Gn

+ 8(· − s)acνη2
nn

2Kn

m∑
j=1

d∑
k=1

|DkQ
1/2Q−1/2||Q1/2∇xuj |2

≤· − s
ε

acGn + (· − s)εacη2
nν

2Gn + (· − s)anKnη
2
n(b0 + 8cnνψ1)Gn.

Finally, to estimate g3,4,n we observe that, using (5.64)(a) and the estimate Knηn ≤
cn−2η

1/3
n , we get |(Q∇xηn)k|2 ≤ cn4ν2K2

nη
2
n ≤ cn2ν2Knη

4/3
n . Using this estimate,

(5.64)(a) and the estimate

αβγ ≤ 1

4ε
(α4 + β4) +

1

2
εγ2,



5.4. Compactness 107

which holds for any ε > 0, with

αj,k = a3/8η1/6
n |(Q∇ηn)k|1/2|Q1/2∇xuj |1/2,

βj = a1/8|Q1/2∇xuj |1/2,
γj,k =

√
aη5/6

n |(Q∇xηn)k|1/2|Q1/2∇xDkuj |,

to get

|g3,4,n| ≤8(· − s)
m∑
j=1

d∑
k=1

αjkβjγjk

≤8(· − s)
m∑
j=1

d∑
k=1

(
1

4ε
β4
j +

1

4ε
α4
jk +

1

2
εγ2
jk

)

=
2

ε
(· − s)d

√
aGn + 4(· − s)εaη5/3

n

m∑
j=1

d∑
k=1

|(Q∇xηn)k||Q1/2∇xDkuj |2

+
2

ε
(· − s)a3/2η2/3

n

m∑
j=1

d∑
k=1

|(Q∇xηn)k|2|Q1/2∇xuj |2

≤2

ε
(· − s)

√
a
(
d+ acn2Knη

2
nν

2
)
Gn + 4(· − s)εacη2

nνFn.

Similarly, we split g4,n = g4,1,n + g4,2,n + g4,3,n. To estimate g4,1,n we observe that∑d
i,k=1∇xqikDikuj = 2

∑d
i,k=1∇xq

1/2
ik (Q1/2∇xDiuj)k. Hence,

∣∣∣∣ d∑
i,k=1

m∑
j=1

D2
ikuj〈Q1/2∇xqik, Q1/2∇xuj〉

∣∣∣∣χ[n/2,3n/4)

≤2

∣∣∣∣ d∑
i,k=1

m∑
j=1

〈Q1/2∇xQ1/2
ik (Q1/2∇xDiuj)k, Q

1/2∇xuj〉
∣∣∣∣χ[n/2,3n/4)

≤cψ1ψ6

d∑
i,k=1

m∑
j=1

|(Q1/2∇xDiuj)k||Q1/2∇xuj |

≤ενFn + ε−1cν−1ψ2
1ψ

2
6Gn.

To estimate the other two terms, we write DiQ
1/2∇x = (DiQ

1/2Q−1/2)Q1/2∇x and argue
similarly. Collecting everything together, we get

|g4,n| ≤ (· − s)aεη2
nνFn +

· − s
ε

acη2
nν
−1ψ2

1ψ
2
6Gn.

Finally, taking Hypothesis 5.13 into account and writing

〈DtQ∇xuj , Q1/2∇xuj〉 = 〈(Q−1/2DtQQ
−1/2)Q1/2∇xuj , Q1/2∇xuj〉
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we can estimate

|g5,n| ≤c
(

1 +
· − s
ε

a

)
|un|2 + 2(· − s)aεη2

nνFn +

(
1

2
+ a

)
Gn

+ (· − s)acη2
n

(
ψ3 + εψ2

2 + ψ5 +
ψ7ν

−1

ε

)
Gn.

Then, collecting all the terms, we get that

gn ≤ c
(

1 +
t− s
ε

a

)
|un|2 + 2(· − s)aη2

nν(cε− 1)Fn + IGn,

where

I(t, x) =− 3

2
+ a+ 2

t− s
ε

d
√
a+

t− s
ε

ac

+ (t− s)a(ηn(x))2I1(t, x) + (t− s)a(ηn(x))2nKn(x)I2(t, x),

for any (t, x) ∈ [s, T ]× Rd and

I1(t, x) =2ω(t, x)− 2ψ4(t, x) +
c

ε
(ν(t, x))−1(ψ1(t, x))2(ψ6(t, x))2

+ c

(
ε(ν(t, x))2 + ψ3(t, x) + ε(ψ2(t, x))2 + ψ5(t, x) +

ψ7(t, x)ν−1

ε

)
,

I2(t, x) =b0(t, x) + c|x|ν(t, x)ψ1(t, x) +

√
a

ε
c|x|(ν(t, x))2.

Clearly, the coefficient in front of un is bounded in [s, T ] for any choice of a and ε.
Moreover, the coefficient in front of Fn tends to −ν as ε→ 0+. Therefore, there exists
ε0 > 0 such that this coefficients is negative for any ε ∈ (0, ε0) and any a > 0.

Let us consider the term I. As far as I1 is concerned, we get

I1(t, x) =2ω(t, x)− 2ψ4(t, x) +
c

ε
(ν(t, x))−1(ψ1(t, x))2(ψ6(t, x))2 +

cψ7(t, x)ν−1

ε
+ c

{
ε[(ν(t, x))2 + (ψ2(t, x))2] + ψ3(t, x) + ψ5(t, x)

}
,

From (5.59) and (5.60) it follows immediately that I1 is bounded from above in [s, T ]×Rd
provided ε > 0 is properly fixed. Finally, taking a small enough and using conditions
(5.61) and (5.62) we deduce that I2 is nonpositive as well.

Summing up, we have shown that |gn| ≤ c
(
|un|2 + a(· − s)η2

nGn
)

= cvn in [s, T ]×Rd,
and we can invoke the classical maximum principle to infer that |vn| ≤ c‖f‖∞, i.e.,
‖Gn(t, s)f‖∞ + (t − s)1/2‖ηnQ1/2(JxGn(t, s)f)T ‖∞ ≤ c‖f‖∞ for any t ∈ (s, T ]. As the
proof of Theorem 5.9 shows, Gn(t, s)f converges to G(t, s)f in C2(B(M)) for any M > 0.
Therefore, letting n → +∞ in the previous estimate for Gn(t, s)f , inequality (5.63)
follows at once.
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Now, we show that, under suitable assumptions, it is possible to write a component
of the vector-valued evolution operator G(t, s) by means of the scalar evolution operator
G(t, s). A sufficient condition in order to prove this fact is the following additional
assumption.

Hypotheses 5.22. There exists k̄ ∈ {1, . . . ,m} such that all the entries of rowk̄C belong
to Cb(I × Rd;Rm).

Proposition 5.23. Assume that Hypotheses 5.13, 5.18 and 5.22 hold true. Then, for
any (t, s) ∈ ΛI , x ∈ Rd and any f ∈ Bb(Rd;Rm), formula (5.53) holds true.

Proof. Let us fix T > s ∈ I and x ∈ Rd. We prove (5.53) for any t ∈ (s, T ]. The
arbitrariness of T > s will allow us to complete the proof. Being rather long, we split
the proof into four steps and, to simplify the notation, as usually we set u := G(·, s)f
and, for any n ∈ N, un := Gn(·, s)f , where Gn(t, s) is the evolution operator in Cb(B(n))
associated with the operator A with homogeneous Dirichlet boundary conditions. Finally,
A = Tr(QD2

x) + 〈b,∇x〉.
Step 1. Fix f ∈ C2+α

c (Rd;Rm) and let n0 be the smallest integer such that supp f ⊂
B(n0). For any n ∈ N ∩ [n0,+∞), we consider the classical solution wn of the Cauchy-
Dirichlet system

Dtv(t, x) = (Ãv)(t, x) + Φn(t, x), t ∈ (s, T ), x ∈ B(n),

v(t, x) = 0, t ∈ (s, T ), x ∈ ∂B(n),

v(s, x) = f(x), x ∈ B(n),

(5.65)

where, as in the proof of Theorem 5.11, Ã is the diagonal operator with all the components
which coincide with the operator A, Φn,j = ηn

∑d
i=1〈rowjB̃i, Diun〉+ 〈rowjC,un〉, for

any j = 1, . . . ,m, (ηn) ⊂ C∞c (Rd) is the same sequence of cut-off functions considered
in the proof of Proposition 5.21 and un is the classical solution to the Cauchy-Dirichlet
system (5.36).

We claim that u is the limit of sequence (wn).
Since un ∈ C1+α/2,2+α((s, T )×B(n);Rm) (see [63, Thm. VII.4.1]) and Hypotheses

5.1(i) and 5.13(i) are satisfied, Φn belongs to Cα/2,α((s,+∞) × B(n);Rm). Hence,
from [63, Thm. IV.5.5] it follows that there exists a unique classical solution wn ∈
C1+α/2,2+α((s, T )×B(n)) to the problem (5.65). Moreover, the variation-of-constants
formula yields

wn,k(t, x) = (Gn(t, s)fk)(x) +

∫ t

s
(Gn(t, r)Φn,k(r, ·))(x)dr, (5.66)

for any t ∈ (s, T ), any x ∈ B(n) and k = 1, . . . ,m, where Gn(t, s) denotes the evolution

operator associated to A(t) in Cb(B(n)). Recalling that un is bounded in C
1+α/2,2+α
loc (K)

for any compact K ⊂ (s, T )×B(n) (see the proof of Theorem 5.3, the function Φn belongs

to C
1+α/2,2+α
loc ((s, T )×B(n)). Hence, by the classical Schauder estimates in Theorem 5.3,

there exists a positive constant C independent of n such that ‖wn‖C1+α/2,2+α(K;Rm) ≤ C
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for any compact set K ⊂ (s, T )×Rd and n large enough. The Ascoli-Arzelà Theorem and
a diagonal argument guarantee the existence of a subsequence (wnj ) which converges in

C1,2((s+ 1/R, T )×B(R);Rm), for any R > 0, to some function w ∈ C1+α/2,2+α
loc ((s, T )×

Rd), as j → +∞. Since un converges to u in C1,2((s, s+1/R)×B(R);Rm) for any R > 0
(see the proof of Theorem 5.9), we immediately obtain that w satisfies the equation
Dtv = Ãv + Φ in (s, T ) × Rd where Φk =

∑d
i=1〈rowkB̃i, Diu〉 + 〈rowkC,u〉 for any

k = 1, . . . ,m. To claim that w = u, it suffices to show that w can be extended by
continuity at t = s, where it equals f . For this purpose, we argue as in the proof of
Theorem 5.9. We fix M ∈ N and a function ϑ ∈ C∞c (Rd) such that χB(M−1) ≤ ϑ ≤ χB(M).

For any nj > M the function vnj = ϑwnj belongs to C1+α/2,2+α((s, T )×B(M);Rm) and
Dtvnj (t, x) = (Ãvnj )(t, x) + gnj (t, x), t ∈ (s, T ], x ∈ B(M),

vnj (t, x) = 0 t ∈ (s, T ], x ∈ ∂B(M),

vnj (s, x) = (ϑf)(x), x ∈ B(M),

where gnj = −wnjAϑ − 2Jxwnj (Q∇ϑ) + ϑΦnj , for any nj > M . Clearly, gnj ∈
Cα/2,α((s, T ) × B(M)). Therefore, we can represent vnj by means of the variation-
of-constants formula

vnj (t, x) = GM (t, s)(ϑf)(x) +

∫ t

s
(GM (t, r)gnj (r, ·))(x)dr, (5.67)

for any t ∈ (s, T ) and x ∈ B(M), where GM (t, s) is the evolution operator associated to
the realization of Ã in Cb(B(M);Rm) with homogeneous Dirichlet boundary conditions.

To estimate the sup-norm of the function gnj (r, ·), we begin by recalling that the

proof of Proposition 5.21 shows that η2
n|Q1/2(t, x)(Jxun(t, x))T |2 ≤ C(t− s)−1‖f‖∞ for

any t ∈ (s, T ), any x ∈ B(n), any n ∈ N and some positive constant C, independent of t,
n and f . Arguing as in the proof of (5.70) we deduce that

η2
n

∣∣∣∣ d∑
i=1

〈rowjB̃i(r, ·), Diun(r, ·)〉
∣∣∣∣2 ≤ CdΞ2

[s,T ](r − s)
−1‖f‖2∞,

for any r ∈ (s, T ] and j = 1, . . . ,m. Moreover, since the evolution operator Gn(t, s) is
contractive, it follows that ‖Φnj (r, ·)‖Cb(B(M)) ≤ cM (r − s)−1/2‖f‖∞ and, consequently,

using (5.66) we deduce that ‖wnj (r, ·)‖Cb(B(M)) ≤ cM (r − s)1/2‖f‖∞ for some positive
constant cM independent of j. Differentiating formula (5.66) with respect to x and using
the interior Schauder estimates in Theorem 5.3, we obtain that

‖Jxwnj (t, ·)‖Cb(B(M)) ≤ c
(

(t− s)−1/2‖f‖∞ +

∫ t

s
(t− r)−1/2‖Φnj (r, ·)‖Cb(B(M))dr

)
≤ c‖f‖∞((t− s)−1/2 +

√
π),

for any t ∈ (s, T ] and some positive constant c, independent of j. We have so proved
that |gnj (t, x)| ≤ KM (t− s)−1/2‖f‖∞ for any t ∈ (s, s+ 1), x ∈ B(M) and some positive
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constant KM independent of j. Arguing as above, we deduce that the integral term in
(5.67) can be controlled from above by c(t− s)1/2‖f‖∞ for any (t, x) ∈ (s, s+ 1)×B(M)
and some positive constant c, independent of t and f .

Since vnj ≡ wnj in B(M − 1), it follows that

|wnj (t, x)− f(x)| ≤ |(GM (t, s)(ϑf))(x)− f(x)|+KM

√
t− s ‖f‖∞, (5.68)

for any t ∈ (s, s+ 1), x ∈ B(M − 1) and some positive constant KM , independent of j.
Thus, letting j tend to +∞ in (5.68) we get

‖w(t, ·)− f‖Cb(B(M−1)) ≤ ‖GM (t, s)(ϑf)− ϑf‖Cb(B(M−1)) +KM

√
t− s ‖f‖∞,

for any t ∈ (s, s+1). This shows that w(t, ·) tends to f as t→ s+, uniformly in B(M − 1)
and, by the arbitrariness of M ∈ N, we obtain that w can be the extended by continuity
to [s, T ]× Rd by setting w(s, ·) = f . We have so proved that u = w.

Step 2. Here, we prove that there exists a positive constant c, independent of n, t
and f ∈ Cb(Rd;Rm) such that

‖Φn,k̄(r, ·)‖Cb(B(n)) ≤ c(r − s)−1/2‖f‖∞, t ∈ (s, T ). (5.69)

For this purpose, we observe that the proof of Proposition 5.21 shows that

‖un(t, ·)‖Cb(B(n)) +
√
t− s‖ηnQ1/2(Jxun(t, ·))T ‖Cb(B(n)) ≤ c‖f‖∞, t ∈ (s, T ),

for any n ∈ N and some positive constant c, independent of t, n and f . It thus follows
that ‖〈rowk̄C,u〉‖C([s,T ]×B(n))

≤ c‖rowk̄C‖∞‖f‖∞. Moreover,∣∣∣∣ d∑
i=1

〈rowk̄B̃i(r, ·), Diun(r, ·)〉
∣∣∣∣2 ≤ d∑

i=1

|rowk̄B̃i(r, ·)|2
d∑
i=1

|Diun(r, ·)|2

≤mdΞ2
[s,T ]ν|Jxun(r, ·)|2

≤mdΞ2
[s,T ]|Q

1/2(r, ·)(Jxun(r, ·))T |2

≤CmdΞ2
[s,T ](r − s)

−1‖f‖2∞, (5.70)

for any r ∈ [s, T ]. Estimate (5.69) now follows at once.
Step 3. Here, we prove formula (5.53) for functions f ∈ C2+α

c (Rd;Rm). We observe
that formula (5.66) yields that

wnj ,k̄(t, x) = (Gnj (t, s)fk̄)(x) +

∫ t

s
(Gnj (t, r)Φnj ,k̄

(r, ·))(x)dr, (5.71)

for any (t, x) ∈ (s, T ) × B(nj). To let j tend to +∞ in (5.71), we begin by observing
that, by [60, Thm. 2.2], (Gnj (t, s)fk̄)(x) increases to (G(t, s)fk̄)(x) as j → ∞ for any
x ∈ Rd. As far as the convolution term in (5.71) is concerned, we claim that Gnj (t, r)Φnj ,k̄

converges pointwise in Rd to G(t, r)Φf ,k̄ as j → +∞. Indeed,

|Gnj (t, r)Φnj ,k̄
(r, ·)−G(t, r)Φf ,k̄(r, ·)|
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≤Gnj (t, r)|Φnj ,k̄
(r, ·)− Φf ,k̄(r, ·)|+ |Gnj (t, r)Φf ,k̄(r, ·)−G(t, r)Φf ,k̄(r, ·)|

≤G(t, r)|Φnj ,k̄
(r, ·)− Φf ,k̄(r, ·)|+ |Gnj (t, r)Φf ,k̄(r, ·)−G(t, r)Φf ,k̄(r, ·)|, (5.72)

for all r ∈ (s, t]. Clearly, Gnj (t, r)Φf ,k̄(r, ·) converges to G(t, r)Φf ,k̄(r, ·) for any r ∈ (s, t],

as j → +∞ and, since Φnj ,k̄
(r, ·) converges to Φf ,k̄(r, ·) locally uniformly in Rd for any r ∈

(s, T ], G(t, r)|Φnj ,k̄
(r, ·)−Φf ,k̄(r, ·)| converges to 0 locally uniformly in Rd for any r ∈ (s, T ]

(see [60, Prop.3.1]). Therefore, from (5.72) we deduce that Gnj (t, r)Φnj ,k̄
converges, locally

uniformly in Rd, to G(t, r)Φf ,k̄ as j → +∞. Moreover, since Gnj (t, s) is a contractive
evolution operator for any j ∈ N, from (5.69) it follows that ‖Gnj (t, r)Φnj ,k̄

(r, ·)‖ ≤
c(r − s)−1/2‖f‖∞ for any r ∈ (s, t]. Thus by the dominated convergence theorem we
conclude that the integral in (5.71) converges to

∫ t
s (G(t, r)Φf ,k̄(r, ·))(x)dr as j → +∞.

Thus, letting j → +∞ in (5.71) we obtain (5.53) for any f ∈ C2+α
c (Rd;Rd).

Step 4. Now, we extend (5.53) to any f ∈ Bb(Rd;Rm). For this purpose, let us fix
such a function f and a sequence (fn) ∈ C2+α

c (Rd;Rm) converging to f pointwise almost
everywhere in Rd, as n→ +∞, and satisfying ‖fn‖∞ ≤ ‖f‖∞ for any n ∈ N. By Step 3,

(G(t, s)fn)k̄(x) = (G(t, s)fn)k̄)(x) +

∫ t

s
(G(t, r)Φfn,k̄(r, ·))(x) dr, (5.73)

for any t ∈ (s, T ], x ∈ Rd and n ∈ N. From Corollary 5.12(ii), (G(r, s)fn)k̄ and G(r, s)fn,k̄
converge, respectively, to (G(r, s)f)k̄ and G(r, s)fk̄ in C2(B(R)), for any R > 0 and any
r ∈ (s, T ), as n→ +∞. Similarly, Φfn,k̄(r, ·) converges locally uniformly in Rd to Φf ,k̄(r, ·)
as n → +∞ for any r ∈ (s, T ). To conclude the proof, let us observe that, since the
constant c in (5.69) is independent of n, we can estimate

‖G(t, r)Φfn,k̄(r, ·)‖∞ ≤ c(t− r)
−1/2‖fn‖∞ ≤ c(t− r)−1/2‖f‖∞, r ∈ (s, t).

Now, taking into account that G(t, s) is a contractive evolution operator in Cb(Rd), we
can let n → +∞ in (5.73), and the representation formula (5.53) is proved in its full
generality.

Proposition 5.24. Assume that Hypotheses 5.13, 5.18 and 5.22 hold true and that
G(t, s) is compact in Cb(Rd;Rm) for any (t, s) ∈ Λ[a,b] and some interval [a, b] ⊂ I. Then

G(t, s) is compact in Cb(Rd) for any (t, s) ∈ Λ[a,b].

Proof. Let t > s ∈ [a, b]. We consider a sequence (fn) ⊂ Cb(Rd) such that ‖fn‖∞ ≤M for

any n ∈ N and we set fn = fnek̄. Let s0 ∈ (s, t] satisfy s0−s ≤ (8eεκ
+
0 (t−s)Ξ[a,b]

√
dmCM)−2,

where ε and κ0 are defined in Hypotheses 5.1 and C = C(a, b) is the constant appearing
in (5.63).

Since G(s0, s) is compact in Cb(Rd;Rm), there exists a sequence (G(s0, s)fj0n) ⊂
(G(s0, s)fn) converging uniformly in Rd as j → +∞ to some function gs0 ∈ Cb(Rd;Rm).
Formula (5.53) yields that

(G(t, s)fj0n)(x) = (G(t, s)fj0n,k̄)(x)−
∫ t

s
(G(t, r)Φf

j0n,k̄
(r, ·))(x) dr,
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for any x ∈ Rd and any nj ∈ N. Clearly, (G(t, s)fj0n)k̄ converges uniformly to the k̄-th
component of G(t, s0)gs0 . As far as the second term is concerned we have∫ t

s
(G(t, r)Φf

j0n,k̄
−f
j0m,k̄

(r, ·))(x)dr

=

∫ t

s
(G(t, r)〈rowk̄B̃i(r, ·), DiG(r, s)(fj0n − fj0m)〉)(x)dr

+

∫ t

s
(G(t, r)〈rowk̄C(r, ·),G(r, s)(fj0n − fj0m)〉)(x)dr.

The contractiveness of the evolution operator G(t, s) implies that

‖G(t, r)〈rowk̄C(r, ·),G(r, s)(fj0n − fj0m)〉‖∞ ≤ ‖rowk̄C‖∞‖G(r, s)(fj0n − fj0m)‖∞

Moreover, we have∫ t

s
(G(t, r)〈rowk̄B̃i(r, ·), DiG(r, s)(fj0n − fj0m)〉)(x) dr

=

∫ s0

s
(G(t, r)〈rowk̄B̃i(r, ·), DiG(r, s)(fj0n − fj0m)〉)(x) dr

+

∫ t

s0

(G(t, r)〈rowk̄B̃i(r, ·), DiG(r, s)(fj0n − fj0m)〉)(x) dr

= I1,j + I2,j .

Using again the contractiveness of G(t, s), taking (5.63) and the choice of s0 into account,
and arguing as in estimate (5.70) with u being replaced respectively by G(r, s)(fj0n − fj0m)
and by G(r, s0)G(s0, s)(fj0n − fj0m), we obtain

I1,j ≤eεκ
+
0 (t−s)Ξ[a,b]

√
dmC‖fj0n − fj0m‖∞

∫ s0

s
(r − s)−1/2dr ≤ 1

2
.

and

I2,j ≤ c‖G(s0, s)(fj0n − fj0m)‖∞,

where c = 2eεκ
+
0 (t−s)Ξ[a,b]

√
dmC(b− a)1/2. Summing up we deduce that

‖G(t, s)(fj0n − fj0m)‖∞ ≤
1

2
+ ‖(G(t, s)(fj0n − fj0m))k̄‖∞ + c‖G(s0, s)(fj0n − fj0m)‖∞.

(5.74)

By the assumptions the last two terms in the right hand side of (5.74) vanishes as
j → +∞. Therefore, there exists N0 ∈ N such that ‖G(t, s)(fj0n − fj0m)‖∞ ≤ 1 for any
n,m ≥ N0.

Now, we fix s1 ∈ (s, t) such that s−s1 ≤ (16eεκ
+
0 (t−s)Ξ[a,b]

√
dmCM)−2. Since G(s1, s)

is a compact operator, there exists a subsequence (fj1n) ⊂ (fj0n) such that G(s1, s)fj1n
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converges uniformly in Rd to some function gs1 . The same arguments as above reveal
that

‖G(t, s)(fj1n − fj1m)‖∞ ≤
1

4
+ ‖(G(t, s)(fj1n − fj1m))k̄‖∞ + c‖G(s1, s)(fj1n − fj1m)‖∞.

Hence, we can determine N1 ∈ N such that

‖G(t, s)(fj1n − fj1m)‖∞ ≤
1

2
, m, n ≥ N1.

Iterating this argument, for any h ∈ N we can determine a subsequence (fjhn) ⊂ (fjh−1
n

)
and an integer Nh such that

‖G(t, s)(fjhn − fjhm)‖∞ ≤ 2−h, m, n ≥ Nh. (5.75)

Now, we are almost done and to conclude the proof we consider the diagonal sequence
(ψn) with ψn = fjnn for any n ∈ N. Of course (ψn) is a subsequence of (fn). We claim
that G(t, s)ψn converges uniformly in Rd. For this purpose, we fix ε > 0 and h ∈ N
such 2−h ≤ ε. We also set N = max{h,Nh}. With this choice of N , and recalling that
ψn, ψm ∈ (fjhp ) if n,m ≥ h, from (5.75) we deduce that

‖G(t, s)(ψn − ψm)‖∞ ≤ ε, m, n ≥ N,

which, clearly, shows that (G(t, s)ψn) is a Cauchy sequence.



Chapter 6

Semilinear System and
Applications to Differential
Games

6.1 Introduction

Let (Ω,F,P) be a complete probability space, (Wt)t≥0 be an Rd−valued standard Brow-
nian motion and N be the family of elements of F of probability 0. We define as FWt the
natural filtration with respect to Wt, completed by the P−null set of F, i.e.

FWt := σ{Ws : 0 ≤ s ≤ t, N}.

We analyze a nonzero-sum stochastic differential game (NZSDG) which is described
as follows. Suppose that we have m players, which intervene on a system. For each of
them, we introduce the space of admissible controls and the space of admissible strategies.

Definition 6.1. For any player i, with i = 1, . . . ,m, we fix V i ⊂ Rm and define

U i := {u : [0, T ]× Ω −→ V i : u is a predictable process}.

U i is called Space of admissible controls, for any i = 1, . . . ,m, and the set

U :=
m∏
i=1

U i,

is the Space of admissible strategies. Clearly, every player i will choose its strategy ui

which belongs to U i.

Let T > 0, and 0 ≤ t < T . When m players make use of a strategy u := (u1, . . . , um),
the dynamics of the controlled system is described by the Controlled Stochastic Differential

115
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Equation (SDE)
dX

(u)
τ = b(X

(u)
τ )dτ +G(X

(u)
τ )r(X

(u)
τ , uτ ) +G(X

(u)
τ )dW

(u)
τ , τ ∈ [t, T ],

X
(u)
t = x, x ∈ Rd,

(6.1)

where
b : Rd −→ Rd, G : Rd −→ Rd×d,

are Borel measurable functions, r : Rd×U −→ Rd is a measurable and bounded function,
u ∈ U and X(u) = (X(u)(τ, t, x),Ω,F(u),P(u),W (u)) is the weak solution to (6.1).

If we define

W̃τ := W (u)
τ +

∫ τ∧t

t
r(Xs, us)ds,

by the Girsanov Theorem there exists a probability measure P̃ such that W̃τ is an
Rd−valued P̃−Brownian motion.

Now we associate a functional cost to any player i, which will depend on the strategies
of the whole players. This means that the cost for the i− th player will derive not only
by its choice ui, but it will be a consequence of the choice uj of any other player j, with
j 6= i. In this setting, the cost functionals have the following form:

J i(u) = E(u)

[∫ T

0
hi(Xs, us)ds+ gi(XT )

]
, i = 1, . . . ,m, (6.2)

where E is the expectation with respect to P and h : Rd × U −→ Rm and g : Rd −→ Rm
are Borel measurable and bounded functions. Here, h is the running cost, while g is the
terminal cost, and hi and gi denote the i−th component of h and g, respectively.

Definition 6.2. We say that ũ =
(
ũ1, . . . , ũm

)
, ũ ∈ U , is a Nash equilibrium if, for any

i = 1, . . . ,m, any ui ∈ U i, we have

J i(ũ) ≤ J i
(
ũ1, . . . , ũi−1, ui, ũi+1, . . . , um

)
. (6.3)

The above definition means that if ũ is a Nash equilibrium, for i = 1, . . . ,m, the
player i has no earn changing its control ũi, if the other m− 1 players choose the strategy
(ũ1, . . . , ũi−1, ũi+1, . . . , ũm).

We follow the approach of [47], where the case of bounded coefficients of the controlled
system has been considered, and the diffusion does not depend on the control. Here, the
authors prove the existence of a solution to a Backward Stochastic Differential Equation
(BSDE for short) and, consequently, the existence of a Nash equilibrium for an N−players
NZSDG. The result of [47] has been extended in the infinite dimensional setting in [39],
where the drift term of the BSDE has been considered only continuous. Moreover, in
[48] authors has proved the existence of a Nash equilibrium, relaxing as much as possible
the boundedness of the drift and diffusion coefficients of the controlled system.

We prove the existence of a Nash equilibrium in a more general setting by analytic
methods, considering the case of unbounded coefficients for the controlled system. In
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particular, we link the NZSDG with the mild solution to the backward semilinear Cauchy
problem

Dtv(t, x) + Av(t, x) = ψ(x,Q1/2(x)∇xv(t, x)), t ∈ [0, T ), x ∈ Rd,

v(T, x) = f(x), x ∈ Rd,
(SL-CP)

where v is an Rm−valued function, A is the autonomous elliptic operator defined on
smooth Rm−valued functions φ by

(Aφ)j(x) = Tr[Q(x)D2φj(x)] +
m∑
k=1

〈(B)jk(x),∇φk〉, j = 1, . . . ,m,

and ψ : Rd×Rm×d −→ R is a continuous function which satisfies the following conditions:

|ψ(x1, z1)− ψ(x2, z2)| ≤ C(1 + |z1|+ |z2|)
(
|x1 − x2|α + |z1 − z2|α

)
,

|ψ(x, z)| ≤ C(1 + |z|).

This connection is possible by means of solution to the System of Forward Backward
Stochastic Differential Equations

dYτ = H(Xτ ,Zτ )dτ + ZτdWτ , τ ∈ [t, T ],

dXτ = b(Xτ )dτ +G(Xτ )dWτ , τ ∈ [t, T ],

YT = g(XT ),

Xt = x, x ∈ Rd,

where H is the Hamiltonian function of the controlled system. In particular, we want to
prove that both Y and Z can be expressed in terms of v and Q1/2∇xv, respectively.

The chapter is organized as follows. In Section 6.2 we show the existence of a mild
solution to the semilinear Cauchy problem (SL-CP). This result is proved in Subsections
6.2.1 and 6.2.2. In the first one, we repeat the procedure of Chapter 4 to get the existence
of a mild solution v when ψ satisfies stronger assumptions. In Subsection 6.2.2, we
approximate ψ by Lipschitz continuous functions {ψn}n∈N, and prove that the sequence
of the corresponding mild solutions {vn}n∈N converges to a function v which is a mild
solution to (SL-CP), which means that v satisfies

v(t, x) = T(T − t)f(x)−
∫ T

t
(T(s− t)F (s,v))(x)ds,

for any t ∈ [0, T ] and x ∈ Rd, where

F (s,w)(x) := ψ(x,Q1/2∇xw(s, x)).
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Section 6.3 is devoted to prove of the identification formulae

Y(s, t, x) := v(s,X(s, t, x)), Z(s, t, x) := G(X(s, t, x))∇xv(s,X(s, t, x)),

where v has been introduced above and (X,Y,Z) is the predictable solution to

dYτ = H(Xτ ,Zτ )dτ + ZτdWτ , τ ∈ [t, T ],

dXτ = b(Xτ )dτ +G(Xτ )dWτ , τ ∈ [t, T ],

YT = g(XT ),

Xt = x, x ∈ Rd.

Finally, throughout the identification formulae, in Section 6.4 we are able to prove
that a Nash equilibrium for (6.1) and (6.2) is reached, and it can be written in terms of
the mild solution v of (SL-CP).

6.2 The Semilinear System

In this section we deal with the system of backward autonomous semilinear parabolic
equations

Dtu(t, x) + Au(t, x) = ψ(x,Q1/2(x)∇u(t, x)), t ∈ [0, T ), x ∈ Rd,

u(T, x) = f(x), x ∈ Rd,
(6.4)

where f ∈ Cb(Rd;Rm) and A is the vectorial operator defined on Rm−valued smooth
functions φ by

(Aφ)j(x) = Tr[Q(x)D2φj(x)] +

d∑
i=1

m∑
k=1

〈(Bi)jk(x),∇φk〉, j = 1, . . . ,m, (6.5)

and ψ : Rd × Rd×m −→ Rm is a continuous function which satisfies the following
assumptions.

Hypotheses 6.3. ψ is a continuous function and

|ψ(x1, z1)− ψ(x2, z2)| ≤ C(1 + |z1|+ |z2|)
(
|x1 − x2|α + |z1 − z2|α

)
,

|ψ(x, z)| ≤ C(1 + |z|),
(6.6)

for any x, x1, x2 ∈ Rd and z, z1, z2 ∈ Rd×m, for some positive constant C and α ∈ (0, 1).
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Throughout this chapter, we assume the following standing assumptions (see Chapter
5), which are related to the existence and uniqueness of a classical solution to the linear
Cauchy problem 

Dtu(t, x) = Au(t, x), t ∈ [0, T ), x ∈ Rd,

u(T, x) = f(x), x ∈ Rd.
(6.7)

Hypotheses 6.4. (i) For any i, j = 1, . . . , d, the coefficients qij and the entries of the
matrices Bj belong to Cαloc(Rd), for some α ∈ (0, 1);

(ii) the matrix Q = [qij ] is uniformly elliptic, i.e., there exists a function ν with positive
infimum ν0 such that

〈Q(x)ξ, ξ〉 ≥ ν(x)|ξ|2, x ∈ Rd, ξ ∈ Rd; (6.8)

(iii) for any i = 1, . . . , d, there exist bi ∈ Cαloc(Rd) and B̃i ∈ Cαloc(Rd;Rm×m) such that

Bi(x) := bi(x)Idm + B̃i(x),

for any i = 1, . . . , d and any x ∈ Rd. Further, there exists a positive constant C
such that |(B̃i)jk|2 ≤ Cν in Rd, for any j, k = 1, . . . ,m, i = 1, . . . , d where (B̃i)jk
denotes the jk-th element of the matrix B̃i;

(iv) there exists a constant c ∈ R such that 〈C(x)η, η〉 ≤ c, for any x ∈ Rd and any
η ∈ ∂B1;

(v) there exist a constant λ and a positive function ϕ ∈ C2(Rd) blowing up as |x| → +∞
such that

sup
xRd

(A(t)ϕ)(x)− λϕ(x)) < +∞,

where A = Tr(QD2
x) + 〈b,∇x〉 and b = (b1, . . . , bm).

Remark 6.5. Hypotheses 6.4 guarantee that the linear Cauchy problem (6.7) admits a
unique classical solution u, for any T > 0 (compare with Hypotheses 5.13 and see Theorem
5.9 and Proposition 5.14). We denote by {T(·)}t≥0 the semigroup on Cb(Rd;Rm) defined
by T(t)f(x) := u(t, x), where u is the unique classical solution to (6.7). {T(t)}t≥0 is a
semigroup of bounded linear operators, and there exists a positive constant K = K(T )
such that

|(T(t)f)(x)|2 ≤ eKt(S(t)|f |2)(x), (6.9)

for any (t, x) ∈ [0, T ] × Rd and any f ∈ Cb(Rd;Rm), where {S(t)}t≥0 is the semigroup
associated to A in Cb(Rd) (see Proposition 5.14).

To go further, besides Hypotheses 6.4, we will consider the following stronger condi-
tions on the coefficients qij and bi.
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Hypotheses 6.6. (i) The coefficients qij belong to C2+α
loc (Rd) for some α ∈ (0, 1) and

any i, j = 1, . . . , d;

(ii) the coefficients of the vector b and the matrices B̃i (i = 1, . . . , d) belong to C1+α
loc (Rd);

further, 〈b(x), x〉 ≤ b0(x)|x| for any x ∈ Rd and some negative function b0;

(iii) there exist a positive constant K0 and positive functions ψj : Rd → R (j = 1, 2, 3)
such that

|〈Q(x), x〉| ≤ K0(1 + |x|2)ν(x), x ∈ Rd, (6.10)

|∇x(Q
1/2
ij )Q−1/2| ≤ ψ1, |Q| ≤ ψ2; (6.11)

(iv) the functions ψ1, ψ2, ψ3 satisfy the following conditions:

lim
|x|→+∞

ψ3(x)

ω(x)
= lim
|x|→+∞

(ν(x))−1(ψ1(x))2(ψ2(x))2

ω(x)
= 0, (6.12)

where the function ω : Rd → R is a function which bounds from above the
quadratic form associated with the matrix Q1/2(Jxb)

TQ−1/2−
∑d

j=1 bj(DjQ
1/2)Q−1/2

−
∑d

i,j=1 qij(DijQ
1/2)Q−1/2. Moreover,

lim inf
|x|→+∞

(ν(x))2

ω(x)
> −∞, (6.13)

lim
|x|→+∞

|x|ν(x)ψ1(x)

b0(x)
= 0, (6.14)

lim inf
|x|→+∞

|x|(ν(x))2

b0(x)
> −∞. (6.15)

We recall a result of the previous chapter (see Proposition 5.21), which will be useful
in order to prove the existence of a solution to (6.4).

Proposition 6.7. Assume that Hypotheses 6.6 are satisfied. Then, for any j = 1, . . . , d,
the function (t, x) 7→ Q1/2(x)∇xuj(t, x) is continuous and bounded in J × Rd for any
J b (0,+∞). Moreover, for any T > 0 there exists a positive constant C = C(T ) such
that

t

m∑
j=1

‖Q1/2∇x(T(t)f)j‖2∞ ≤ C‖f‖2∞, (6.16)

for any t ∈ (0, T ] and f ∈ Cb(Rd;Rm).

The goal of this section is to provide sufficient conditions to prove the existence of a
mild solution v of (6.4), i.e., a function v ∈ KT which satisfies

v(t, x) = T(T − t)f(x)−
∫ T

t
(T(s− t)F (s,v))(x)ds, (6.17)
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for any t ∈ [0, T ] and x ∈ Rd, where F (s,w)(x) := ψ(s,Q1/2(x)∇xw(x)), for any
s ∈ [0, T )×KT , and

Kδ :=


h ∈ Cb

(
[T − δ, T ]× Rd;Rm

)
∩ C0,1

(
[T − δ, T )× Rd;Rm

)
:

‖h‖Kδ
<∞

 ,

‖h‖Kδ
:= ‖h‖∞ + [h]Kδ

, [h]Kδ
:= sup

t∈[T−δ,T )
(T − t)1/2

m∑
j=1

‖Q1/2(·)∇xhj(t, ·)‖∞,

for any δ > 0.
At this stage, (6.17) is only formal, because, in general, {T(t)}t≥0 can be applied

only on bounded and continuous functions. Hence, we prove that it is possible to apply
T(t) to the function F (s,w), provided that w belongs to a suitable space of functions.
Then we show that, if ψ is Lipschitz continuous, a classical fixed point argument shows
that there exists a unique mild solution v. Finally, if ψ satisfies Hypothesis 6.3, then we
can define a sequence {ψn}n∈N of Lipschitz continuous functions such that the sequence
of associated solutions {vn}n∈N converges to a function v ∈ KT which satisfies (6.17).

6.2.1 Existence and uniqueness of a mild solution to (SL-CP) when ψ
is a Lipschitz continuous function

We introduce the following space of functions: for any δ > 0 and R > 0 we set

Kδ,R := {w ∈ Kδ : ‖w‖Kδ
≤ R}.

Moreover, throughout this subsection we assume a further assumption on ψ.

Hypothesis 6.8. There exists a positive constant C > 0 such that

|ψ(x, z1)− ψ(x, z2)| ≤ C|z1 − z2|,

for any x ∈ Rd and z1, z2 ∈ Rm×d.

In this subsection we will prove that the operator Γ, defined for any u ∈ KT by

(Γu)(t, x) := T(T − t)f(x)−
∫ T

t
(T(s− t)F (s,u))(x)ds,

for any t ∈ [0, T ] and x ∈ Rd, admits a unique fixed point in KT . Clearly, any fixed point
of Γ in KT is a mild solution to problem (SL-CP).

Remark 6.9. If ψ satisfies Hypothesis 6.8, then

(i) ‖F (s,u)− F (s,v)‖∞ ≤ C(T − s)−1/2[u− v]KT
,

(ii) ‖
(
F (s,u)‖∞ ≤ C

(
1 + (T − s)−1/2[u]KT

)
,

(6.18)

for any s ∈ [0, T ), any u,v ∈ KT . Moreover, if u ∈ KT , then the function F (·,u)(·) :
[0, T )× Rd −→ Rm belongs to C([0, T )× Rd;Rm).
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As in Chapter 4, we begin showing that the function t 7→ ‖f(t, ·)‖∞ is measurable,
for any f ∈ C([0, T ]× Rd;Rm) such that f(t, ·) is bounded, for any t ∈ [0, t].

Lemma 6.10. Let f ∈ C([0, T ] × Rd;Rm) such that, for any t ∈ [0, T ], f(t, ·) ∈
Cb(Rd;Rm). Then the function t 7→ ‖f(t, ·)‖∞ is a measurable function.

From now on, we won’t refer to Lemma 6.10, but directly use it.
The following proposition shows some continuity and boundedness properties of the

function F . These results and their proofs are analogous to those of Proposition 4.10.

Proposition 6.11. If u ∈ Kδ, for some δ > 0, F satisfies (6.18) and

sup
t∈(T−δ,T )

(T − t)1/2
m∑
j=1

‖Q1/2∇xuj(t, ·)‖∞ <∞,

then the functions

(t, x) 7→ F̃ (t, x) :=

∫ T

t
(T(s− t)F (s,u))(x)ds

and
(t, x) 7→ Q1/2(x)∇xF̃ (t, x),

are continuous and bounded in [T − δ, T ]× Rd and [T − δ, T )× Rd, respectively.

Now we prove the existence and uniqueness of a mild solution v to (6.4). We follow
the same reasoning of Chapter 4, Subsection 4.2.2; at first we show the uniqueness of the
mild solution to problem (SL-CP).

Proposition 6.12. If problem (6.4) admits a mild solution in Kδ, then it is unique.

Proof. Let u,v ∈ Kδ be two mild solutions of (6.4). Then, taking (6.16) and (6.18) into
account, for any t ∈ [T − a, T ) we get

‖Q1/2∇x(u− v)(t, ·)‖∞

≤
∥∥∥∥∫ T

t
Q1/2∇x

(
T(s− t)(F (s,u)− F (s,v))(·)

)
ds

∥∥∥∥
∞

≤ CTC
∫ T

t
(s− t)−1/2‖Q1/2∇x(u− v)(s, ·)‖∞ds

≤ C2
TC

2

∫ T

t
(s− t)−1/2ds

(∫ T

s
(r − s)−1/2‖Q1/2∇x(u− v)(r, ·)‖∞dr

)
= C2

TC
2

∫ T

t
‖Q1/2∇x(u− v)(r, ·)‖∞ds

(∫ r

t
(s− t)−1/2(r − s)−1/2ds

)
= C2

TC
2π

∫ T

t
‖Q1/2∇x(u− v)(r, ·)‖∞dr.



6.2. The Semilinear System 123

Hence, by the Gronwall Lemma we deduce that ‖Q1/2∇x(u− v)(t, ·)‖∞ = 0, for any
t ∈ [T − δ, T ). To conclude, it is enough to observe that

‖(u− v)(t, ·)‖∞ ≤
∥∥∥∫ T

t

(
T(s− t)(F (s,u)− F (s,v))(x)

)
ds
∥∥∥
∞

≤ C
∫ T

t
‖Q1/2∇x(u(s, ·)− v(s, ·))‖∞ds

= 0.

The existence of a mild solution to (6.4) is a byproduct of the Banach fixed point
theorem, applied to the space Kδ,R, with suitable δ and R.

Proposition 6.13. There exist δ < T and R > 0 such that the operator Γ, defined by

(Γv)(t, x) = T(T − t)f(x)−
∫ T

t
(T(s− t)F (s,v))(x)ds, (6.19)

(t, x) ∈ (T − δ, T ]× Rd, for any v ∈ Kδ,R, admits a unique fixed point in Kδ,R.

Proof. We prove that Γ is a contraction on Kδ,R, endowed with the norm ‖ · ‖Kδ
, i.e.,

Γ(Kδ,R) ⊂ Kδ,R and there exists a positive constant c < 1, such that

‖(Γv)− (Γu)‖Kδ
≤ c‖v − u‖Kδ

,

for any u,v ∈ Kδ,R.
We set M := supt∈[0,T ] ‖T(t)‖L(Cb(Rd;Rm)) and

CT := sup
t∈[0,T )

(T − t)1/2
m∑
j=1

‖Q1/2∇xT(t)‖L(Cb(Rd;Rm)).

The following computations are similar to those in the proof of Theorem 4.12, hence
we skip some details. From estimates (6.18) we deduce

‖Γ(v(t, ·))‖∞ ≤M‖f‖∞ +

∥∥∥∥∫ T

t
(T(s− t)F (s,v)(·))ds

∥∥∥∥
∞

≤M‖f‖∞ + 2MCδ1/2‖v‖Kδ
+ δMC.

(6.20)

and

(T − t)1/2
m∑
j=1

‖Q1/2∇x((Γv)(t, ·))j‖∞

≤ CT ‖f‖∞ + (T − t)1/2CTC

∫ T

t
(s− t)−1/2

(
‖Q1/2∇xv(s, ·)‖∞ + 1

)
ds

≤ CT ‖f‖∞ + πδ1/2CTC‖v‖Kδ
+ 2δCTC.

(6.21)
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Moreover,

‖(Γu)(t, ·))− (Γv)(t, ·))‖∞ ≤
∫ T

t
‖
(
T(s− t)(F (s,u)− F (s,v))

)
‖∞ds

≤ 2MCδ1/2‖u− v‖Kδ

(6.22)

and

(T − t)1/2
m∑
j=1

‖Q1/2∇x((Γu)(t, ·))j −Q1/2∇x((Γv)(t, ·))j‖∞

≤ (T − t)1/2CTC

∫ T

t
(s− t)−1/2‖Q1/2∇xu(s, ·)−Q1/2∇xv(s, ·)‖∞ds

≤ πδ1/2CTC‖u− v‖Kδ
.

(6.23)

Thus, choosing

δ = min

{
1

(4MC + 2πCTC)2
, T

}
,

R = 2(M + CT )(‖f‖∞ + 2δC),

we obtain

‖Γv‖Kδ
≤ R,

‖Γv − Γu‖Kδ
≤ 1

2
‖v − u‖Kδ

.

Therefore, Γ is a contraction on Kδ,R and it follows that there exists a unique v ∈ Kδ,R

such that Γ(v) ≡ v in [T − δ, T ]× Rd.

Propositions 6.12 and 6.13 easily imply the following theorem.

Theorem 6.14. There exists a unique v ∈ Kδ which satisfies (6.17).

Proof. From Proposition 6.13 there exists a unique v ∈ Kδ,R which satisfies Γv ≡ v.
Since Kδ,R ⊂ Kδ, using Proposition 6.12 we conclude that v is the unique element of Kδ

such that

v(t, x) = T(T − t)f(x)−
∫ T

t
(T(s− t)F (s,v))(x)ds,

for any t ∈ [T − δ, T ] and x ∈ Rd.

In the last part of this subsection we show that it is possible to extend v to the whole
interval [0, T ]. We follow the procedure of Subsection 4.2.2, hence we just state the main
result.

Proposition 6.15. If F satisfies (6.18), then the mild solution v of problem (6.4) exists
in [0, T ]× Rd.
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6.2.2 Convergence of Mild Solutions

In this subsection we prove that, if ψ only satisfies Hypothesis 6.3, then the Cauchy
problem (6.4) admits a mild solution v ∈ KT . We approximate ψ by suitable more
regular functions ψn, and we consider the mild solution vn of the approximate Cauchy
problem with data ψn, for any n ∈ N. We want to prove that, up to a subsequence,
{vn}n∈N converges to a function v ∈ KT and

v(t, x) = T(T − t)f(x)−
∫ T

t
(T(s− t)F (s,v))(x)ds,

for any (t, x) ∈ [0, T ] × Rd. Let {ρn}n∈N be a standard sequence of mollifiers in Rm×d
and, for any n ∈ N, let θn ∈ C∞c (Rm×d) satisfy χB(n) ≤ θn ≤ χB(n+1). We set

ψn(x, z) := θn(z)(ρn ?z ψ)(x, z), n ∈ N, (6.24)

for any x ∈ Rd and z ∈ Rm×d, where ?z denotes the convolution only with respect to the
variable z.

Lemma 6.16. For any k, n ∈ N, k ≤ n, any x ∈ Rd and z1, z2 ∈ Rm×d, we have

(i) |ψn(x, z)− ψ(x, z)| ≤ C(2 + |z|)
nα

χB(n)(|z|) + C

(
2 + 2|z|+ 1

n

)
χB(n)c(|z|),

(ii) |ψn(x, z)− ψk(x, z)|

≤
(
C(2 + |z|)

nα
+
C(2 + |z|)

kα

)
χB(k)(|z|)

+

(
C(2 + |z|)

nα
+ C

(
2 + 2|z|+ 1

k

))
χB(n)∩B(k)c(|z|)

+ C

(
4 + 4|z|+ 1

n
+

1

k

)
χB(n)c(|z|), (6.25)

(iii) |ψn(x, z)| ≤ C(1 + |z|), (6.26)

(iv) |ψn(x, z1)− ψn(x, z2)| ≤ Cn|z1 − z2|, (6.27)

where C has been defined in (6.6) and Cn is a suitable positive constant which depends
on n and blows up as n→∞.

Proof. (i) follows from

|ψn(x, z)− ψ(x, z)| =
∣∣ ∫

Rm×d
ρn(y)(θn(z)ψ(x, z − y)− ψ(x, z))dy

∣∣
≤ χB(n)(z)

∫
Rm×d

ρn(y)|ψ(x, z − y)− ψ(x, z)|dy
∣∣∣

+ CχB(n)c(z)

∫
Rm×d

ρn(y)|θn(z)ψ(x, z − y)− ψ(x, z)|dy
∣∣∣

≤ χB(n)(z)

∫
Rm×d

ρn(y)(1 + |z|+ |z − y|)|y|ds
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+ CχB(n)c(z)

∫
Rm×d

ρn(y)(2 + |z|+ |z − y|)ds. (6.28)

(ii) is a byproduct of (6.28) and the fact that

|ψn(x, z)− ψ(x, z)|+ |ψ(x, z)− ψk(x, z)|.

For any n ∈ N, we consider the approximate problem
Dtvn(t, x) + Avn(t, x) = ψn(x,Q1/2(x)∇xvn(t, x)), t ∈ [0, T ), x ∈ Rd,

vn(T, x) = f(x), x ∈ Rd.
(6.29)

From (6.27), ψn is Lipschitz in Rm×d. Hence, Theorem 6.14 implies that there exists
a unique mild solution vn ∈ KT to (6.29), i.e., there exists a unique function vn which
belongs to KT and satisfies

vn(t, x) = T(T − t)f(x)−
∫ T

t
(T(s− t)Fn(s,vn))(x)ds,

for any t ∈ [0, T ), any x ∈ Rd, where

Fn(s,u)(x) := ψn(x,Q1/2(x)∇xu(s, x)),

for any u ∈ KT , any s ∈ [0, T ) and x ∈ Rd.

Remark 6.17. For any n ∈ N, any u ∈ KT and s ∈ [0, T ), we have

‖Fn(s,u)‖∞ ≤ C(1 + ‖u‖KT
(T − s)−1/2).

Lemma 6.18. There exists a positive constant K such that

‖vn‖KT
≤ K, (6.30)

for any n ∈ N.

Proof. We set hn(t) := ‖Q1/2∇xvn(t, ·)‖∞, for any t ∈ [0, T ). It follows that

(T − t)1/2hn(t) ≤ CT ‖f‖∞ + (T − t)1/2

∫ T

t
CTC(s− t)−1/2(1 + hn(s))ds

≤ CT ‖f‖∞ + (T − t)1/2CTC

∫ T

t
(s− t)−1/2ds

+ (T − t)1/2CTC

∫ T

t
(s− t)−1/2hn(s)ds = (∗). (6.31)
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If we write hn(s) = (T − s)−1/2(T − s)1/2hn(s), and we replace (T − s)1/2hn(s) with
the right-hand side of (6.31), then we get

(∗) ≤ CT ‖f‖∞ + TCTC + T 1/2CTC

∫ T

t
(s− t)−1/2(T − s)−1/2CT ‖f‖∞ds

+ T 1/2C2
TC

2

∫ T

t
(s− t)−1/2

(∫ T

s
(r − s)−1/2(1 + hn(r))dr

)
ds

≤ CT ‖f‖∞ + TCTC + T 1/2(CT )2Cπ‖f‖∞ + 2T 3/2(CTC)2

+ T 1/2(CTC)2π

∫ T

t
(T − r)−1/2(T − r)1/2hn(r)dr,

where

CT := sup
t∈[0,T )

(T − t)1/2
m∑
j=1

‖Q1/2∇xT(t)‖L(Cb(Rd;Rm)).

The generalized Gronwall lemma implies that

(T − t)1/2hn(t) ≤CT (‖f‖∞ + TC + T 1/2CTCπ‖f‖∞ + 2T 3/2CTC
2)

× exp(2T 3/2(CTC)2π). (6.32)

Further, we have

‖vn‖∞ ≤M‖f‖∞ +MC

∫ T

t
(1 + ‖h(s)‖∞)ds

≤M‖f‖∞ +MC

∫ T

t
(1 + (T − s)−1/2(T − s)1/2‖h(s)‖∞)ds

≤ C̃T , (6.33)

by virtue of (6.32).
Finally, combining (6.32) and (6.33), we obtain the thesis, with

K = (CT ‖f‖∞ + T (CT )2Cπ‖f‖∞ + (TCTC)2π)(1 + 2MCT 1/2)

× exp(2T 3/2(CTC)2π) +M‖f‖∞ + TMC.

To go further, we need an intermediate result. At first, for any l ∈ N, we introduce
the space of functions

Xl := Cb([0, T − 1/l̂]×B(l̂);Rm) ∩ C0,1([0, T − 1/l̂]×B(l);Rm),

where l̂ := [1/T ] + l. Then we define

Φn
k(u)(t, x) := (T(T − t)f)(x)−

∫ T

t+1/n̂
(T(s− t)Fk(s,u))(x)ds,

for any n ∈ N, any (t, x) ∈ [0, T − 1/ñ] × Rd, any u ∈ KT and k, n ∈ N. We want to
prove that Φn

k is compact from KT in Xl.
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Remark 6.19. from Lemma 6.18 it follows that ‖Φn
k(vm)‖KT

≤ K̃, for any k,m, n ∈ N
and some positive constant K̃.

Proposition 6.20. Φn
k is compact from KT in Xl, for any l ≥ n.

Proof. We fix k, l, n ∈ N, l ≥ n. We consider a uniformly bounded subset W ⊂ KT , i.e.,
such that ‖w‖KT

≤ H for any w ∈W and some H > 0. We observe that we can limit
ourselves to consider only the integral term of Φn

k , and we define

gw(t, x) :=

∫ T

t+1/n̂
(T(s− t)Fk(s,w))(x)ds,

for any t ∈ [0, T − 1/l̂] and x ∈ B(l̂). We claim that {gw}w∈W is equibounded and
equicontinuous in Xl. The equiboundness is trivial, since

‖gw‖∞ ≤
∫ T

t
MC(1 +Hν

−1/2
0 (T − s)−1/2)ds

‖∇xgw‖∞ ≤
∫ T

t
CTC(s− t)−1/2(1 +Hν

−1/2
0 (T − s)−1/2)ds,

where ν0 has been defined in Hypothesis 5.1(ii). To prove that it is equicontinuous, we
recall that T(·)f is the locally uniform limit of a sequence of functions {ur}r∈N, which
r−th element is solution to

Dtur(t, x) = (Aur)(t, x), t ∈ (0,+∞), x ∈ B(r),

ur(t, x) = 0, t ∈ (0,+∞), x ∈ ∂B(r),

ur(0, x) = f(x), x ∈ B(r),

for any r ∈ N (see Theorem 5.9), and, from Theorem 5.3, for any compact set K ⊂
(0,+∞)× Rd, there exists a positive constant CK such that

‖ur‖C1+α/2,2+α(K;Rm) ≤ CK‖f‖∞.

Hence
‖T(·)f‖C1+α/2,2+α(K;Rm) ≤ CK‖f‖∞, (6.34)

for any f ∈ Cb(Rd;Rm).
We go back to our problem. For any t, r ∈ [0, T −1/l̂], t > r, and x, y ∈ B(l̂), we have

|gw(t, x)− gw(r, y)| ≤ |gw(t, x)− gw(r, x)|+ |gw(r, x)− gw(r, y)|

≤
∣∣∣∣ ∫ T

t+1/n̂

(
(T(s− t)−T(s− r))Fk(s,w)

)
(x)ds

∣∣∣∣
+

∣∣∣∣∣
∫ t+1/n̂

r+1/n̂
(T(s− r)Fk(s,w))(x)ds

∣∣∣∣∣+ |gw(r, x)− gw(r, y)|

=: I1 + I2 + I3.
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The estimate of I1 is a byproduct of above results; indeed, for any s ∈ (t+ 1/n̂, T )
the function under the integral sign is uniformly bounded by an integrable function, i.e.,∣∣((T(s− t)−T(s− r))Fk(s,w)

)
(x)
∣∣

≤ sup

r ∈ (1/n̂, T ), x ∈ B(l̂),

|Dt(T(r)Fk(s,w))(x)|(t− r)

≤ Cn,l‖Fk(s,w)‖∞(t− r)
≤ Cn,lC(1 +H(T − s)−1/2)(t− r),

for any t, r ∈ [0, T − 1/l̂] and x ∈ B(l̂), where Cn,l is a positive constant which denotes

the constant CK in (6.34), related to the compact set K = [1/n̂, T ]×B(l̂). Hence

I1 ≤ Cn,lC[(T − t− 1/n̂) + 2H(T − t− 1/n̂)1/2](t− r).

The estimate of I2 is trivial, since

|(T(s− r)Fk(s,w))(x)| ≤MC(1 +H(T − s)−1/2),

and so

I2 ≤MC

∫ t+1/n̂

r+1/n̂
(
√
T + 2)(1 +H(T − s)−1/2)ds

≤MC
(
t− r + 2H(t+ 1/n̂)1/2 − 2H(r + 1/n̂)1/2

)
≤MC(T 1/2 + 2H)(t− r)1/2.

Finally, for I3 we note that, for any s ∈ (r + 1/n̂, T ) and x ∈ B(l̂) we have

|∇x(T(s− r)Fk(s,w))(x)| ≤ Cn,l‖Fk(s,w)‖∞ ≤ Cn,l(1 +H(T − s)−1/2).

Therefore

|gw(r, x)− gw(r, y)|

=
∣∣∣ ∫ T

r+1/n̂

(
(T(s− r)Fk(s,w))(x)− (T(s− r)Fk(s,w))(y)

)
ds
∣∣∣

≤ |x− y|Cn,l
∫ T

r
(1 +H(T − s)−1/2)ds

≤ |x− y|Cn,l(2
√
T + 2H(T − r)1/2).

We get

|gw(t, x)− gw(r, y)| ≤(t− r)Cn,lC[T − t− 1/n̂+ 2H(T − t− 1/n̂)1/2]

+ (t− r)1/2MC(T 1/2 + 2H)

+ |x− y|Cn,l(2
√
T + 2H(T − r)1/2).
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Next, we observe that

|∇xgw(t, x)−∇xgw(r, y)|
≤ |∇xgw(t, x)−∇xgw(r, x)|+ |∇xgw(r, x)−∇xgw(r, y)|

≤

∣∣∣∣∣
∫ T

t+1/n̂
∇x
(
(T(s− t)−T(s− r))Fk(s,w)

)
(x)ds

∣∣∣∣∣
+

∣∣∣∣∣
∫ t+1/n̂

r+1/n̂
∇x(T(s− r)Fk(s,w))(x)ds

∣∣∣∣∣
+ |∇xgw(r, x)−∇xgw(r, y)|
=: J1 + J2 + J3.

By (6.34), for any compact set K ⊂ (0,+∞)× Rd we have

[∇xT (·)f ]Cα/2,α(K;Rm) ≤ CK‖f‖∞. (6.35)

Hence, arguing as in I1, for J1 we get

∇x
(
(T(s− t)−T(s− r))Fk(s,w)

)
(x) ≤ Cn,lC(1 +H(T − s)1/2)(t− r)α/2,

and so
J1 ≤ (t− r)α/2Cn,lC[T − t− 1/n̂+ 2H(T − t− 1/n̂)1/2].

As far as J2 is concerned, we have

|∇x(T(s− r)Fk(s,w))(x)| ≤ CTC

ν0

(1 +H(T − s)−1/2)

(s− r)1/2
.

Therefore

J2 ≤
CTC

ν0

∫ t+1/n̂

r+1/n̂
(s− r)−1/2(1 +H(T − s)−1/2)ds

≤(t− r)1/2
√
n̂
CTC(

√
T + 2H)

ν0
.

By (6.35), in J3 we have

J3 ≤
∣∣∣ ∫ T

r+1/n̂

(
∇x(T(s− r)Fk(s,w))(x)−∇x(T(s− r)Fk(s,w))(y)

)
ds
∣∣∣

≤ |x− y|αCn,lC
∫ T

r+1/n̂

(
1 +H(T − s)−1/2

)
ds

≤ |x− y|αCn,lC
√
T
(√

T + πH
)
.

Hence

|∇xgw(t, x)−∇xgw(r, y)| ≤(t− r)α/2Cn,lC[T − t− 1/n̂+ 2H(T − t− 1/n̂)1/2]
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+ (t− r)1/2
√
n̂
CTC(

√
T + 2H)

ν0

+ |x− y|αCn,lC
√
T
(√

T + πH
)
.

Therefore {gw}w∈W and {∇xgw}w∈W are equicontinuous in [0, T − 1/l̂]×B(l̂). By
Ascoli-Arzelà Theorem it follows that Φn

k is compact from KT in Xl, for any k, l, n ∈ N,
n ≥ l.

Proposition 6.21. Suppose that Hypothesis 6.3 holds. Then, up to a subsequence,
{vn}n∈N and {∇xvn}n∈N converge locally uniformly in [0, T ] × Rd and [0, T ) × Rd, re-
spectively. If we denote by v the limit of {vn}n∈N, then v ∈ KT and it is a mild solution
of (6.4).

Proof. We recall that, from Remark 6.19, we have that ‖Φn
k(vm)‖KT

≤ K̃, for any
k,m, n ∈ N. Moreover, to simplify the proof, we consider at first the case T > 1, from
which it follows that n̂ = n. The general case can be obtained with identical proof,
provided that one replaces n with n̂.

STEP 1: convergence of {Φn
k(vm)}m.

Since {Φ1
1(vm)}m∈N is compact in X1 by Lemma 6.18 and Proposition 6.20, there

exists a subsequence {v(1,1)m}m∈N ⊂ {vm}m∈N such that {Φ1
1(v(1,1)m)}m∈N converges in

X1. We define
ξ(1,1)(t, x) := lim

m→∞
Φ1

1(v(1,1)m)(t, x).

Clearly
Diξ(1,1)(t, x) = lim

m→∞
DiΦ

1
1(v(1,1)m)(t, x),

for any i = 1, . . . , d and (t, x) ∈ [0, T − 1]×B(1).
Now we consider the sequence {Φ2

1(v(1,1)m)}m∈N. Arguing as above, we deduce that
there exists a subsequence {v(2,1)m}m∈N ⊂ {v(1,1)m}m∈N such that {Φ2

1(v(2,1)m)}m∈N
converges in X2.

Also for {Φ2
2(v(2,1)m)}m∈N we can find a sequence {v(2,2)m}m∈N ⊂ {v(2,1)m}m∈N such

that {Φ2
2(v(2,2)m)}m∈N converges in X2. We set

ξ(2,j)(t, x) := lim
m→∞

Φ2
j (v(2,j)m)(t, x), j = 1, 2,

for any (t, x) ∈ [0, T − 1/2]×B(2).
Iterating the above argument, we get that, for any k, n ∈ N, k ≤ n, there ex-

ists a sequence {v(n,k)m}m∈N ⊂ {v(l,j)m}m∈N, l < n or l = n and j ≤ k, such that
{Φn

k(v(n,k)m)}m∈N converges in Xn to ξn,k.
Let us observe that

ξ(l,j)(t, x) := lim
m→∞

Φl
j(v(n,k)m)(t, x), (6.36)

Diξ(l,j)(t, x) := lim
m→∞

DiΦ
l
j(v(n,k)m)(t, x), (6.37)
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for any l < n or l = n and k ≥ j, for any (t, x) ∈ [0, T − 1/l]×B(l).
Now, for any n ∈ N, we set

ξn := ξ(n,n), wn := v(n,n)n . (6.38)

STEP 2: convergence of {Φn
n(wn)}n∈N and {DiΦ

n
n(wn)}n∈N, i=1,. . . ,d.

For any k,m, n ∈ N, n ≥ k, and any (t, x) ∈ [0, T − 1/k]×B(k), we have

Φn
n(wm)(t, x)

= (T(T − t)f)(x)−
∫ T

t+1/n
(T(s− t)Fn(s,wm))(x)ds

= (T(T − t)f)(x)−
∫ T

t+1/k
(T(s− t)Fk(s,wm))(x)ds

+

∫ T

t+1/k

(
(T(s− t)Fk(s,wm))(x)− (Fn(s,wm))(x)

)
ds

−
∫ t+1/k

t+1/n
(T(s− t)Fn(s,wm))(x)ds

= Φk
k(wm)(t, x)−

∫ t+1/k

t+1/n
(T(s− t)Fn(s,wm))(x)ds

+

∫ T

t+1/k

(
(T(s− t)Fk(s,wm))(x)− (T(s− t)Fn(s,wm))(x)

)
ds. (6.39)

We consider the sequence {Φn
n(wn)}n∈N. Fix l ∈ N, (t, x) ∈ [0, T − 1/l)×B(l), and

k, n,m ∈ N such that n,m ≥ k > l. Hence, for any fixed ε > 0, we have

= |Φn
n(wn)(t, x)− Φm

m(wm)(t, x)| ≤ |Φk
k(wn)(t, x)− Φk

k(wm)(t, x)|

+

∣∣∣∣∣
∫ T

t+1/k

(
(T(s− t)Fk(s,wn))(x)− (T(s− t)Fn(s,wn))(x)

)
ds

∣∣∣∣∣
+

∣∣∣∣∣
∫ T

t+1/k

(
(T(s− t)Fk(s,wm))(x)− (T(s− t)Fm(s,wm))(x)

)
ds

∣∣∣∣∣
+

∣∣∣∣∣
∫ t+1/k

t+1/n
(T(s− t)Fn(s,wn))(x)ds

∣∣∣∣∣+

∣∣∣∣∣
∫ t+1/k

t+1/m
(T(s− t)Fm(s,wm))(x)ds

∣∣∣∣∣
=: An,m,k(t, x) +Bn,k(t, x) +Bm,k(t, x) + Cn,k(t, x) + Cm,k(t, x),

where

An,m,k(t, x) = |Φk
k(wn)(t, x)− Φk

k(wm)(t, x)|,

Bn,k(t, x) =

∣∣∣∣∣
∫ T

t+1/k

(
(T(s− t)(Fk(s,wn)− Fn(s,wn)))(x)

)
ds

∣∣∣∣∣ , (6.40)
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Cn,k(t, x) =

∣∣∣∣∣
∫ t+1/k

t+1/n
(T(s− t)Fn(s,wn))(x)ds

∣∣∣∣∣ . (6.41)

Since {wn}n≥k, {wm}m≥k ⊂ {v(k,k)j}j∈N, from (6.36) it follows that {Φk
k(wn)(t, x)}n∈N

is a Cauchy sequence in Rm. Hence, there exists Nk ∈ N such that

An,m,k(t, x) ≤ ε

5
, n,m ≥ Nk.

We fix 0 < ε̃ < 1/l such that

2MC(ε̃+ 2K
√
ε̃) ≤ ε

10
,

and we observe that

M

∫ T

T−ε̃
‖Fk(s,wn)− Fn(s,wn)‖∞ds ≤ 2M

∫ T

T−ε̃
C(1 +K(T − s)−1/2)ds

≤ 2MC(ε̃+ 2K
√
ε̃). (6.42)

Hence,

Bn,k(t, x) ≤M
∫ T

t
‖Fk(s,wn)− Fn(s,wn)‖∞ds

≤M
∫ T

T−ε̃
‖Fk(s,wn)− Fn(s,wn)‖∞ds

+M

∫ T−ε̃

t
‖Fk(s,wn)− Fn(s,wn)‖∞ds

≤ ε

10
+M

∫ T−ε̃

t
‖Fk(s,wn)− Fn(s,wn)‖∞ds. (6.43)

From Lemma 6.18, for any fixed s ∈ [0, T ) we have ‖Q1/2∇wn(s, ·)‖∞ ≤ K(T−s)−1/2.
Hence, if k ≥ K(T − s)−1/2, from Lemma 6.16 we deduce that

‖Fk(s,wn)− Fn(s,wn)‖∞ ≤
2C(2 +K(T − s)−1/2)

kα
. (6.44)

Indeed, in the right-hand side of (6.25) it remains only the first addend, since the
others vanish when |z| ≥ k, and

|Fk(s,wn)(x)− Fn(s,wn)(x)| ≤ C(2 + |Q1/2(x)∇wn(s, x)|)
(

1

nα
+

1

kα

)
≤ 2C(2 + |Q1/2(x)∇wn(s, x)|)

kα
, (6.45)

for any (s, x) ∈ [0, T )× Rd and n ≥ k. From estimate (6.44) we obtain

Bn,k(t, x) ≤ ε

10
+

2C(2 +K/
√
ε̃)

kα

∫ T−ε̃

t
ds
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≤ ε

10
+ 2TC(2 +K/

√
ε̃)

1

kα
, (6.46)

for any k ≥ K/
√
ε̃. This follows from the fact that s ≤ T− ε̃ implies (T−s)−1/2 ≤ (ε̃)−1/2.

Hence, there exists k̄1 = k̄1(ε̃) such that

Bn,k(t, x) ≤ ε/5,

for any n ≥ k̄1. Obviously, we also have

Bm,k(t, x) ≤ ε/5,

for any m ≥ k̄1.
Finally, by (6.26) and

(T − s)−1/2 ≤ (T − t− 1/k)−1/2 ≤ (1/l − 1/k)−1/2

≤ (1/l − 1/(l + 1))−1/2 ≤ l + 1,

for any s ≤ t+ 1/k and k ≥ l + 1, it follows that

Cn,k(t, x) ≤
∫ t+1/k

t+1/n
MC(1 +K(T − s)−1/2)ds

≤MC

(
1 +K

(1

l
− 1

k

)−1/2
)(1

k
− 1

n

)
≤ MC(1 +K(l + 1))

k
,

for any n > k ≥ l + 1. Hence, there exists k̄2 ∈ N such that

Cn,k(t, x), Cm,k(t, x) ≤ ε/5,

for any n,m ≤ k̄2. Therefore, for any n,m ≥ max{Nk, k̄1, k̄2}, we have

|Φn
n(wn)(t, x)− Φm

m(wm)(t, x)| ≤ ε,

for any (t, x) ∈ [0, T − 1/(l))×B(l).
It follows that {Φn

n(wn)(t, x)}n∈N is a Cauchy sequence in Rm. In a similar way we
can prove that {DiΦ

n
n(wn)(t, x)}n∈N is a Cauchy sequence, for all i = 1, . . . , d. Indeed,

we have

|DiΦ
n
n(wn)(t, x)−DiΦ

m
m(wm)(t, x)| ≤ Ãn,m,k(t, x) + B̃n,k(t, x) + B̃m,k(t, x)

+ C̃n,k(t, x) + C̃m,k(t, x),

where

Ãn,m,k(t, x) = |DiΦ
k
k(wn)(t, x)−DiΦ

k
k(wm)(t, x)|,
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B̃n,k(t, x) =

∣∣∣∣∣
∫ T

t+1/k
Di

(
T(s− t)(Fk(s,wn)− Fn(s,wn))

)
(x)ds

∣∣∣∣∣ , (6.47)

C̃n,k(t, x) =

∣∣∣∣∣
∫ t+1/k

t+1/n
Di(T(s− t)Fn(s,wn))(x)ds

∣∣∣∣∣ . (6.48)

From (6.37) we know that there exists Nk ∈ N such that, for any n,m ≥ Nk, it holds
that

Ãn,m,k(t, x) ≤ ε

5
.

B̃n,k can be estimated as above. We recall that

‖Di

(
T(s− t)(Fk(s,wn)− Fn(s,wn))

)
‖∞

≤ CT ‖Fk(s,wn)− Fn(s,wn)‖∞√
ν0(s− t)1/2

,

and (t, x) ∈ [0, T − 1/l]×B(l). Hence, from (6.45), fixed 0 < ε̃ < 1/(l+ 1) which satisfies

2CTC(l + 1)
√
ν0

(ε̃+ 2K
√
ε̃) ≤ ε

10
,

we obtain

B̃n,k(t, x) ≤ CT√
ν0

∫ T

t

‖Fk(s,wn)− Fn(s,wn)‖∞
(s− t)1/2

ds

=
CT√
ν0

∫ T

T−ε̃

‖Fk(s,wn)− Fn(s,wn)‖∞
(s− t)1/2

ds

+
CT√
ν0

∫ T−ε̃

t

‖Fk(s,wn)− Fn(s,wn)‖∞
(s− t)1/2

ds.

The first addend can be estimated as follows:

CT√
ν0

∫ T

T−ε̃

‖Fk(s,wn)− Fn(s,wn)‖∞
(s− t)1/2

ds

≤ 2CTC√
ν0

(T − ε̃− t)−1/2

∫ T

T−ε̃
(1 + (T − s)−1/2)ds

≤ 2CTC(l2 + l)1/2

√
ν0

(ε̃+ 2K
√
ε̃)

≤ ε

10
.

As far as the second one is concerned, we get

CT√
ν0

∫ T−ε̃

t

‖Fk(s,wn)− Fn(s,wn)‖∞
(s− t)1/2

ds
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≤ 2CTC(2 +K/
√
ε̃)

√
ν0

1

kα

∫ T

t
(s− t)−1/2ds

≤ 2
√
TCTC(2 +K/

√
ε̃)√

kαν0
,

for any k ≥ K/
√
ε̃. Hence, there exists k̄1 = k̄1(ε̃) such that

B̃n,k(t, x) ≤ ε/5,

for any n ≥ k̄1. Obviously, we also have

B̃m,k(t, x) ≤ ε/5,

for any m ≥ k̄1.
Finally, we consider C̃n,k(t, x). From (6.26) it follows that

C̃n,k(t, x) ≤
∫ t+1/k

t+1/n

CTC(1 +K(T − s)−1/2)
√
ν0(s− t)1/2

ds

≤ CTC(1 +K(l + 1))
√
ν0

∫ t+1/k

t+1/n
(s− t)−1/2ds

≤ 2CTC(1 +K(l + 1))
√
ν0

k−1/2.

Hence, there exists k̄2 ∈ N such that

C̃n,k(t, x), C̃m,k(t, x) ≤ ε/5,

for any n,m ≤ k̄2.
We have so proved that {Φn

n(wn)}n∈N is a Cauchy sequence in Xl for any l ∈ N. We
set

v(t, x) := lim
n→∞

Φn
n(wn)(t, x),

for any t ∈ [0, T ), any x ∈ Rd. Of course, v ∈ Xl for any l ∈ N.
STEP 3: convergence of {wn}n∈N.
Now we show that also {wn}n∈N converges in Xl, for any l ∈ N. Indeed, from (6.39)

we have

wn(t, x) = Φn
(n,n)n

(wn)(t, x)−
∫ t+1/n

t
(T(s− t)F(n,n)n(s,wn))(x)ds

= Φn
n(wn)(t, x)−B(n,n)n,n(t, x)−Dn(t, x),

where Bn,k has been defined in (6.40), and

Dn(t, x) :=

∫ t+1/n

t
(T(s− t)F(n,n)n(s,wn))(x)ds.
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B(n,n)n,n(t, x) goes to 0, as n → ∞. This easily follows from the computations in
(6.42) - (6.46) about Bn,k(t, x). Also Dn(t, x) vanishes, as n→∞, because the function
under the integral sign is bounded in a neighborhood of t; indeed,

‖T(s− t)F(n,n)n(s,wn)‖∞ ≤MC(1 +K(T − s)−1/2).

Hence
lim
n→∞

wn(t, x) = lim
n→∞

Φn
n(wn)(t, x) = v(t, x),

for any (t, x) ∈ [0, T )× Rd.
The same reasoning holds for {Diwn}n∈N, and so we have that

∇xv(t, x) = lim
n→∞

Diwn(t, x), i = 1, . . . , d,

for any (t, x) ∈ [0, T )×Rd, and both the convergences are locally uniformly in [0, T )×Rd.
STEP 4: v is a mild solution of (6.4) and v ∈ KT .
For any x, y ∈ Rd, for any t, s ∈ [0, T ), we have

|v(s, y)|+ (T − t)1/2|Q1/2(x)∇xv(t, x)|

= lim
n→∞

(
|wn(s, y)|+ (T − t)1/2|Q1/2(x)∇xwn(t, x)|

)
≤ lim sup

n→∞

(
‖wn‖∞ + (T − t)1/2‖Q1/2(·)∇xwn(t, ·)‖∞

)
≤ K. (6.49)

We recall that

wn(t, x) = (T(T − t)f)(x)−
∫ T

t
(T(s− t)F(n,n)n(s,wn))(x)ds,

that∇xwn(s, ·) converges to∇xv(s, ·) locally uniformly, and Fk(s,u)(x) = ψk(x,Q1/2(x)∇xu(s, x)).
By the properties of T and ψk, and the hypotheses on ψ, we deduce that the function
under the integral sign converges to

(T(s− t)F (s,v))(x)(s),

pointwise with respect to s. Moreover,∥∥(T(s− t)F(n,n)n(s,wn))
∥∥
∞ ≤MC

(
1 +

K

(T − s)1/2

)
.

The dominated convergence theorem implies that the integral in the right-hand side
converges to ∫ T

t
(T(s− t)F (s,v))(x)(s)ds,

as n→∞. Also wn(t, x) converges to v(t, x). Hence we can conclude that

v(t, x) = (T(T − t)f)(x)−
∫ T

t
(T(s− t)F (s,v))(x)ds,

for any t ∈ [0, T ), any x ∈ Rd. Moreover, we can extend by continuity v in T setting
v(T, ·) = f . Putting together with (6.49), we conclude that v ∈ KT .
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6.3 The System of Forward Backward Stochastic Differen-
tial Equations

We consider the System of Forward Backward Stochastic Differential Equations (S-
FBSDE) 

dYτ = H(Xτ ,Zτ )dτ + ZτdWτ , τ ∈ [t, T ],

dXτ = b(Xτ )dτ +G(Xτ )dWτ , τ ∈ [t, T ],

YT = g(XT ),

Xt = x, x ∈ Rd,

(6.50)

where
H : Rd × Rm×d −→ Rm,

is a given Borel function, and b,G,g have been defined above. The processes Y and
Z take values in Rm and Rm×d, respectively, and the first and the third equation are
considered component by component.

For any p ∈ [1,∞), let Hp be the space of progressively measurable with respect to
FWt random processes Xt such that

‖X‖Hp := E sup
t∈[0,T ]

|Xt|p <∞,

and let K be the space of (FWt )−progressively measurable processes Y,Z such that

‖(Y,Z)‖2cont := E sup
t∈[0,T ]

|Yt|2 + E
∫ T

0
|Zσ|2dσ <∞.

Moreover, we denote by Y(τ, t, x) and Z(τ, t, x) the solution to (6.50).
We introduce the differential operator A defined on smooth functions φ by

(Aφ)(x) = Tr[Q(x)D2φj(x)] + 〈b(x),∇xφ〉,

where G = Q1/2.
We assume the following hypotheses on H.

Hypotheses 6.22. (i) There exist (γi)jk ∈ Cαloc(Rd), i = 1, . . . , d, j, k = 1, . . . ,m,
and a function ψ ∈ C(Rd × Rm;Rm) such that

Hj(x, z) =
d∑
i=1

m∑
k=1

(γi)jk(x)zik + ψj(x, z), j = 1, . . . ,m,

|H(x, z)| ≤ C1(1 + |z|),

(6.51)
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for any x ∈ Rd, z ∈ Rm×d, and∣∣∣∣∣
d∑
l=1

(γl)jk(x)Q
1/2
li (x)

∣∣∣∣∣
2

≤ C2ν(x), i = 1, . . . , d, j = 1, . . . ,m, (6.52)

for some positive constants C1, C2;

(ii) ψ satisfies

|ψ(x1, z1)− ψ(x2, z2)| ≤ C(1 + |z1| ∨ |z2|) (|x1 − x2|α + |z1 − z2|α) ,

for any x ∈ Rd, any z1, z2 ∈ Rd×m, some α ∈ (0, 1) and some positive constant C.

Remark 6.23. The functions (γi)jk are bounded, for any j, k = 1, . . . ,m. Indeed we
have

d∑
i=1

|(γi)jk(x)| =
d∑
i=1

∣∣∣∣∣∣
d∑

h,l=1

Q
−1/2
ih (x)Q

1/2
hl (x)(γl)jk(x)

∣∣∣∣∣∣
2

=

d∑
i=1

∣∣∣∣∣
d∑

h=1

Q
−1/2
ih (x)

d∑
l=1

(
Q

1/2
hl (x)(γl)jk(x)

)∣∣∣∣∣
2

=
∣∣∣Q−1/2(x)

(
Q1/2(x)(γ)jk(x)

)∣∣∣2
≤ 1

ν(x)

∣∣∣Q1/2(x)(γ)jk(x)
∣∣∣2

≤ C2
2 .

Remark 6.24. It easy to see that (6.51) and (6.52)

|ψ(t, z)| ≤ C(1 + |z|),

for some C > 0.

Remark 6.25. We split H into the sum of different terms in order to generalize the
condition on its smoothness. Indeed, a coefficient of a linear term with respect to z in H
may have the Hölder’s constant which depends on x, but in this case it has to satisfy the
growth condition (6.52). Otherwise, if its Hölder’s constant depends only on z, it has to
fulfill only (6.51).

Hereafter, we assume the following additional assumptions on b and G.

Hypothesis 6.26. There exists C > 0 such that, for all x, x′ ∈ Rd, we have

|b(x)− b(x′)|+ |G(x)−G(x′)| ≤ C|x− x′|. (6.53)
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If Hypothesis 6.26 is satisfied and

|g(x)|+ |H(x, 0)| ≤ C(1 + |x|k), x ∈ Rd.

for some k ∈ R+, then system (6.50) admits a unique solution (X,Y,Z), where X ∈ Hp,
for any p ∈ [1,∞), and (Y,Z) ∈ K (see [89]). Henceforth, X denotes the solution to the
forward equation in (6.50).

Now we introduce the system of differential equations

Dtu(t, x) +Au(t, x) = H(x,Q1/2(x)∇xu(t, x)).

By (6.51) we obtain

Dtu(t, x) + Au(t, x) = ψ(x,Q1/2(x)∇xu(t, x)),

where

(Aφ)j(x) = Tr[Q(x)D2φj(x)] +
m∑
k=1

〈(B)jk(x),∇xφk〉, j = 1, . . . ,m,

(Bi)jk(x) = −
d∑
l=1

(γl)jk(x)Q
1/2
li (x) + bi(x)δjk.

Hence the growth of the drift term satisfies Hypothesis 6.4(iii), with C = C2.
This means that the Cauchy problem

Dtu(t, x) +Au(t, x) = H(x,Q1/2(x)∇xu(t, x)), t ∈ [0, T ), x ∈ Rd,

u(T, x) = g(x), x ∈ Rd,
(6.54)

and 
Dtu(t, x) + Au(t, x) = ψ(x,Q1/2(x)∇xu(t, x)), t ∈ [0, T ), x ∈ Rd,

u(T, x) = g(x), x ∈ Rd,
(6.55)

are equivalent.
(6.54) (or, equivalently, (6.55)) is strictly connected to (6.50). Indeed, if u ∈

C1,2([0, T ] × Rd;Rm) is a classical solution to (6.55), then u(t, x) = Y(t, t, x). Con-
versely, if H,g, b, G, satisfy the following hypotheses, then, setting u(t, x) = Y(t, t, x), it
turns out that u ∈ C0,1([0, T ]× Rd;Rm) and it is a mild solution to (6.55) (see [89]).

Hypotheses 6.27. (i) b and G are of class C1 and their derivatives of order 1 are
bounded;

(ii) g is of class C1 and it has polynomial growth together with its derivatives of order 1;

(iii) H(t, ·, ·, ·) is of class C1, for all t ∈ [0, T ];
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(iv) |∇xH(t, x, y, z)| ≤ K(1 + |z|)(1 + |x|+ |y|)µ for suitable constants K,µ ≥ 0;

(v) ∇yH and ∇zH are bounded with respect to y and z.

We want to relax regularity conditions on H and g, and growth conditions on b and
G, and prove that u is still a solution to (6.55). For this purpose, we will use the results
in Section 6.2.

Now we approximate both g and H by means of convolution; let {ρdn}n∈N, ρm×,dn be
a standard sequence of mollifiers in Rd, Rm×d, respectively. We set

gn := g ? ρdn, (Hn)j(x, z) := θn(z)(Hj ? (ρdnρ
m×d
n ))(x, z), n ∈ N,

where θn ∈ C∞c (Rm×d) and χB(n) ≤ θn ≤ χB(n+1). For any n ∈ N we have

(Hn)j(x, z) = θn(z)

d∑
i=1

m∑
k=1

zik

∫
Rd
ρdn(w)(γi)jk(x− w)dw

+ θn(z)(ψj ? (ρdnρ
m×d
n ))(x, z)

= θn(z)
d∑
i=1

m∑
k=1

((γn)i)jk(x)zik + (ψ̃n)j(x, z),

where

ψ̃n(x, z) :=

∫
Rd×Rm×d

ρdn(w)ρm×dn (y)ψ(x− w, z − y)dwdy,

((γn)i)jk(x) :=

∫
Rd
ρdn(w)(γi)jk(x− w)dw.

Lemma 6.28. {((γn)i)jk}n∈N converges to (γi)jk locally uniformly.

Proof. The proof is trivial, since (γi)jk ∈ Cαloc(Rd), for any i = 1, . . . , d and j, k =
1, . . . ,m.

Remark 6.29. For any n ∈ N, gn and Hn satisfy Hypotheses 6.27(ii)− (iv).

The statement of the following lemma is a byproduct of straightforward computations,
hence we skip the proof.

Lemma 6.30. For any n, k ∈ N, n ≤ m, and x ∈ Rd, z1, z2 ∈ Rm×d, we have

|ψ̃n(x, z1)− ψ̃n(x, z2)| ≤ Cn|z1 − z2|,
|ψ̃n(x, 0)| ≤ C,

|ψ̃n(x, z)− ψ(x, z)| ≤ 2C(2 + |z|)
nα

χB(n)(|z|) + 2C(2 + |z|)χB(n)c(|z|),

|ψ̃n(x, z)− ψ̃k(x, z)| ≤
(

2C(2 + |z|)
nα

+
2C(2 + |z|)

kα

)
χ(B(k))(|z|)
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+

(
2C(2 + |z|)

nα
+ 2C(2 + |z|)

)
χ(B(n)∩B(k)c)(|z|)

+ 4C(2 + |z|)χB(n)c(|z|), (6.56)

|ψ̃n(x, z1)− ψ(x, z2)| ≤ χB(n)(|z1|)C
(

2 + |z1|+ |z2|
)(
n−α + |z1 − z2|α

)
+ χB(n)c(|z1|)C(2 + |z1|+ |z2|), (6.57)

|ψ̃n(x, z1)− ψ̃k(x, z2)| ≤ χB(n)(|z1|)C
(

2 + |z1|+ |z2|
)(
n−α + k−α + 2|z1 − z2|α

)
+ χB(n)c(|z1|)χB(k)(|z2|)C

(
k−α + |z1 − z2|α + 1

)
+ 2χB(k)c(|z2|)C(2 + |z1|+ |z2|), (6.58)

for some positive constants C and Cn.

For any n ∈ N, we consider the approximate problem
Dtvn(t, x) + Avn(t, x) = ψn(x,Q1/2(x)∇xvn(t, x)), t ∈ [0, T ), x ∈ Rd,

vn(T, x) = gn(x), x ∈ Rd.
(6.59)

and its unique mild solution (see Subsection 6.2.1)

vn(t, x) = (T(T − t)gn)(x)−
∫ T

t

(
T(s− t)(ψn(·, Q1/2(·)∇xvn(s, ·)))

)
(x)ds,

for any t ∈ [0, T ), any x ∈ Rd.
Moreover, Since g ∈ Cb(Rd;Rm), Proposition 5.10 implies that T(T − t)gn converges

to T(T − t)g locally uniformly. Hence, we can apply the same procedure of Subsection
6.2.2 in order to prove that, up to a subsequence, {vn}n∈N locally uniformly converges
to a function v ∈ KT and

v(t, x) = (T(T − t)g)(x)−
∫ T

t

(
T(s− t)(ψ(·, Q1/2(·)∇xv(s, ·)))

)
(x)ds,

for any t ∈ [0, T ), any x ∈ Rd.
From Remark 6.29 we have that

vn(t, x) = Yn(t, t, x), G(x)∇xvn(t, x) = Zn(t, t, x),

for any t ∈ [0, T ), x ∈ Rd, where (X,Yn,Zn) ∈ Hp ×K is the unique solution to

d(Yn)τ = Hn(Xτ ,Z
n
τ )dτ + Znτ dWτ , τ ∈ [t, T ],

dXτ = b(Xτ )dτ +G(Xτ )dWτ , τ ∈ [t, T ],

(Yn)T = gn(XT ),

Xt = x, x ∈ Rd,

(6.60)
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Hence, if for any 0 ≤ t ≤ τ ≤ T and x ∈ Rd we define Y(τ, t, x) := v(τ,X(τ, t, x))
and Z(τ, t, x) := G(Xτ (τ, t, x))v(τ,X(τ, t, x)), then we have the following result.

Theorem 6.31. If Hypotheses 6.4, 6.6, 6.22 and 6.26 hold, then (Y,Z) ∈ K and (X,Y,Z)
is a solution to (6.50).

Proof. We prove that (X,Y,Z) is a solution to (6.50). Since Yn,Zn are solutions of
(6.60), and the equalities hold P−a.s., there exists a family of elements of F, {Ωn}, such
that each of them has zero measure. Moreover, if we set Ω̃ = ∪nΩn, then P(Ω̃) = 0, and
in Ω̃c (6.60) holds, for any n ∈ N.

Now we fix x ∈ Rd, t ∈ [0, T ], set Xτ := X(τ, t, x), and define

Yτ = v(τ,Xτ ), Yn
τ = vn(τ,Xτ ), Zτ = G(Xτ )∇xv(τ,Xτ ), Znτ = G(Xτ )∇xvn(τ,Xτ ),

for any τ ∈ [t, T ]. Since vn and Divn, for any i = 1, . . . , d, converge locally uniformly,
we have

Yn
τ −→ Yτ , gn(XT ) −→ g(XT ),

and ∫ T

τ
Hn(Xσ,Z

n
σ)dσ −→

∫ T

τ
H(Xσ,Zσ)dσ,

pointwise in Ω.
Indeed, from Remark 6.23 and Lemma 6.30 we deduce that

|Hn(Xσ,Z
n
σ)−H(Xσ, Zσ)| = |ψ̃n(Xσ,Z

n
σ)− ψ(Xσ,Zσ)|

+ |θn(Zn)((γn))j(Xσ)Zn − (γ)j(Xσ)Z|

≤ C
(

2 + |Znσ|+ |Zσ|
)(
n−α + |Znσ − Zσ|α

)
+ |
(
((γn))j(Xσ)− (γ)j(Xσ)

)
Zσ|+ C2

2 |Znσ − Zσ|,
|ψ(Xσ,Zσ)|, |ψ̃n(Xσ,Z

n
σ)| ≤ C(1 +K(T − σ)−1/2),

Znσ,Zσ ≤ K(T − σ)−1/2,

‖((γn)i)jk‖∞, ‖(γi)jk‖∞ ≤ C2
2 ,

for any x ∈ Rd and σ ∈ [τ, T ) and n > K(T − s)−1/2, where K has been defined in
Lemma 6.18. |Znσ − Zσ| tends to zero uniformly in Ω, as n→ +∞, since, for any ω ∈ Ω,

|Znσ(ω)− Zσ(ω)| ≤ |G(Xσ(ω))∇(un − u)(σ,Xσ(ω))|
→ 0, n→∞.

Moreover, from Lemma 6.28 deduce that, for any σ ∈ [0, T ) and ω ∈ Ω,

|((γn))j(Xσ)− (γ)j(Xσ)| → 0,

as n→∞.
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Since in (??) |ψ(Xσ,Zσ)|, |ψn(Xσ,Z
n
σ)| can be estimated by an integrable function,

we can apply dominated convergence to the integral term.
It remains to prove the convergence of

∫ T
τ ZnσdWσ to

∫ T
τ ZσdWσ. At first, we prove

that
∫ T
τ ZσdWσ makes sense, since this is not guaranteed by previous estimates, which

show only that the growth Zσ can be estimated by (T − σ)−1/2, which is not square
integrable in T .

We are going to show that {Znτ }n∈N is a Cauchy sequence in the space L2(Ω× (0, T )),

the space of the square integrable processes V , endowed with the norm E
∫ T

0 |Vσ|
2dσ.

Since this is a Hilbert space, {Znτ } converges to a process Z̃τ which is square integrable,
and so, up to a subsequence, {Znτ } converges to Z̃τ [0, T ]⊗P−a.s. But {Znτ } converges to
Zτ uniformly, hence pointwise, for any τ ∈ [0, T ]. Therefore, Z̃τ = Zτ P−a.s., for almost
every τ ∈ [0, T ]. This means that Zσ is a square integrable process.

For the reader’s convenience, we introduce some new notations:

Y
n,k
σ := Yn

σ −Yk
σ,

Z
n,k
σ := Znσ − Zkσ,

gn,kσ := gn(Xσ)− gk(Xσ),

H
n,k
σ := Hn(Xσ,Z

n
σ)−Hk(Xσ,Z

k
σ),

for any n, k ∈ N, σ ∈ [0, T ]. By the Itô formula, we get

d|Yn,k
τ |2 = −2〈Yn,k

τ ,H
n,k
τ 〉dτ − 2〈Yn,k

τ ,Z
n,k
τ 〉dWτ

+ |Zn,kτ |2dτ,

and, recalling that Y
n,k
T = gn,kT , we obtain

|Yn,k
τ |2 +

∫ T

τ
|Zn,kσ |2dσ = |gn,kT |

2 − 2

∫ T

τ
〈Yn,k

σ ,H
n,k
σ 〉dσ

− 2

∫ T

τ
〈Yn,k

σ ,Z
n,k
σ 〉dWσ.

Let us estimate the terms in the right-hand side. Note that (Yn,Zn), (Yk,Zk) ∈ K,
since they are solutions of a backward stochastic differential equation. Hence, the

process Iτ =

∫ τ

0
〈Yn,k

σ ,Z
n,k
σ 〉dWσ is a martingale and, in particular, EIτ = 0, for any τ .

Computing the expectation, we get

E|Yn,k
τ |2 + E

∫ T

τ
|Zn,kσ |2dσ = E|gn,kT |

2 − 2E
∫ T

τ
〈Yn,k

σ ,H
n,k
σ 〉dσ. (6.61)

Moreover, the last term in the right-hand side of (6.61) can be estimated as follows.
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E
∫ T

τ
|Yn,k

σ H
n,k
σ |dσ ≤ E

(
sup

τ∈[0,T ]
|Yn,k

τ |
∫ T

τ
|Hn,k

σ |dσ

)

≤ sup
n∈N
‖un‖∞E

∫ T

τ
|Hn,k

σ |dσ,

and

|Hn,k
σ | = |ψ̃n(Xσ,Z

n
σ)− ψ̃k(Xσ,Z

k
σ)|+ |θn(Znσ)γj(x)Znσ − θm(Zmσ )γj(x)Zmσ |

≤
(

2 + |Znσ|+ |Zkσ|
)(
n−α + k−α + 2|Znσ − Zkσ|α

)
+ |
(
((γn))j(Xσ)− (γk)j(Xσ)

)
Znσ|+ C2

2 |Znσ − Zkσ|,

for any n,m > K(T − s)−1/2.

By the definitions of Zn,Z
n,k
, ((γn)i)jk and the above estimates, it is easy to prove,

using dominated convergence, that, for any ε > 0, there exists n̄ ∈ N such that

E
∫ T

0 |Z
n,k
σ |dσ ≤ ε, for any n, k ≥ n̄.

The same arguments can be applied to gn,kT . Indeed, recalling that g is uniformly

continuous, for any ε > 0 there exists n̄ ∈ N such that E|gn,kT |2 ≤ ε, for any n, k ≥ n̄.

Hence {Znτ } is a Cauchy sequence in L2(Ω× (0, T )), and this implies that
∫ T
τ ZσdWσ

makes sense. Moreover, since Zn converges to Z in L2(Ω× (0, T )), we see that

E
∣∣∣∣∫ T

τ
(Znσ − Zσ)dWσ

∣∣∣∣2 −→ 0, n→∞.

We can conclude that
∫ T
τ ZnσdWσ tends to

∫ T
τ ZσdWσ P−a.s., and passing to the limit

(6.60), we obtain that the processes (X,Y,Z) are a solution to (6.50) P−a.s.

Corollary 6.32. For any t ∈ [0, T ], the law of the process {Yτ}τ∈[t,T ], obtained as limit
of the sequence {Ym

τ }τ∈[t,T ], is uniquely determined. This means that if (Ω,F, {Ft},P) and

(Ω̃, F̃, {F̃t}, P̃) are two probability spaces, and {Yτ}τ∈[t,T ] and {Ỹτ}τ∈[t,T ] are the random

processes of Theorem 6.31, in such a these spaces, then {Yτ}τ∈[t,T ] and {Ỹτ}τ∈[t,T ] have
the same law.

Proof. The result is a straightforward consequence of the uniqueness in law for the
solutions {Ym}m∈N of approximated problems (6.60), and of the P−a.s. convergence of
{Ym}m∈N to Y.
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6.4 Existence of a Nash Equilibrium for Stochastic Differ-
ential Games

We recall that, for any fixed u ∈ U , X
(u)
t is the weak solution to dX

(u)
τ = b(X

(u)
τ )dτ +G(X

(u)
τ )r(X

(u)
τ , uτ )dτ +G(X

(u)
τ )dW

(u)
τ , τ ∈ [t, T ],

Xt = x ∈ Rd,
(6.62)

and that the cost functional associated to the i−th player is

J i(u) = E(u)

[∫ T

0
hi(X(u)

s , us)ds+ gi(XT )

]
, i = 1, . . . ,m. (6.63)

We provide sufficient conditions in order to get a control ũ ∈ U which realize a Nash
equilibrium. At first, we define the Hamiltonian function associated to the (6.62) with
cost functionals (6.63).

Definition 6.33. We define the function H̃ : Rd × Rm×d × U −→ Rm as

H̃i(x, z, u) := 〈zi, r(x, u)〉+ hi(x, u), (6.64)

for any x ∈ Rd, z ∈ Rm×d, u ∈ U .

We assume the following hypotheses on r and hi, i = 1, . . . ,m.

Hypotheses 6.34. There exists L > 0 and two measurable functions r1 : Rd −→ Rd,
r2 : Rd × U −→ Rd, such that r(x, u) = r1(x) + r2(x, u) for any x ∈ Rd and u ∈ U , and
for all x, x′ ∈ Rd, u, u′ ∈ U , for any i = 1, . . . ,m, we have

|hi(x, u)− hi(x′, u′)|+ |r2(x, u)− r2(x′, u′)| ≤ L
(
|x− x′|γ + |u− u′|γ

)
,

|hi(x, u)|+ |r1(x)|+ |r2(x, u)| ≤ L,
(6.65)

for some γ ∈ (0, 1). Moreover, r1 ∈ Cγloc(R
d;Rd).

We require that H̃ satisfies the following hypothesis.

Hypotheses 6.35. We assume that H̃ satisfies the generalized minimax condition (GMC
for short), i.e., for any i = 1, . . . ,m there exists a continuous function ũ : Rd×Rm×d −→
U such that for any x ∈ Rd, z ∈ Rm×d and ui ∈ U i, for any i = 1, . . . ,m, P−a.s the
following inequality holds:

H̃i(x, z, ũ(x, z)) ≤ H̃i(x, z, ũ1(x, z), . . . , ũi−1(x, z), ui, ũi+1(x, z), . . . , ũm(x, z)). (6.66)

Moreover, there exist a positive constant K and β ∈ (0, 1) such that

|ũ(x1, z1)− ũ(x2, z2)| ≤ K
(
|x1 − x2|β + |z1 − z2|β

)
, (6.67)

for any x1, x2 ∈ Rd and any z1, z2 ∈ Rm×d.



6.4. Existence of a Nash Equilibrium for Stochastic Differential Games 147

Definition 6.36. If set H(x, z) := H̃i(x, z, ũ(x, z)) and ψ(x, z) := 〈zi, r2(x, ũ(x, z))〉+
hi(x, ũ(x, z)), then we can write

Hi(x, z) = 〈zi, r1(x)〉+ ψi(x, z),

for any x ∈ Rd and z ∈ Rm×d.

Lemma 6.37. The function ψ satisfies the following inequalities:

|ψ(x1, z1)− ψ(x2, z2)| ≤ C(1 + |z1| ∨ |z2|) (|x1 − x2|α + |z1 − z2|α) ,

x ∈ Rd, z1, z2 ∈ Rd×m,
|ψ(x, z)| ≤ C(1 + |z|), x ∈ Rd, z ∈ Rd×m,

(6.68)

for a suitable positive constant C and α = βγ, where γ and β have been defined in
Hypotheses 6.34 and 6.35, respectively.

The above Lemma shows that the function H satisfies Hypotheses 6.22, with
(γi)jk(x) = (r1(x))iδjk, for any i = 1, . . . , d and j, k = 1, . . . ,m. Therefore the re-
sults of previous section hold, and in particular we will use the fact that the system
(6.50) admits a solution (X,Y,Z) to prove the existence of a Nash equilibrium.

Theorem 6.38. There exists a Nash equilibrium for (6.62) and (6.63).

Proof. We set
ũ−1
t := (u1

t , ũ
2
t , . . . , ũ

d
t ).

Hence X
(ũ−1)
τ is solution

X(ũ−1)
τ = x+

∫ τ

t
b(X(ũ−1)

σ )dσ +

∫ τ

t
G(X(ũ−1))r(X(ũ−1)

σ , ũ−1
σ )dσ

+

∫ τ

t
G(X(ũ−1)

σ )dW (u)
σ , τ ∈ [t, T ]

= x+

∫ τ

t
b(X(ũ−1)

σ )dσ +

∫ τ

t
G(X(ũ−1)

σ )dW̃σ,

where

W̃τ := W (u−1)
τ +

∫ t∧τ

t
r(X(ũ−1)

σ , ũ−1
σ )dσ,

and by P̃ we denote the probability with respect to W̃ is a Brownian motion. Further,
X(ũ−1) is measurable with respect to the σ−field generated by W̃ .

We introduce the backward system

Yτ +

∫ τ

t
ZσdW̃σ = g(X

(ũ−1)
T ) +

∫ τ

t
H̃(X(ũ−1)

σ ,Zσ, ũ
−1
σ )dσ.

By Theorem 6.31 there exists a solution (X(ũ−1),Y,Z) of this system.
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Writing the backward system with respect to W (ũ−1), we get

Yτ +

∫ T

τ
ZσdW

(ũ−1)
σ +

∫ T

τ
Zσr(X

(ũ−1)
σ , ũ−1

σ )dσ =

g(X
(ũ−1)
T ) +

∫ T

τ
H(X(ũ−1)

σ ,Zσ)dσ.

(6.69)

We have that E(ũ−1)
(∫ T

0 |Zt|
2dt
)1/2

<∞. Indeed, we have

∣∣∣∣∫ T

τ
ZσdW

(ũ−1)
σ

∣∣∣∣ ≤ 2 sup
τ∈[0,T ]

|Yτ |+
∫ T

τ

(
|Zσ|+ |H(X(ũ−1)

σ ,Zσ)|
)
dσ.

Taking into account the Burkholder-Davis-Gundy inequalities, we get

E(ũ−1)

(∫ T

0
|Zt|2dt

)1/2

≤ cE(ũ−1) sup
τ∈[0,T ]

|Yτ |+ cE(ũ−1)

∫ T

τ

(
|Zσ|+ |H(X(ũ−1)

σ ,Zσ)|
)
dσ

≤ cE(ũ−1) sup
τ∈[0,T ]

|Yτ |+ cE(ũ−1)

∫ T

τ

(
|Zσ|+ |H(X(ũ−1)

σ , 0)|
)
dσ

+ cE(ũ−1)

∫ T

τ
|Zσ|1+αdσ

≤ c(Ẽρ2)1/2
(
Ẽ sup
τ∈[0,T ]

|Yτ |+ Ẽ
∫ T

τ

(
|Zσ|2 + |H(X(ũ−1)

σ , 0)|2
)
dσ
)1/2

+ c(Ẽρ2/(1−α))(1−α/)2
(
Ẽ
∫ T

τ
|Zσ|2dσ

)2/(1+α)

<∞,

where ρ = dP(ũ−1)/dP̃ is the Girsanov density, and Ẽ denotes the conditional expectation
with respect to P̃.

Hence, taking the conditional expectation in (6.69) with respect to P(ũ−1) and τ = t,
we obtain

Yt = E(ũ−1)
[
ϕ(X

(ũ−1)
T )|Ft

]
+ E(ũ−1)

[∫ T

t

(
H(X(ũ−1)

σ ,Zσ, ũ
−1
σ )− Zσr(X

(ũ−1)
σ , ũ−1

σ )
)
dσ|Ft

]
.
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Adding and subtracting E(ũ−1)

[∫ T

t
h(X(ũ−1)

σ , ũ−1
σ )dσ|Ft

]
, and setting t = 0, we get

Y0 = J(ũ−1) + E(ũ−1)

[∫ T

t

(
H(X(ũ−1)

σ ,Zσ, )− Zσr(X
(ũ−1)
σ , ũ−1

σ )

−h(X(ũ−1)
σ , ũ−1

σ )
)
dσ
]

= J(ũ−1) + E(ũ−1)

[∫ T

t

(
H(X(ũ−1)

σ ,Zσ)− H̃(X(ũ−1),Zσ, ũ
−1
σ )
)
dσ

]
,

(6.70)

where J = (J1, . . . , Jm), and considering the first component we conclude that

Y1
0 ≤ J1(ũ−1).

The thesis follows because we can apply the same reasoning to any i = 2, . . . ,m.



Appendix A

Basic Stochastic Calculus

For the results of this appendix, we refer to the monograph [101].

A.1 Introduction

Definition A.1. Let I be a nonempty index set and (Ω,F,P) be a probability space.
A family {X(t) : t ∈ I} of random variables from (Ω,F,P) to Rm is called Stochastic
process. For any ω ∈ Ω, the map ω 7→ X(t, ω) is called Sample path.

Hereafter, we will consider I = [0, T ] or I = [0,∞). Moreover, we recall that a Polish
space is a separable complete metric space.

Now, we provide some useful definitions for the continuous.

Definition A.2. Let X(t), X̄(t) be two stochastic processes. We say that X and X̄ are
stochastically equivalent if

X(t) = X̄(t), P− a.s., ∀t ∈ I. (A.1)

In this case, one is called a modification of the other.

Definition A.3. The process X(t) is said to be stochastically continuous at s ∈ I if for
any ε > 0 we have

lim
t→s

P{ω ∈ Ω : |X(t, ω)−X(s, ω)| > ε} = 0.

Moreover, X(t) is said to be continuous if there exists a P−null set N such that
t 7→ X(t, ω) is continuous for any ω ∈ Ω \N.

We introduce an increasing family of σ−fields Ft ⊂ F, for any t ∈ I, with Ft1 ⊂ Ft2
for any t1, t2 ∈ I, t1 ≤ t2. Such a family is called filtration. Set Ft+ = ∩s>tFs, we say that
{Ft}t∈I is right continuous if Ft+ = Ft. We call (Ω,F, {Ft}t≥0,P) a filtered probability
space.
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Definition A.4. We say that (Ω,F, {Ft}t≥0,P) satisfies the usual condition if (Ω,F,P)
is complete, F0 contains all the P−null sets in F and {Ft}t∈I is right continuous.

Definition A.5. Let (Ω,F, {Ft}t∈I ,P) be a filtered probability space and X(t) be a process
taking values in a metric space (U, d). The process X(t) is said to be:

(i) measurable if the map (t, ω) 7→ X(t, ω) is (B(I)× F, B(U))−measurable;

(ii) {Ft}t∈I−adapted if for any t ∈ I, the map ω 7→ X(t, ω) is (Ft, B(U)−measurable;

(iii) {Ft}t∈I−progressively measurable if for any t ∈ I the map (s, ω) 7→ X(s, ω) is
(B([0, t])× Ft, B(U))−measurable.

It is clear that ifX(t) is {Ft}t∈I−progressively measurable, then it is also {Ft}−adapted.
Conversely, on a filtered probability space we have the following result.

Proposition A.6. Let (Ω,F, {Ft}t∈I ,P)) be a filtered probability space, and let X(t)
be an {Ft}t∈I−adapted process. Then there exists an {Ft}t∈I−progressively measurable
process X̄(t) which is stochastically equivalent to X. Moreover, if X(t) is also right
continuous, then X(t) itself is {Ft}t∈I−progressively measurable.

Next we set
Wn := C([0,∞);Rn), (A.2)

and define the following spaces:

Wn
t := {ξ(· ∧ t)|ξ ∈Wn}, ∀t ∈ [0,∞),

Bt(Wn) := σ(B(Wn
t )), ∀t ∈ [0,∞),

Bt+(Wn) :=
⋂
s>t

σ(B(Wn
s )), ∀t ∈ [0,∞).

(A.3)

Bt(Wn) and Bt+(Wn) contain Wn, for any t ∈ [0,∞), and clearly both

(Wn, B(Wn), {Bt(Wn)}t≥0),

(Wn, B(Wn), {Bt+(Wn)}t≥0),

are filtered measurable spaces.
Moreover, for any Polish space U letAn(U) be the set of all {Bt+(Wn)}t≥0−progressive

measurable processes η : [0,∞)×Wn −→ U . Then we have the following result.

Theorem A.7. Let (Ω,F,P) be a completely probability space and (U, d) a Polish space.

Let ξ : [0,∞) × Ω −→ Rn be a continuous process and F
ξ
t := σ{ξ(s)|0 ≤ s ≤ t}. Then

ϕ : [0,∞)× Ω −→ U is {Ft}t≥0−adapted if and only if there exists η ∈ An(U) such that

η(t, ξ(· ∧ t, ω)) = ϕ(t, ω), P− a.s.− ω ∈ Ω, ∀t ∈ [0,∞).

Finally, it is possible defining a metric ρ̂ on Wn under which Wn is a Polish space.
This metric is defined by

ρ̂(w, w̃) =
∞∑
j=1

2−j [|w − w̃|C([0,j];Rn) ∧ 1], ∀w, w̃ ∈Wn. (A.4)
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A.2 Stochastic Differential Equations

The goal of this section is the study of Stochastic Differential Equations (SDE’s for short)
which can be considered as an extension of Ordinary Differential Equations (ODE’s for
short). An SDE of Itô type has the form

dXt = b(t,X)dt+ σ(t,X)dWt, t > 0,

X0 = ξ,
(A.5)

where b ∈ An(Rn) is the drift term, σ ∈ An(Rn×m) is the diffusion one and ξ is a random
variable. In the above equation the unknown is the process X, and it is understood in
the integral sense, which means that we want to solve the integral equation

X(t) = x+

∫ t

0
b(s,X)ds+

∫ t

0
σ(s,X)dW (s). (A.6)

At first, we deal with the measurability of the drift term.

Lemma A.8. Let b ∈ An(Rn) and (Ω,F, {Ft}t≥0,P) be a filtered probability space which
satisfies the usual condition. If X is a continuous Rn−valued {Ft}t≥0−adapted process,
then the process t 7→ b(t,X(·, ω)) is {Ft}t≥0−adapted.

Equation (A.5) admits different notions of solutions. They depend on different roles
that the underlying filtered probability space (Ω,F, {Ft}t≥0,P) and the Brownian motion
W are playing.

A.3 Strong Solutions

Definition A.9. Let (Ω,F, {Ft}t≥0,P) be a filtered probability space which satisfies the
usual condition, W an m−dimensional standard Brownian motion on such space, and
ξ an F0−measurable random variable. An {Ft}t≥0−adapted process X is called strong
solution of (A.5) if

X(0) = ξ, P− a.s.,∫ t

0
{|b(s,X)|2 + |σ(s,X)|2}ds <∞, t ≥ 0, P− a.s., (A.7)

X(t) = x+

∫ t

0
b(s,X)ds+

∫ t

0
σ(s,X)dW (s), t ≥ 0, P− a.s. (A.8)

If for any two strong solutions X and Y of (A.5) defined on any given filtered
probability space (Ω,F, {Ft}t≥0,P) along with any {Ft}t≥0−Brownian motion W we have

P{ω|X(t, ω)} = Y (t, ω), t ≥ 0} = 1, (A.9)

then we say that the strong solution is unique or, similarly, that strong uniqueness holds.
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Now we provide sufficient conditions in order to get existence and uniqueness of
strong solutions to (A.5).

Hypotheses A.10. Let b ∈ An(Rn), σAn(Rn×m). Moreover, suppose that there exists
L > 0 such that for any t ∈ [0,∞), x, y ∈Wn,

|b(t, x(·))− b(t, y(·))| ≤ L|x(·)− y(·)|Wn ,

|σ(t, x(·))− σ(t, y(·))| ≤ L|x(·)− y(·)|Wn ,

|b(·, 0)|+ |σ(·, 0)| ∈ L2(0, T ;R), ∀T > 0,

(A.10)

We say that b and σ are Lipschitz continuous in X(·) if the first two inequalities hold.

Theorem A.11. Assume Hypothesis A.10 holds. Then, for any ξ ∈ LpF0
(Ω;Rn), p ≥ 1,

the problem (A.5) admits a unique strong solution X such that, for any T > 0, there
exists a positive constant KT such that

E sup0≤s≤T |X(s)|p ≤ KT (1 + E|ξ|p),

E|X(s)−X(t)|p ≤ KT (1 + E|ξ|p)|t− s|p/2, ∀s, t ∈ [0, T ].

(A.11)

Moreover, if ξ̂ ∈ LpF0
(Ω;Rn), p ≥ 1 is another random variable and X̂ the corre-

sponding solution to (A.5), for any T > 0 there exists a positive constant KT such
that

E sup
0≤s≤T

|X(s)− X̂(s)|p ≤ KTE|ξ − ξ̂|p. (A.12)

In a special case of SDE’s, we consider the functions b : [0,∞) × Rn −→ Rn and
σ : [0,∞)× Rn −→ Rn×m. Then the maps (t, ω) 7→ b(t, ω(t)), σ(t, ω(t)) are progressively
measurable maps from [0,∞)×Wn to Rn, Rn×m, respectively. (A.5) becomes

dXt = b(t,X(t))dt+ σ(t,X(t))dWt, t > 0,

X0 = ξ,
(A.13)

Such an equation is said of Markovian type. If, in addition, b and σ do not depend
on time, (A.13) is called time homogeneous Markovian SDE. In this case we assume the
following hypotheses on the coefficients b and σ.

Hypotheses A.12. b : [0,∞)×Rn −→ Rn and σ : [0,∞)×Rn −→ Rn×m are measurable
with respect to t ∈ [0,∞). Moreover, there exists L > 0 such that for any t ∈ [0,∞),

|b(t, x)− b(t, y)| ≤ L|x− y|, ∀x, y ∈ Rn,

|σ(t, x)− σ(t, y)| ≤ L|x− y|, ∀x, y ∈ Rn,

|b(·, 0)|+ |σ(·, 0)| ∈ L2(0, T ;R), ∀T > 0,

(A.14)
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Under this conditions, we get the existence and uniqueness of strong solutions to
problem (A.13).

Corollary A.13. If Hypothesis A.12 holds, then problem (A.13) admits a unique strong
solution.

A.4 Weak Solutions

Definition A.14. A 6−tuple (Ω,F, {Ft}t≥0,P,W,X) is called weak solution of (A.5) if

(i) (Ω,F, {Ft}t≥0,P) is a filtered probability space satisfying the usual condition;

(ii) W is an m−dimensional standard {Ft}t≥0−Brownian motion and X is an {Ft}t≥0−adapted
and continuous random process;

(iii) X(0) has the same distribution of ξ;

(iv) (A.7) and (A.8) hold.

The main difference between strong and weak solution is that, in the last one, also the
probability space is part of the solution, while in the strong formulation (Ω,F, {Ft}t≥0,P)
and the Brownian motion W are a priori fixed.

Definition A.15. If for any two weak solutions (Ω,F, {Ft}t≥0,P,W,X) and (Ω̃, F̃, {F̃t}t≥0, P̃, W̃ , X̃)
of (A.5) with

P(X(0) ∈ B) = P̃(X̃(0) ∈ B), ∀B ∈ B(Rn),

we have
P(X ∈ A) = P̃(X̃ ∈ A), ∀B ∈ B(Wn),

then we say that the weak solution to (A.5) is unique in law.

Definition A.16. If
P(X(t) = X̃(t), 0 ≤ t <∞) = 1,

for any two weak solutions (Ω,F, {Ft}t≥0,P,W,X) and (Ω,F, {F̃t}t≥0,P,W, X̃) of (A.5)
with

P(X(0) = X̃(0)) = 1,

then we say that the weak solutions have pathwise uniqueness.

The following two theorems clarify the relationships between strong and weak solutions,
and weak and pathwise uniqueness.

Theorem A.17. Let b ∈ An(Rn) and σ ∈ An(Rn×m). Then (A.5) admits a unique
strong solution if and only if for any probability measure µ on (Rn, B(Rn), (A.5) admits
a unique weak solution with the initial distribution µ and pathwise uniqueness holds for
(A.5).
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Theorem A.18. Pathwise uniqueness implies weak uniqueness.

We conclude with the general existence result of weak solutions for equations with
only continuous coefficients

Theorem A.19. Let b ∈ An(Rn) and σ ∈ An(Rn×m) be bounded and continuous. Then
there exists a weak solution to (A.5).

A.5 Other Types of SDE’s

Here, we discuss of another type of equations that play a crucial rule in establishing a
right formulation for optimal stochastic control problems. We consider the following
SDE: 

dXt = b(t,X,W )dt+ σ(t,X,W )dWt, t > 0,

X0 = ξ,
(A.15)

where b and σ are defined on [0,∞)×WnWm. If we define Y (t) ≡W (t), then the above
equation is equivalent to

dXt = b(t,X, Y )dt+ σ(t,X, Y )dWt, t > 0,

DY (t) = dW (t), t > 0,

X0 = ξ, Y (0) = 0.

(A.16)

This is a special case of (A.5). Thus, we can extend all the notions of strong and
weak solutions and of strong, weak and pathwise uniqueness to (A.15). In particular, we
assume that the following holds true.

Hypotheses A.20. Let b ∈ An+m(Rn) and σ ∈ An+m(Rn×m), and suppose that there
exists a positive constant L such that, for any t > 0, any x(·), y(·) ∈ Wn and any
w(·) ∈Wm, we have

|b(t, x(·), w(·))− b(t, x(·), w(·))| ≤ L|x(·)− y(·)|Wn ,

|σ(t, x(·), w(·))− σ(t, x(·), w(·))| ≤ L|x(·)− y(·)|Wn ,

|b(t, x(·), w(·))|+ |σ(t, x(·), w(·))| ≤ L(1 + |x(·)|Wn).

Theorem A.21. Under Hypotheses A.20, equation (A.15) admits a unique strong solu-
tion, which means that both pathwise and weak uniqueness and existence hold.
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List of symbols

Number sets and vector spaces
N,R, set of natural and real numbers
I right halfline of real numbers (possible I = R)
Rn set of all real n-tuples
a ∧ b, a ∨ b minimum and maximum of a and b
|α| the length of the multi-index α, i.e.

|α| = α1 + · · ·+ αn
Topological and metric space notation

E topological closure of E
∂E topological boundary of E
Ec the complementary set of E in a domain

Ω or in Rn
E b F E ⊂ F,E compact
B(x, r) open ball with center x and radius r
B(r) B(0, r)
L(X,Y ) set of bounded and linear operators

from X to Y
L(X) L(X,X)
Matrix and linear algebra
Id the identity matrix
detB the determinant of the matrix B
ei i-th vector of the canonical basis of Rn
TrB the trace of the matrix B
‖B‖∞ the Euclidean norm of the matrix B, i.e.

(
∑n

i,j=1 b
2
ij)

1/2

〈·, ·〉 or x · y the Euclidean inner product between the
vectors x, y ∈ Rn
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Function spaces: let f : X → Y
χE characteristic function of the set E
ut partial derivative with respect to t

Di or ∂
∂xi

partial derivative with respect to xi

D2
ij or ∂2

∂x2
i

DiDj

Du or ∇xu space gradient of a real-valued function u
D2u Hessian matrix of a real-valued function u
∆u Tr(D2u)
B(X;Y ) space of Borel measurable functions from X into Y
C(X;Y ) space of continuous functions from X into Y
B(Ω) space of R−valued Borel measurable functions
Bb(Ω) space of R−valued bounded Borel measurable functions
C(Ω) space of R−valued continuous functions
Cc(Ω) functions in C(Ω) with compact support in Ω
C0(Ω) closure in the sup norm of Cc(Ω)
BUC(Ω) space of the uniformly continuous and bounded

functions on Ω

Ckb (Ω) space of k-times differentiable functions withDmf
for |m| ≤ k bounded and continuous
up to the boundary

Cα(Ω) space of α-Hölder continuous functions, α ∈ (0, 1)
Ck,α(Ω) space of f ∈ Ck(Ω) with Dmf ∈ Cα(Ω) for

|m| ≤ k and α ∈ (0, 1)

[u]Cα(Ω) the seminorm supx,y∈Ω
|u(x)−u(y)|
|x−y|α

‖ · ‖L∞(Ω) sup norm

C(I ×X;Y ) space of functions u from I ×X into Y
Cb(I ×X;Y ) space of bounded functions u from I ×X into Y

[u]Kα/2,α sup(t,x),(t′,x),(t,x′)∈K
|u(t′,x)−u(t,x)|
|t′−t|α/2 + |u(t,x′)−u(t,x)|

|x′−x|α ,

with α ∈ (0, 1), for any K b I ×X
C
α/2,α
loc (I ×X;Y ) u ∈ C(I ×X;Y ) such that [u]Kα/2,α <∞,

for any K b I ×X
C0,1(I ×X;Y ) u ∈ C(I ×X;Y ) such that Diu ∈ C(I ×X;Y )
C1,2(I ×X;Y ) u ∈ C(I ×X;Y ) such that ut, Diu,D

2
ij ∈ C(I ×X;Y )

C
1+α/2,2+α
loc (I ×X;Y ) u ∈ C1,2(I ×X;Y ) such that ut, D

2
ij ∈ C

α/2,α
loc (I ×X;Y )

(Lp(Ω), ‖ · ‖Lp(Ω)) usual Lesbegue space
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Probability
(Ω,F,P) Complete probability Space
{W (t)}t∈I or {Wt}t∈I Standard Brownian motion defined in (Ω,F,P) in the interval I
N Family of elements of F with probability 0
{FWt }t∈I Filtration generated by {Ws : s ∈ I, s ≤ t} ∪N

E Expectation with respect P, i.e., for any random variable Y
E[Y ] :=

∫
Ω Y (ω)dP(ω)

f(Yt)dWt Itó integral with respect W , i.e.,
∫ t

0 f(Ys)dWs

E[Y |G] Conditional Expectation of Y with respect to G
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[26] G. Da Prato, M. Röckner, A note on evolution systems of measures for time-
dependent stochastic differential equations, Proceedings of the 5th Seminar on
Stochastic Analysis, Random Fields and Applications, Ascona 2005, Progr. Probab.
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Accad. Naz. Lincei Rend. Cl. Sci. Fis. Mat. Nat. (8) 32(1962), 471–476 (French),
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79-127.

[89] E. Pardoux, S. Peng, Backward stochastic differential equations and quasilinear
parabolic partial differential equations. Stochastic Partial Differential Equations
and Their Applications. Lecture Notes in Control Inf. Sci., Springer, Berlin 176
(1992), 200-217.

[90] S. Peng, Probabilistic interpretation for systems of quasilinear parabolic partial
differential equations. Stochastic 37 (1991), 61-74.

[91] E. Priola, On a class of Markov type semigroups in spaces of uniformly continuous
and bounded functions. Studia Math., 36(3) (1999), 271-295.

[92] E. Priola, The Cauchy problem for a class of Markov-type semigroups. Commun.
Appl. Anal., 5(1) (2001), p. 49-75.

[93] E. Priola, On a Dirichlet problem involving an Ornstein–Uhlenbeck operato. Poten-
tial Anal. 18 (2003), 251–287.

[94] J, Prüss, A. Rhandi, R. Schnaubelt, The domain of elliptic operators on Lp(Rd)
with unbounded drift coefficients. Houston J. Math., 32(2) (2006), 563-576.
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