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Abstract

This thesis is divided in two parts, that can be read separately even if both use the

possibility of replacing spinors with differential forms in theories with supersymmetry.

The first part explores some recent results that have been obtained by applying the

G-structure approach to type II supergravities. Using generalized complex geometry it is

possible to reformulate the conditions for unbroken supersymmetry in type II supergravity

in terms of differential forms. We use this result to find a classification for AdS7 and AdS6

solutions in type II supergravity.

Concerning AdS7 solutions we find that in type IIB no solutions can be found, whereas

in massive type IIA many new AdS7×M3 solutions are at disposal with the topology of

the internal manifold M3 given by a three-sphere. We develop a classification for such

solutions.

Concerning AdS6 solutions, very few AdS6×M4 supersymmetric solutions are known

in literature: one in massive IIA, and two IIB solutions dual to it. The IIA solution

is known to be unique. We obtain a classification for IIB supergravity, by reducing the

problem to two PDEs on a two-dimensional space Σ. The four-dimensional space M4 is

then given by a fibration of S2 over Σ.

We also explore other two contexts in which the G-structure approach has revealed

its usefulness: first of all we derive the conditions for unbroken supersymmetry for a

Mink2 (2,0) vacuum, arising from type II supergravity on a compact eight-dimensional

manifoldM8. WhenM8 enjoys SU(4)×SU(4) structure the resulting system is elegantly

rewritten in terms of generalized complex geometry. Finally we rewrite the equations for

ten-dimensional supersymmetry in a way formally identical to an analogous system in

N = 2 gauged supergravity; this provides a way to look for lifts of BPS solutions without

having to reduce the ten-dimensional action.

The second part is devoted to study some aspects of two different Chern-Simons like

theories: holomorphic Chern-Simons theory on a six-dimensional Calabi-Yau space and

three-dimensional supersymmetric theories involving vector multiplets (both with Yang-

Mills and Chern-Simons terms in the action).

Concerning holomorphic Chern-Simons theory, we construct an action that couples the

gauge field to off-shell gravitational backgrounds, comprising the complex structure and

the (3,0)-form of the target space. Gauge invariance of this off-shell action is achieved by

enlarging the field space to include an appropriate system of Lagrange multipliers, ghost

and ghost-for-ghost fields. From this reformulation it is possible to uncover a twisted

supersymmetric algebra for this model that strongly constrains the anti-holomorphic

dependence of physical correlators.

Concerning three-dimensional theories, we will develop a new way of computing the



exact partition function of supersymmetric three-dimensional gauge theories, involving

vector supermultiplet only. Our approach will reduce the problem of computing the ex-

act partition function to the problem of solving an anomalous Ward identity. To obtain

such a result we will describe the coupling of three-dimensional topological gauge theo-

ries to background topological gravity. The Seifert condition for manifolds supporting

global supersymmetry is elegantly deduced from the topological gravity BRST transfor-

mations. We will show how the geometrical moduli that affect the partition function

can be characterized cohomologically. In the Seifert context Chern-Simons topological

(framing) anomaly is BRST trivial and we will compute explicitly the corresponding lo-

cal Wess-Zumino functional. As an application, we obtain the dependence on the Seifert

moduli of the partition function of three-dimensional supersymmetric gauge theory on the

squashed sphere by solving the anomalous topological Ward identities, in a regularization

independent way and without the need of evaluating any functional determinant.
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Chapter 1

Introduction and Conclusions

The dream of obtaining a unique, quantum, description for all the known interactions

continues to be the most important driving force to current research in high energy

physics. At the moment, despite its age, string theory is still the most serious candidate

to address such a problem and other related issues.

One of the most serious obstacles to obtain a better understanding of string theory

is given by the lacking of a second-quantized formulation for this theory: quantum field

theories are usually formulated in a so-called formalism of second quantization. To each

particle of the spectrum a corresponding quantum field has to be introduced; the theory is

then formulated in terms of a path integral on the field configurations. On the other hand,

once one fixes a classical background, it is possible to compute — at the perturbative

level — the scattering amplitudes among particles in terms of a first-quantized formalism.

The main problem due to this, more trivial, first-quantized formulation is given by the

fact that such an approach is intrinsically valid only at the perturbative level. Since the

scattering amplitudes are computed starting from a classical background, it is possible to

compute in this way only perturbations around this background, whereas it is impossible

to study in this way non perturbative phenomena, which intrinsically require the second-

quantized formulation.

For these reasons, a good second-quantized description would be mandatory. Un-

fortunately, even if some attempts to obtain such a second-quantized formulation have

been done in the past (under the name of string-field-theory [1]), and even if some very

impressive results have been obtained (for example in [2]), at the moment a satifying

second-quantized description of string theory is still lacking. For sure it would be im-

portant to put further efforts toward such an ambitious problem; on the other hand

there is an evident difficulty that cannot be avoided: the string theory spectrum con-

tains an infinite tower of fields with higher and higher masses and spins. Therefore a

second-quantized formulation for string theory would require an infinite number of fields,
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one for each particle, and constructing such a theory turns out to be a formidable task.

This property, and the consequent technical and conceptual difficulties connected with

string-field-theory, forces us to make a choice: explore string theory only through a first-

quantized formalism (and at the end of the day compute only scattering amplitudes using

some world-sheet pictures), or introduce some simplifications and hope that non-trivial

results are still at disposal even in the simplified setup.

This Thesis is devoted to explore and collect some results that have been recently

obtained in two of such simplified situations: ten-dimensional type II supergravity and

topological field theories (which are related to string theory via topological strings). From

a conceptual point of view the two approaches can be related by simply saying that both

are theories that consider only a subset of the full string theory spectrum.

The supergravity view-point is obtained by imposing that the masses of the higher-spin

particles (i.e. particles with spin greater than 2) are so high that they can be ignored. By

restricting us to consider the massless spectrum one can show that the closed string theory

is then effectively described by ten-dimensional (or eleven-dimensional for M-theory)

supergravity. The fact that supergravities are not, in general, renormalizable theories

can be considered as a non serious problem exactly for this reason: ten-dimensional

supergravities must be considered as effective theories, and they are valid only at energies

much below the Planck scale.1

Topological string theories can be roughly thought of as some counterparts of type IIA

and type IIB string theory in which the local symmetry has been enlarged. More precisely

the local symmetry is so large that all the local degrees of freedom are gauge-trivial and so

they are removed from the spectrum. In this way only few states of the string spectrum,

which are connected to global properties of the space-time in which strings propagate,

survive and this makes reasonable to hope to obtain a second-quantized formulation for

these models. Indeed we will come back later to this point and we will see that this is

exactly what happens in some cases.

As just explained, the supergravity approach and the topological strings approach

are conceptually related via the fact that both can be seen as suitable simplifications

of string theory. On the other hand another, more technical, point of contact between

these two topics can be found, and this point of contact represents, as already pointed

out in the Abstract, one of the main technical themes of this Thesis. In both cases

we will use the possibility of replacing spinors with differential forms in theories with

supersymmetry. Since differential calculus techniques are in general much more powerful

by using differential forms rather than spinors, usually this replacement allows to obtain

1As we will discuss in a moment, after the discovery of the holographic correspondence of AdS/CFT

[3], and the various strong-weak coupling dualities, the importance and the interest on the supergravity

approximation to string theory has been possibly increased.
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results that are not accessible by using spinors.

In the rest of the Introduction we will describe what results will be obtained in this

Thesis by using this technical possibility.

1.1 Supergravity results

In the first part of the Thesis we will address the problem of finding supersymmetric solu-

tions of the equations of motion of type II supergravity by using differential forms. Before

moving to discuss some technical issues related to this problem, let us point out some

motivations for why it should be an interesting problem to look for such configurations.

As already outlined in the beginning of this Introduction, the current understand-

ing of string theory is based on a first-quantized formulation which requires therefore

to know classical backgrounds around them to perform a perturbative analysis. It is

therefore evident that the search for classical solutions of the equations of motion is an

important step, in order to obtain many classical backgrounds and increase the possi-

bility of a deeper understanding of string theory. Moreover, in the AdS/CFT context

finding classical, asimptotically Anti deSitter, solutions of type II supergravity is of pri-

mary importance: indeed such solutions are often dual to some strong-interacting exotic

conformal field theories living on the boundary of the (asimptotically) Anti deSitter space

and, by studying the properties of the corresponding classical supergravity solutions, it

is often possible to deduce many non-trivial properties of the dual CFTs that it would

be very hard to obtain directly on the CFT side, (see for example [4]).2 On both the

situations just described, a potential source of troubles appears: in order to have a clas-

sical vacuum for string theory, one should take into account that type II supergravity is

just a low energy approximation of string theory, and that at high energy many stringy

corrections appear. It is therefore natural to ask how we can keep into account this prob-

lem in the supergravity approximation and this is the reason why we will be interested

in solutions of the equations of motion that will be supersymmetric: the invariance under

supersymmetry indeed will protect our solutions from quantum corrections and will make

the results obtained through supergravity trustworthy. From a more practical point of

view, the requirement of supersymmetry constitutes a great simplification in order to

find solutions of the equations of motion, since it translates the problem from a system

of differential equations of the second order to a system of the first order.

A systematic use of differential forms instead of spinorial quantities in the search for

2The converse is also true and it is possible to find many non-trivial results in supergravity literature

that have been suggested by studying the corresponding dual CFTs. Just to give an example the reader

could see [5] and [6].
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supersymmetric solutions in type II supergravity started in [7] but the use of Generalized

Complex Geometry (GCG), a mathematical formalism introduced in [8] and [9], has been

introduced starting from [10]. The main observation is the following: the presence of the

SUSY parameters (which are nowhere vanishing spinorial quantities), implies a reduction

of the structure group, which can be thought of as the group on the tangent bundle

determined by the transition functions among different charts on the manifold. In other

words, we can say that just the presence of the SUSY parameters implies some topological

conditions on the manifolds which are allowed by supersymmetry. The supersymmetry

conditions put then further restrictions on the allowed manifolds by imposing differential

conditions on them. Given such an observation the idea goes as follows: we can try to

replace the SUSY parameters with differential forms, by requiring that they determine the

same reduction of the structure group. After a suitable set of differential forms has been

identified, one can try to recast the SUSY conditions in terms of differential equations

involving differential forms only. In this way the resulting system of equations is usually

much easier to manage than the corresponding spinorial system.

From a technical point of view, in our discussion so far we have omitted an important

source of difficulties: in type II supergravities we have two SUSY parameters. This is

reflected in the fact that the structure group acquires a dependence on the points of the

manifold, and this makes in general very hard the task of finding a description of the

conditions for supersymmetry in terms of differential forms. This is the place where the

use of GCG makes manifest its usefulness: in the GCG approach the structure group of

interest is not the structure group on the tangent bundle, but the structure group on a

more abstract space, which is called generalized tangent bundle, and it is roughly given

by the direct sum of the tangent plus the cotangent bundle. It is indeed possible to

show that, on this enlarged space, the structure group is independent on the points and

this allows a much easier classifications of the supersymmetry conditions. In [10] GCG

has been used for the first time to obtain the conditions for unbroken supersymmetry

in terms of exterior differential calculus for the particular case of four-dimensional (both

Minkowskian and AdS) vacua. The resulting system of equations is entirely rewritten in

a very elegant form in terms of two polyforms.

Motivated by the nice result obtained in the case of four-dimensional vacua, in [11]

the GCG approach has been applied to the conditions for unbroken supersymmetry for a

general ten-dimensional configuration of type II supergravity, without putting any restric-

tion on the fields and on the metric. The resulting system of equations is, unfortunately,

less elegant than the corresponding four-dimensional counterpart of [10] and, beyond two

equations that can be nicely understood in terms of a single polyform Φ, it includes two

additional equations, called pairing equations, that involve two vectors that cannot be

defined as bilinears of the supersymmetry parameters.
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The study of the pairing equations, and the attempt to understand better their ge-

ometrical meaning, is one of the central themes of this first part of the Thesis. We will

apply the ten-dimensional system to various kind of solutions and, beyond the intrinsic,

physical, interest in studying such supersymmetric solutions, we will see how the pairing

equations behave in the various cases. We will see that in some cases they will be simply

redundant and can be dropped from the analysis (we will call such cases lucky cases),

in other cases they can be recast in a very elegant form (these cases will be called good

cases) and, unfortunately, in some cases they are not redundant and cannot be recast

in some elegant forms (these are the ugly cases). Of course, it would be nice to have a

simple criterion to determine in which cases a particular Ansatz falls. At the moment

such a criterion has not be found yet, nevertheless it will become clear that the complex-

ity of the pairing equations is somehow related to the complexity of the structure group

on the generalized tangent bundle: the ugly cases are associated to structure groups

which are much more complicated than in the other cases. Beyond the formal interest

in understanding better the pairing equations, during the analysis we will discover many

new examples of supersymmetric solutions in type II supergravity, that have shown their

importance, for example, in holographic applications.

Let us now move to discuss how the chapters of this first part of the Thesis are

organized.

In Chapter 2 we will give a very brief introduction to the elements of type II super-

gravity that will be relevant for what we will discuss in the following. In particolar we

will introduce the fields of the theory, the SUSY transformations and we will also de-

scribe what kind of conceptual difficulties arise when one tries to understand the eleven-

dimensional embedding of type IIA massive supergravity. Given these problems, we will

treat the massive case as a separate case in the subsequent chapters.

In Chapter 3 an introduction to the GCG approach will be given. The aim of this

Chapter is to be as concrete as possible. It is not the aim of the Chapter to give a rigorous

introduction to GCG but to show that this is the natural language that one should use

in order to rewrite the conditions for unbroken supersymmetry in terms of differential

forms. A very concrete introduction to the generalized tangent bundle will be given, by

using the case of four-dimensional vacua as an avatar. In this way we will introduce the

conditions for four-dimensional vacua obtained in [10]. In the second part of the Chapter

we will move to discuss the ten-dimensional system obtained in [11] (and here presented

in (3.2.4)), also discussing the difficulties connected with the pairing equations.

Chapter 4 is based on the articles [12] and [13]. In this Chapter we will discuss AdS7

and AdS6 vacua, that represent two particular lucky cases. We will see that for such types

of solutions the pairing equations are completely redundant and all the constraints on the

allowed geometries come from the other equations. From a holographic point of view AdS7
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and AdS6 solutions are very important since they are dual to higher dimensional (d > 4)

SCFTs. It is well-known that higher-dimensional SCFTs are a very interesting class of

quantum field theories (it is sufficient to think about the famous (2, 0) 6-dimensional

theory or the 5-dimensional CFTs arising from D4 branes living on top of an O8/D8

system). On the other hand they are very difficult to study with traditional methods

since they are intrinsically strongly coupled. For this reason the holographic approach

is often one of the few possibilities at disposal to study such theories. In this Chapter,

after a brief review of the results already at disposal in the literature, we will classifiy

supersymmetric solutions in type II supergravity of the type AdS7×M3 and AdS6×M4.

Concerning AdS7 solutions, we will find that in type IIB no solutions can be found, on

the other hand in massive type IIA a plethora of solutions is at disposal by including

D8 branes. This probably represents the most important result of this first part of the

Thesis, and it has represented the starting point to find a complete classification of (1, 0)

six-dimensional SCFTs that can be constructed by considering intersecting branes in type

IIA string theory (these brane setups have been discussed for the first time in [14] and [15]

but the connection with the supergravity solutions has been obtained in [16]). Moving to

AdS6 the classification that we will find will be, unfortunately, less complete. Nevertheless

we will be able to reduce the problem of finding AdS6 solutions in type IIB supergravity

to a system of 2 PDEs involving two functions on a plane. For some particular Ansätze

we will reproduce the already known solutions, but finding the most general solution

to this system of equations still represents a very interesting open problem which could

suggest some intriguing new results concerning five-dimensional SCFTs.

Chapter 5 is based on [17]. In this Chapter we will describe the only known good case,

i.e. the only known case which admits a way to rewrite the pairing equations in a very

nice form. We will describe how the conditions for a Mink2 (2, 0) vacuum are obtained

using the system (3.2.4) and we will show that the paring equations, when specialized

to this particular class of backgrounds, even if not redundant can be recast in a very

elegant form, a result already noticed, with some crucial simplifying assumptions that

here we will remove, in [18]. The way in which the pairing equations will take an elegant

form is far from trivial, and it will require some more advanced notions on GCG (like

the concept of “generalized Hodge diamond”) that we will introduce in the Chapter. Of

course it would be interesting to find new backgrounds that fall in the good cases. Hints

that further “good” backgrounds really exist, can be found in the recent works [19]. It

would be nice to find points of contact between that results and the system of equations

(3.2.4).

Finally, Chapter 6 will be devoted to study a particular example of ugly case, which

has been constructed in [20]. We will discuss the conditions for unbroken supersymmetry

for a configuration given by a product of an external four-dimensional space with an
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internal six-dimensional manifold. No restrictions will be put on the shape of the exter-

nal space (in this respect the situation is different, and much more involved, from the

situation of four-dimensional vacua) and we will make a spinorial Ansatz for the SUSY

parameters in which a pair of external spinors will be introduced. In this way we will

study backgrounds that can be considered as embedding in type II supergravity of solu-

tions of four-dimensional N = 2 supergravity. The interest towards such an embedding

of four-dimensional supergravity solutions relies again on the AdS/CFT perspective. In-

deed, it is well known that supergravities theories in dimensions lower than ten, usually,

are not considered as good quantum theories, since they have ultraviolet divergences. On

the other hand, as already discussed, type II supergravities are considered as good quan-

tum theories thanks to their embedding in string theory. For these reasons, it is often

important to know whether a particular solution, found in lower dimensional supergrav-

ity, can be consistently embedded in string theory. The usual strategy to address such a

question is to start from type II supergravity and then performing a reduction procedure.

However, a solution found in the lower dimensional theory obtained in this way is not

guaranteed to have a consistent lift to type II supergravity, since most of the reductions

are “not consistent”, which means that not all the solutions of the reduced theory uplift

to solutions of the higher dimensional theory. In this Chapter we will present an alterna-

tive and new approach to the problem of lifting solutions from four-dimensional N = 2

supergravity to type II supergravity: we will simply rewrite the conditions for unbroken

supersymmetry in ten dimensions in a way which is formally identical to a correspond-

ing system of equations obtained in four dimensions. In this way it becomes possible to

study the problem of lifting solutions from four dimensions to ten dimensions without

the necessity of reducing any action but simply by looking to the BPS conditions. The

resulting system of equations in ten dimensions has some equations that do not have a

four-dimensional counterparts, and such equations can be thought as obstructions, that

the four-dimensional solution have to satisfy automatically in order to be embedded in

ten dimensions. It would be interesting in the future to test explicitly this new approach

on some particular cases.

1.2 Topological field theories results

Topological field theories (TFT) have been introduced by Witten in [21], with the aim of

giving a quantum field theory interpretation to the theory of Donaldson’s invariants and

to other related issues (like Floer’s theory). The peculiar feature of a TFT is given by

the lacking of local observables that can be interpreted as propagating particles. Indeed

all the observables of the theory have global character. The lacking of particles and the

presence of a very restricted spectrum introduce an enormous amount of simplifications
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into the theory, and this allows to obtain results that usually are not at disposal for other

theories.

In this thesis we will be interested in discussing TFTs for two different reasons: as

string-field-theory realizations of topological string theories and as counterparts of su-

persymmetric quantum field theories. Let us now explain in more details both these

aspects.

As already remarked, topological strings can be thought as appropriate counterparts

for type II string theories. Indeed they can be defined, in a first-quantized formalism, by

taking a two-dimensional topological sigma model 3 and by coupling it to two-dimensional

topological gravity [23]. The resulting theory describes the propagation of a topological

string in a six-dimensional target-space that usually is taken to be a Calabi-Yau three-fold

X.

Since topological strings are TFTs, they have a spectrum which is very small when

compared to the spectrum of physical string theory. For this reason it is reasonable

to hope that a string-field-theory description for such theory can be obtained. This

turns out to be the case: it is shown in [24] that the open string-field-theory description

of the A model, when the Calabi-Yau X is taken to be the cotangent space of a three-

dimensional manifold M , is given by three-dimensional Chern-Simons theory (with gauge

group SU(N)) on M , which describes a stack of N topological D branes in propagation

on the total Calabi-Yau X; on the other hand the closed string-field-theory description

is still mysterious and poorly understood (it goes under the name of Kahler gravity [25]).

Moving to discuss the B model, it is known that the closed string-field-theory description

si given by the so-called Kodaira-Spencer gravity, which has been introduced in [26] and

that can be thought as a quantum field theory for the complex structure of the Calabi-

Yau X. The open string-field-theory is instead given by a holomorphic variant of the

usual Chern-Simons theory, which takes the name of holomorphic Chern-Simons theory

(HCS). Such a theory is defined on the entire Calabi-Yau X, it describes a stack of

N 5 branes living on X and its action is naturally coupled with the closed fields: the

complex structure, that using the Beltrami parametrization is represented by the Beltrami

differential µ, and the holomorphic three-form Ω.

In Chapter 7 we will put our attention to the results concerning HCS theory that

have been obtained in [27]. As just remarked, HCS can be thought as a gauge theory

for a gauge connection that, in a system of coordinates adapted to the complex structure

put on the Calabi-Yau X, is a (0, 1)-form. The theory is also explicitly coupled to the

3Topological sigma models have been introduced in [22] and can be thought as twisted versions of

supersymmetric two-dimensional sigma models. There are two inequivalent ways of performing the

topological twist, leading to the so-called A model and B models.
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holomorphic three-form Ω since its action writes

Γ =

∫
X

Ω ∧ Tr

(
1

2
A ∂̄Z A+

1

3
A3

)
, (1.2.1)

where ∂̄Z is the anti-holomorphic Dolbeault differential defined by the complex structure

put on X.

To start with, we will rewrite the action (1.2.1) in a way where the coupling between

the open field, represented by the gauge connection A, and the closed fields, represented

by the gravitational backgrounds µ and Ω, will be explicitly. We will see that, in order

to have gauge invariance, the closed backgrounds fields must satisfy their own equations

of motion: the Kodaira-Spencer equation

F i ≡ ∂̄µi − µj∂jµi = 0 , (1.2.2)

and the request of holomorphicity of the three-form Ω. However, from a string-field-

theory point of view, such a request is not satisfactory: to obtain a coupled open-closed

system, it would be necessary to write an action for HCS which is gauge invariant even

when the closed backgrounds are off-shell, i.e. even when they do not satisfy their own

equations of motion. Since the HCS term, in a string-field-theory framework, can be

understood as describing a stack of topological D-branes on the closed string background,

such a description in terms of off-shell backgrounds should be necessary to understand

the backreaction of the branes on the vacuum, since the presence of the branes puts the

backgrounds off-shell.

In Chapter 7 we will solve this problem: we will obtain a description of HCS theory

which is gauge invariant for generic, off-shell values of the backgrounds fields. We will

obtain such a formulation by enlarging the field space to include an appropriate set of

Lagrange multiplier, ghost fields and ghost-for-ghost fields. The resulting action will

take a nice formulation in terms of superfields (or polyforms). An interesting feature

of the resulting final system will be the presence of a (twisted) N = 2 supersymmetric

algebra for this model. In the later part of the Chapter we will make some preliminary

observations concerning how such an algebra could give interesting constraints on the

anti-holomorphic dependence of physical correlators. This supersymmetry algebra could

also be a very important ingredient in order to study the renormalization properties of

HCS. HCS is indeed a gauge theory in six dimensions, therefore it is not renormalizable

for power counting. On the other hand, the correspondence with the topological strings

should suggest that an ultraviolet description for this theory can be found. It would be

very interesting to study better this problem in the future.

In Chapters 8 and 9 we will pass to discuss another aspect that makes topological field

theories interesting: their relation with supersymmetric quantum field theories and some
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nice features that their share together, with particular emphasis on localization proper-

ties. It is well-known that many TFTs can be obtained starting from a supersymmetric

quantum field theory, by performing a topological twist. After the twist one of the su-

percharges of the supersymmetric theory becomes a scalar and therefore can be thought

as a BRST operator for the resulting theory. It is known from a long time (see for exam-

ple the references [28]) that topological field theories and supersymmetric field theories

often enjoy localization properties, i.e. under some favourable conditions the semiclas-

sical approximation becomes exact and it is then possible to compute exactly (and not

at perturbative level only) some observables. More recently, starting from the work [29],

localization has been used in supersymmetric theories without performing the topological

twist, but by considering the original spinorial supersymmetry of the theory. Later this

approach has been exported in other contexts and in other dimensions too, leading to a

considerable amount of exact results for various theories and in various dimensions.

With the aim of obtaining more and more exact results, a preliminary question is

to find the manifolds on which a supersymmetric theory can be put. Concerning this

problem a concrete approach has been suggested in the work [30]. The recipe is very

simple: couple the supersymmetric system in flat space to a suitable off-shell super-

gravity, and look for bosonic gravitational backgrounds (which include the metric and

other background fields of the supergravity theory) which are invariant under supergrav-

ity transformations. By taking the resulting matter theory coupled to supergravity, and

by “freezing” the supergravity backgrounds to their supersymmetric value, one obtains

a rigid supersymmetric theory on a curved manifold, whose metric is determined by the

supergravity equations.

As just remarked this paradigm, in which “physical”, spinorial, supersymmetry is

relevant, has been exported to various manifolds and various dimensions. For example,

starting from the work [31], supersymmetric localization computations have been per-

formed in three dimensions for Chern-Simons theories. Notice that Chern-Simons theory

is a topological theory which does not have a supersymmetry invariance. Nevertheless

usually supersymmetry is introduced “by hand”, by completing the gauge field A to a

supersymmetric vector multiplet which includes, beyond the gauge field, a Dirac spinor

λ and two scalar fields D and σ; all these additional fields are non dynamical in the

supersymmetric action and so the resulting supersymmetric theory is equivalent to the

bosonic one.

In Chapter 9, which is based on the work [32], we will develop a new way to compute

the supersymmetric partition function of gauge theories in 3 dimensions involving vector

supermultiplets only.4 We will study those theories by finding the coupling of three-

4Chapter 8, which include the results of [33], can be thought as a warm-up, in which this new point of

view will be developed in a simpler situation, namely for the case of two-dimensional Yang-Mills theory.
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dimensional topological theories, both of the Yang-Mills type and of Chern-Simons type,

to topological gravity, and not supergravity as in the common paradigm. This new ap-

proach has different advantages: first of all the supersymmetric backgrounds (which turn

out to be Seifert manifolds) are straightforwardly identified from the BRST variations

of topological gravity, without the necessity of passing through spinors. Moreover it will

allow to give a cohomological characterization of the geometrical moduli on which the

partition function of a three-dimensional supersymmetric theory depends. But the real

payoff of this new approach is that it allows to compute, in an explicitly regularization-

independent way and without the need of computing functional determinants, the explicit

dependence from the geometrical moduli of the partition function for a three-dimensional

theory involving vector supermultiplet only. The computation will be indeed reduced to

finding the solution of an appropriate anomalous Ward identity determined by the well-

known framing anomaly of Chern-Simons theory [34]. As an example, we will apply this

approach to the squashed spheres of [35], finding complete agreement with the computa-

tion performed by following the standard localization recipe.

Of course, it would be very important try to extend this new approach to other

theories, starting from three-dimensional models involving chiral matter multiplets and

then moving to different dimensions. The long-term program could be to find a general

recipe to reduce the computations based on functional determinants with finding solutions

for appropriate anomalous Ward identities.

19



20



Chapter 2

Basics of type II supergravity

In this Chapter we will give a very short review of some features that type II supergrav-

ity possesses, with particular emphasis on the aspects that will be relevant in the next

chapters.

2.1 Fields and supersymmetries

It is well-known that two different versions of type II supergravity exist: type IIA and

type IIB. These two versions differ on the bosonic field content and on the chiralities

of the fermionic fields. Both of them have four fermionic fields: two gravitini (ψaM)1

and two dilatini (λa), where a = 1, 2. All these fields are Majorana-Weyl spinors in

ten dimensions and their chiralities are different in the two theories: type IIB is a chiral

theory, with the gravitini having + chirality and the dilatini − chirality, whereas type

IIA is not a chiral theory and in this case ψ1
M and λ2 have + chirality, ψ2

M and λ1 have

− chirality. The Majorana condition implies that, chosen an appropriate basis for the

ten-dimensional gamma matrices ΓM , they satisfy the condition:

(ψaM)∗ = ψaM , (λa)∗ = λa . (2.1.1)

The bosonic field content is given by the metric gMN (that, as obvious, is a symmetric

tensor), by a scalar φ (the dilaton, whose exponential gs = eφ gives the string coupling

constant), by a two-form BMN (the so-called B-field) and by a collection of differential

forms (the RR-fields) CM1...Mp , where p is odd in type IIA and even in type IIB. Since

they are differential forms, both the B-field and the RR-fields are antisymmetric in their

1We will adopt the convention that eleven-dimensional (or ten-dimensional) indices will be indicated

with M, N, . . . , external indices will be indicated with µ, ν, . . . and internal indices will be indicated

with m, n, . . . .
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indices. We will use very often the form notation:

B ≡ 1

2
BMNdx

M ∧ dxN , Cp ≡
1

p!
CM1...Mpdx

M1 ∧ · · · ∧ dxMp . (2.1.2)

The supersymmetry conditions that we will write in a moment are more naturally written

in terms of the field-strengths (often called “fluxes”)

H = dB , Fp = dCp−1 −H ∧ Cp−3 . (2.1.3)

The fact that the physics depends on the potentials B and Cp through the field-strengths

H and Fp only, gives rise to the gauge invariances

B → B′ = B + dλ1 , Cp → C ′p = Cp + dλp−1 −H ∧ λp−3 , (2.1.4)

where λp is a p-form; these gauge transformations can be seen as the natural higher-

dimensional generalizations of the gauge transformations of Yang-Mills theories. The

field-strengths Fp are not completely independent between each other: they must satisfy

the conditions

Fp = (−1)b
p
2
c ∗ F10−p , (2.1.5)

which in many cases are solved by going to the “electric” basis: with this choice one

consider only F0,2 F2 and F4 in type IIA; and F1, F3 and F5 in type IIB. The other, higher-

degree forms, Fp are then determined via equation (2.1.5), whereas the self-duality of F5

in type IIB is imposed by hand. In this thesis, however, we will use a different formulation

of supersymmetry conditions, the “democratic” formulation of [36], where all the fluxes

Fp appear on the same footing. It is convenient, in order to write formulas in a more

elegant way, to group all the RR-fluxes and gauge potentials by introducing the polyforms

F and C defined as

C ≡ C1 + C3 + C5 + C7 + C9 , F ≡ F0 + F2 + F4 + F6 + F8 + F10 , (2.1.6)

in type IIA and

C ≡ C0 + C2 + C4 + C6 + C8 , F ≡ F1 + F3 + F5 + F7 + F9 , (2.1.7)

in type IIB. In this way it is possible to rewrite the RR part of (2.1.3) in the compact

form

F = dHC , dH ≡ d−H∧ , (2.1.8)

whereas the self-duality condition (2.1.5) takes the form

F = λ ∗ F , (2.1.9)

2About the somewhat exotic zero-form field-strength (which takes the name of “Romans-mass”) we

will give some more details later, since it will appear in many places in our discussions about higher-

dimensional AdS vacua.
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where we have defined the λ operator which acts on a k-form ωk as

λωk ≡ (−1)b
k
2
cωk . (2.1.10)

Let us discuss the supersymmetry transformation properties. Both theories contain

two SUSY parameters εa, a = 1, 2 and, accordingly with the fermionic fields ψaM and

λa, both of them are Majorana-Weyl spinors in ten dimensions. The chiralities can be

deduced from the SUSY variations of the fermionic fields and in particular we have that,

in IIA, ε1 has chirality +, ε2 has chirality −. On the other hand in IIB both of them have

positive chirality.

To write out the supersymmetry transformations we need a further ingredient: the

Clifford map. To start with we note that, given a differential form ωk, we can define a

natural action of ωk on the SUSY parameters εa, by simply replacing all the differentials

dxM with the corresponding gamma matrices ΓM . In this way one maps a differential

(poly)form to a “bispinor”:

Clifford map : α ≡
∑
k

1

k!
αM1...Mk

dxM1 ∧ · · · ∧ dxMk ←→ 6α ≡
∑
k

1

k!
αM1...Mk

ΓM1...Mk
αβ ,

(2.1.11)

where α and β are spinorial indices. In this way the differential form α obtains two

spinorial indices and it can act on the SUSY parameters εa. Notice that what we have

just described is nothing but a generalization of the usual definition of the Dirac operator

6∂ of electrodynamics. In what follows, since we will make a heavy use of the Clifford

map, we will systematically drop the slash symbol on (2.1.11) and we will simply write

α whenever it should not lead to confusion.

We will be interested in finding supersymmetric, bosonic configurations; for this reason

we put all the fermions to zero

ψaM = 0 , λa = 0 , (2.1.12)

and look to bosonic configurations which preserve supersymmetry. Thanks to (2.1.12),

SUSY transformations are much simpler than in the general case: the SUSY variations of

the bosons automatically vanish and the SUSY variations of the fermions get simplified,

giving the system

δψ1
M =

(
DM −

1

4
HM

)
ε1 +

eφ

16
FΓMε2 = 0 ,

δψ2
M =

(
DM +

1

4
HM

)
ε2 −

eφ

16
λ(F )ΓMε1 = 0 ,

ΓMδψ1
M − δλ1 =

(
D − 1

4
H − ∂φ

)
ε1 = 0 ,

ΓMδψ2
M − δλ2 =

(
D +

1

4
H − ∂φ

)
ε2 = 0 , (2.1.13)
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where we have introduced the expression HM ≡ 1
2
HMNPΓNP and the Clifford map is used

everywhere.

The equations in (2.1.13) are necessary and sufficient to supersymmetry: by solving

them we ensure that our bosonic configuration is supersymmetric, i.e. it is invariant under

some supersymmetry variations. However, we are interested in supersymmetric, bosonic

configurations which solve the equations of motion of type II SUGRA too. In principle,

in order to write out the equations of motion, one should write down the Lagrangian,

derive the equations of motion and try to solve them; in general this problem could be

very hard to solve, since we are dealing with partial differential equations of the second

order. Fortunately the situation is much simpler when we have supersymmetry: it can

be shown [37], [38] that almost all the equations of motion follow automatically if one

imposes, beyond the supersymmetry equations (2.1.12), also the Bianchi identities for

the fluxes

(d−H∧)F = 0 , dH = 0 (almost everywhere) (2.1.14)

where we have specified “almost everywhere” since there could be sources; we will see

later that in many cases the presence of sources is crucial in order to have interesting

higher-dimensional AdS vacua.

2.1.1 The troubles with eleven-dimensional supergravity and

Romans mass

To conclude this introductory chapter we want to recall some crucial properties connected

with the presence of a non-zero Romans mass in type IIA supergravity. It is well-known

that, if one consider among the RR field-strengths of type IIA supergravity only F2 and

F4 (and their Hodge duals F6 and F8), type IIA supergravity on R10 is related, via a circle

reduction, to eleven-dimensional supergravity on a S1 fibration over R10. Let us briefly

recall such a construction and what kind of problems arises when one adds the Romans

mass in the framework.

The presence of an extra hidden circular dimension in type IIA supergravity can be

inferred by studying D0 branes: to this end we recall that, starting from the effective

action for a Dp brane, one can deduce a simple formula for the mass of a given Dp brane

mDp ∝
1

gsl
p+1
s

vol(Dp) , (2.1.15)

where, as already written, gs = eφ is the string coupling constant and ls is the string

length. We can see that, when gs → ∞, D branes become light. Another observation

that can be done by looking at (2.1.15) is that a D0 has finite mass

mD0 ∝
1

lsgs
, (2.1.16)
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and so it can be considered as an asymptotic state in the theory. Now, consider an

asymptotic state given by k D0 branes. Its mass is given by

mk ∝
k

lsgs
, (2.1.17)

but this looks like a Kaluza-Klein tower of states, whose masses depend on the length of

an extra-dimensional circle of size

L11 = 2πlsgs , (2.1.18)

we see that the length of the circle is very small when gs is small, but it becomes macro-

scopic when gs gets increased. This argument leads us to conclude that, at strong gs,

type IIA supergravity approaches an eleven dimensional theory and it can be shown

lim
gs→∞

IIA = 11d supergravity . (2.1.19)

To understand the problems connected with the Romans mass (and with the pres-

ence of D8 branes), let us briefly review how the other branes and fluxes of type IIA

supergravity can be understood in the eleven-dimensional perspective. We know that

M-theory (which reduces to eleven dimensional SUGRA in the low energy limit) has two

types of branes: The M2 branes and the M5 branes. By considering a M2, it is very

simple to understand that the fundamental string of type IIA (F1) is given by a M2

which wraps the eleven-dimensional circle, whereas a D2 brane is given by a M2 which

is extended in ten dimensions. In the same way it is straightforward to realize that D4

branes are obtained from M5 branes wrapping the internal circle and NS5 branes are

given by M5 branes extended along the ten dimensional space. Passing to discuss the

fluxes, in eleven-dimensional supergravity we have the antisymmetric potential A3, which

is a three-form

A3 ≡
1

6
AMNPdx

M ∧ dxN ∧ dxP , (2.1.20)

and that, in ten-dimensional language, writes

A3 = B ∧ e11 + C3 , (2.1.21)

where e11 is the unit vector along the eleventh direction y which has periodicity equal to

L11.

We want now describe the eleven dimensional origin of the RR-potential C1: since

its electric source is given by D0 branes, and that such branes have to do with the

Kaluza-Klein momentum along the circle direction, it is reasonable that this potential

has something to do with the geometry of the fibration. We can make this statement

more precise by recalling that an S1-fibration is classified by the periods of the curvature
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F2, if we identify the curvature with the RR-field F2 we conclude that the gauge potential

C1 enters into the eleven-dimensional metric via the formula

ds2
11 = e−2φ/3(ds2

10 + e2φ(dy + C1)2) ; (2.1.22)

the fact that C1 is described, in the eleven-dimensional perspective, as part of the geom-

etry suggests that also the D6 branes, that are magnetic sources for C1 can be described

in terms of the eleven-dimensional geometry; and one can show that this is exactly the

case.

It remains to describe only the Romans mass and its magnetic sources: the D8 branes.

This is a great mystery! At the moment it is not clear how to understand D8 branes

and Romans mass in eleven-dimensional terms, it is also possible that simply the eleven-

dimensional construction is not a good description when the Romans mass is turned

on.

Anyway, in this thesis we will not devote our attention to this issue and we will apply

a conservative point of view: given the great difference between the massless case and

the massive case in type IIA (the case with F0 = 0 and F0 6= 0 respectively), with the

massive case that cannot be lifted to eleven-dimensional supergravity, in our discussion

about higher dimensional AdS vacua we will split explicitly our considerations in three

case: the type IIB case, the massive type IIA case and the massless type IIA case. It

should be clear from our discussion that, by studying the massless type IIA case, we will

have also the higher-dimensional AdS vacua in eleven dimensional supergravity.
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Chapter 3

Basics of GCG and its application to

supergravity

In this section we will review some basic facts about Generalized Complex Geometry

(GCG) and its relevance to the search for supergravity solutions. It is not the aim of

this section to give a detailed review of the argument, which would require a much longer

chapter; instead our aim will be just to review the basic ideas behind this argument and

how it can represent a powerful instrument in finding supersymmetric solutions in type

II supergravity. From a more concrete point of view, our aim in this section is to give

a global understanding of the system of equations (3.2.4) that we will use extensively in

later chapters. Some more technical details concerning GCG will be necessary in chapter

5 when we will discuss two-dimensional N = (2, 0) vacua; we will discuss such details in

that chapter.

3.1 From spinors to forms: the 4d vacua example

To explain the principal ideas and the general philosophy behind the GCG approach we

will use the particolar example of four-dimensional (Minkowski or AdS) vacua. From a

historical point of view, this kind of vacua has been the first example in which GCG has

been applied to supergravity [10]. However, we start from this example since it should

be more familiar to the reader: most of the concepts that we will introduce can be seen

as generalizations of the well-known framework which appears by studying Calabi-Yau

vacua.

To start with, we need to impose the requirement that the solutions that we are

looking for are four-dimensional vacua: the word vacuum suggests that in our solution

we do not have particles, and indeed this idea can be formalized by requiring that our

solution respects completely the maximal symmetry of the four-dimensional space.

27



This requirement enforces the metric to take the following block-form

ds2
10 = e2A(y)ds2

Mink4/AdS4
(x) + ds2

M6
(y) , (3.1.1)

where x are the coordinates on Mink4 or AdS4 (that we will call the external space) and y

are the coordinates on the internal space M6, the function A(y) is the so-called warping

function which is a function that depends on the internal coordinate only and it gives the

most general form of the metric (3.1.1) which is compatible with the maximal symmetry of

the external space. The requirement of maximal symmetry imposes also some constraints

on the other fields that compose our supergravity multiplet (the dilaton and the RR and

NSNS fluxes F and H) that at the moment are not crucial for our purposes and that we

will describe case by case in the subsequent chapters. More important at the moment is

to discuss what kind of implications follows on the supersymmetry parameters ε1 and ε2

from the requirement of maximal external symmetry.

Given that the metric (3.1.1) has been factorized in a four-dimensional part and

a six-dimensional part, it becomes reasonable to impose that the gamma-matrices get

factorized in a similar fashion:

Γµ = γ(4)
µ ⊗ 1(6) , Γm = γ(4) ⊗ γ(6)

m , (3.1.2)

where γ
(4)
µ and γ

(6)
m are four-dimensional and six-dimensional gamma matrices respectively,

γ(4) is the chiral gamma matrix in four dimensions which has been introduced to ensure

the right anticommutation relations between the ten-dimensional gamma-matrices Γµ and

Γm. The same decomposition just described for the gamma matrices can be applied to

the SUSY parameters ε1 and ε2 that take the form

ε1 = ζ+ ⊗ η1
+ + c.c. , ε2 = ζ+ ⊗ η2

∓ + c.c. , (3.1.3)

where ζ+ is a four-dimensional spinor of positive chirality and η1,2
∓ are a pair of six-

dimensional spinors of positive or negative chiralities depending on the signs (the upper

sign is for IIA whereas the lower sign is for IIB).1 Finally we added the complex conjugates

to ensure that the ten-dimensional spinors ε1,2 are Majorana-Weyl in ten dimensions.

We can now move to the crucial consequence that the assumption of maximal external

symmetry introduces: if we found a solution to the supersymmetry equations for a specific

external spinor ζ+, the maximal symmetry of the external background would be broken.

Indeed, starting from ζ+ one can easily construct a vector vµ = ζt+γ
(4)
µ ζ+ and, of course,

such a vector would break the maximal symmetry. To overcome this problem we must

assume that our configuration is a solution of the supersymmetry equations for a general

1One could consider also more general Ansatzes in which one consider more than one ζ+ and more

than two internal spinors but for our purposes the Ansatz that we did is sufficient.
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choice of the external supersymmetry spinor ζ+. In Minkowski spaces a basis for the

spinors is simply given by the constant spinors, whereas in AdS spaces it can be shown [39]

that a basis for the spinors can be constructed by considering Killing spinors. In four

dimensions, a Killing spinor ζ+ satisfies the equation

Dµζ
c
+ =

1

2
µγµζ+ , (3.1.4)

where the spinor ζc+ is just the complex conjugate of ζ+ (which in four Lorentzian dimen-

sions has negative chirality) and µ is a number related to the cosmological constant Λ

via the relation Λ = −|µ|2.

The upshot of all this discussion is the following: given that the external spinor ζ+

is fixed to be constant or to obey the Killing spinor equation (3.1.4), the supersymme-

try equations get translated into differential equations involving the internal parts of

the SUSY parameters η1,2
± only, and so we conclude that to find supersymmetric four-

dimensional vacua we need to solve a system of differential equations for them. The

resulting system looks like(
Dm −

1

4
Hm

)
η1

+ ∓
eφ

8
fγmη

2
∓ = 0 ,(

Dm +
1

4
Hm

)
η2
∓ −

eφ

8
λ(f)γmη

1
+ = 0 ,

µe−Aη1
− + ∂Aη1

+ −
eφ

4
fη2
∓ = 0 ,

µe−Aη2
± + ∂Aη2

∓ −
eφ

4
λ(f)η1

+ = 0 ,

2µe−Aη1
− +Dη1

+ +

(
∂(2A− φ) +

1

4
H

)
η1

+ = 0 ,

2µe−Aη2
± +Dη2

∓ +

(
∂(2A− φ)− 1

4
H

)
η2
∓ = 0 , (3.1.5)

where the constant µ vanishes for Minkowski vacua and with f we mean the internal part

of the RR flux which, to respect the maximal symmetry, must take a form like

F = f + vol4 ∧ λ(∗6f) . (3.1.6)

Being η1
+ and η2

∓ spinors and not differential forms, the system (3.1.5) is usually very

complicated to analyze; for these reasons often one has to do some Ansatzes on the

solutions in order to solve them, wehereas it is very hard to perform a general analysis of

the conditions for supersymmetry.

The basic idea of the G-structures approach (in which GCG enters) is very simple:

one replaces the spinorial SUSY parameters (that in the case of 4d vacua are η1
+ and η2

∓)

with differential forms, and in this way one obtains differential equations for them; such
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equations are much more elegant than the original spinorial equations and, in some cases,

it is possible to perform a complete and general analysis of the geometry of the solutions.

To see how such a program can be realized in the context of 4d vacua we start by

observing that SUSY conditions require the existence of a well-defined, everywhere non-

vanishing, six-dimensional spinors η1
+ and η2

∓. Let us consider for the moment only one of

these spinors, that we call η and we drop the chirality symbol, and let us see what kind

of geometrical structures are defined by it. Simply by requiring that such a spinor η is

everywhere non-vanishing one obtains a reduction of the structure group: on each chart

of the six-dimensional manifold M6, one can put η to take a fixed expression, like for

example (1, 0, 0, 0)t. Since this procedure can be done for all the charts, this means that

the transition functions beetwen two charts must leave invariant η; but this requires that

the structure group, which can be thought as the group formed by the various transition

functions, cannot be completely general but must be reduced to the stabilizer of η, in

this case SU(3). On the other hand, it is well-known that a SU(3) structure can be

described also in an alternative way, by requiring that onM6 are defined a real two-form

J and a complex, decomposable, non-degenerate three-form Ω; such that they satisfy the

additional conditions

J ∧ Ω = 0 , J3 =
3

4
iΩ ∧ Ω̄. (3.1.7)

Summarizing, we have seen that the central geometric ingredient defined by a spinor

η (together with a metric, since without a metric one cannot define the gamma matrices)

is the presence of a SU(3) structure. Such a SU(3) structure can be also described by

giving a real two-form J and a complex three-form Ω such that they satisfy the constraints

(3.1.7), and the two approaches are related in this way: starting from η one can construct

the bilinears

Jmn ∝ η†γmnη , Ωmnp ∝ ηtγmnpη , (3.1.8)

and they satisfy relations like (3.1.7), as can be shown by Fierzing. Equation (3.1.8)

gives another way of seeing the constraints (3.1.7): they express the fact that J and Ω

are not arbitrary forms onM6, they are differential forms that can be written as spinorial

bilinears. Later on this section we will rephrase this concept by saying that J and Ω are

compatible, which means equivalently that they satisfy relations like (3.1.7) or that they

can be written as spinorial bilinears as in (3.1.8). We stress this point because it is

important to keep in mind that SUSY equations, when rewritten in terms of differential

forms, are not equations for arbitrary differential forms but these forms are forced to be

compatible, and we will see case by case as the compatibility constraints can be solved.

Since we have been able to translate the geometrical content of η to a couple of

differential forms J and Ω, obeying the constraints (3.1.7), it is conceivable that one can

rephrase the SUSY equations (2.1.13), rewritten for a four-dimensional vacuum and under
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the simplifying assumption of η1 = η2, by using J and Ω instead of η. If such a procedure

can be made, one has obtained the aim of translating the original SUSY equations, which

are spinorial equations, into a set of differential equations for differential forms, obtaining

in this way a drastic simplification of the problem. For four-dimensional vacua this is

exactly what it happens: in [10] it is shown, in the much more general context of η1 6= η2

that we will discuss in a moment, that the conditions for supersymmetry for a four-

dimensional vacuum can be entirely rewritten in terms of differential forms; the resulting

system of equations is much more elegant than the original one and this has allowed to

obtain, in later years, many results which would be very hard to deduce starting with the

original spinorial system.

Until now our discussion lives in ordinary complex geometry rather than in generalized

one: we have just taken a six dimensional spinor η, we have seen that it implies a reduction

of the structure group to SU(3) and we have translate all the data into two differential

forms J and Ω. In the case of vanishing fluxes one obtains the well-known Calabi-Yau

condition

dΩ = 0 , dJ = 0 . (3.1.9)

The generalized approach comes out when one relaxes the condition η1 = η2. To

understand what difficulties arise when one relaxes such a condition we can proceed

as follow: moving around the internal manifold M6 there will be some points where

η1 ∝ η2, and some other points where η1 6∝ η2. From the point of view of the structure

group reduction the two situations are completely different: when the two spinors are

proportional we have, of course, a SU(3)-structure with our differential forms J and

Ω, but in the points where the two spinors η1 and η2 are not proportional we have a

further reduction of the structure-group to SU(2); this can be understood since with

η1 6∝ η2 we can construct an additional vector vm = ηt1γmη2. Since we have realized that

the reduction of the structure group is at the core of the possibility of rephrasing the

spinorial differential system with a system of equations on differential forms, we have

that this possibility becomes very complicated to implement, since we have a structure

group that depends on the points of the manifold.

Summarizing, if we remove the assumption η1 = η2 we have that the structure group

acquires a dependence from the points, and this makes very difficult to rephrase the

spinorial system of equations into a system of equations on forms using ordinary complex

geometry.

Generalized Complex Geometry allows us to overcome all these difficulties at the

price of extending our space of interest, from the tangent bundle T to the generalized

tangent bundle T ⊕T ∗: on this more abstract bundle we have that the structure group is

independent from the points and it is equal to SU(3)×SU(3). Let us go to see what this
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statement means: by T ⊕ T ∗ we mean the direct sum of the tangent plus the cotangent

bundle and so our geometrical objects are not differential forms or vectors separately but

a sum of them

X = ω + v , (3.1.10)

where ω is a one-form and v is a vector field; we will call such an object a generalized

vector. Notice that, given a pair of generalized vectors X and Y , there is a natural

definition of scalar product between X = ω1 + v1 and Y = ω2 + v2:

(X, Y ) = (ω1 + v1, ω2 + v2) = v2(ω1) + v1(ω2) . (3.1.11)

Given a generalized vector field X it is easy to understand that it has not a well-defined

action on differential forms of fixed degree; on the other hand the situation is completely

different if one consider, instead of differential forms of fixed degree, polyforms: given a

generalized vector field X and a polyform α we can consider the action

X(α) =
(
v + ω

)
(α) ≡ v(α) + ω ∧ α , (3.1.12)

that maps α to another polyform β.

It is therefore natural to look for a way of mapping the spinors η1 and η2 to polyforms.

This can be done by considering a new kind of objects: bispinors. Let us define the

bispinors

Φ+ ≡ η1 ⊗ η†2 ≡
1

8

∑
k

η†2γm1...mkη1 γ
mk...m1 ,

Φ− ≡ η1 ⊗ ηt2 ≡
1

8

∑
k

ηt2γm1...mkη1 γ
mk...m1 , (3.1.13)

that, after a Clifford map (2.1.11), give rise to polyforms. Notice that in the particular

case of η1 ∝ η2, Φ+ and Φ− just defined become Φ+ = exp(J) and Φ− = Ω but in general

they acquire additional parts.

Once that we have defined Φ+ and Φ− as in (3.1.13), one can get a rough idea of

what the sentence “SU(3) × SU(3)-structure” means in practice:2 when we say that

a globally defined spinor η1 defines a SU(3) structure, basically we are saying that it

defines a decomposition between the six gamma matrices γm in three gamma matrices

“holomorphic” γi1 . . . γi3 and three gamma matrices “anti-holomorphic” γ ī1 . . . γ ī3 ; the

distinction between the holomorphic gamma matrices and the anti-holomorphic ones is

given by the fact that the holomorphic matrices annihilate η. Notice that η is annihilated

by exactly half of the gamma matrices: often this property is rephrased by saying that

η is a pure spinor. It is possible to show that, in dimensions ≤ 6, a Weyl spinor is

2For a precise definition of this concept one could read the original literature [8], [9].
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automatically pure, but in greater dimensions this is not true and a pure spinor is a Weyl

spinor which satisfies additional algebraic constraints. We will see an example of such a

phenomenon in chapter 5 when we will study Mink2 N = (2, 0) vacua.

When a second spinor η2 is introduced, obviously it defines a different splitting of

the gamma matrices in γj1 . . . γj3 and γ j̄1 . . . γ j̄3 . In general the two decompositions will

be compatible in some points and not compatible in other points: when the two spinors

are proportional we have of course a single decomposition and a SU(3) structure, when

the two spinors are not proportional that structure gets further reduced to SU(2). This

argument gives another way of understanding, in terms of gamma-matrices, why when

we consider a pair of spinors η1 and η2 we have that the structure group acquires a

dependence from the points.

When we consider, instead of the pure spinors η1 and η2, the bispinors Φ+ and Φ−

we can overcome this difficulty. To see how this happens, we note that in both Φ+ and

Φ− we have η1 always on the left, and η2 always on the right; we can therefore consider

separately the action of the gamma matrices on the left or on the right of the bispinors

γmΦ± = [(dxm ∧+gmnιn)Φ±] , Φ±γ
m = ±[(dxm ∧ −gmnιn)Φ±] , (3.1.14)

where, on the rhs, we have considered Φ± as polyforms and we have translated the action

of the gamma matrices on them as wedges and contractions. Since, as we just said, η1

sits always on the left and η2 sits always on the right, we see that we can use the SU(3)

decomposition determined by η1 when the corresponding gamma matrix acts on the left,

and the SU(3) decomposition corresponding to η2 when the gamma matrix acts on the

right. In this way we see that the two structure groups are not in competition but,

together, they determine a SU(3)× SU(3) structure on the generalized tangent bundle.

We see also that the naive intuition that η1 defines a SU(3) structure on (saying) T and

η2 defines a SU(3) structure on T ∗ is not correct and must be refined: the actions on the

left and on the right of the gamma matrices both contain a wedge and a contraction, and

so it is the combination of η1 and η2 together that defines the SU(3)× SU(3) structure

on T ⊕ T ∗, and that this structure cannot be decomposed into separate structures on T

and T ∗ separately.

Summarizing, we have obtained a way to describe the structure group without any

dependence on the points, at the price of enlarging our space of interest from T to

T ⊕ T ∗. On this more abstract space the pure spinors η1 and η2 have been replaced by

the bispinors Φ± and on them we can act by wedge and contraction (when we think them

as polyforms), or by the action of the gamma matrices γm on the left or on the right

when we consider them as bispinors. We can now show how the purity property of the

spinors η1 and η2 gets translated on Φ+ and Φ−. To this end notice that wedge product
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and contraction satisfy 12-dimensional Clifford algebra relations like

{dxm∧, dxn∧} = 0 , {dxm∧, ιn} = δm n , {ιm, ιn} = 0 . (3.1.15)

Now, given the map (3.1.14), it is straightforward to realize that the purity of η1 and η2 is

translated in the purity of the bispinors Φ± with respect to the Clifford algebra (3.1.15).

For this reason we will call Φ± pure spinors, keeping in mind that they are not usual

pure spinors on the tangent bundle but they are pure spinors on the generalized tangent

bundle and that their Clifford algebra is not given by the ordinary Clifford algebra Cl(6)

but by the Clifford algebra Cl(6,6) defined in (3.1.15).

Having introduced the bispinors Φ+ and Φ−, it has been shown in [10] that they can

be used to rephrase the SUSY equations in terms of differential forms. The final form of

the system of equations is very elegant, and we quote it here just to give a flavour of how

much simpler it is with respect to the original spinorial system (3.1.5). For example, for

an AdS4 vacuum of type IIB it writes

dHΦ− = −2µe−AReΦ+ , dH(eAImΦ+) + 3µImΦ− = e4A ∗ λf , (3.1.16)

where the differential dH has been introduced in (2.1.8), the constant µ is given in (3.1.4)

and f are the internal RR-fluxes. Moreover, we have to impose that Φ± are not arbitrary

differential forms on M6, but they must be obtained as spinorial bilinears. Recall that

the requirement that Φ± can be written as bispinors can be also described through some

compatibility relations. Even if we will not use in the following this second point of view,

let us recall the compatibility conditions for an AdS4 vacuum

(Φ−, X ·Φ+) = (Φ̄−, X ·Φ+) X ∈ T ⊕ T ∗ , (3.1.17)

where ( , ) is the six-dimensional Chevalley-Mukai pairing of forms that, in d dimensions,

is defined by

(α, β) = (α ∧ λ(β))d , (3.1.18)

where d means that we keep only the d-form part, α and β are two (poly)-forms and

the λ operator acts on a k-form αk as in (2.1.10). Moreover, the notation X · means

(X ∧+ιX).

3.2 A ten-dimensional system of equations

The GCG approach has been extended in [11] to include all the ten-dimensional config-

urations which preserve some amounts of supersymmetry, no matter whether they are

vacuum solutions or not. In other words, in [11] a differential system which is completely
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equivalent to (2.1.13) has been obtained, without making any preliminar Ansatz regard-

ing the nature of the solution (in the preceding section we have made the only Ansatz

that our solution was a four-dimensional vacuum). Our aim in this section is to review

the construction of [11] and to underline the main properties of the final system.

Using the ten-dimensional SUSY parameters εi , i = 1, 2 we can construct two different

vectors (or equivalently one-forms)

KM
i ≡

1

32
ε̄iΓ

Mεi , K ≡ 1

2
(K1 +K2) , K̃ ≡ 1

2
(K1 −K2) . (3.2.1)

We can also consider the polyform

Φ = ε1ε̄2 , (3.2.2)

defining many different G-structures on the ten-dimensional tangent bundle, all of them

corresponding to a single structure on the generalized ten-dimensional tangent bundle

T10 ⊕ T ∗10.3 The situation would appear to be completely analogous to what happens

for four-dimensional N = 1 vacua, where, as just explained, the pure spinors Φ+ and

Φ− define together a SU(3)× SU(3) structure on the generalized tangent bundle of the

internal manifold T6 ⊕ T ∗6 , however one can show that Φ is not a pure spinor and as a

consequence of this fact it is not sufficient to fully reconstruct the metric and the B-field

(contrary to the situation for four dimensional vacua where Φ+ and Φ− do determine a

metric and a B-field). This feature forces us to introduce additional geometrical data and

indeed in [11] two additional vectors e+1 and e+2 satisfying

e2
+i = 0 , e+i ·Ki =

1

2
, i = 1, 2 , (3.2.3)

are introduced. We will see in a moment that these additional vectors are a source of

difficulties: since they are not defined as intrinsic geometrical objects starting from the

SUSY parameters ε1 and ε2 but they must be defined by hand, the equations involving

them are much more involved than the other. Nevertheless they are necessary in general

and we must keep them into account.

We can now reformulate the conditions for unbroken supersymmetry in terms of the

geometrical data (K, K̃,Φ, e+i) just discussed, obtaining the following system

LKg = 0 , dK̃ = ιKH ; (3.2.4a)

dH(e−φΦ) = −(K̃ ∧+ιK)F ; (3.2.4b)

(e+1 ·Φ · e+2 , ΓMN [±dH(e−φΦ · e+2) +
1

2
eφd†(e−2φe+2)Φ− F ]) = 0 ; (3.2.4c)

(e+1 ·Φ · e+2 , [dH(e−φe+1 ·Φ)− 1

2
eφd†(e−2φe+1)Φ− F ]ΓMN) = 0 . (3.2.4d)

3In general the structure group that one obtains is very complicated but, fortunately, in these thesis

we will stay in contexts where it will be much simpler.
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((3.2.4a) already appeared in [40], [41] and [42].) In (3.2.4c) and (3.2.4d) (, ) means the

ten-dimensional Chevalley-Mukai pairing. Equations (3.2.4) are necessary and sufficient

for supersymmetry to hold [11]. To also solve the equations of motion, one needs to impose

the Bianchi identities, which we recall that away from sources (branes and orientifolds)

read

dH = 0 , dHF = 0 . (3.2.5)

It should be noted that equations (3.2.4a) and (3.2.4b) are very elegant: apart from

the first equation in (3.2.4a) (expressing that K has to be a Killing vector) they are

formulated in terms of differential forms and exterior calculus only and they are much

simpler to treat than the original SUSY conditions. Unfortunately, they are necessary to

supersymmetry to hold but not sufficient and they must be completed with (3.2.4c) and

(3.2.4d) (which we will call pairing equations).

Depending on the behaviour of the pairing equations we can consider three different

cases: there are some cases where the pairing equations can be recast in an elegant form

much like (3.2.4b), this is the case for two-dimensional N = (2, 0) vacua studied in [17]

and [18]; we will call such a case a good case. There are cases where the pairing equations

cannot be recast in an elegant form and their geometrical meaning remains difficult to

understand, this is the case studied in [43], [44], and [20]; we will call such cases the ugly

cases.

Finally, there are the lucky cases. In such cases the pairing equations are completely

redundant and can be dropped; supersymmetry is completely equivalent to equations

(3.2.4a) and (3.2.4b) and we can forget about the additional vectors e+i. We will see in

the next chapter that AdS6 and AdS7 vacua fall in this final set (other examples are given

by four-dimensional vacua).

Of course it would be important to obtain some methods to understand from the

beginning whether a particular case under investigation is a good, ugly or lucky case.

Unfortunately at the moment it is not clear if such a criterion exists4 and so one has to

investigate case by case the behaviour of the pairing equations.

In the next chapters of this thesis we will consider many examples for all the cases

just explained.

4Even if it is clear that lucky and good cases are associated to simpler structures on T ⊕ T ∗ the

contrary is not true, and there cases where the structure group is quite simple but nevertheless the pairing

equations are not redundant and they take a complicated form. An example of such a phenomenon will be

given later on this thesis where we will discuss compactification to four-dimensional N = 2 supergravity.
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Chapter 4

The lucky cases: AdS7 and AdS6

solutions

In this chapter we will discuss two example of lucky cases: as already outlined we will

study AdS7 and AdS6 solutions in type II supergravity. In the AdS7 case we will numer-

ically classify the solutions of this kind. Such a classification has proven to be related

to brane constructions engineering (1, 0) six-dimensional SCFTs. In the AdS6 case our

analysis will be unfortunately less complete, but nevertheless we will be able to reduce

the problem of finding AdS6 solutions to a system of two partial differential equations.

We will start by reviewing the results at disposal in the literature without the use

of GCG, then we will move to discuss the G-structure approach to AdS7 solutions and

finally we will discuss the AdS6 case.

4.1 Higher AdS vacua without Generalized Complex

Geometry

In this section we will discuss what results were at disposal in the literature without the

use of GCG techniques. We will see that only one kind of AdS7 solutions had been found

in the context of eleven-dimensional supergravity (the so-called Freund-Rubin solutions),

it was also known that the Freund-Rubin solution are the only AdS7 vacua that one can

find in eleven-dimensional supergravity (and so in massless type IIA too) but nothing

was known about massive type IIA and type IIB SUGRA. The situation was similar for

AdS6 solutions, where the only vacuum which had been found was the Brandhuber and

Oz solution in massive type IIA [45] (it is shown in [46] that this is the only AdS6 that

can be found in massless type IIA); on the other hand the type IIB analysis and the

eleven-dimensional analysis was restricted to some type IIB T-duals of the Brandhuber
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and Oz solution. During the discussion of the supergravity solutions we will point out

also some aspects of the CFT duals.

4.1.1 The Freund-Rubin AdS7 solution

Let us discuss the Freund-Rubin AdS7 vacuum in eleven-dimensional supergravity and

show that this is the only AdS7 vacuum that can be constructed in eleven dimensions.

The field content of eleven-dimensional supergravity is very simple: it contains obviously

the metric GMN , M, N = 0, . . . , 10; the gravitino ΨM , which for each value of M is a

32-component Majorana spinor and, of course, the antisymmetric three-form A3 that we

already introduced in (2.1.20); it is subject to the obvious gauge invariance

A3 → A3 + dΛ2 , (4.1.1)

where Λ2 is a two-form.

In analogy with (3.1.1) we take our eleven-dimensional metric of the form1

ds2
11 = ds2

AdS7
+ ds2

M4
. (4.1.2)

As usual, supersymmetric configurations are obtained putting to zero the gravitino field

and imposing that its supersymmetry variation vanishes

∇Mε+
1

288

(
ΓNPQRM − 8δNMΓPQR

)
GNPQRε = 0 , (4.1.3)

where ε is the eleven-dimensional SUSY parameter (which is a 32-component Majorana

spinor) and G ≡ 1
4!
GNPQRdx

N∧dxP∧dxQ∧dxR is the field-strength of A3. To preserve the

maximal symmetry of the external background we need to impose that the field-strength

G is a purely internal four-form

G ≡ 1

4!
Gnpqrdy

n ∧ dyp ∧ dyq ∧ dyr , (4.1.4)

and, given that the internal space is four-dimensional, it is straightforward to deduce that

it must be proportional to the internal volume form

G = g(y)volM4 , (4.1.5)

where g(y) is a function on M4.

Exactly as we discussed for four-dimensional vacua (Section 3.1), given that the met-

ric gets factorized as in (4.1.2), we have that the gamma matrices ΓM take a similar

decomposition

Γµ = γ(7)
µ ⊗ γ(4) , Γm = 1(7) ⊗ γ(4)

m , (4.1.6)

1For simplicity we have omitted a possible warping factor. We will see in Section 4.2.9 that this does

not spoil the generality of the solution.
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where γ
(7)
µ and γ

(4)
m are gamma matrices in seven and four dimensions respectively, whereas

γ(4) is the chiral gamma matrix in four dimensions. Let us discuss now the decomposition

of the SUSY parameter ε: given the decomposition (4.1.6) we have that ε acquires an

identical decomposition

ε = ζ ⊗ η + c.c. , (4.1.7)

where ζ and η are Dirac spinors on the external and internal manifold respectively and

we added the complex conjugates to ensure that ε is Majorana as required.

As we explained in section 3.1, in order to preserve the maximal symmetry of the

external background, we need to impose that ζ satisfies the Killing spinor equation

∇µζ =
Λ

2
γ(7)
µ ζ , (4.1.8)

where Λ is the inverse of the AdS7 radius

Λ =
1

RAdS7

. (4.1.9)

Given the decomposition just explained we can come back to our SUSY equation

(4.1.3). It gets decomposed in two equations(
∇µ +

1

6
gγµ ⊗ 1

)
ε = γ(7)

µ ζ ⊗
(Λ

2
− g

6

)
η + c.c. = 0 ,(

∇m −
1

3
g1⊗ γ(4)γm

)
ε = ζ ⊗

(
∇m −

g

3
γ(4)γm

)
η + c.c. = 0 , (4.1.10)

that combined tell us g = 3Λ and, more important,(
∇m − Λγ(4)γm

)
η = 0 , (4.1.11)

which expresses the requirement that η is a Killing spinor on M4. This request implies

that the cone C(M4) constructed over M4 admits a covariantly constant spinor; but in

five dimensions the only manifold with restricted holonomy is R5 or one of its orbifolds.

This consideration leads us to conclude that the only AdS7 vacuum solution at disposal

in eleven-dimensional supergravity is given by AdS7 × S4 and its orbifolds AdS7 × S4/Γ.

Of course such solutions are dual to the famous (2, 0) theory living on the M5 branes.

4.1.2 The Brandhuber and Oz AdS6 solution

Let us move to discuss the known facts about AdS6 vacua that can be obtained without

using GCG. As already remarked the only known AdS6 solution is given by the so-called

Brandhuber and Oz solution in massive type IIA supergravity, whose metric takes the

form of AdS6 × S4; in [46] it has been shown that this solution in massive type IIA

supergravity is unique and no other AdS6 vacua can be found in the massive case. We
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will review how the Brandhuber and Oz can be deduced starting from some holographic

considerations concerning five-dimensional CFTs. Finally we will discuss some further

solutions that can be obtained in type IIB by considering T dualities of the Brandhuber

and Oz configuration: the standard abelian T-dual obtained along the U(1) fiber of S4

and, the more mysterious, non abelian T-dual recently considered in [47] and [48].

In [49] it has been argued that a five-dimensional CFT can be found by considering

the following brane configuration: consider a Type I’ setup on R9 × I where we denoted

with I an interval or, equivalently, S1/Z2, let us call this coordinate x9. At the end points

of the interval, or at the fixed points of the Z2 action, we have two orientifolds (two O8

planes) and so, to cancel the brane charge of them, we need to add to our setup 16 D8

branes located at some points along x9 and extended along the other directions. Finally,

we put in our configuration a bunch of N D4 branes, extended along x0, x1, x2, x3, x4 and

located at some points along the other directions. Let us divide the D8 branes in two

sets: starting from an O8 and moving along x9, consider the first Nf D8 branes, with

Nf < 8,2 and call the values of their x9 coordinates xi9, 1 ≤ i ≤ Nf (with of course

x1 ≤ x2 ≤ · · · ≤ xNf ).

Let us describe the five-dimensional N = 1 theory living on the N D4 branes: having

a bunch of N D4, with an O8, we obtain a 5d N = 1 gauge theory with gauge group

USp(2N), with an antisymmetric hypermultiplet (given by open strings streched between

the D4 and the O8), moreover we have Nf foundamental hypermultiplets which are

created by open D4-D8 branes. The Coulomb branch of the theory is given by the

position along x9 (that we denote with φ) of the bunch of D4s and, instead, the position

of the D4 along (x5, x6, x7, x8) goes in correspondence with the Higgs branch of the theory.

The masses of the Nf fundamental hypermultiplets are given by the positions xi9 of the

corresponding D8s. The CFT limit is reached when both the bunch of D4s and the D8s

approach the origin x9 = 0 where we have the orientifold plane; from a field theory point

of view this correspond to the origin of the Coulomb branch of the USp(2N) theory

coupled to Nf < 8 massless foundamental hypermultiplets. Our aim is now to give a

supergravity description of such a limit.

To this end, we start by recalling the metric determined on R9 × I by the D8 branes

(before to reach the fixed point). It writes as

ds2 = H
−1/2
8 (x9)dx2

0,8 +H
1/2
8 (x9)dx2

9 , (4.1.12)

with the function H8(x9) given by

H8(x9) = a+ 16x9 −
Nf∑
|x9 − xi9| −

Nf∑
|x9 + xi9| , (4.1.13)

2Such a restriction on Nf can be understood, from a field-theoretical point of view, as a constraint

in order to obtain a 5d CFT, for more details see [49].
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where a is a constant that it is related to the inverse of the bare coupling, and so it goes

to 0 in the CFT limit. H8 also determines the dilaton via the relation

eφ = H
−5/4
8 (x9) . (4.1.14)

Since we are in a configuration containing D8s, it is natural to expect that we have a

non-zero Romans mass and indeed the expression for it is given by a piecewise constant

function like

m(x9) =
1

4π
√
α′

(16− 2i) xi9 < x9 < xi+1
9 i = 0, 1, . . . , Nf − 1 , (4.1.15)

where, in order to use a compact formula, we have denoted with x0
9 the position of the

orbifold x9 = 0.

To proceed it is convenient to define a new coordinate

z =

(
2x9

3

√
8−Nf

2π

)3/2

, (4.1.16)

in terms of wich the metric (4.1.12) becomes conformally flat when the Nf D8s are on

top of the O8

ds2 = Ω2(z)
(
dx2

0,8 + dz2
)
, Ω(z) ≡

( 3

4π
(8−Nf )z

)−1/6
, (4.1.17)

the expressions for the dilaton and the Romans mass are given by

eφ = Ω5(z) , m =
8−Nf

2π
√
α′

. (4.1.18)

The metric gets further modified by the N D4 branes that we need to introduce, they

give an additional warp factor in the metric and also, as natural, induce a non vanishing

six-form flux F6:

ds2 = Ω2(z)
[
H
−1/2
4 (r)dx2

0,4 +H
−1/2
4 (r)(dx2

R4 + dz2)
]
,

eφ = Ω5(z)H
−1/4
4 (r) ,

F6 = d5x ∧ dH−1
4 (r) , (4.1.19)

where r2 = r̃2 + z2 and r̃2 = x2
5 + x2

6 + x2
7 + x2

8, and the additional warping function is

given, in the near-horizon limit, by

H4(r) =
Q4

r10/3
, Q4 =

(
211π4

34(8−Nf)

)1/3

N . (4.1.20)

It is now convenient to define an angular coordinate α such that r̃ = r sinα and

z = r cosα. In this way one can see that the background (4.1.19) is nothing but a warped
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product of the form AdS6 × S4

ds2 =
W 2L2

4

[
9ds2(AdS6) + 4ds2(S4)

]
,

F4 = 5L4W−2 sin3 αdα ∧ Vol(S3) ,

e−φ =
3L

2W 5
, W = (α cos θ)−1/6 , (4.1.21)

where we have replaced F6 with its Hodge dual F4, L denotes the AdS6 radius L = 3
2
Q

1/4
4

and the metric on S4 is given by

ds2(S4) = dα2 + sin2 αds2(S3) . (4.1.22)

From (4.1.16) we see that z has to be positive; combining this observation with the

definition of α given by z = r cosα we see that 0 ≤ α ≤ π/2 and so we conclude that

the internal manifold is not an entire S4 but only half of an S4. Moreover we can see

that this solution diverges for α→ π/2 since the dilaton diverges for such a value; such a

singularity reflects in the supergravity picture the presence of the O8/D8 system. Finally,

we see that away the singular point the curvature and the dilaton go like

R ∝ −m
1/3

L2
, eφ ∝ 1

Lm5/6
, (4.1.23)

and so we see that the supergravity regime is valid when

m1/3

L2
� 1 , Lm5/6 � 1 , (4.1.24)

both these conditions can be satisfied by taking the AdS6 radius large, L� 1.

Further developments

As anticipated, in [46] it is shown that the Brandhuber and Oz solution is the unique

solution that one can find in massive type IIA supergravity. Nevertheless, one can consider

some further developments based on this solution. First of all one can consider T-dualities:

we know that the internal manifold S4 can be seen as an S3 fibration over an interval.

Writing S3 as an S1-Hopf fibration over S2

ds2(S3) =
1

4
[dφ2

1 + sin2 φ1dφ
2
2 + (dφ3 + cosφ1dφ2)2] , (4.1.25)

one obtains that the Killing spinors ε1 and ε2 are completely independent of the internal

U(1) coordinate φ3. This fact allows us to consider the standard, abelian, T-duality of the

Brandhuber and Oz solution without breaking supersymmetry. In this way one obtains

42



one example of AdS6 vacuum in Type IIB supergravity, we just quote the final result

which is given by

ds2 =
1

4
W 2L2

[
9ds2(AdS6) + 4dα2 + sin2 α(dφ2

1 + sin2 φ1dφ
2
2) +

16

W 4L4 sin2 α
dφ2

3

]
,

B = − cosφ1dφ2 ∧ dφ3 , eφ =
4

3L2(m cosα)2/3 sin θ
,

F3 =
5

8
L4(m cosα)1/3 sin3 α sinφ1dα ∧ dφ1 ∧ dφ2 , F1 = mdφ3 . (4.1.26)

The dilaton shows that we have a new singularity at α = 0: this represents the standard

singularity that one always gets when T-dualizes along a Hopf direction in a S3 that

shrinks somewhere. It represents an NS5 smeared along the T-dual S1; one expects

worldsheet instantons to modify the metric so that the NS5 singularity gets localized

along that direction, as in [50]. As for the singularity at α = π
2
, it now cannot be

associated with an O8–D8 system as it was in IIA, since we are in IIB. It probably now

represents a smeared O7–D7 system; it is indeed always the case that T-dualizing a brane

along a parallel direction in supergravity gives a smeared version of the correct D-brane

solution on the other side, as we just saw for the NS5-brane.

A more exotic solution in type IIB is considered in [48], [47]: by performing a non-

abelian T-duality transformation of the Brandhuber and Oz solution the authors have

found a new solution in type IIB whose local metric writes

ds2 =
W 2L2

4

[
9ds2(AdS6) + 4dα2

]
+ e−2Âdr2 +

r2e2Â

r2 + e4Â
ds2(S2) ,

B2 =
r3

r2 + e4Â
Vol(S2) , e−φ =

3L

2W 5
eÂ
√
r2 + e4Â ,

F1 = −G1 −mrdr , F3 =
r2

r2 + e4Â
[−rG1 +me4Âdr] ∧ Vol(S2) , (4.1.27)

with

eÂ =
WL

2
sinα , G1 =

5

8W 2
L4 sin3 αdθ . (4.1.28)

The global properties of such a solution are still mysterious: beyond the singularities at

α = 0 and α = π/2 that we just discussed, we see that this solution seems to be non-

compact. This feature for sure needs to be investigated better in the future; the authors

of [47] have assumed that the coordinate r is stopped at some values R > 0, nevertheless

the solution looks perfectly well-defined for arbitrary r and so it is not clear how such a

cut-off should be interpreted.

Finally, one can consider orbifolds of the Brandhuber and Oz solution: this has been

done in [51] where the authors have discussed the various orbifolds that one can do

starting from the Brandhuber and Oz solution, the CFT5 duals are also analyzed and it

is shown that all these duals correspond to linear quiver gauge theories.
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4.1.3 Summary

Let us summarize the results of this section. We have seen that, without using GCG, some

partial results were already at disposal in the literature concerning AdS six-dimensional

and seven-dimensional vacua. Concerning AdS7 vacua it was known that in massless type

IIA the Freund-Rubin solution represents the only vacuum that one can find. A similar

result was at disposal in the six-dimensional case, where it was known that the Brand-

huber and Oz solution (and orbifolds) represents that only solution that can be obtained

in massive type IIA; via T-dualities one can obtain some examples of IIB solutions. In

the next sections we will show how GCG allows us to extends these results.

4.2 AdS7 using generalized complex geometry

In this section we will see how GCG, and in particular the power of the system of equations

(3.2.4) allows us to extend the analysis of AdS7 vacua in type II supergravity. We will

see that no solutions can be found in type IIB but the situation is much richer in massive

type IIA, where we will be able to give a classification (at least at numerical level) of

AdS7 vacua. Such a classification has been very useful in subsequent works to increase

our understanding about SCFTs in six dimensions (see [52], [16] and [53]) .

4.2.1 Supersymmetry and pure spinor equations in three di-

mensions

To start with, following the GCG philosophy, we want to find a system of differential

equations on differential forms that is equivalent to preserved supersymmetry for solutions

of the type AdS7×M3. We will derive it by a commonly-used trick: namely, by considering

AdSd+1 as a warped product of Minkd and R. We will begin in section 4.2.1 by reviewing

a system equivalent to supersymmetry for Mink6 × M4. In section 4.2.1 we will then

translate it to a system for AdS7 ×M3.

Mink6 ×M4

For Mink6 ×M4 solutions, [54] found a system in terms of a SU(2) × SU(2) structure

on M4, described by a pair of bispinors φ1,2. Similarly to the Mink4 × M6 case these

bispinors are characterized as bilinears of the internal parts η1,2 of the supersymmetry
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parameters in (A.0.2):3

φ1
∓ = e−A4η1

+ ⊗ η
2 †
∓ , φ2

∓ = e−A4η1
+ ⊗ η

2c †
∓ , (4.2.1)

where the warping function A4 is defined by

ds2
10 = e2A4ds2

Mink6
+ ds2

M4
. (4.2.2)

The upper index in (4.2.1) is relevant to IIA, the lower index to IIB; so in IIA we have

that φ1,2 are both odd forms, and in IIB that they are both even.4

The system equivalent to supersymmetry now reads [54] 5

dH
(
e2A4−φReφ1

∓
)

= 0 , (4.2.3a)

dH
(
e4A4−φImφ1

∓
)

= 0 , (4.2.3b)

dH
(
e4A4−φφ2

∓
)

= 0 , (4.2.3c)

eφF = ∓16 ∗4 λ(dA4 ∧ Reφ1
∓) , (4.2.3d)

(φ1
±, φ

1
±) = (φ2

±, φ
2
±) =

1

4
. (4.2.3e)

Here, as usual, φ is the dilaton; dH = d − H∧ is the twisted exterior derivative; A4

was defined in (4.2.2); F is the internal RR flux, which, using the request of maximal

symmetry of the Mink6 vacuum, determines the external flux via self-duality:

F(10) ≡ F + e6A4vol6 ∧ ∗4λF . (4.2.4)

Actually, (4.2.3) contains an assumption: that the norms of the ηi are equal. For a

noncompact M4, it might be possible to have different norms; (4.2.3) would then have to

be slightly changed. (See [55, Sec. A.3] for comments on this in the Mink4 ×M6 case.)

As shown in appendix A, however, for our purposes such a generalization is not relevant.

With this caveat, the system (4.2.3) is equivalent to supersymmetry for Mink6 ×M4.

Historically, it has been found by direct computation in [54] but, of course, it can also be

found as a consequence of the ten-dimensional system in (3.2.4) and in particular, since

we are in a lucky case, of the first two equations (3.2.4a) and (3.2.4b).

3The index ∓ on spinors denotes chirality, and ηc ≡ B4η
∗ denotes Majorana conjugation; for more

details see appendix A. The factors e−A4 are included for later convenience.
4We could also characterize φ1,2 in terms of a compatibility relation, very similar to the relations

(3.1.17) that we discussed for four-dimensional vacua. However for our purposes, the characterization in

terms of spinorial bilinears works better
5We have massaged a bit the original system in [54], by eliminating Reφ1∓ from the first equation of

their (4.11).
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AdS7 ×M3

As we anticipated, we will now use the fact that AdS can be used as a warped product of

Minkowski space with a line. We would like to classify solutions of the type AdS7 ×M3.

These in general will have a metric

ds2
10 = e2A3ds2

AdS7
+ ds2

M3
(4.2.5)

where A3 is a new warping function (different from the A4 in (4.2.2)). Since

ds2
AdS7

=
dρ2

ρ2
+ ρ2ds2

Mink6
, (4.2.6)

(4.2.5) can be seen as a subset of (4.2.2) if we take

eA4 = ρeA3 , ds2
M4

=
e2A3

ρ2
dρ2 + ds2

M3
. (4.2.7)

Let us now move to discuss the additional assumptions that we have to impose in order

to preserve the SO(6,2) invariance of AdS7: A3 should be a function of M3. The fluxes

F and H, which for a Mink6 vacuum were arbitrary forms on M4, should now be forms

on M3. For IIA, F = F0 + F2 + F4: in order not to break SO(6, 2), we impose F4 = 0,

since it would necessarily have a leg along AdS7; for IIB, F = F1 + F3.

Following this logic, solutions to type II equations of motion of the form AdS7 ×M3

are a subclass of solutions of the form Mink6 ×M4. In appendix A, we also show how

the AdS7 ×M3 supercharges get translated in the Mink6 ×M4 framework, and that the

internal spinors have equal norm, as we anticipated around (4.2.4). Using (A.0.10), we

also learn how to express the φ1,2 in (4.2.1) in terms of bilinears of spinors χ1,2 on M3:

φ1
∓ =

1

2

(
ψ1
∓ + ieA3

dρ

ρ
∧ ψ1

±

)
, φ2

∓ = ∓1

2

(
ψ2
∓ + ieA3

dρ

ρ
∧ ψ2

±

)
, (4.2.8)

with

ψ1 = χ1 ⊗ χ†2 , ψ2 = χ1 ⊗ χc †2 . (4.2.9)

As usual, we have implicitly mapped forms to bispinors via the Clifford map, and in

(4.3.4) the subscripts ± refer to taking the even or odd form part. (Recall also that φ1,2
−

is relevant to IIA, and φ1,2
+ to IIB; see (4.2.3).) The spinors χ1,2 have been taken to have

unit norm.

As usual, to use the GCG approach we must impose the constraint that ψ1,2 are not

arbitrary but they can be written as bispinors (4.2.9). We will see in a moment how to

solve this constraint in a very elegant way.

We can now use (4.2.8) in (4.2.3). Each of those equations can now be decomposed

in a part that contains dρ and one that does not. Thus, the number of equations would
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double. However, for (4.2.3a), (4.2.3b) and (4.2.3c), the part that does not contain dρ

actually follows from the part that does. The “norm” equation, (4.2.3e), simply reduces

to a similar equation for a three-dimensional norm. Summing up:

dHIm(e3A3−φψ1
±) = −2e2A3−φReψ1

∓ , (4.2.10a)

dHRe(e5A3−φψ1
±) = 4e4A3−φImψ1

∓ , (4.2.10b)

dH(e5A3−φψ2
±) = −4ie4A3−φψ2

∓ , (4.2.10c)

± 1

8
eφ ∗3 λF = dA3 ∧ Imψ1

± + e−A3Reψ1
∓ , (4.2.10d)

dA3 ∧ Reψ1
∓ = 0 , (4.2.10e)

(ψ1,2
+ , ψ1,2

− ) = − i
2

; (4.2.10f)

again with the upper sign for IIA, and the lower for IIB.

One could ask why we have used this apparently cumbersome procedure of starting

from a Mink6 vacuum and then extract the conditions for an AdS7 vacuum, instead of

starting directly from the system (3.2.4) written for an AdS7 vacuum. The reason is

given by the fact that, for an AdS7 vacuum, it is very difficult to show that the pairing

equations are redundant or, in other words, that we are in a lucky case. This represents

one of the most unhappy features of the system (3.2.4) that we already described at the

end of Chapter 3 (and in the Introduction too): a criterion is not known, at the moment,

to determine if a particular class of solutions lives in an ugly, lucky or good case. Finding

such a criterion could be very important in order to extend the use of the system (3.2.4)

to a broader family of solutions.

We pass now to describe how we can solve the algebraic constraints that follow from

the definition of ψ1,2 in (4.2.9).

4.2.2 Parameterization of the pure spinors

To solve the constraints contained in (4.2.9) we start by considering first the simpler

case χ1 = χ2; the more interesting case χ1 6= χ2 is very simple but a little bit tedious

and so we will just discuss the idea and we quote the final result. We will use the

Pauli matrices σi as gamma matrices, and use B3 = σ2 as a conjugation matrix (so that

B3σi = −σtiB3 = −σ∗iB3). We will define

χc ≡ B3χ
∗ , χ ≡ χtB3 ; (4.2.11)

notice that χc † = χtB†3 = χ.

We will now evaluate ψ1,2 in (4.2.9) when χ1 = χ2 ≡ χ; as we noted in section

4.2.1, χ is normalized to one. Notice first a general point about the Clifford map αk =
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1
k!
αi1...ikdx

i1 ∧ . . . ∧ dxik 7→6 αk ≡ 1
k!
αi1...ikγ

i1...ik in three dimensions (and, more generally,

in any odd dimension). After applying the Clifford map on a (poly)form ω we have a very

simple way of computing the Hodge dual of ω: one can show that the following relation

holds in three euclidean dimensions

− i ∗ λ→ 1 , (4.2.12)

and so we see that the Hodge dual of α is related in a very simple way to α when

we consider the corresponding bispinors. Since in three dimensions the Hodge dual ex-

changes odd-forms with even-forms, we see that when evaluating ψ1,2, we can give the

corresponding forms as an even form, or as an odd form, or as a mix of the two.

Let us first consider χ⊗ χ†. We can choose to express it as an odd form. In its Fierz

expansion, both its one-form part and its three-form part are a priori non-zero; we can

parameterize them as

χ⊗ χ† =
1

2
(e3 − ivol3) . (4.2.13)

e3 is clearly a real vector, whose name has been chosen for later convenience. The fact

that the three-form part is simply − i
2
vol3 follows from ||χ|| = 1. Notice also that

e3χ = σiχe
i
3 = σiχχ

†σiχ =
1

2
(−e3 − 3ivol3)χ ⇒ e3χ = χ (4.2.14)

where we have used (4.2.13), and that σiαkσ
i = (−)k(3 − 2k)αk on a k-form. (4.2.14)

also implies that e3 has norm one. Coming now to χ⊗ χ, we notice that the three-form

part in its Fierz expansion is zero, since χχ = χtB3χ = 0. The one-form part is now a

priori no longer real; so we write

χ⊗ χ =
1

2
(e1 + ie2) . (4.2.15)

Similar manipulations as in (4.2.14) show that (e1 + ie2)χ = 0; using this, we get that

ei · ej = δij . (4.2.16)

In other words, {ei} is a vielbein, as notation would suggest.

Two spinors

Moving to consider the more general case with χ1 6= χ2 one could proceed as follow:

we have seen that a single three-dimensional spinor defines a vielbein, it is therefore

natural (and correct) to assume that χ1 and χ2 define a pair of vielbeins {e1
i } and {e2

i }
respectively. Even if such a way of proceeding would be perfectly legal, it is not the best

way of performing the computation: indeed one has two different vielbeins defined on the

same manifoldM3, and in the SUSY equations would appear both. Two vielbeins on the
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same manifolds are not independent and they are related by a change of basis. Working

in this way one would obtain a system of equations where the variables appearing into

the equations are not independent but related in a hidden way.

For this reason we prefer to use a different strategy: we take a third spinor χ which,

in a certain sense, is an average between the two χ1 and χ2 and we consider the single

vielbein {ei} generated by it. In this way one can parametrize the bispinors ψ1,2 by

using this vielbein and by using three angles (θ1, θ2, ψ) that, in a sense, expresses all

the changes of basis that we need. Proceeding in this way we finally parametrizes our

bispinors ψ1,2 as

ψ1
+ =

eiθ1

2
[cos(ψ) + e1 ∧ (−ie2 + sin(ψ)e3)] , ψ1

− =
eiθ1

2
[e3 − i sin(ψ)e2 − i cos(ψ)vol3] ;

(4.2.17a)

ψ2
+ =

eiθ2

2
[sin(ψ)− (ie2 + cos(ψ)e1) ∧ e3] , ψ2

− =
eiθ2

2
[e1 + i cos(ψ)e2 − i sin(ψ)vol3] .

(4.2.17b)

4.2.3 Analysis of the equations and topology of the solutions

Armed with the parameterization (4.2.17), we are now ready to attack the system (4.2.10)

for AdS7 ×M3 solutions. In the first subsection we will analyze the equations and ob-

taining the local form of the solutions and the differential equations that they have to

satisfy for being supersymmetric. Then, in the second subsection we will discuss global

issues about the topology of the local solutions, we will show in particular that compact

solutions can be found.

Analysis of the equations

We will start by looking at the equations in (4.2.10) that do not involve any fluxes. These

are (4.2.10e), and the lowest-component form part of (4.2.10a), (4.2.10b) and (4.2.10c).

First of all, we can observe quite quickly that the IIB case cannot possibly work.

(4.2.10a), (4.2.10b) and (4.2.10c) all have a zero-form part coming from their right-hand

side, which, using (4.2.17), read respectively

cos(ψ) cos(θ1) = 0 , cos(ψ) sin(θ1) = 0 , sin(ψ)eiθ2 = 0 . (4.2.18)

These cannot be satisfied for any choice of ψ, θ1 and θ2. Thus we can already exclude

the IIB case. This is one of the places where the power of GCG is more manifest in the

entire literature: using GCG one can obtain, performing a trivial computation, the very

general result that in type IIB AdS7 vacua are forbidden.6

6In [52] all the 6d SCFTs that can be constructed in F-theory have been classified. However it is well-
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Having disposed of IIB so quickly, we will devote the rest of our analysis to IIA.

Actually, as we already discussed in section (4.1.1), we can get something new only with

non-zero Romans mass, F0 6= 0. This is because for F0 = 0 we can lift to eleven-

dimensional supergravity where we have only the Freund-Rubin solution. We will thus

focus on F0 6= 0, and use the case F0 = 0 as a control.

In IIA, the lowest-degree equations of (4.2.10a), (4.2.10b) and (4.2.10c) are one-forms;

they are less dramatic than (4.2.18), but still rather interesting. Using (4.2.17), after some

manipulations we get

e1 = −1

4
eA sin(ψ)dθ2 , e2 =

1

4
eA(dψ + tan(ψ)d(5A− φ)) ,

e3 =
1

4
eA
(
− cos(ψ)dθ1 +

cot(θ1)

cos(ψ)
d(5A− φ)

)
,

(4.2.19)

and

xdx = (1 + x2)dφ− (5 + x2)dA , (4.2.20)

where

x ≡ cos(ψ) sin(θ1) , (4.2.21)

and we have dropped the subscript 3 on the warping function: A ≡ A3 from now on.

Notice that (4.2.19) determine the vielbein. Usually (i.e. in other dimensions), the geo-

metrical part of the differential system coming from supersymmetry gives the derivative

of the forms defining the metric. In this case, the forms themselves are determined in

terms of derivatives of the angles appearing in our parameterizations. This will allow

us to give a more complete and concrete classification than is usually possible. In other

words, the AdS7 case can be considered as a particularly lucky case among the lucky

cases: the equations for supersymmetry, when are written in terms of G-structures, not

only exclude the possibility of having a type IIB supersymmetric vacuum, but also in

type IIA give the general form of the metric in a very simple way.

We still have (4.2.10e). Notice that (4.2.10a) allows to write it as dA∧d(e3A−φx) = 0.

Using also (4.2.20), we get

dA ∧ dφ = 0 . (4.2.22)

This means that φ is functionally dependent on A:7

φ = φ(A) . (4.2.23)

(4.2.20) then means that x too is functionally dependent on A: x = x(A).

known that F-theory goes beyond type IIB supergravity, therefore their results are not in contradiction

with the absence of supersymmetric AdS7 solutions in type IIB supergravity.
7(4.2.23) excludes the case where A is constant in a region. However, it is easy to see that this case

cannot work. Indeed, in this case (4.2.20) can be integrated as eφ ∝
√

1− x2, which is incompatible with

(4.2.24) below.
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Let us now move to (4.2.10d), which gives us the RR flux. First we compute F0 from

(4.2.10d):

F0 = 4xe−A−φ
3− ∂Aφ

5− 2x2 − ∂Aφ
. (4.2.24)

The Bianchi identity for F0 says that it should be (piecewise) constant. It will thus be

convenient to use (4.2.24) to eliminate ∂Aφ from our equations.

Before we go on to analyze our equations, let us also introduce the new angle β by

sin2(β) =
sin2(ψ)

1− x2
. (4.2.25)

We can now use x as defined in (4.2.21) to eliminate θ1, and β to eliminate ψ. This

turns out to be very convenient in the following, especially in our analysis of the metric

in section 4.2.5 below (which was our original motivation to introduce β).

After these preliminaries, let us give the expression for F2 as one obtains it from

(4.2.10d):

F2 =
1

16

√
1− x2eA−φ(xeA+φF0 − 4)volS2 , (4.2.26)

where

volS2 = sin(β)dβ ∧ dθ2 (4.2.27)

is formally identical to the volume form for a round S2 with coordinates {β, θ2}. We will

see later that this is no coincidence.

Finally, let us look at the three-form part of (4.2.10a), (4.2.10b) and (4.2.10c). One

of them can be used to determine H:

H =
1

8
e2A
√

1− x2
6 + xF0e

A+φ

4 + xF0eA+φ
dx ∧ volS2 , (4.2.28)

while the other two turn out to be identically satisfied.

Our analysis is not over: we should of course now impose the equation of motion, and

the Bianchi identities for our fluxes. The equation of motion for F2, d ∗ F2 +H ∗ F0 = 0,

follows automatically from (4.2.10d), much as it happens in the pure spinor system for

AdS4×M6 solutions [10]. We should then impose the Bianchi identity for F2, which reads

dF2−HF0 = 0 (away from sources). This does not follow manifestly from (4.2.10d), but

in fact it is a consequence of the explicit expressions (4.2.24), (4.2.26) and (4.2.28) above.

When F0 6= 0, it also implies that the B field such that H = dB can be locally written as

B2 =
F2

F0

+ b (4.2.29)

for a closed two-form b. Using a gauge transformation, it can be assumed to be propor-

tional (by a constant) to volS2 ; we then have that it is a constant, ∂Ab = 0.
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The equation of motion for H, which reads for us d(e7A−2φ ∗3 H) = e7AF0 ∗3 F2

(again away from sources), is also automatically satisfied, as shown in general in [56].

Finally, since we have checked all the conditions for preserved supersymmetry, the Bianchi

identities and the equations of motion for the fluxes, the equations of motion for the

dilaton and for the metric will now follow [37].

4.2.4 The system of ODEs

Let us now sum up the results of our analysis of (4.2.10). Most of our equations determine

some fields: (4.2.19) give the vielbein, and (4.2.24), (4.2.26), (4.2.28) give the fluxes. The

only genuine differential equations we have are (4.2.20), and the condition that F0 should

be constant. Recalling that φ is functionally dependent onA, (4.2.23), these two equations

can be written as

∂Aφ = 5− 2x2 +
8x(x2 − 1)

4x− F0eA+φ
, (4.2.30a)

∂Ax = 2(x2 − 1)
xeA+φF0 + 4

4x− F0eA+φ
. (4.2.30b)

We thus have reduced the existence of a supersymmetric solution of the form AdS7×
M3 in IIA to solving the system of ODEs (4.2.30). It might look slightly unsettling that

we are essentially using at this point A as a coordinate, which might not always be a wise

choice (since A might not be monotonic). For that matter, our analysis has so far been

completely local; we will start looking at global issues in section 4.2.5, and especially

4.2.6.

Unfortunately we have not been able to find analytic solutions to (4.2.30), other than

in the F0 = 0 case (which we will see in section 4.2.9). For the more interesting F0 6= 0

case, we can gain some intuition by noticing that the system becomes autonomous (i.e. it

no longer has explicit dependence on the “time” variable A) if one defines φ̃ ≡ φ + A.

The system for {∂Aφ̃, ∂Ax} can now be thought of as a vector field in two dimensions; we

plot it in figure 4.1.

We will study the system (4.2.30) numerically in the final part of this Chapter. Before

we do that, we should understand what boundary conditions we should impose. We will

achieve this by analyzing global issues about our setup, that we have so far ignored.

4.2.5 Metric

The metric

ds2
M3

= eaea (4.2.31)
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Figure 4.1: A plot of the vector field induced by (4.2.30) on {φ̃ ≡ φ+A, x}, for F0 = 40/2π

(in agreement with flux quantization, (4.2.49) below). The green circle represents the

point {φ+A = log(4/F0), x = 1}, whose role will become apparent in section 4.2.7. The

dashed line represents the locus along which the denominators in (4.2.30) vanish.

following from (4.2.19) looks quite complicated. However, it simplifies enormously if we

rewrite it in terms of β in (4.2.25):8

ds2
M3

= e2A(1− x2)

[
16

(4x− eA+φF0)2
dA2 +

1

16
ds2

S2

]
, ds2

S2 = dβ2 + sin2(β)dθ2
2 .

(4.2.32)

Without any Ansatz, the metric has taken the form of a fibration of a round S2, with

coordinates {β, θ2}, over an interval with coordinate A. Notice that none of the scalars

appearing in (4.2.32) (and indeed in the fluxes (4.2.24), (4.2.26), (4.2.28)) were originally

intended as coordinates, but rather as functions in the parameterization of the pure

spinors ψ1,2. Usually, one would then need to introduce coordinates independently, and to

make an Ansatz about how all functions should depend on those coordinates, sometimes

imposing the presence of some particular isometry group in the process.

Here, on the other hand, the functions we have introduced are suggesting themselves

as coordinates to us rather automatically. Since so far our expressions for the metric

8In fact, the definition of β was originally found by trying to understand the global properties of

the metric (4.2.31). Looking at a slice x =const, one finds that the metric in {θ1, θ2} has constant

positive curvature; the definition of β becomes then natural. Nontrivially, this definition also gets rid of

non-diagonal terms of the type dAdθ1 that would arise from (4.2.19).
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and fluxes were local, we are free to take their suggestion. We will take β to be in the

range [0, π], and θ2 to be periodic with period 2π, so that together they describe an S2

as suggested by (4.2.32), and also by the two-form (4.2.27) that appeared in (4.2.26),

(4.2.28).9

It is not hard to understand why this S2 has emerged. The holographic dual of any

solutions we might find is a (1, 0) CFT in six dimensions. Such a theory would have SU(2)

R-symmetry; an SU(2) isometry group should then appear naturally on the gravity side

as well. This is what we are seeing in (4.2.32).

The fact that the S2 in (4.2.32) is rotated by R-symmetry also helps to explain a

possible puzzle about IIB. Often, given a IIA solution, one can produce a IIB one via T-

duality along an isometry. We saw examples of this kind when we describe the T-dual of

the Brandhuber and Oz solution in (4.1.2). But the IIB case died very quickly in section

4.2.3 and there are no solutions. Here is how this puzzle is resolved. Since the SU(2)

isometry group of the S2 is an R-symmetry, supercharges transform as a doublet under

it. Thus even the strange IIB geometry produced by T-duality along a U(1) isometry of

S2 would not be supersymmetric.

Even though we have promoted β and θ2 to coordinates, it is hard to do the same for

A, which actually enters in the seven-dimensional metric (see (4.2.5)). We would like to

be able to cover cases where A is non-monotonic. One possibility would be to use A as

a coordinate piecewise. We find it clearer, however, to introduce a coordinate r defined

by dr = 4eA
√

1−x2

4x−eA+φF0
dA, so that the metric now reads

ds2
M3

= dr2 +
1

16
e2A(1− x2)ds2

S2 . (4.2.33)

In other words, r measures the distance along the base of the S2 fibration. Now A, x and

φ have become functions of r. From (4.2.30) and the definition of r we have

∂rφ =
1

4

e−A√
1− x2

(12x+ (2x2 − 5)F0e
A+φ) ,

∂rx = −1

2
e−A
√

1− x2(4 + xF0e
A+φ) ,

∂rA =
1

4

e−A√
1− x2

(4x− F0e
A+φ) .

(4.2.34)

We have introduced a square root in the system, but notice that −1 ≤ x ≤ 1 already

follows from requiring that ds2
M3

in (4.2.32) has positive signature. (We choose the positive

branch of the square root.)

9A slight variation is to take RP2 = S2/Z2 instead of S2; this will not play much of a role in what

follows, except for some solutions with O6-planes that we will mention in sections 4.2.9 and 4.2.10.
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Let us also record here that the NS three-form also simplifies in the coordinates

introduced in this section:

H = −(6e−A + xF0e
φ)vol3 , (4.2.35)

where vol3 is the volume form of the metric ds2
M3

in (4.2.33) or (4.2.32).

We have obtained so far that the metric is the fibration of an S2 (with coordinates

(β, θ2)) over a one-dimensional space. The SU(2) isometry group of the S2 is to be

identified holographically with the R-symmetry group of the (1, 0)-superconformal dual

theory. For holographic applications, we would actually like to know whether the total

space of the S2-fibration can be made compact. We now move to discuss this point.

4.2.6 Compact solutions

To make the fibration compact, one possible strategy would be for r to be periodically

identified, so that the topology of M3 would become S1×S2. This is actually impossible:

from (4.2.34) we have

∂r(xe
3A−φ) = −2

√
1− x2e2A−φ ≤ 0 . (4.2.36)

Now, xe3A−φ is continuous;10 for r to be periodically identified, xe3A−φ should be a

periodic function. However, thanks to (4.2.36), it is nowhere-increasing. It also cannot

be constant, since x would be ±1 for all r, which makes the metric in (4.2.32) vanish.

Thus r cannot be periodically identified.

We then have to look for another way to make M3 compact. The only other possibility

is in fact to shrink the S2 at two values of r, which we will call rN and rS; the topology

of M3 would then be S3. The subscripts stand for “north” and “south”; we can visualize

these two points as the two poles of the S3, and the other, non-shrunk copies of S2 over

any r ∈ (rN, rS) to be the “parallels” of the S3. Of course, since (4.2.34) does not depend

on r, we can assume without any loss of generality that rN = 0.

We will now analyze this latter possibility in detail.

4.2.7 Local analysis around poles

We have just suggested to make M3 compact by having the S2 fiber over an interval

[rN, rS], and by shrinking it at the two extrema. In this case M3 would be homeomorphic

to S3.

10This might not be fully obvious in presence of D8-branes, but we will see later that it is true even

in that case, basically because φ is a physical field, and A and x appear as coefficients in the metric.
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To realize this idea, from (4.2.33) we see that x should go to 1 or −1 at the two

poles rN and rS. To make up for the vanishing of the
√

1− x2’s in the denominators in

(4.2.34), we should also make the numerators vanish. This is accomplished by having

eA+φ = ±4/F0 at those two poles (which is obviously only possible when F0 6= 0). We

can now also see that ∂rx ∼ −4e−A
√

1− x2 ≤ 0 around the poles. Since, as we noticed

earlier, −1 ≤ x ≤ 1, x should actually be 1 at rN, and −1 at rS. Summing up:{
x = 1, eA+φ =

4

F0

}
at r = rN ,

{
x = −1, eA+φ = − 4

F0

}
at r = rS . (4.2.37)

Since we made both numerators and denominators in (4.2.34) vanish at the poles,

we should be careful about what happens in the vicinity of those points. We want to

study the system around the boundary conditions (4.2.37) in a power-series approach.

(The same could also be done directly with (4.2.30).) Let us first expand around rN. As

mentioned earlier, thanks to translational invariance in r we can assume rN = 0 without

any loss of generality. We get

φ = −A+
0 + log

(
4

F0

)
− 5e−2A+

0 r2 +
172

9
e−4A+

0 r4 +O(r)6 ,

x = 1− 8e−2A+
0 r2 +

400

9
e−4A+

0 r4 +O(r)6 ,

A = A+
0 −

1

3
e−2A+

0 r2 − 4

27
e−4A+

0 r4 +O(r)6 .

(4.2.38)

A+
0 here is a free parameter. The way it appears in (4.2.38) is explained by noticing that

(4.2.34) is symmetric under

A→ A+ ∆A , φ→ φ−∆A , x→ x , r → e∆Ar . (4.2.39)

Applying (4.2.38) to (4.2.33), and setting for a moment rN = 0, we find that the

metric has the leading behavior

ds2
M3

= dr2 + r2ds2
S2 +O(r)4 = ds2

R3 +O(r)4 . (4.2.40)

This means that the metric is regular around r = rN. The expansion of the fluxes (4.2.26),

(4.2.28) is

F2 = −10

3
F0e

−A+
0 r3volS2 +O(r)5 , H = −10e−A

+
0 r2dr ∧ volS2 +O(r)3 . (4.2.41)

As for the B field, recall that it can be written as in (4.2.29). (4.2.41) shows that around

r = rN = 0, the term F2/F0 is regular as it is, without the addition of b; this suggests

that one should set b = 0. To make this more precise, consider the limit

lim
r→0

∫
∆r

H = lim
r→0

∫
S2
r

B2 (4.2.42)
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where ∆r is a three-dimensional ball such that ∂∆r = S2
r . In (4.2.29), the first term goes

to zero because x → 1; so the limit is equal to
∫
S2 b, which is constant. This constant

signals a delta in H. So we are forced to conclude that

b = 0 (4.2.43)

near the pole. (However, we will see in section 4.2.8 that b can become non-zero if one

crosses a D8 while going away from the pole.)

To be more precise, (4.2.43) should be understood up to gauge transformations. B is

not a two-form, but a ‘connection on a gerbe’, in the sense that it transforms non-trivially

on chart intersections: on U ∩ U ′, BU − BU ′ can be a ‘small’ gauge transformation

dλ, for λ a 1-form, or more generally a ‘large’ gauge transformation, namely a two-

form whose periods are integer multiples of 4π2. In our case, if we cover S3 with two

patches UN and US, around the equator we can have BN − BS = NπvolS2 . In this case∫
S3 H = BN−BS = NπvolS2 = (4π2)N , in agreement with flux quantization for H. Thus

b = 0 is also gauge equivalent to any integer multiple of πvolS2 . In practice, however,

we will prefer to work with b = 0 around the poles, and perform a gauge transformation

whenever

b̂(r) ≡ 1

4π

∫
S2
r

B2 (4.2.44)

gets outside the “fundamental region” [0, π]. In other words, we will consider b̂ to be

a variable with values in [0, π], and let it begin and end at 0 at the two poles. b̂ will

then wind an integer number N of times around [0, π], and this will make sure that∫
S3 H = (4π2)N , thus taking care of flux quantization for H.

So far we have discussed the expansion around the north pole; a similar discussion

holds for the expansion around the south pole rS. The expressions that replace (4.2.38),

(4.2.40), (4.2.41) can be obtained by using the symmetry of (4.2.34) under

x→ −x , F0 → −F0 , r → −r . (4.2.45)

The free parameter A+
0 can now be changed to a possibly different free parameter A−0 .

We have hence checked that the boundary conditions (4.2.37) are compatible with

our system (4.2.34), and that they give rise to a regular metric at the poles.

4.2.8 D8

There is one more ingredient that we will need in section to exhibit compact solutions:

brane sources. In presence of branes the metric cannot be called regular: their gravita-

tional backreaction will give rise to a singularity. A random singularity would call into
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question the validity of a solution, since the curvature and possibly the dilaton11 would

diverge there, making the supergravity approximation untrustworthy. We are however

sure of the existence of D-branes, in spite of the singularities in their geometry, because

we have an open string realization for them.

D8-branes in particular are even more benign, in a way, because the singularity mani-

fests itself simply as a discontinuity in the derivatives of the coefficients in the metric. In

general relativity, such a discontinuity would be subject to the so-called Israel junction

conditions [58], which are a consequence of the Einstein equations. As we mentioned

earlier, in our case, however, supersymmetry guarantees that the equations of motion for

the dilaton and metric are automatically satisfied [37]. Hence, the conditions on the first

derivatives will follow from imposing continuity of the fields and supersymmetry.

Let us be more concrete. We will suppose we have a stack of nD8 D8-branes, possibly

with a worldvolume gauge field-strength f2 (not to be confused with the RR field-strength

F2), which induces a D6-brane charge distribution on it. The Bianchi identity for such

an object reads

dHF =
1

2π
nD8e

Fδ ⇒ dF̃ =
1

2π
nD8e

2πf2δ (δ ≡ drδ(r)) . (4.2.46)

As usual F = B2 + 2πf2; recall from section 4.2.1 that F = F0 +F2; and likewise we have

defined

F̃ ≡ e−B2F = F0 + (F2 −B2F0) . (4.2.47)

In other words, F̃ = F0 + F̃2, with F̃2 = F2−B2F0. Since F̃2 is closed away from sources,

it makes sense to define

n2 ≡
1

2π

∫
S2

F̃2 . (4.2.48)

Flux quantization then requires n2 to be an integer, and that

F0 =
n0

2π
, (4.2.49)

with n0 an integer. (We are working in string units where ls = 1.) Integrating now

(4.2.46) across the magnetized stack of D8’s gives

∆n0 = nD8 , ∆F̃2 = f2∆n0 . (4.2.50)

All physical fields should be continuous across the D8 stack. For example, ∆φ = 0.

Also, the coefficients of the metric should not jump; in particular, from (4.2.5), we see

that ∆A = 0. Also, since x appears in front of ds2
S2 in (4.2.33), we should have ∆x = 0.

Imposing that the B field does not jump is trickier. A first caveat is that B would

actually be allowed to jump by a gauge transformation, as discussed in section 4.2.7.

11In presence of Romans mass, the string coupling is bounded by the inverse radius of curvature in

string units: eφ ∝ ls
Rcurv

, and is actually generically of the order of the bound [57].
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However, we find it less confusing to put the intersection between the charts UN and US

away from the D8’s, and to treat
∫
S2 B2 as a periodic variable as described in section

4.2.7.

Thus we will simply impose that B does not jump. First, recall that it can be written

as in (4.2.29), when F0 6= 0. The b term was shown in (4.2.43) to be vanishing near the

pole, but we will soon see that this conclusion is not valid between D8’s. In fact, it is

connected to the flux integer n2 defined in (4.2.48): from (4.2.29) we have

F̃2 = −F0b ; (4.2.51)

integrating this on S2, we get 2πn2 = −F0

∫
S2 b, or in other words

b = − n2

2F0

volS2 . (4.2.52)

We can use our result (4.2.26) for F2; for this section, it will be convenient to define

p ≡ 1

16
x
√

1− x2e2A , q ≡ 1

4

√
1− x2eA−φ , (4.2.53)

so that

F2 = (pF0 − q)volS2 . (4.2.54)

From this and (4.2.52) we now have

B2 =

(
p− q

F0

− n2

2F0

)
volS2 . (4.2.55)

Let us call n0, n2 the flux integers on one side of the D8 stack, and n′0, n′2 the fluxes on

the other side. Let us at first assume that both n0 and n′0 are non-zero. Then, equating

B on the two sides, we see that p cancels out, and we get

1

n0

(
q +

1

2
n2

)
=

1

n′0

(
q +

1

2
n′2

)
, (4.2.56)

or in other words

q|r=rD8
=
n′2n0 − n2n

′
0

2(n′0 − n0)
, (4.2.57)

with q defined as in (4.2.53). Notice that, in (4.2.29), the term F2/F0 and b can both

separately jump, while the whole B2 is staying continuous. For this reason, as we antici-

pated in section 4.2.7, the conclusion b = 0 (which implies n2 = 0 by (4.2.52)) will hold

near the poles, but can cease to hold after one crosses a D8. (4.2.57) is also satisfying

in that it is symmetric under exchange {n0, n2} ↔ {n′0, n′2}. Notice also that, under a

gauge transformation for the B field, n2 → n2 + n0∆B, n′2 → n′2 + n′0∆B, and (4.2.57)

remains unchanged.
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A constraint on the discontinuity should also come from the F2 Bianchi identity

(4.2.46). Using (4.2.54), we see that the only discontinuities are coming from the jump

in F0, so that we get

dHF = ∆F0(1 + pvolS2)δ = ∆F0 e
pvolS2δ . (4.2.58)

Comparing this with (4.2.46) we see that F = pvolS2 . It also follows that

dF̃2 = ∆F0(−B2 + pvolS2)δ =
∆F0

F0

(
q +

1

2
n2

)
volS2 . (4.2.59)

The expression on the right-hand side is not ambiguous thanks to (4.2.54). Comparing

(4.2.59) with (4.2.46) again, we see that f2 = 1
F0

(
q + n2

2

)
. Going back to (4.2.50), we

learn that
∆n2

∆n0

=
1

n0

(
q +

1

2
n2

)
. (4.2.60)

This is actually nothing but (4.2.57) again.

(4.2.59) shows that our D8 is actually also charged under F2, and thus that it is

actually a D8/D6 bound state.

Finally, in our analysis so far we have left out the case where F0 is zero on one of

the sides of the D8 stack, say the right side, so that n′0 = 0. This time we cannot apply

(4.2.55) on the right side of the D8. An expression for B in this case will be given in

(4.2.68) below. Imposing continuity of B this time does not lead to (4.2.57), but to a

different condition in terms of the integration constants appearing in (4.2.68). However,

the Bianchi identity for F2 can still be applied on the left side of the D8, where F0 6= 0;

this still leads to (4.2.57). In other words, in this case we have (4.2.57) plus an extra

condition imposing continuity of B. This will be important in our example with two D8’s

in section 4.2.11.

Let us summarize the results of this section. We have obtained that one can insert D8’s

in our setup, provided their position rD8 is such that the condition (4.2.57) is satisfied.

When F0 is non-zero on both sides of the D8, this ensures that the Bianchi for F2 is

satisfied, and that B is continuous. In the special case where F0 = 0 on one side,

continuity of B has to be imposed independently.

4.2.9 Explicit solutions: review of the F0 = 0 solution

We are now able to discuss some explicit AdS7 vacua. To start with we will review the

solution one can get for F0 = 0.

As we remarked in section 4.2.3, in the massless case one can always lift to eleven-

dimensional supergravity, and there we can only have AdS7×S4 (or an orbifold thereof).
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The metric simply reads

ds2
11 = R2

(
ds2

AdS7
+

1

4
ds2

S4

)
, (4.2.61)

being R an overall radius. Let us now have a look at how this reduces to IIA. It is not

obvious whether the reduction will preserve any supersymmetry; but, as we will now see,

this can be arranged.

To reduce, we have to choose an isometry. Since S4 has Euler characteristic χ = 2, like

any even-dimensional sphere, any vector field has at least two zeros, and so our reduction

will have at least two points where the dilaton goes to zero; we expect some other strange

feature at those two points, and as we will see this expectation is borne out.

How should we choose the isometry? We can think about U(1) isometries on Sd as

rotations in Rd+1. The infinitesimal generator v is an element of the Lie algebra so(d+1),

namely an antisymmetric (d + 1) × (d + 1) matrix v. Moreover, two such elements vi

that can be related by conjugation, v1 = Ov2O
t, for O ∈ SO(d + 1), can be thought

of as equivalent. Any antisymmetric matrix can be put in a canonical block-diagonal

form where every block is of the form ( 0 a
−a 0 ), with a an angle. For even d, this implies

that there is at least one zero eigenvalue, which corresponds to the fact that there is no

vector field without zeros on the sphere. For d = 4, we have two angles a1 and a2. Our

solution can be reduced along any of these vector fields, but we also want the reduction

to preserve some supersymmetry. The infinitesimal spinorial action of the vector field we

just described is proportional to a1γ12 +a2γ34. If we demand that this matrix annihilates

at least one spinor χ (so that, at the finite level, χ is kept invariant), we get either a1 = a2

or a1 = −a2.

To make things more concrete, let us introduce a coordinate system on S4 adapted

to the isometry we just found:

ds2
S4 = dα2 + sin2(α)ds2

S3 = dα2 + sin2(α)

(
1

4
ds2

S2 + (dy + C1)2

)
, dC1 =

1

2
volS2

(4.2.62)

with α ∈ [0, π]. We have written the S3 metric as a Hopf fibration over S2; the 1/4 is

introduced so that all spheres have unitary radius. The reduction will now proceed along

the vector

∂y . (4.2.63)

We can actually generalize this a bit by considering the orbifold S4/Zk, where Zk is

taken to be a subgroup of the U(1) generated by ∂y. This is equivalent to multiplying

the (dy + C1)2 term in (4.2.62) by 1
k2 .

We can now reduce the eleven-dimensional metric (4.2.61), quotiented by the Zk we

just mentioned, using the string-frame reduction ds2
11 = e−

2
3
φds2

10 + e
4
3
φ(dy + C1)2. We
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obtain a metric of the form (4.2.5), with

e2A = R2e
2
3
φ =

R3

2k
sin(α) , ds2

M3
=
R3

8k
sin(α)

(
dα2 +

1

4
sin2(α)ds2

S2

)
. (4.2.64)

We can now compare what we have just obtained with the system of equations (4.2.30),

that, putting F0 = 0, can be easily solved explicitly:

x =
√

1− e4(A−A0) , φ = 3A− φ0 (4.2.65)

where A0 and φ0 are two integration constants. This can be seen to be the same as

(4.2.64) by taking

x = cos(α) , A0 =
1

2
log

(
R3

2k

)
, φ0 = 3 logR . (4.2.66)

The fluxes can now be computed from (4.2.26) and (4.2.28):

F2 = −1

2
kvolS2 , H = − 3

32

R3

k
sin3(α)dα ∧ volS2 ; (4.2.67)

the B field then can be written as

B2 =
3

32

R3

k

(
x− x3

3

)
volS2 + b (4.2.68)

where again b is a closed two-form. The simple result for F2 in (4.2.67) could be expected

from the fact that the metric (4.2.62) is an S1 fibration over S2 with Chern class c1 = −k.

However, (4.2.64) might appear problematic for two reasons. First of all, the warping

function goes to zero at the two poles α = 0, α = π. Second, ds2
M3

would be singular at

the poles even if it were not multiplied by an overall factor e2A = R3

2k
sin(α), because of the

1/4 in front of ds2
S2 . Indeed, when we expand it around, say, α = 0, we find dα2 + α2

4
ds2

S2 ;

this would be regular without the 1/4, but as it stands it has a conical singularity.

However, these singularities at the poles have the behavior one expects near a D6.

Near the north pole α = 0, ds2
M3

in (4.2.64) looks like ds2
M3
∼ α

(
dα2 + 1

4
α2ds2

S2

)
. In

terms of the r variable we used in (4.2.33), this looks like

ds2
M3
∼ dr2 +

(
3

4
r

)2

ds2
S2 . (4.2.69)

Near the ordinary flat-space D6-brane metric, ds2
M3
∼ ρ−1/2(dρ2 + ρ2ds2

S2), which also

looks like (4.2.69) with r = 4
3
ρ3/4.

The presence of D6’s could actually be inferred more directly. First of all, we know

that D6-branes result from loci where the size of the eleventh dimension goes to zero;

this indeed happens at the two poles. Moreover, from the expression of F2 in (4.2.67),
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the integral of F2 over the S2 is constant and equal to −2πk. We can take the S2 close

to the north or the south pole, where it signals the presence of D6-brane charge. More

precisely, there are k anti-D6-branes at the north pole and k D6-branes at the south pole.

One crucial difference with the usual D6 behavior, however, is the presence of the

NS three-form H. From (4.2.67) we see that it does not vanish near the D6. Rather, it

diverges: near the anti-D6 at r = rN = 0,12

H ∼ r−1/3vol3 . (4.2.70)

We should remember, in any case, that this solution is non-singular in eleven dimensions;

the diverging behavior in (4.2.70) is cured by M-theory, just like the divergence of the

curvature of (4.2.69) is.

The simultaneous presence of D6’s and anti-D6’s in a BPS solution might look un-

settling at first, since in flat space they cannot be BPS together. It is true that the

conditions imposed on the supersymmetry parameters εi by a D6 and by an anti-D6

brane are incompatible. But in flat space the εi are constant, while in our present case

they are not. The condition changes from the north pole to the south pole; so much so

that an anti-D6 is BPS at the north pole, and a D6 is BPS at the south pole. In figure

4.2 we show some parameters for the solution as a function of the r defined in (4.2.33),

for uniformity with latter cases. We also show the radius of the transverse sphere, which

near the poles has the angular coefficient 3/4 of (4.2.69).

We have obtained this massless IIA solution by reducing the M-theory solution AdS7×
S4/Zk, but other orbifolds would be possible as well. One could for example have quo-

tiented by the D̂k−2 groups, which would have resulted in IIA in an orientifold by the

action of the antipodal map on the S2. The transverse S2 would have been replaced by

an RP2; at the poles we would have had O6’s together with the k D6’s/anti-D6’s of the

Ak case.

We will see in section 4.2.11 solutions with F0 6= 0 and without any D6-branes. But

we will at first try in the next subsection to introduce F0 without any D8-branes.

4.2.10 Explicit solutions: massive solution without D8-branes

In section 4.2.9 we reviewed the only solution for F0 = 0, related to AdS7 × S4 by

dimensional reduction; it has a D6 and an anti-D6 at the poles of M3
∼= S3.

We now start looking at what happens in presence of a non-zero Romans mass, F0 6= 0.

We saw in section 4.2.7 that in this case it is possible for the poles to be regular points.

12It is interesting to ask what happens in the Minkowski limit. From (4.2.35) we see that H =

−6e−Avol3; taking R → ∞, e−A tends to zero except than in a region α � R−1/3, which gets smaller

and smaller in the limit.
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r

1

2

Figure 4.2: Massless solution in IIA. We show here the radius of the S2 (orange), the

warping factor e2A (black; multiplied by a factor 1/20), and the string coupling eφ (green;

multiplied by a factor 5). We see that the warping goes to zero at the two poles. The

angular coefficient of the orange line can be seen to be 3/4 as in (4.2.69). The two

singularities are due to k D6 and k anti-D6 (in this picture, k = 20).

It remains to be seen whether those boundary conditions can be joined by a solution of

the system (4.2.34).

We can for example impose the boundary condition (4.2.37) at r = rN, and evolve

numerically towards positive r using (4.2.34). The procedure is standard: we use the

approximate power-series solution (4.2.38) from r = rN = 0 to a very small r, and then

use the values of A, φ, x thus found as boundary conditions for a numerical evolution of

(4.2.34). One example of solution is shown in figure 4.3(a). It stops at a finite value of

r, where it resembles there the south pole behavior of the massless case in figure 4.2; for

example, eA goes to zero at the right extremum.

This is actually easy to understand already from the system, both in (4.2.30) and in

(4.2.34). As A and φ get negative, they suppress the terms containing F0, and the system

tends to the one for the massless case.

An alternative, and perhaps more intuitive, understanding can be found using the form

(4.2.30) of the system, which we drew in figure 4.1 as a vector field flow on the space

{A+φ, x}. The green circle in that figure represents the point {A+φ = log(4/F0), x = 1},
which is the appropriate boundary condition for the north pole in (4.2.37). In that figure

the ‘time’ variable is A. From (4.2.38), we see that A has a local maximum at r = rN.

So the stream in figure 4.1 has to be followed backwards, starting from the green circle

at the top. We can see that the integral curve asymptotically approaches x = −1, but

does not get there in finite ‘time’; in other words, A→ −∞. The flow corresponding to

the solution in figure 4.3(a) is shown in figure 4.3(b).
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Figure 4.3: Solution for F0 = 40/2π. We imposed regularity at the north pole, and

evolved towards positive r. In (a) we again plot the radius of the S2 (orange), the

warping factor e2A (black; multiplied by a factor 1/20), and the string coupling eφ (green;

multiplied by a factor 5). With increasing r, the plot gets more and more similar to the

one for the massless case in figure 4.2. There is a stack of D6’s at the south pole (in

this picture, k = 112 of them), as in the massless case, although this time it also has a

diverging NS three-form H. Notice that the size of the S2 goes linearly near both poles,

but with angular coefficients 1 near the north pole (appropriate for a regular point) and

3/4 for the south pole (appropriate for a D6, as seen in (4.2.69)). In (b), we see the path

described by the solution in the {A + φ, x} plane, overlaid to the vector field shown in

figure 4.1.

In the massless case, we saw in section 4.2.9 that the singularities at the poles are

actually D6-branes. In this case too we have D6’s at the south pole. This is confirmed

by considering the integral of F2 along a sphere S2 in the limit where it reaches the

south pole: it gives a non-zero number. By tuning A+
0 , this can be arranged to be 2π

times an integer k, where k is the number of D6-branes at the south pole. The presence

of these D6-branes without any anti-D6 is not incompatible with the Bianchi identity

dF2 − HF0 = kδD6, because integrating it gives −F0

∫
H = k. In other words, the flux

lines of the D6’s are absorbed by H-flux, as is often the case for flux compactifications.

Notice also that these D6’s are calibrated; the computation runs along similar lines as

the one we presented for the massless solution in section 4.2.9.

To be more precise, the singularity is not the usual D6 singularity, in that there is also

a NS three-form H diverging as in (4.2.70). This is consistent with the prediction in [59,

Eq. (4.15)] (given there in Einstein frame), and in general with the analysis of [60, 61],

which found that it is problematic to have ordinary D6-brane behavior in a massive
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AdS7 × S3 setup precisely like the one we are considering here. (In the language of [60],

the parameter α of our solution goes to a negative constant; this enables the solution

to exist and to evade the global no-go they found, but at the cost of the diverging H

in (4.2.70), [59, Eq. (4.15)].) More precisely, the asymptotic behavior we find is the one

discovered in [61, Eq. (3.4)].

Thus the singularity at the south pole in figure 4.3 is the same we found in the massless

case we saw in section 4.2.9. In that case, the singularity is cured by M-theory. In the

present case, the non-vanishing Romans mass prevents us from doing that. However, we

still think it should be interpreted as the appropriate response to a D6; for this reason

we think it is a physical solution.

So far we have examined what happens when we impose that the north pole is regular.

It is also possible to have a D6 and anti-D6 singularity at both poles, as in the previous

section, or an O6 at one of the poles (keeping D6’s at the other pole). Roughly speaking,

this corresponds to a trajectory similar to the one in figure 4.3(b), in which one “misses”

the green circle to the left or to the right, respectively. As we have seen, the D6 solution

is very similar to the massless one. The O6 solutions also turn out to be very similar to

their massless counterpart:13 near the pole, their asymptotics is eA ∼ r−1/5, eφ ∼ r−3/5,

x ∼ 1 − r4/5. This leads to the same asymptotics for the metric as in the massless O6

solution near the critical radius ρ0 = gsls. Once again, however, in the massive case we

have a diverging NS three-form; this time H ∼ r−3/5vol3. Finally, in such a case the S2

is replaced by an RP2 because of the orientifold action.

4.2.11 Explicit solutions: regular massive solution with D8-

branes

We will now examine what happens in presence of D8-branes.

The first possibility that comes to mind is to put all of them together in a single stack.

The idea is the following. We once again use the power-series expansion (4.2.38) from

r = rN = 0 to a small r, and use the resulting values of A, φ and x as boundary conditions

for a numerical evolution of (4.2.34). This time, however, we should stop the evolution

at a value of r where (4.2.57) is satisfied. At this point F0 will change, and (4.2.34) will

change as well. Generically, the evolution on the other side of the D8 will lead to a D6 or

an O6 singularity, as discussed in section 4.2.10. However, if F0 is negative, according to

(4.2.37), the point {x = −1, eA+φ = − 4
F0
} leads to a regular South Pole. Fortunately, our

solution still has a free parameter, namely A+
0 = A(rN). By fine-tuning this parameter,

we can try to reach {x = −1, eA+φ = − 4
F0
} and obtain a regular solution.

13In the different setup of [62], an O6 in presence of F0 gets modified in such a way that its singularity

disappears. This does not happen here.
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Alternatively, after stopping the evolution from the North Pole to the D8, one can

look for a similar solution starting from the South Pole, and then match the two — in

the sense that one should make sure that A, φ, and x are continuous. One combination

of them, namely q, will already match by construction. It is then enough to match two

variables, say A and x; this can be done by adjusting A+
0 and A−0 .

Naively, however, we face a problem when we try to choose the flux parameters on

the two sides of the D8’s. We concluded in (4.2.43) that near the poles we should have

b = 0; this seems to imply, via (4.2.52), that n2 = 0 on both sides of the D8. (4.2.57)

would then lead to q = 0 on the D8, which can only be true at the poles x = ±1.

This confusion is easily cleared once we remember that B can undergo a large gauge

transformation that shifts it by kπvolS2 , as we explained towards the end of section 4.2.7.

We saw there that we can keep track of this by introducing the variable b̂ in (4.2.44).

We now simply have to make sure that b̂ winds an integer amount of times N around

the fundamental domain [0, π]; this can be interpreted as the presence of N large gauge

transformations, or as the presence of a non-zero quantized flux N = 1
4π2

∫
H.

We still face one last apparent problem. It might seem that making sure that b̂ winds

an integer amount of times requires a further fine-tuning on the solution; this we cannot

afford, since we have already used both our free parameters A±0 to make sure all the

variables are continuous, and that the poles are regular.

Fortunately, such an extra fine-tuning is in fact not necessary. Let us call (n0, n2) the

flux parameters before the D8, and (n′0, n
′
2) after it. For simplicity let us also assume

n′2 = 0, so that no large gauge transformations are needed on that side. As we remarked

at the end of section 4.2.8, ∆n2 = n′2 − n2 = −n2 should be an integer multiple of

∆n0 = n′0 − n0 = nD8: ∆n2 = µ∆n0, µ ∈ Z. To take care of flux quantization, it is

enough to also demand that n2 = Nn0 for N integer. Indeed, from (4.2.49), (4.2.52),

(4.2.44), we see that in that case at the North Pole we get b̂ = −πN ; since this is an

integer multiple of π, it can be brought to zero by using large gauge transformations.

Together, the conditions we have imposed determine n′0 = n0

(
1− N

µ

)
.

All this gives a strategy to obtain solutions with one D8 stack. We show one concrete

example in figure 4.4. One might find it intuitively strange that the D8-branes are not

“slipping” towards the South Pole. The branes back-react on the geometry, bending the

S3, much as a rubber band on a balloon. This by itself, however, would not be enough to

prevent them from slipping. Rather, we also have to take into account the Wess–Zumino

term in the brane action. This term controls the interaction between the brane and the

fluxes and balances the gravitational term which would push the D8s to the pole. At the

equilibrium the D8s are stable exactly where they are.

We can also look for a configuration with two stacks of D8-branes, again with regular
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Figure 4.4: Regular solution with one D8 stack. Its position can be seen in the graph as

the value of r where the derivatives of the functions jump; it is fixed by (4.2.57). In (a)

we again plot the radius of the S2 (orange), the warping factor e2A (black; rescaled by a

factor 1/20), and the string coupling eφ. We also plot 1
π
b̂(r) = 1

4π2

∫
S2
r
B2 (dashed, light

green); to guide the eye, we have periodically identified it as described in section 4.2.7.

(The apparent discontinuities are an artifact of the identification.) The fact that it starts

and ends at b̂ = 0 is in compliance with flux quantization for H; we have 1
4π2

∫
H = −5.

The flux parameters are {n0, n2} = {10,−50} on the left (namely, near the north pole),

{−40, 0} on the right (near the south pole). In (b), we see the path described by the

solution in the {A + φ, x} plane, overlaid to the relevant vector field, that this time

changes with n0.

poles. The easiest thing to attempt is a symmetric configuration where the two stacks

have the same number of D8’s, with opposite D6 charge. As for the solution with one

D8, (4.2.37) implies F0 at the north pole and negative F0 at the south pole. For our

symmetric configuration, these two values will be opposite, and there will be a central

region between the two D8 stacks where F0 = 0.

We show one such solution in figure 4.5. As for the previous solution with one D8,

we have started from the North Pole and South Pole; now, however, we did not try to

match these two solutions directly, but we inserted a massless region in between. From

the northern solutions, again we found at which value of r = rD8 it satisfies (4.2.57). We

then stopped the evolution of the system there, evaluated A, φ, x at rD8, and used them

as a boundary condition for the evolution of (4.2.34), now with F0 = 0. Now we matched

this solution to the southern one; namely, we found at which values of r = rD8′ their A,

φ and x matched. This requires translating the southern solution in r by an appropriate

amount, and picking A−0 = A+
0 . Given the symmetry of our configuration, this is not
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surprising: the southern solution is related to the northern one under (4.2.45). Moreover,

matching a region with F0 6= 0 to the massless one means imposing an extra condition,

namely the continuity of B in rD8, as we mentioned at the end of 4.2.8.
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Figure 4.5: Regular solution with two D8 stacks. As in figure 4.4, their positions are

the two values of r where the derivatives of the functions jump. In (a) we again plot

the radius of the S2 (orange), the warping factor e2A (black; rescaled by a factor 1/20),

and the string coupling eφ (green; rescaled by a factor 5), and b̂ (as in figure 4.4; this

time 1
4π2

∫
H = −3). The flux parameters are: {n0, n2} = {40, 0} on the left (namely,

near the north pole); {0,−40} in the middle; {−40, 0} on the right (near the south pole).

The region in the middle thus has F0 = 0; it is indeed very similar to the massless case

of figure 4.2. In (b), we see the path described by the solution in the {A + φ, x} plane,

overlaid to the relevant vector field, that again changes with n0.

The parameter A+
0 = A−0 = A0 would at this point be still free. However, one still has

to impose flux quantization for H. As we recalled above, this is equivalent to requiring

that the periodic variable b̂ starts and ends at zero. Unlike the case with one D8 above,

this time we do need a fine-tuning to achieve this, since the expression for B is not simply

controlled by the massive expression (4.2.55). Fortunately we can use the parameter A0

for this purpose. The solution in the end has no moduli.

As for the solution with one D8 stack we saw earlier, in this case too the D8-branes

are not “slipping” towards the North and South Pole because of their interaction with the

RR flux: each of the two stacks is calibrated. In this case, intuitively this interaction can

be understood as the mutual electric attraction between the two D8 stacks, which indeed

have opposite charge under F2; the balance between this attraction and the “elastic” DBI

term is what stabilizes the branes.
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Let us also remark that for both solutions (the one with one D8 stack, and the one

with two) it is easy to make sure, by taking the flux integers to be large enough, that the

curvature and the string coupling eφ are as small as one wishes, so that we remain in the

supergravity regime of string theory. In figures 4.4 and 4.5 they are already rather small

(moreover, in the figure we use some rescalings for visualization purposes).

Thus we have found regular solutions, with one or two stacks of D8-branes. It is now

in principle possible to go on, and to add more D8’s. The general analysis concerning the

classification of the solutions has been performed in [16].

4.3 AdS6 using generalized complex geometry

In this section we will see how the GCG approach works for AdS6 vacua. We will obtain,

starting from the system (3.2.4), the necessary and sufficient conditions for having an

AdS6 vacuum solution, focalizing our attention to the type IIB case, since we already know

from section (4.1.2) that in massive type IIA the analysis is exhausted by the Brandhuber

and Oz solution, whereas in Appendix B we will show that there no supersymmetric AdS6

vacua in eleven dimensional supergravity and hence in massless type IIA too. The analysis

for an AdS6 vacuum is much more complicated than the corresponding one for an AdS7

vacuum, and for this reason we will not able to find new explicit example of AdS6 vacua

in type IIB. Nevertheless we will show that using GCG one can reduce the problem of

finding AdS6 vacua to a system of two partal differential equations. A full analysis of

this system constitutes an interesting open problem. We will see also that the two known

examples of solutions (that as we remarked in section 4.1.2 have been obtained by T-

dualities of the Brandhuber and Oz solution) arise as particular cases of solutions of our

system of PDEs.

4.3.1 Supersymmetry and pure spinor equations for AdS6

We will start by presenting the system of pure spinor equations that we need to solve.

The full derivation of our system from (3.2.4) will be not presented here but it can be

found in [13], here we just quote the final system and some particular aspects of it. An

important feature is that the spinor decomposition we have to start with is clumsier than

the one in other dimensions. We have seen that usually, the ten-dimensional spinors εa

are the sum of two (or sometimes even one) tensor products. For AdS4×M6, for example,

we simply have the spinorial Ansatz (3.1.3). The analogue of this for Mink6×M4 is given
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in Appendix A, and it writes

ε1 = ζ6 + ⊗ η1
4 + + ζc6 + ⊗ η1 c

4 +

ε2 = ζ6 + ⊗ η2
4∓ + ζc6 + ⊗ η2 c

4±
(Mink6 ×M4; IIA/IIB) , (4.3.1)

where ( )c ≡ C( )∗ denotes Majorana conjugation. For AdS6 ×M4, however, such an

Ansatz cannot work: as usual, since we are dealing with an AdS6 vacuum, we need to

impose that the ζ6 obey the Killing spinor equation on AdS6,

∇µζ6 =
1

2
γ(6)
µ ζ6 , (4.3.2)

and solutions to this equation cannot be chiral, while the ζ6 + in (4.3.1) are chiral. This

issue does not arise in AdS4 because in that case (ζ4 +)c has negative chirality; here (ζ6 +)c

has positive chirality. This forces us to add “by hand” to (4.3.1) a second set of spinors

with negative chirality, ending up with the unpromising-looking

ε1 = ζ+η
1
+ + ζc+η

1
+
c

+ ζ−η
1
− + ζc−η

1
−
c

ε2 = ζ+η
2
∓ + ζc+η

2
∓
c

+ ζ−η
2
± + ζc−η

2
±
c (AdS6 ×M4; IIA/IIB) (4.3.3)

where we have dropped the 6 and 4 labels (and the ⊗ sign), as we will do elsewhere.

Attractive or not, (4.3.3) will turn out to be the correct one for our classification.

Having described the spinorial Ansatz that we need, we first describe the forms ap-

pearing in the system. If we were interested in the Minkowski case, the system would

only contain the bispinors η1
+⊗ η

2 †
+ and η1

+⊗ (η2 c
+ )†. Notice the strong similarity with the

AdS4 already discussed in chapter 3 and indeed one can show that this would describe

an SU(2)× SU(2) structure on TM4 ⊕ T ∗M4. Since in (4.3.3) we also have the negative

chirality spinors η1
− and η1 c

− , there are many more forms we can build. We have the even

forms:14

φ1
± = e−Aη1

± ⊗ η
2 †
± , φ2

± = e−Aη1
± ⊗ (η2 c

± )† ≡ e−Aη1
± ⊗ η2

± ; (4.3.4a)

and the odd forms:

ψ1
± = e−Aη1

± ⊗ η
2 †
∓ , ψ2

± = e−Aη1
± ⊗ (η2 c

∓ )† ≡ e−Aη1
± ⊗ η2

∓ . (4.3.4b)

The factors e−A are inserted so that the bispinors have unit norm, in a sense to be clarified

shortly; A is the warping function, defined as usual by

ds2
10 = e2Ads2

AdS6
+ ds2

M4
. (4.3.5)

14Notice that the 1 or 2 on φ has nothing to do with the 1 or 2 on the η’s; rather, it has to do with

whether the second spinor is Majorana conjugated (2) or not (1). Another caveat is that the ± does not

indicate the degree of the form, as it is often the case in similar contexts; all the φ’s in (4.3.4a) are even

forms. One can think of the ± as indicating whether these forms are self-dual or anti-self-dual.
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Already by looking at (4.3.4a), we see that we have two SU(2) × SU(2) structures on

TM4 ⊕ T ∗M4. It can be shown that both these structures together define an Identity-

structure, i.e. a vielbein on M4. We will see in section 4.3.2 how to parameterize both

(4.3.4a) and (4.3.4b) in terms of the vielbein they define. In other words, to stay closer

to what we said in Chapter 3, one could express the fact the structure group on the

generalized tangent bundle TM4 ⊕ T ∗M4 is given by two SU(2) × SU(2) structures by

considering the compatibility relations between the bispinors (φ1,2
± , ψ

1,2
± ); however, as we

did for AdS7 vacua, it will be much more convenient to explicitly solve the compatibil-

ity relations by requiring that (φ1,2
± , ψ

1,2
± ) are not arbitrary but that can be written as

bispinors.

In the meantime, we can already now notice that the (4.3.4a) and (4.3.4b) can be

assembled more conveniently using the SU(2) R-symmetry. This is the group that rotates(
ζ
ζc

)
and each of

(
ηa±
ηa c±

)
as a doublet. One can check that (4.3.3) is then left invariant, so

it is a symmetry; since it acts on the external spinors, we call it an R-symmetry. It is

the manifestation of the R-symmetry of a five-dimensional SCFT. Something very similar

can be noticed in the AdS7 system, we have not done this discussion here but it can be

found in the original work [12]. Since for AdS6 vacua the analysis is considerably more

complicated than for AdS7, the SU(2) symmetry will be used from the very beginning to

yield more manageable results. Let us define

Φ± ≡

(
η1
±

η1 c
±

)
⊗
(
η2 †
± η2

±

)
=

(
φ1
± φ2

±

−(φ2
±)∗ (φ1

±)∗

)
= Reφ1

±Id2 + i(Imφ2
±σ1 + Reφ2

±σ2 + Imφ1
±σ3) ≡ Φ0

±Id2 + iΦα
±σα , (4.3.6a)

Ψ± ≡

(
η1
±

η1 c
±

)
⊗
(
η2 †
∓ η2

∓

)
=

(
ψ1
± ψ2

±

−(ψ2
±)∗ (ψ1

±)∗

)
= Reψ1

±Id2 + i(Imψ2
±σ1 + Reψ2

±σ2 + Imψ1
±σ3) ≡ Ψ0

±Id2 + iΨα
±σα . (4.3.6b)

σα, α = 1, 2, 3, are the Pauli matrices. Here and in what follows, the superscript 0 denotes

an SU(2) singlet, and not the zero-form part; the superscript α denotes an SU(2) triplet,

not a one-form. We hope this will not create confusion.

We can now give the system of equations equivalent to preserved supersymmetry:

dH
[
e3A−φ(Ψ− −Ψ+)0

]
− 2e2A−φ(Φ− + Φ+)0 = 0 , (4.3.7a)

dH
[
e4A−φ(Φ− − Φ+)α

]
− 3e3A−φ(Ψ− + Ψ+)α = 0 , (4.3.7b)

dH
[
e5A−φ(Ψ− −Ψ+)α

]
− 4e4A−φ(Φ− + Φ+)α = 0 , (4.3.7c)

dH
[
e6A−φ(Φ− − Φ+)0

]
− 5e5A−φ(Ψ− + Ψ+)0 = −1

4
e6A ∗4 λF , (4.3.7d)

dH
[
e5A−φ(Ψ− + Ψ+)0

]
= 0 ; (4.3.7e)

||η1||2 = ||η2||2 = eA . (4.3.7f)
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As usual, φ here is the dilaton; dH = d −H∧; A was defined in (4.3.5). Since we are in

IIB the RR-fluxes are F = F1 + F3 and they are “totally” internal and, as usual, they

determine the external fluxes via the relation

F(10) = F + e6Avol6 ∧ ∗4λF . (4.3.8)

Again, we remind the reader that the superscript 0 denotes a singlet part, and α a triplet

part, as in (4.3.6).

The last equation, (4.3.7f), can be reformulated in terms of Φ and Ψ. Since ‖ηa‖2 ≡
‖ηa+‖2 + ‖ηa−‖2, we can define ||η1

+|| = eA/2 cos(α/2), ||η1
−|| = eA/2 sin(α/2), ||η2

+|| =

eA/2 cos(α̃/2), ||η2
−|| = eA/2 sin(α̃/2), where α, α̃ ∈ [0, π]; we then get

(Φ0
+,Φ

0
+) =

1

8
cos2(α/2) cos2(α̃/2) , (Φ0

−,Φ
0
−) = −1

8
sin2(α/2) sin2(α̃/2) ;

(Ψ0
+,Ψ

0
−) =

1

8
cos2(α/2) sin2(α̃/2) , (Ψ0

−,Ψ
0
+) = −1

8
sin2(α/2) cos2(α̃/2) .

(4.3.9)

We can check immediately that (4.3.7) imply the equations of motion for the flux, by

acting on (4.3.7d) with dH and using (4.3.7e). The equations of motion for the metric

and dilaton are as usual satisfied (as shown in general in [37] for IIA, and in [38] for

IIB); the equations of motion for H are also implied, since they are [56] for Minkowski4

compactifications (which include Minkowski5 as a particular case, and hence also AdS6

by a conical construction). We will see later that the Bianchi identities for F and H are

also automatically satisfied for this case, as was the case for AdS7 vacua.

In summary, in this section we have presented the system (4.3.7), which is equivalent

to preserved supersymmetry for backgrounds of the form AdS6 ×M4. The forms Φ and

Ψ are not arbitrary: they are constructed as spinor bilinears in (4.3.6), (4.3.4). We will

now give the general solution to those constraints, and then proceed in section 4.3.3 to

analyze the system.

4.3.2 Parameterization of the pure spinors

We have introduced in section 4.3.1 the even forms Φ± and the odd forms Ψ± (see

(4.3.6), (4.3.4a), (4.3.4b)). These are the main characters in the system (4.3.7), which is

equivalent to preserved supersymmetry. Before we start using the system, however, we

need to characterize what sorts of forms Φ± and Ψ± can be: this is what we will do in

this section.

Even forms

We will first deal with Φ±. We will actually first focus on Φ+, and then quote the results

for Φ−. The computations in this subsection are actually pretty standard, and we will
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be brief.

Let us start with the case η1
+ = η2

+ ≡ η+. Assume also for simplicity that ||η+||2 = 1.

In this case the bilinears define an SU(2) structure:

η+η
†
+ =

1

4
e−ij+ , η+η+ =

1

4
ω+ , (4.3.10)

where the two-forms j+, ω+ satisfy

j+ ∧ ω+ = 0 , ω2
+ = 0 , ω+ ∧ ω+ = 2j2

+ = −vol4 . (4.3.11)

We can also compute

ηc+η
c †
+ =

1

4
eij+ , ηc+η

†
+ = −1

4
ω+ . (4.3.12)

Let us now consider the case with two different spinors, η1
+ 6= η2

+; let us again assume

that they have unit norm. We can define (in a similar way as in [63])

η0+ =
1

2
(η1

+ − iη2
+) , η̃0+ =

1

2
(η1

+ + iη2
+) . (4.3.13)

Consider now a+ = η2 †
+ η1

+, b+ = η2
+η

1
+. {η2

+, η
2 c
+ } is a basis for spinors on M4; a+, b+

are then the coefficients of η1
+ along this basis. Since ηa+ have both unit norm, we have

|a+|2 + |b+|2 = 1. By multiplying ηa+ by phases, we can assume that a+ and b+ are

for example purely imaginary, and we can then parameterize them as a+ = −i cos(θ+),

b+ = i sin(θ+). Going back to (4.3.13), we can now compute their inner products:

η†0+η0+ = cos2

(
θ+

2

)
, η†0+η̃0+ = 0 , η0+η̃0+ =

1

2
sin(θ+) . (4.3.14)

From this we can in particular read off the coefficients of the expansion of η̃0+ along

the basis {η0+, η
c
0+}. This gives η̃0+ = 1

||η0+||2 (η†0+η̃0+η0+ + η0+η̃0+η
c
0+) = tan

(
θ+
2

)
ηc0+.

Recalling (4.3.13), and defining now η0+ = cos
(
θ+
2

)
η+, we get

η1
+ = cos

(
θ+

2

)
η+ + sin

(
θ+

2

)
ηc+ , η2

+ = i

(
cos

(
θ+

2

)
η+ − sin

(
θ+

2

)
ηc+

)
.

(4.3.15)

From this it is now easy to compute η1
+η

2 †
+ and η1

+η
2
+. Recall, however, that in the course

of our computation we have first fixed the norms and then the phases of ηa+. The norms of

the spinors we need in this Chapter are not one; they were actually already parameterized

before (4.3.9), so as to satisfy (4.3.7f). The factor eA, however, simplifies with the e−A

in the definition (4.3.4a). Let us also restore the phases we earlier fixed, by rescaling
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η1
± → eiu±η1

±, η2
± → eit±η2

±. All in all we get

φ1
+ =

1

4
cos(α/2) cos(α̃/2)ei(u+−t+) cos(θ+) exp

[
− 1

cos(θ+)
(ij+ + sin(θ+)Reω+)

]
,

(4.3.16a)

φ2
+ =

1

4
cos(α/2) cos(α̃/2)ei(u++t+) sin(θ+) exp

[
1

sin(θ+)
(cos(θ+)Reω+ + iImω+)

]
.

(4.3.16b)

The formulas for φ1,2
− can be simply obtained by changing cos(α/2)→ sin(α/2), cos(α̃/2)

→ sin(α̃/2), and + → − everywhere. The only difference to keep in mind is that the last

equation in (4.3.11) is now replaced with ω− ∧ ω− = 2j2
− = vol4.

Odd forms

We now turn to the bilinears of “mixed type”, i.e. the ψ1,2
± we defined in (4.3.4b), which

result in odd forms. We will again start from the case where η1
± = η2

± ≡ η±.

There are two vectors we can define:

vm = η2 †
− γmη

1
+ , wm = η2

−γmη
1
+ . (4.3.17)

In bispinor language, we can compute

η+η
†
− =

1

4
(1 + γ)v , ηc+η

c †
− =

1

4
(1 + γ)v , (4.3.18a)

η−η
†
+ =

1

4
(1− γ)v , ηc−η

c †
+ =

1

4
(1− γ)v , (4.3.18b)

and

η+η
c †
− =

1

4
(1 + γ)w , ηc+η

†
− = −1

4
(1 + γ)w , (4.3.18c)

η−η
c †
+ = −1

4
(1− γ)w , ηc−η

†
+ =

1

4
(1− γ)w . (4.3.18d)

(In four Euclidean dimensions, the chiral γ = ∗4λ, so that (1 + γ)v = v + ∗4v, and so

on. See [11, App. A] for more details.) For the more general case where η1
± 6= η2

±, we can

simply refer back to (4.3.15). For example we get

ψ1
+ =

ei(u+−t−)

4
cos(α/2) sin(α̃/2)(1 + γ)

[
cos

(
θ+ + θ−

2

)
Rev + i cos

(
θ+ − θ−

2

)
Imv +

− sin

(
θ+ + θ−

2

)
Rew + i sin

(
θ+ − θ−

2

)
Imw

]
.

(4.3.19)
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For the time being we do not show the lengthy expressions for the other odd bispinors

ψ2
+ and ψ1,2

− , because they will all turn out to simplify quite a bit as soon as we impose

the zero-form equations in (4.3.7).

The v and w we just introduced are a complex vielbein; let us see why. First, a

standard Fierz computation gives

v · η+ = 0 , v · η+ = 2η− , (4.3.20)

where · denotes Clifford product. Multiplying from the left by η†−, we obtain

v2 = 0 , v x v = vmvm = 2 . (4.3.21)

Similarly to (4.3.20), we can compute the action of w:

w · η± = 0 , w · η± = ±2ηc∓ . (4.3.22)

Multiplying by η∓, we get

w2 = 0 , w xw = 2 . (4.3.23)

From (4.3.20) we can also get v · η+η− = 0, v · η+η− = 2η−η−, whose zero-form parts read

v xw = 0 = v xw . (4.3.24)

Together, (4.3.21), (4.3.23), (4.3.24) say that

{Rev, Rew, Imv, Imw} (4.3.25)

are a vielbein.

We can also now try to relate the even forms of section 4.3.2 to this vielbein. From

(4.3.20) we also see v · η+η+ = 0, which says v ∧ ω+ = 0; similarly one gets v ∧ ω− = 0.

Also, (4.3.22) implies that w · η+η+ = w ·ω+ = 0, and thus that w ∧ ω± = 0. So we have

ω+ ∝ v∧w, ω− ∝ v∧w. One can fix the proportionality constant by a little more work:

ω+ = −v ∧ w , ω− = v ∧ w . (4.3.26a)

Similar considerations also determine the real two-forms:

j± = ± i
2

(v ∧ v ± w ∧ w) . (4.3.26b)

So far we have managed to parameterize all the pure spinors Φ±, Ψ± in terms of a

vielbein given by (4.3.25). The expressions for Φ+ are given in (4.3.16); Φ− is given by

changing (cos(α/2), cos(α̃/2))→ (sin(α/2), sin(α̃/2)), and + → − everywhere. The forms

j±, ω± are given in (4.3.26) in terms of the vielbein. Among the odd forms of Ψ±, we

have only quoted one example, (4.3.19); similar expressions exist for ψ2
+ and for ψ1,2

− . We

will summarize all this again after the simplest supersymmetry equations will allow us to

simplify the parameterization quite a bit.
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4.3.3 General analysis

We will now use the parameterization obtained for Φ and Ψ in section 4.3.2 in the system

(4.3.7). As anticipated in the introduction, we will reduce the system to the two PDEs

(4.3.38a), (4.3.39), and we will determine the local form of the metric and of the fluxes

in terms of a solution to those equations.

Zero-form equations

The only equations in (4.3.7) that have a zero-form part are (4.3.7a) and (4.3.7c):

(Φ+ + Φ−)0
0 = 0 , (Φ+ + Φ−)α0 = 0 . (4.3.27)

The subscript 0 here denotes the zero-form part. (Recall that the superscripts 0 and α

denote SU(2) singlets and triplets respectively.) To simplify the analysis, it is useful to

change variables so as to make the SU(2) R-symmetry more manifest.

In (4.3.16), apart for the overall factor cos(α/2) cos(α̃/2)/4, we have φ1
+ 0 ∝ ei(u+−t+) cos(θ+),

φ2
+ 0 ∝ ei(u++t+) sin(θ+). The singlet is Reφ1

+ 0 ∝ cos(θ+) cos(u+ − t+), and it is a good

idea to give it a name, say x+. On the other hand, the triplet is {Imφ2
+,Reφ2

+, Imφ
1
+} ∝

{sin(θ+) sin(u+ + t+), sin(θ+) cos(u+ + t+), cos(θ+) sin(u+− t+)}. If we sum their squares,

we obtain:

sin2(θ+) + cos(θ+)2 sin2(u+ − t+) = x2
+ tan2(u+ − t+) + sin2(θ+) = 1− x2

+ . (4.3.28)

This suggests that we parameterize the triplet using the combination
√

1− x2
+ y

α, where

yα should obey yαy
α = 1 and can be chosen to be the ` = 1 spherical harmonics on S2.

What we are doing is essentially changing variables on an S3, going from coordinates that

exhibit it as an S1 × S1 fibration over an interval to coordinates that exhibit it as an S2

fibration over an interval:{
cos(θ+)ei(u+−t+), sin(θ+)ei(u++t+)

}
→
{
x+,

√
1− x2

+y
α

}
. (4.3.29)

An identical discussion can of course be given for φ1,2
− . Summing up, we are led to the

following definitions:

x± ≡ cos(θ±) cos(u± − t±) , sin β± ≡
sin(θ+)√

1− x2
+

, γ± ≡
π

2
− u± − t± , (4.3.30)

and

yα± ≡
(

sin(β±) cos(γ±), sin(β±) sin(γ±), cos(β±)
)
, (4.3.31)

in terms of which

Φ+ 0 = cos(α/2) cos(α̃/2)

(
x+ + iyα+

√
1− x2

+σα

)
,

Φ− 0 = sin(α/2) sin(α̃/2)

(
x− + iyα−

√
1− x2

−σα

)
.

(4.3.32)
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Going back to (4.3.27), summing the squares of all four equations we get cos2(α/2) cos2(α̃/2) =

sin2(α/2) sin2(α̃/2). Given that α and α̃ ∈ [0, π], this is uniquely solved by

α̃ = π − α . (4.3.33)

Now (4.3.27) reduces to

− x− = x+ ≡ x , −yα− = yα+ ≡ yα . (4.3.34)

In terms of the original parameters, this means θ+ = θ−, u− = u+, t− = t+ + π.

The parameterization obtained in section 4.3.2 now simplifies considerably:

φ1
± = ±1

8
sinα cos θ ei(u−t) exp

[
− 1

cos θ
(ij± + sin θReω±)

]
, (4.3.35a)

φ2
± = ±1

8
sinα sin θ ei(u+t) exp

[
1

sin θ
(cos θReω+ + iImω+)

]
; (4.3.35b)

ψ1
± = ∓1

8
(1± cosα)ei(u−t)(1± γ) [cos θRev ± iImv ∓ sin θRew] , (4.3.35c)

ψ2
± = ∓1

8
(1± cosα)ei(u+t)(1± γ) [sin θRev ± iImw ± cos θRew] . (4.3.35d)

We temporarily reverted here to a formulation where SU(2)R is not manifest; however, in

what follows we will almost always use the SU(2)-covariant variables x and yα introduced

above.

Geometry

We will now describe how we analyzed the higher-form parts of (4.3.7), although not in

such detail as in section 4.3.3.

The only equations that have a one-form part are (4.3.7b). From (4.3.35c), (4.3.35d),

we see that the second summand (Ψ+ + Ψ−)α1 is a linear combination of the forms in the

vielbein (4.3.25). The first summand consists of derivatives of the parameters we have

previously introduced. This gives three constraints on the four elements of the vielbein.

We used it to express Imv, Rew, Imw in terms of Rev;15 the resulting expressions are

at this point still not particularly illuminating, and we will not give them here. These

expressions are not even manifestly SU(2)-covariant at this point; however, once one uses

them into Φ± and Ψ±, one does find SU(2)-covariant forms. Just by way of example, we

have

(Φ+ + Φ−)α2 = −1

3
e−3A+φ sinαRev ∧ d

(
yα sinα e4A−φ

√
1− x2

)
,

(Ψ− −Ψ+)α1 = yα
√

1− x2 sin2(α)Rev +
1

3
e−3A+φ cosα d

(
yα sinα e4A−φ

√
1− x2

)
.

(4.3.36)

15Doing so requires x 6= 0; the case x = 0 will be analyzed separately in section 4.3.4.
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We chose these particular 2-form and 1-form triplet combinations because they are in-

volved in the 2-form part of (4.3.7c). The result is a triplet of equations of the form

yαE2 + dyα ∧ E1 = 0, where Ei are i-forms and SU(2)R singlets. If we multiply this by

yα, we obtain E2 = 0 (since yαdy
α = 0); then also E1 = 0 necessarily. The latter gives

a simple expression for Rev, the one-form among the vielbein (4.3.25) that we had not

determined yet:

Rev = − e−A

sinα
d(e2A cosα) . (4.3.37)

Once this is used, the two-form equation E2 = 0 is automatically satisfied.

There are some more two-form equations from (4.3.7). The easiest is (4.3.7e), which

gives

d

(
e4A−φ

x
cotα d(e2A cosα) +

1

3x
e2A
√

1− x2d
(
e4A−φ

√
1− x2 sinα

))
= 0 . (4.3.38a)

Locally, this can be solved by saying

xdz = e4A−φ cotα d(e2A cosα) +
1

3
e2A
√

1− x2d
(
e4A−φ

√
1− x2 sinα

)
(4.3.38b)

for some function z. The two-form part of (4.3.7a) reads, on the other hand,

e−8Ad(e6A cosα) ∧ dz = d(xe2A−φ sinα) ∧ d(e2A cosα) . (4.3.39)

If one prefers, dz can be eliminated, giving

3 sin(2α)dA∧dφ = dα∧
(

6dA+sin2(α)
(
−dx2 − 2(x2 + 5)dA+ (1 + 2x2)dφ

) )
. (4.3.40)

We will devote the whole section 4.3.5 to analyze the PDEs (4.3.38a), (4.3.39) and we

will also exhibit two explicit solutions.

Taking the exterior derivative of (4.3.39) one sees that dα ∧ dA ∧ dz = 0. Wedg-

ing (4.3.38a) with an appropriate one-form, one also sees dα ∧ dA ∧ dx = 0. Taken

together, these mean that only two among the remaining variables (α, x,A, φ) are really

independent. For example we can take α and x to be independent, and

A = A(α, x) , φ = φ(α, x) . (4.3.41)

We are not done with the analysis of (4.3.7), but there will be no longer any purely

geometrical equations: the remaining content of (4.3.7) determines the fluxes, as we will

see in the next subsection. Let us then pause to notice that at this point we have already

determined the metric: three of the elements of the vielbein (4.3.25) were determined
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already at the beginning of this section in terms of Rev, and the latter was determined

in (4.3.37). This gives the metric

ds2 =
cosα

sin2(α)

dq2

q
+

1

9
q(1− x2)

sin2(α)

cosα

(
1

x2

(
dp

p
+ 3 cot2(α)

dq

q

)2

+ ds2
S2

)
, (4.3.42)

where the S2 is spanned by the functions β and γ introduced in (4.3.31) (namely, ds2
S2 =

dβ2 + sin2(β)dγ2), and we have eliminated A and φ in favor of

q ≡ e2A cosα , p ≡ e4A−φ sinα
√

1− x2 . (4.3.43)

These variables could also be used in the equations (4.3.38a), (4.3.39) above, with marginal

simplification. Notice that positivity of (4.3.42) requires |x| ≤ 1.

Thus we have found in this section that the internal space M4 is an S2 fibration over

a two-dimensional space Σ, which we can think of as spanned by the coordinates (α, x).

Fluxes

We now turn to the three-form part of (4.3.7b). This is an SU(2)R triplet. It can be

written as yαH = εαβγyβdyγ∧Ẽ2+yαvolS2∧Ẽ1, where Ẽi are i-forms and SU(2)R singlets.

Actually, from (4.3.38a) and (4.3.39) it follows that Ẽ2 = 0; we are then left with a single

equation setting H = volS2 ∧ Ẽ1:

H = − 1

9x
e2A
√

1− x2 sinα

[
− 6dA

sinα
+ 2e−A(1 + x2)d(eA sinα) + sinα d(φ+ x2)

]
∧ volS2 .

(4.3.44)

As expected, H is a singlet under SU(2)R.

All the four-form equations in (4.3.7e), (4.3.7a), (4.3.7c) turn out to be automatically

satisfied. We can then finally turn our attention to (4.3.7d), which we have ignored so

far. It gives the following expressions for the fluxes:

F1 =
e−φ

6x cosα

[
12dA

sinα
+ 4e−A(x2 − 1)d(eA sinα) + e2φ sinα d(e−2φ(1 + 2x2))

]
;

(4.3.45a)

F3 =
e2A−φ

54

√
1− x2

sin2(α)

cosα

[
36dA

sinα
+ 4e−A(x2 − 7)d(eA sinα) +

+ e2φ sinα d(e−2φ(1 + 2x2))

]
∧ volS2 . (4.3.45b)

The Bianchi identities

dH = 0 , dF1 = 0 , dF3 +H ∧ F1 = 0 , (4.3.46)
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are all automatically satisfied, using of course the PDEs (4.3.38a), (4.3.39). As usual,

this statement is actually true only if one assumes that the various functions appearing

in those equations are smooth. As in [12], one can introduce sources by relaxing this

condition.

4.3.4 The case x = 0

In section 4.3.3, we used the three-form part of (4.3.7b) to express Imv, Rew, Imw in

terms of Rev. This actually can only be done for x 6= 0: the expressions we get contain x

in the denominator, as can be seen for example in (4.3.38a). This left out the case x = 0;

we will analyze it in this section, showing that it leads to a single solution, discussed

in [48], which is exactly the abelian T-dual of the Brandhuber and Oz solution that we

have recalled in (4.1.26).

Keeping in mind that −x− = x+ = x (from (4.3.34)), from (4.3.30) we have x =

cos(θ) cos(u − t). Imposing x = 0 then means either θ = π
2

or u − t = π
2
. Of these

two possibilities, the first does not look promising, because on the S3 parameterized by

(cos(θ)ei(u−t), sin(θ)ei(u+t)) it effectively restricts us to an S1: only the function u+t is left

in the game, and indeed going further in the analysis one finds that the metric becomes

degenerate.16 The second possibility, u − t = π
2
, restricts us instead to an S2 ⊂ S3; we

will now see that this possibility survives. It gives

β = θ , t = −1

2
γ , u =

π

2
− 1

2
γ . (4.3.47)

This leads to a dramatic simplification in the whole system. The one-form equations

from (4.3.7b) do not involve Imv any more; we can now use them to solve for Rev, Rew,

Imw (rather than for Imv, Rew, Imw as we did in previous subsections, for x 6= 0). This

strategy would actually have been possible for x 6= 0 too, but it would have led to far

more involved expressions; for this reason we decided to isolate the x = 0 case and to

treat it separately in this subsection. We get

Rev =
e−3A+φ

3 cosα
d(sinαe4A−φ) , Rew =

eA

3
sinα dβ , Imw = −e

A

3
sinα sin βdγ .

(4.3.48)

We now turn to the 2-form equation in (4.3.7c). As in the previous subsections of

this section, this can be separated into a 2-form multiplying yα and a 1-form multiplying

dyα, which have to vanish separately:

d(e5A−φRev) = 0 , e5A−φ(3− 4 sin2(α))Rev = d(e6A−φ sinα cosα) . (4.3.49)

Hitting the second equation with d and using the first, we find sinα cosα dα ∧ Rev = 0,

and hence, recalling (4.3.48), to sinαdα ∧ d(4A − φ) = 0. Now, sinα is not allowed

16At the stage of (4.3.48) below, one would find Rew ∝ Imv.
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to vanish because of (4.3.48) (recall that Rev, Rew, Imw are part of a vielbein); hence

dα∧ d(4A−φ) = 0. This can be interpreted as saying that 4A−φ is a function of α. On

the other hand, using (4.3.48) in the first in (4.3.49), we get d( e2A

cosα
) ∧ d(sinαe4A−φ) = 0,

which shows that A = A(α), and hence also that φ = φ(α). Going back to the second in

(4.3.49), it now reads

2(cos2(α) + 2)∂αA+ sin2(α)∂αφ = sin(2α) . (4.3.50)

Turning to (4.3.7e), its 2-form part reads

d(e5A−φImv) = 0 ⇒ Imv = e−(5A−φ)dz (4.3.51)

for some function z. This completes (4.3.48).

Finally, (4.3.7a) gives(
d(e−2A cosα) + 2e−3A sinαRev

)
∧ Imv = 0 . (4.3.52)

In view of (4.3.51), the parenthesis has to vanish by itself; this leads to

4(7 cos2(α)− 4)∂αA+ 4 sin2(α)∂αφ = − sin(2α) . (4.3.53)

Notice that now (4.3.50) and (4.3.53) are two ordinary (as opposed to partial) differ-

ential equations, which can be solved explicitly:

eA =
c1

cos1/6(α)
, eφ =

c2

sinα cos2/3(α)
, (4.3.54)

where ci are two integration constants. These are exactly the warping and dilaton pre-

sented in (4.1.26), for c1 = 3
2
Lm−1/6, c2 = 4/(3L2m2/3). It is now possible to derive the

fluxes, as we did in subsection 4.3.3 for x 6= 0, and check that they coincide with those

in (4.1.26). The metric can now be computed too, using the vielbein (4.3.49), (4.3.51);

it also agrees with (4.1.26) .

Notice finally that, although we have found it convenient to treat the x = 0 case

separately from the rest, it is in fact a particular case of the general treatment (although

a slightly degenerate one). Indeed one can check that (4.3.38b) is satisfied by (4.3.54);

in contrast to the general case, this does not determine a function z, but we can use

(4.3.40), where z has been eliminated, instead of (4.3.39), which contains z. Thus the

solution presented in this subsection is already an example of our general formalism. In

section 4.3.5 we will see another, more elaborate example.

4.3.5 The PDEs and the nonabelian T-dual

In section 4.3.3, we reduced the problem of finding AdS6 × M4 solutions to the two

PDEs (4.3.38a), (4.3.39). In this section we will recover via a simple Ansatz the known
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solution [48], originally obtained via nonabelian T-duality. (As we mentioned, one can

also see the x = 0 case as a particular solution to the PDEs.)

Many PDEs are reduced to ODEs by a separation of variables Ansatz. For our

nonlinear PDEs, this does not work. However, we will now see that a particular case

does lead to a solution, namely:

φ = f(α) + log(x) , A = A(α) . (4.3.55)

Notice that this Ansatz restricts x to be in (0, 1]. (We already observed after (4.3.42)

that |x| ≤ 1 in general.)

We begin by considering (4.3.38b). With (4.3.55), after a few manipulations it reduces

to

dz = d

(
e6A−f sinα

6x2

)
− 1

3
e2Ad(e4A−f sinα) +

+
1

x2

[
−1

6
e4Ad(e2A−f sinα) + e4A−f cotα d(e2A cosα)

]
.

(4.3.56)

The first line in (4.3.56) is manifestly exact, since everything is a function of α alone.

The second line is of the form 1
x2d(function(α)), and cannot be exact unless it vanishes,

which leads to

d(e2A−f sinα) = 6e−f cotα d(e2A cosα) . (4.3.57)

The first line in (4.3.56) then determines dz (and can be integrated to produce z). We

can now use this expression for dz in (4.3.39). Most terms in (4.3.39) actually vanish

because they involve wedges of forms proportional to dα; the only one surviving is of the

form d(e6A cosα) ∧ dx. In other words, we are forced to take

eA = c1(cosα)−1/6 , (4.3.58)

with c1 an integration constant. Plugging this back into (4.3.57) we get

ef = c2
(cosα)−1/3

sin3 α
(4.3.59)

for c2 another integration constant.

This is actually the solution found in [48]. To see this, one needs to identify

x =
e2Â√
r2 + e4Â

, (4.3.60)

where Â has been introduced in (4.1.27). One can check that indeed the fluxes (4.3.44),

(4.3.45) and metric (4.3.42) give the expressions in (4.1.27). Again, we see that the metric

looks non-compact; it might be possible to find a suitable analytic continuation, with the

help of the PDEs (4.3.38a), (4.3.39) just found.
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Chapter 5

The good case: two-dimensional

Minkowski vacua

In this chapter we will describe the only known example of good case: Mink2 N = (2, 0)

vacua. We will see that in this case the pairing equations are not redundant but can

be written in an elegant form by imposing the additional assumption that the internal

manifold enjoys a SU(4)×SU(4) structure. Some results that we will obtain was already

at disposal in literature [18] but we will be able to extend in many respects that analysis.

We will also point out the intimate relation between the failure of the supersymmetry-

calibrations correspondence and the pairing equations, a relation already discussed in full

generality in [64].

5.1 A motivation: the supersymmetry-calibration cor-

respondence

Apart from being an example (the only known example at the moment) of good case, the

interest on Mink2 N = (2, 0) as also another motivation; in this section we will explain

such a reason of interest.

After the work [10], which for the first time rewrote SUSY conditions for N = 1

four-dimensional vacua in terms of GCG, a very interesting (and perhaps unexpected)

observation was done in [65]: it was found that the conditions for a Mink4 vacuum,

when expressed in the pure spinors formulation, are in one-to-one correspondence with

the differential conditions satisfied by the calibration forms for all the admissible, static,

magnetic D-branes in such a background.1 It is therefore natural to ask whether the

correspondence (which we will call the supersymmetry-calibrations correspondence) is

1An analogous story holds also for AdS4 vacua [40].
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also valid in more general situations and can be applied in dimensions different than

four.

Motivated by this question, in [54] it was checked that the supersymmetry-calibrations

correspondence continues to hold also for Mink6 vacua preserving eight real supercharges,

and this led the authors to formulate the following conjecture: the supersymmetry-

calibrations correspondence is valid for all Minkd vacua (with d even) preserving a Weyl

spinor on the external manifold.

Specializing the discussion to the case of Mink2, N = (2, 0) vacua, the authors of [54]

conjectured that the conditions for unbroken supersymmetry should be

dH(e2A−φReψ1) = ± α

16
e2A ∗8 λ(f) ,

dH(e2A−φψ2) = 0 , (5.1.1)

where dH ≡ d − H∧ and ψ1 = 1
eA
η1

+η
2†
∓ , ψ2 = 1

eA
η1

+η
2c†
∓ are the familiar polyforms

constructed as bilinears of the internal SUSY parameters η1
+ and η2

± (which are Weyl

spinors); the upper (lower) sign is as usual for IIA (IIB). It is worth emphasizing that

the correspondence was formulated for η1
+ and η2

± being pure spinors on the internal

manifold;2 this assumption implies that the structure group on the generalized tangent

bundle T8 ⊕ T ∗8 reduces to SU(4)× SU(4).

In [18] it has been shown, by making the additional assumption that η1
+ and η2

+ are

proportional, that in type IIB the conjecture of [54] fails to be valid: the authors indeed

have shown that the equations (5.1.1) are not completely equivalent to supersymmetry

and that they must be completed, in this particular case, with the condition

dJ2
H (e−φImψ1) = − α

16
f , (5.1.2)

where dJ2
H ≡ [dH ,J2 · ] (used for the first time in physical context in [66]), and J2 is the

generalized almost complex structure associated to the pure spinor on the generalized

tangent bundle ψ2 (further details are given in section 5.4.1). They also gave a geometrical

interpretation of this equation in terms of calibrations, motivated by the results obtained

in dimensions greater than 2.

The authors of [18] conjectured that the final result does not change by removing

the assumption of proportionality between η1
+ and η2

+, but they did not test this final

statement; however they suggested that the ten-dimensional system (3.2.4) could be useful

in order to show such a conjecture. In this chapter we will pursue such a program: we

2Contrary to what happens in lower dimensions, in eight dimensions not every Weyl (not Majorana)

spinor is pure: as reviewed in section 5.4.1 an eight-dimensional Weyl spinor is pure if and only it satisfies

an additional algebraic condition (5.4.1). From this it follows that the situation considered in [54] is not

the most general one for a Mink2, N = (2, 0) vacuum.
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will remove the assumption of proportionality between η1
+ and η2

∓ and show the validity

of the results of [18] in the general case with non proportional spinors.

As a further generalization we will also show that the conditions for unbroken super-

symmetry can be recast in an elegant form every time M8 enjoys an SU(4) × SU(4)

structure, no matter whether η1
+ and η2

∓ are pure or not. In other words, we will see

that the conditions for unbroken supersymmetry, and in particular the pairing equations,

take an elegant formulation if we assume that it exists a pair of pure spinors η̃1
+ and

η̃2
∓ (which in general will not coincide with the SUSY parameters η1

+ and η2
∓). In this

way we will conclude that Mink2 N = (2, 0) vacua, when the internal manifold enjoys a

SU(4)× SU(4) structure, are good cases.

From the point of view of the supersymmetry-calibration correspondence we will also

show that the additional equation (5.1.2) (or its generalization (5.5.16)) is exactly in

correspondence with the pairing equations, and so we conclude that the pairing equations,

when they are not redundant, parametrize the failure of the supersymmetry-calibration

correspondence, a relation already proved in generality in [64].

5.2 Spinorial Ansatz and two-dimensional geometry

In this section we will discuss how the ten-dimensional SUSY parameters ε1 and ε2 decom-

pose in order to have an N = (2, 0), Mink2 vacuum, namely a configuration of the form

Mink2×M8 (withM8 compact) enjoying the maximal symmetry of Mink2 and where two

real supercharges are preserved. We will also describe what kind of geometrical quantities

are defined by a single Weyl (Not Majorana) spinor ζ in two dimensions.

5.2.1 Spinorial Ansatz

Let us start by imposing the request that the ten-dimensional metric takes the form

of a Mink2 vacuum and that the spinorial Ansatz gives two-dimensional N = (2, 0)

supersymmetry. Exactly as we did in the precedent chapter for AdS6,7 solutions we

require that the metric takes the form

ds2
10(x, y) = e2A(y)ds2

Mink2
(x) + ds2

M8
(y) , (5.2.1)

xµ are the coordinates on Mink2 and ym are the coordinates on the internal manifold

M8. the warping function is A(y).

As explained in section 5.1, the supersymmetry-calibration correspondence requires

that the Minkd vacuum preserves 2d/2 supercharges (with d even). For this reason we look

for a vacuum which preserves 2 real supercharges in two dimensions and such a number
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of supercharges is given by a two-dimensional, complex, Weyl spinor ζ. For this reason

the ten-dimensional SUSY parameters ε1 and ε2 take the form

ε1 = ζη1
+ + ζcηc 1

+ ,

ε2 = ζη2
∓ + ζcηc 2

∓ , (5.2.2)

where as usual the upper sign is for IIA, the lower for IIB. ζ denotes a Weyl spinor (of

positive chirality) in two dimensions and ηi± are two Weyl spinors on M8.3 Since we are

not imposing also a Majorana condition on ζ (recall that in two Lorentzian dimensions

Majorana-Weyl spinors can be defined) we see that ζ defines two real supercharges in two

dimensions and (5.2.1) is an N = (2, 0) vacuum. Similarly to (5.2.2), the ten-dimensional

gamma matrices ΓM decompose as

Γµ = eAγµ ⊗ 1 , Γm = γ(2) ⊗ γm , (5.2.3)

where γµ and γm are the real two-dimensional and eight-dimensional gamma matrices

respectively, and γ(2) is the chiral operator in two dimensions. M goes from 0 to 9.

To have a vacuum solution we need that the external spinor ζ satisfies a Killing spinor

equation, that for a Minkowski vacuum simply requires that ζ is constant

Dµζ = 0 . (5.2.4)

5.2.2 Geometry defined by two-dimensional spinors

Given the spinorial Ansatz (5.2.2) we want now to develop what kind of geometrical

quantities can be defined using ζ and ζc.

Given ζ of positive chirality we can introduce the barred spinor ζ̄ = ζ†γ0 and a

straightforward calculation shows that it has negative chirality. We can now define the

bilinears ζ ⊗ ζ̄ and ζ ⊗ ζ̄c obtaining a couple of one-forms (or vectors), zµ and aµ:

ζ ⊗ ζ̄ =
1

2
ζ̄γµζγ

µ = zµdx
µ ,

ζ ⊗ ζ̄c =
1

2
ζ̄cγµζγ

µ = aµdx
µ ; (5.2.5)

our aim is now to understand the geometrical properties of both.

To start with, z and a are null: a simple Fierz computation gives

2zζ = ζ̄γµζγ
µζ = γµζζ̄γµζ = 0 , (5.2.6)

3We will work with real gamma matrices both in Mink2 and in M8; such a basis in eight dimensions

can be defined in terms of octonions [67]. Therefore the Majorana conjugates ζc and ηc i± are just the

naive conjugates (ζ)∗ and (ηi±)∗.

88



where we used the well-known relation γµCkγµ = (d − 2k)Ck. From (5.2.6) it follows

z2 = 0 and an identical computation shows that also a is null. Moreover z and a are

proportional since we have

zζζ̄c = 0 , (5.2.7)

as an obvious consequence of (5.2.6); recalling the formula γµCk = (dxµ ∧ +gµνιν)Ck,

(5.2.7) can be rephrased as

z ∧ a = zxa = 0 , (5.2.8)

telling us that a is proportional to z

a = g(x)z . (5.2.9)

Finally, recalling that in two Lorentzian dimensions we have the identification

γ(2)Ck = ∗2λCk , (5.2.10)

relating the action from the left of the chiral operator to the Hodge dual operator, we

conclude that both z and a are self-duals

∗2 z = z , ∗2a = a . (5.2.11)

We can also determine the reality properties of these vectors. Evaluating the expres-

sion γ0(ζζ̄)†γ0 (and the analogous one including ζζ̄c) one deduces that z is real and a is

complex.

To conclude this section we note that z and a are d-closed: indeed the external

differential acts on a bispinor of odd degree as

dz = d(ζζ̄) =
1

2

[
γµ, Dµζζ̄

]
, (5.2.12)

and using (5.2.4) one obtains

dz = da = 0 . (5.2.13)

5.3 Supersymmetry conditions: general discussion

In this section we will specialize the system (3.2.4) to describe two-dimensional N =

(2, 0) vacua obtaining a set of conditions for these particular backgrounds. The pairing

equations will look a bit scary at first sight but in the next sections we will see that the

situation is completely different when M8 enjoys a SU(4)× SU(4) structure.
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5.3.1 Factorization

As explained in section 5.2 we will consider backgrounds with a metric of the form (5.2.1)

and with a spinorial Ansatz like (5.2.2), we will also impose that our configuration is a

vacuum, i.e. that the maximal symmetry of Mink2 is preserved by all the fields.

Given the spinorial Ansatz (5.2.2) we can immediately compute the polyform Φ (equa-

tion (3.2.2))

Φ = ∓
(
(ζζ̄)(η1

+η
2†
∓ ) + (ζcζ̄)(η1cη2†

∓ ) + c.c.
)

= ∓2Re
(
eAz ∧ ψ1 + eAa ∧ ψ2

)
, (5.3.1)

where the decomposition (5.2.3) of the ten-dimensional gamma matrices is used. In

(5.3.1) z and a are the two-dimensional vectors defined in (5.2.5), whereas with ψ1 and

ψ2 we denote the eight-dimensional bilinears

ψ1 ≡ η1
+η

2†
∓ , ψ2 ≡ η1

+η
2c†
∓ . (5.3.2)

Notice that, since not every eight-dimensional Weyl spinor η+ is pure, ψ1 and ψ2 are not

in general pure spinors on the generalized eight-dimensional tangent bundle T8 ⊕ T ∗8 and

so in general they do not induce a reduction of the structure group to SU(4) × SU(4).

Further details about this point will be presented in section 5.4.

We need also the vectors K and K̃ appearing in (3.2.1). To this end we start by

computing K1 obtaining

32K1 = e−A
[
4z||η1

+||2 + 2a(η1
+)2 + c.c

]
, ||η1

+||2 ≡ η1†
+ η

1
+ , (η1

+)2 ≡ (η1t
+η

1
+)

(5.3.3)

notice that ||η1
+||2 is real, and (η1

+)2 is complex. If we now impose4

||η1
+||2 = ||η2

∓||2 , (η1
+)2 = (η2

∓)2 , (5.3.4)

we see that K2 takes exactly the same expression of K1. Therefore we conclude that K

and K̃ are

K =
e−A

8

(
z||η1

+||2 + Re(a(η1
+)2)

)
, K̃ = 0 . (5.3.5)

It remains to consider the factorization of the fluxes and of the NSNS three-form H.

Exactly as we did in Chapter 4 the requirement of maximal symmetry in two dimen-

sions imposes that all these fields (and also the dilaton) do not depend on the external

4WhenM8 is compact a famous no-go theorem requires the presence of sources with negative tension

like orientifold planes [68], [69]. The requirement that such orientifolds be supersymmetric imposes the

conditions (5.3.4) that therefore has to be considered as a necessary condition and not as an assumption

[56].
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coordinates xµ. Moreover the indices structure of them must be of the form

H = H0 +H2 ,

F = F0 + F2 = f + e2Avol2 ∧ ∗8λ(f) , (5.3.6)

where the indices indicate the number of external components, f is an internal polyform

and the self-duality of F (equation (2.1.9)) is used. We can now move to discuss the

system of equations (3.2.4) for these particular vacua.

5.3.2 Symmetry equations

To begin we consider the symmetry equations, i.e. the equations (3.2.4a). The first

equation require that K would be a Killing vector, however K takes the expression

(5.3.5) and we already know that z and a are Killing vectors by construction (they are

constant), therefore we obtain the constraints

||η1
+||2 = αeA ,

(η1
+)2 = (β + iδ)eA , (5.3.7)

where α, β and δ are real constants. Moving to the second equation in (3.2.4a) it is

straightforward to see (using (5.3.5)) that this equation implies

H2 = 0 , (5.3.8)

therefore in the following we will write H to simply indicate H0.

5.3.3 Exterior equation

We turn now to discuss the exterior equation (3.2.4b). We start by evaluating the r.h.s.

in (3.2.4b); it reads

− (K̃ ∧+ιK)F =
1

8
(α + βRe(g)− δIm(g))e2az ∧ ∗8λ(f) , (5.3.9)

where we used (5.3.5), (5.3.6), (5.3.7), (5.2.9), the self-duality of z and the relation (valid

for any d even)

∗ λ(dxµ∧) = −ιµ ∗ λ . (5.3.10)

Therefore, using the expression (5.3.1) for the polyform Φ, equation (3.2.4b) becomes

dH
(
eA−φRe(z ∧ ψ1 + a ∧ ψ2)

)
= ∓ 1

16
(α + βRe(g)− δIm(g))e2Az ∧ ∗8λ(f) , (5.3.11)

that can be decomposed in the couple of equations

dH(eA−φReψ1) = ± α

16
e2A ∗8 λ(f) ,

dH(eA−φψ2) = ±β + iδ

16
e2A ∗8 λ(f) . (5.3.12)
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5.3.4 Pairing equations

It remains to consider the pairing equations (3.2.4c) and (3.2.4d). We will present the

computation only for (3.2.4c) since (3.2.4d) is completely parallel. The first part of

the analysis will be very similar to the corresponding one presented in [11] for four-

dimensional vacua and therefore we will be brief.

To start with, we have to choose the vectors e+1 and e+2. Since we have K1 = K2 = K

we can take e+1 = e+2 = e+ as well, moreover we take e+ purely external as K and the

action of the gamma matrices
→
γ+ and

←
γ+ takes the form

→
γ+= eAe+ ∧+e−Ae+x ,

←
γ+ (−)deg = eAe+ ∧ −e−Ae+x . (5.3.13)

Now we can compute the various terms appearing in (3.2.4c): since e+ is purely

external the term containing d†(e−2φe+) vanishes, moreover the term dH(e−φΦ · e+) can

be massaged using {
d,
←
γ+ (−)deg

}
= e−A∂+ + dA∧

→
γ+ . (5.3.14)

Summarizing, (3.2.4c) becomes(
γ+ ·Φ · γ+,Γ

MN
[
dA ∧ γ+e

−φΦ− 2f
])

= 0 , (5.3.15)

where we used (2.1.9) and (5.3.6).

We have now to evaluate (5.3.15) for the various possible choices of the indices M and

N . It is straightforward to see that for M and N both internal or external the equation

reduces to an identity and so it has no content. Therefore the only non trivial equations

come when we have M = m and N = µ. We start by computing the factor

− 2
(
γ+ ·Φ · γ+,Γ

mΓµf
)

= ± 1

16
ε̄1γ+ΓmΓµfγ+ε2 , (5.3.16)

where we used the identity(
γ+1 ·Φ · γ+2, C

)
= −(−)degΦ

32
ε̄1γ+1Cγ+2ε2 , (5.3.17)

that can be found in [11]. Using now the equations (5.2.2) and (5.2.3), we can further

massage (5.3.16) obtaining

− 2
(
γ+ ·Φ · γ+,Γ

mΓµf
)

=
1

16

(
ζ̄γ+γ

µγ+ζ η
1†
+ γ

mfη2
∓ + ζ̄γ+γ

µγ+ζ
c η1†

+ γ
mfη2c

∓ + c.c.
)
,

(5.3.18)

where the reality of the gamma matrices γm and γµ was used.

A similar treatment can be reserved to the other term in (5.3.15) which finally takes

the form

e−φ
(
γ+ ·Φ · γ+,Γ

mΓµ[dA∧γ+Φ]
)

= ±e
−φ

4

(
ζ̄γ+γ

µγ+ζ η
1†
+ γ

m∂Aη2
∓+ζ̄γ+γ

µγ+ζ
c η1†

+ γ
m∂Aη2c

∓+c.c.
)
.

(5.3.19)
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To proceed further we observe that the four-dimensional bilinears take the form

ζ̄γ+γ
µγ+ζ ∝ eµ+ ,

ζ̄γ+γ
µγ+ζ

c ∝ ḡeµ+ , (5.3.20)

therefore, requiring that (5.3.15) has a solution which is independent from ζ, we conclude

that (5.3.18) and (5.3.19) give rise to the following equations

Re(4η1†
+ γ

m∂Aη1
+ ± eφη

1†
+ γ

mfη2
∓) = 0 ,

4η1†
+ γ

m∂Aη1c
+ ± eφη

1†
+ γ

mfη2c
∓ = 0 , (5.3.21)

that can be recast in a more familiar fashion

ReTr

(
η2
∓η

1†
+ γ

m

(
4∂A

η1
+η

2†
∓

||η2
∓||2
± eφf

))
= 0 ,

Tr

(
η2c
∓ η

1†
+ γ

m

(
4∂A

η1c
+ η

2c†
∓

||η2
∓||2
± eφf

))
= 0 , (5.3.22)

or, in terms of the six-dimensional Chevalley-Mukai pairing, as

Re
(
γmψ̄1, dA ∧ ψ1 ∓

α

8
eφ+A ∗8 λ(f)

)
= 0 ,(

γmψ̄2, dA ∧ ψ̄1 ∓
α

8
eφ+A ∗8 λ(f)

)
= 0 . (5.3.23)

Finally, equation (3.2.4d) can be treated in the same way and the final result is

Re
(
ψ̄1γ

m, dA ∧ ψ1 ∓
α

8
eφ+A ∗8 λ(f)

)
= 0 ,(

ψ̄2γ
m, dA ∧ ψ1 ∓

α

8
eφ+A ∗8 λ(f)

)
= 0 . (5.3.24)

5.3.5 Summary

We have rewritten the conditions for unbroken supersymmetry (equations (3.2.4)) for a

Mink2, (2, 0) vacuum solution. The resulting system of equations is given by (5.3.7),

(5.3.8), (5.3.12), (5.3.23) and (5.3.24). Unfortunately equations (5.3.23) and (5.3.24) are

not as elegant as (5.3.12) and this is a typical feature of the system (3.2.4). However we

will see that, assuming that the structure group of M8 is SU(4) × SU(4), the pairing

equations can be recast in a concise and elegant form.

5.4 Supersymmetry conditions: the pure case

In this section we will see (motivated by the results found in [18]) how SUSY conditions

can be rewritten in a compact form if we make the assumption that the internal spinors
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η1
+ and η2

∓ are pure.5 In this case it is possible to show that the structure group of the

generalized tangent bundle T8 ⊕ T ∗8 reduces to SU(4) × SU(4) and this allows a better

formulation of the pairing equations. The equations that we will find are already present

in [18] but, contrary to that work, we will not assume that the two spinors η1
+ and η2

∓ are

proportional (notice that such an assumption can be done in Type IIB only). Therefore

our results in this section can be seen as the extension from the strict SU(4) case (treated

in [18]) to the SU(4)× SU(4) case.

5.4.1 Pure spinors and generalized Hodge diamonds

To pursue our goal we need some further technical elements concerning GCG and pure

spinors on the generalized tangent bundle. For this reason we will devote this subsection

to develop such elements and to recall what the purity condition on eight-dimensional

spinors implies and what geometrical structures can be defined on M8 when η1
+ and η2

∓

are pure.

Contrary to what happens in lower dimensions, in eight dimensions Weyl spinors are

not necessarily pure, as shown by a simple counting argument: in eight dimensions the

space of pure spinors has real dimension 14 whereas the space of Weyl spinors has real

dimension 16. More explicitly, a given eight-dimensional Weyl spinor of (say) positive

chirality η+ is pure if and only if it satisfies the additional algebraic condition

ηt+η+ = 0 . (5.4.1)

Notice that a Majorana-Weyl spinor cannot be pure. In this section we will suppose that

both η1
+ and η2

∓ satisfy (5.4.1) and hence that they are pure.

Ley us now review how some basic facts already explained in section 3.1 gets translated

in eight dimensions. A pure spinor in eight dimensions implies that the structure group

on the tangent bundle gets reduced to SU(4). This is equivalent to saying that on the

manifold a real two-form J and a (4, 0)-form (with respect to the almost complex structure

defined by J) called Ω can be defined and they satisfy

1

16
Ω ∧ Ω̄ =

1

24
J4 = vol8 , J ∧ Ω = 0 . (5.4.2)

Having introduced J we can reformulate the purity condition of η+ by saying that it

is annihilated by the gamma matrices holomorphic with respect to the almost complex

structure defined by J .

When we introduce a second spinor η2
∓ it is useful to consider the generalized tangent

bundle T ⊕T ∗, since in this enlarged space the structure group is always SU(4)×SU(4).

5Recall that a spinor is said to be pure if it is annihilated by exactly half of the gamma matrices.
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On T ⊕ T ∗ we can define a Cl(8, 8) algebra, with the corresponding gamma matrices

given by

ΓΛ =
{
∂1x, . . . , ∂8, dx

1∧, . . . , dx8∧
}
, (5.4.3)

and with spinors simply given by the differential forms of all degrees. On T ⊕ T ∗ it is

then convenient to define the bilinears ψ1 and ψ2 as in (5.3.2) and, thanks to the purity

of η1
+ and η2

∓, we are sure that they are pure with respects to the Cl(8, 8) algebra defined

in (5.4.3).

Until now our discussion has been just a rephrasing in eight dimensions of the concepts

explained in section 3.1. As anticipated, to rewrite the pairing equations (5.3.23) and

(5.3.24) in an elegant form we need new technical tools, that we now turn to describe.

We have seen that, given a pure spinor η+ on the ordinary tangent bundle, one can

associate an almost complex structure Im n, which is simply related to the two-form J

by the relation g = −JI, and that is an operator I : T → T such that I2 = −1. A

very similar concepts exists for generalized pure spinors: given a pure spinor ψi on the

generalized tangent bundle one can associate a generalized almost complex structure Ji
(GACS), i.e. an operator Ji : T ⊕T ∗ → T ⊕T ∗ such that J 2

i = −1; the relation between

ψi and Ji is given by the requirement that the i-eigenbundle of Ji coincides with the

annihilator of ψi. Notice that, since the pure spinors ψi are polyforms, it is well defined

the action of Ji ·ψi on them.

Finally, it can be shown that the compatibility relations (analogous to (3.1.17) but in

eight dimensions) between two bispinors ψ1 and ψ2, constructed as bilinears of η1
+ and η2

∓,

can be translated in terms of the corresponding GACSs by requiring that they commute.

To rewrite the pairing equations (5.3.23) and (5.3.24) in an elegant form we need to

introduce an appropriate basis for the differential forms on M8. To this end it is useful

to consider the so-called generalized Hodge diamond, which constitutes a basis for the

differential forms of any degrees constructed starting from ψ1 and ψ2. We can represent

this basis as follows:

ψ1

ψ1γ
i2 γ ī1ψ1

ψ1γ
i2j2 γ ī1ψ1γ

i2 γ ī1j̄1ψ1

ψ2γ
ī2 γ ī1ψ1γ

i2j2 γ ī1j̄1ψ1γ
j2 γi1ψ̄2

ψ2 γ ī1ψ2γ
ī2 γ ī1j̄1ψ1γ

i2j2 γ ī1ψ̄2γ
i2 ψ̄2

γ ī1ψ2 γi1j1ψ̄1γ
ī2 γi1ψ̄1γ

ī2j̄2 ψ̄2γ
i2

γi1j1ψ̄1 γi1ψ̄1γ
ī2 ψ̄1γ

ī2j̄2

γi1ψ̄1 ψ̄1γ
ī2

ψ̄1

(5.4.4)

where the action of the gamma matrices on ψi is obviously obtained from the same action
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on the spinors ηi.

This basis has the property of being orthogonal: every form has vanishing Chevalley-

Mukai pairing with every form in the diamond, except with the ones symmetric with

respect to the central point. So for example ψ1 has non vanishing pairing only with ψ̄1,

ψ1γ
i2 only with ψ̄1γ

ī2 and so on. Another important technical property of this basis is

that its entries are eigenfunctions for the action of (J1 · ,J2 · ) corresponding to ψ1 and

ψ2, and also for the operator ∗8λ. More explicitly, the eigenvalues for all these operators

are

(J1 · ,J2 · ) :
(4i, 0)

(3i, i) (3i,−i)
(2i, 2i) (2i, 0) (2i,−2i)

(i, 3i) (i, i) (i,−i) (i,−3i)

(0, 4i) (0, 2i) (0, 0) (0,−2i) (0,−4i)

(−i, 3i) (−i, i) (−i,−i) (−i,−3i)

(−2i, 2i) (−2i, 0) (−2i,−2i)

(−3i, i) (−3i,−i)
(−4i, 0)

∗8λ :
+

+ −
+ − +

+ − + −
+ − + − +

− + − +

+ − +

− +

+

.

(5.4.5)

5.4.2 Rewriting SUSY conditions in the pure case

We have now all the instruments necessary to massage the system of equations found in

section 5.3 with the assumption that η1
+ and η2

∓ are pure.

First of all, to stay closer to the results of [18], we perform the following redefinitions:

ψ1 =
1

eA
η1

+η
2†
∓ , ψ2 =

1

eA
η1

+η
2c†
∓ . (5.4.6)

Next we move to the symmetry equations (5.3.7): it is straightforward to see that the

second equation implies

β = δ = 0 , (5.4.7)

since η1
+ and η2

∓ are pure. Therefore we can interpret the geometrical role of β and

δ as parametrizing the departure from the purity condition. We will discuss this last

statement in a more geometrical language in section 5.5.

Moving to the exterior equations (5.3.12), taking into account the redefinition (5.4.6)

and the vanishing of β and δ, they become

dH(e2A−φReψ1) = ± α

16
e2A ∗8 λ(f) ,

dH(e2A−φψ2) = 0 . (5.4.8)
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It remains to consider the pairing equations. To start with we see that, using the

orthogonality of the generalized Hodge diamond, the second equation in (5.3.23) can be

simplified

(γi1ψ̄2, f) = 0 , (5.4.9)

and analogously the second equation in (5.3.24) becomes

(ψ̄2γ
i2 , f) = 0 . (5.4.10)

Collecting the results we have the following expression for the pairing equations6

(
γi1ψ̄1, dA ∧ ψ1 ∓

α

8
eφ ∗8 λ(f)

)
= 0 ,

(γi1ψ̄2, f) = 0 ,(
ψ̄1γ

ī2 , dA ∧ ψ1 ∓
α

8
eφ ∗8 λ(f)

)
= 0 ,

(ψ̄2γ
i2 , f) = 0 . (5.4.11)

By a direct computation, using the properties contained in (5.4.5), it can be shown

that the equations in (5.4.11) are equivalent to the single equation

dJ2
H (e−φImψ1) = ± α

16
f , (5.4.12)

where dJ2
H ≡ [dH ,J2 · ]. The equivalence between (5.4.11) and (5.4.12) is in appendix C.

5.4.3 Summary

Let us summarize the results of this section. We have shown that, assuming the purity

of the spinorial parameters η1
+ and η2

∓, SUSY equations can be reformulated in terms of

three conditions

dH(e2A−φReψ1) = ± α
16
e2A ∗8 λ(f) ,

dH(e2A−φψ2) = 0 ,

dJ2
H (e−φImψ1) = ± α

16
f .

(5.4.13)

These equations were already found in [18] under the simplifying hypothesis of strict

SU(4) structure (and so only Type IIB theory was considered in that work). Therefore

we have shown in this section that the results of [18] can be extended to the more general

situation in which the SUSY parameters are not proportional, and this allows to treat

Type IIA and Type IIB on the same footing.

6Notice that we have removed the real part in front of the first equations in (5.3.23) and (5.3.24).

This is due to the fact that now the holomorphic (or anti-holomorphic) gamma matrices appear.
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Our result is in perfect agreement with the results of [64]: in that work it is shown

that the calibrations issues involve only the symmetry equations (3.2.4a) and the exterior

equation (3.2.4b). On the other hand the pairing equations (3.2.4c) and (3.2.4d) have

no counterpart in the calibrations recipe and indeed we find that the additional equation

(5.4.12) is given exactly by the pairing equations.

Of course it would be interesting to look for a generalization of the supersymmetry-

calibrations correspondence which takes into account the pairing equations. Obtaining

such a correspondence could give a more geometrical understanding of the pairing equa-

tions and perhaps a better formulation for them.

5.5 Beyond the pure case

In this section we will remove the hypothesis that η1
+ and η2

∓ are pure spinors on M8.

Nevertheless we will assume that a pair of pure spinors η̃1
+ and η̃2

∓ onM8 exists. In other

words we will assume that the structure group of the generalized tangent bundle on M8

is still SU(4)× SU(4) but the SUSY parameters η1
+ and η2

∓ are not the spinors realizing

the reduction of the structure group. It will become clear in section 5.5.1 that, at least

locally, given a Weyl spinor η one can always obtain a corresponding pure spinor η̃, by

simply taking its real and imaginary parts and by rescaling them; however globally some

obstructions can occur. In this section we will assume that such global obstructions do

not occur and that we can find a pair of globally defined pure spinors.

5.5.1 Parametrization of non-pure spinors

Given the assumption that a pair of pure spinors on M8 exists we want to determine a

parametrization of η1
+ and η2

∓ in terms of the pure spinors η̃1
+ and η̃2

∓.

To this end we start by recalling that a Weyl spinor (not Majorana) η7 can be written

in terms of two Majorana-Weyl spinors χ1 and χ2 as follows

η = χ1 + iχ2 . (5.5.1)

(5.5.1) gives us a simple geometrical interpretation of the purity condition (5.4.1) as an

orthonormality property of the spinors χ1 and χ2: indeed it is straightforward to see that

η is pure if and only if χ1 and χ2 satisfy

χt1χ1 = χt2χ2 , χt1χ2 = 0 . (5.5.2)

In other words, a Weyl spinor η is pure if and only if its Majorana-Weyl components χ1

and χ2 have the same norms (the first condition in (5.5.2)) and they are orthogonal (the

7We have not written the chirality of η since the discussion does not depend on it.
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second condition in (5.5.2)). On the other hand, we see that the obstacles to the purity

of η are given by a difference in the norms of χ1 and χ2 or if they are not orthogonal.

To proceed, suppose that we have, beyond the non-pure spinor η, a pure spinor η̃

with the same chirality and with components χ̃1 and χ̃2. For future convenience we take

the norms of χ̃1 and χ̃2 to be equal to eA(y) (where A(y) is of course the warping factor

appearing in (5.2.1))

χ̃t1χ̃1 = χ̃t2χ̃2 = eA(y) ⇒ ||η̃||2 = 2eA(y) , (5.5.3)

we also apply a rotation to η̃ in order to put χ̃1 along χ1. A pictorial description of this

construction is given in figure 5.1 which shows that η can be parametrized in terms of η̃

(and its complex conjugate) via the formula

2η =
(
A1 + iB1e

−iθ1
)
η̃ +

(
A1 + iB1e

iθ1
)
η̃c , (5.5.4)

where the real quantities A1 and B1 are given by

A1 =

√
χt1χ1

eA(y)
, B1 =

√
χt2χ2

eA(y)
, (5.5.5)

and θ1 parametrizes the angle between χ1 and χ2.

As a check of the validity of this parametrization notice that η̃ is a pure spinor of

fixed norm, hence it has 13 real components; on the other hand A1, B1 and θ1 are real

coefficients. This gives us a total of 16 real components for η which is correct for a Weyl

non-pure spinor onM8. We note also that in the pure limit we have A1 = B1 and θ1 = π
2

for a total of 14 real components as it should.

These considerations can be applied to the SUSY parameters η1
+ and η2

∓ which in

terms of the pure spinors η̃1
+ and η̃2

∓ read

2η1
+ = c1η̃

1
+ + c2η̃

1c
+ ,

2η2
∓ = c3η̃

2
∓ + c4η̃

2c
∓ , (5.5.6)

where

c1 ≡ A1 + iB1e
−iθ1 , c2 ≡ A1 + iB1e

iθ1 ,

c3 ≡ A2 + iB2e
−iθ2 , c4 ≡ A2 + iB2e

iθ2 , (5.5.7)

we will see in a moment that all these coefficients are constant on M8. Thanks to the

parametrization (5.5.6) we can now massage the conditions for unbroken supersymmetry

deduced in section 5.3.
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Figure 5.1: A pictorial description of the parametrization (5.5.4). The Majorana-Weyl

components of the non-pure spinor η are χ1 and χ2; they can be represented as a couple of

vectors with different norms and forming an angle θ1. On the other hand the Majorana-

Weyl components of the pure spinor η̃ are given by χ̃1 and χ̃2; they have the same norm

χ̃t1χ̃1 = χ̃t2χ̃2 = eA(y) and they are orthogonal. A1 and B1 appearing in (5.5.4) are given

by A1 =
√

χt1χ1

eA(y) , B1 =
√

χt2χ2

eA(y) .

5.5.2 Symmetry equations

We start by massaging the symmetry equations that we already wrote in full generality

in (5.3.7). Putting (5.5.6) in (5.3.7) and using the assumption that ||η̃1
+||2 = ||η̃2

∓||2 = 2eA

we obtain, after some manipulations, the equations

β + iδ = c1c2 , β + iδ = c3c4 ,

2α = |c1|2 + |c2|2 , 2α = |c3|2 + |c4|2 . (5.5.8)

If we recall the definitions of the coefficients ci given in (5.5.7), we see that (5.5.8) leads

to

α = A2
1,2 +B2

1,2 , β = A2
1,2 −B2

1,2 , δ = 2A1,2B1,2 cos θ1,2 , (5.5.9)

which clarifies the geometrical interpretation of β and δ: they express the departure from

the purity condition, β parametrizes a difference in the norms of the Majorana-Weyl

components, δ keeps into account a lacking of orthogonality.

As an immediate consequence of (5.5.9) we see that c1 = c3, c2 = c4 and, more

important, that they are constant as promised. We therefore rewrite (5.5.6) as

2η1
+ = c1η̃

1
+ + c2η̃

1c
+ ,

2η2
∓ = c1η̃

2
∓ + c2η̃

2c
∓ . (5.5.10)
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5.5.3 Exterior equations

Let us now consider the exterior equations (5.3.12). Having introduced the pure spinors η̃1
+

and η̃2
∓ we can use the parametrization (5.5.10) to deduce an analogous parametrization

of the bilinears ψ1 and ψ2 in terms of the pure spinors ψ̃1 and ψ̃2 constructed from η̃1
+

and η̃2
∓:

ψ1 =
1

4

[
|c1|2ψ̃1 + |c2|2 ¯̃ψ1 + c1c̄2ψ̃2 + c̄1c2

¯̃ψ2

]
,

ψ2 =
1

4

[
c1c2(ψ̃1 + ¯̃ψ1) + c2

1ψ̃2 + c2
2

¯̃ψ2

]
, (5.5.11)

in the pure limit we have ψ1 = A2
1ψ̃1 and ψ2 = A2

1ψ̃2 as it should. (5.5.11) can be put

into (5.3.12) that becomes

2α dH
(
e2A−φReψ̃1

)
+ c1c̄2dH

(
e2A−φψ̃2

)
+ c̄1c2dH

(
e2A−φ ¯̃ψ2

)
= ±α

4
e2A ∗8 λ(f) ,

2c1c2dH
(
e2A−φReψ̃1

)
+ c2

1dH
(
e2A−φψ̃2

)
+ c2

2dH
(
e2A−φ ¯̃ψ2

)
= ±c1c2

4
e2A ∗8 λ(f) , (5.5.12)

where we used 2α = |c1|2 + |c2|2. At first sight these equations are not as pleasant as one

might wish however, by simply expressing the coefficients c1, c2 and α in terms of A1, B1

and θ1 as in (5.5.7) and (5.5.9), and by separating the real and the imaginary part in the

second equation in (5.5.12), it can be shown with some simple manipulations that they

are equivalent to

dH(e2A−φReψ̃1) = ±1

8
e2A ∗8 λ(f) ,

dH(e2A−φψ̃2) = 0 . (5.5.13)

Rewritten in this form the geometrical content of these equations is much more trans-

parent: apart from the trivial redefinition ψ̃1 → α
2
ψ̃1 we see that (5.5.13) take exactly

the same form of the equations (5.4.8) which are valid in the pure case. In other words,

we have deduced that, given the assumption that the structure group on T8 ⊕ T ∗8 is

SU(4) × SU(4), the exterior equations, when expressed in terms of pure spinors on the

generalized tangent bundle, take always the same form, no matter whether the spinorial

parameters η1
+ and η2

∓ are pure or not. It is possible that a better understanding of such

a behaviour can be obtained from the calibrations perspective.

5.5.4 Pairing equations

It remains to massage the pairing equations that, as usual, are much more intricate

than the others. The strategy can be easily described: as we have seen in section 5.4

and in appendix C, generalized complex geometry (and in particular the generalized
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Hodge diamond (5.4.4) and its properties (5.4.5)) gives us a way to rewrite the pairing

equations in a fancy form when η1
+ and η2

∓ are pure. It is therefore conceivable that a

similar simplification arises also in the non-pure case, thanks to the generalized Hodge

diamond constructed from ψ̃1 and ψ̃2.

Given the strategy just described we show in appendix D that the pairing equations

(5.3.23), (5.3.24) can be rewritten in terms of the pure spinors ψ̃1 and ψ̃2 as8

(
γi1 ¯̃ψ1, dA ∧ ψ̃1 ∓

1

4
eφ ∗8 λ(f)

)
= 0 ,( ¯̃ψ1γ

ī2 , dA ∧ ψ̃1 ∓
1

4
eφ ∗8 λ(f)

)
= 0 , (5.5.14a)

and

(
γi1 ¯̃ψ2, ∗8λ(f)

)
∓ 8c̄eφ

α

(
γi1 ¯̃ψ2,

dA

4
∧ ψ̃2

)
= ±ωi1 ,( ¯̃ψ2γ

i2 , ∗8λ(f)
)
∓ 8c̄eφ

α

( ¯̃ψ2γ
i2 ,
dA

4
∧ ψ̃2

)
= ±σi2 , (5.5.14b)

where we defined

ωi1 ≡ ∓(b+ 2α)d̄e2φ

2αē

(
γi1 ¯̃ψ1, ∗8λ(f)

)
,

σi2 ≡ ∓(b+ 2α)d̄e2φ

2αē

(
ψ̃1γ

i2 , ∗8λ(f)
)
, (5.5.15)

and the quantities b, c, d, e are defined in (D.0.2). We note that, apart from the triv-

ial redefinition ψ̃1 → α
2
ψ̃1 already noted after (5.5.13), (5.5.14a) again reproduces the

corresponding ones valid in the pure case (first and third equations in (5.4.11)), on the

other hand (5.5.14b) are similar to the pure case (second and fourth equations in (5.4.11))

but contain additional deformation pieces (that of course vanish in the pure limit). It is

therefore natural to look for a formulation of (5.5.14) which is similar to (5.4.12), and

indeed, using the same techniques of appendix C, we can recast (5.5.14) as

dJ̃2
H

(
e−φImψ̃1

)
= ±1

8
f−Re

(2c̄eφ

α
∗8λ(dA∧ ψ̃2)

)
+Re

(
γ ī1ψ̃2ω̂ī1

)
−Re

(
ψ2γ

ī2σ̂ī2
)
, (5.5.16)

where we introduced

ω̂ī1 ≡ δī1j1
(
γj1 ¯̃ψ2, γ

l̄1ψ̃2

)−1
δl̄1i1ω

i1 , σ̂ī2 ≡ δī2j2
( ¯̃ψ2γ

j2 , ψ̃2γ
l̄2
)−1

δl̄2i2σ
i2 . (5.5.17)

8The indices i1 and i2 should be intended as ĩ1, ĩ2, meaning that we are taking holomorphic indices

with respect to the almost complex structures defined by the pure spinors η̃1+ and η̃2∓ respectively.

However we will use the notations i1 and i2 just for simplicity.
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5.5.5 Summary

Summarizing the results of this section, we have removed the purity condition (5.4.1) on

the spinorial parameters. Nevertheless we have assumed that a couple of pure spinors η̃1
+

and η̃2
∓ onM8 exists and in this way we have obtained the parametrization (5.5.6). The

conditions for unbroken supersymmetry enforce the coefficients of this parametrization

to be constant on M8. Moreover we have shown that the exterior equations (5.3.12),

when rewritten in terms of the pure spinors ψ̃1 and ψ̃2, take exactly the same form of the

pure case (5.4.8). On the other hand the pairing equations (3.2.4c), (3.2.4d) are different

but nevertheless can be recast in an elegant form (5.5.16) which can be interpreted as a

deformation of (5.4.12) valid in the non-pure case. The final system of equations is

dH(e2A−φReψ̃1) = ±1
8
e2A ∗8 λ(f) ,

dH(e2A−φψ̃2) = 0 ,

dJ̃2
H

(
e−φImψ̃1

)
= ±1

8
f − Re

(
2c̄eφ

α
∗8 λ(dA ∧ ψ̃2)

)
+ Re

(
γ ī1ψ̃2ω̂ī1

)
− Re

(
ψ2γ

ī2σ̂ī2
)
,

(5.5.18)

where the quantities ω̂ī1 and σ̂ī2 are defined in (5.5.17).
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Chapter 6

The ugly case: four-dimensional

N = 2 backgrounds

In this chapter we will describe an example of ugly case by considering the conditions

for unbroken supersymmetry for a four-dimensional reduction of type II supergravity

with a spinorial ansatz including two external, four-dimensional, spinors. In other words,

we will consider backgrounds that can be seen as solutions of N = 2 four-dimensional

supergravity. By considering an analogous system of equations for four-dimensional N =

2 supergravity we will map the ten-dimensional equations to the corresponding four

dimensional ones. We will see that the ten-dimensional system has more equations than

the four-dimensional one and such equations can be interpreted as obstructions to the

possibility of lifting a four-dimensional solution to ten-dimension. As just explained this

is an example of ugly case: the pairing equations in this case are not redundant, they carry

additional information but unfortunately they cannot be written in a fancy way. On the

other hand we will discover that they suggest a G-structure system for four-dimensional

N = 2 solutions without making any Ansatz on the form of the solution.

6.1 A motivation: lifting of four-dimensional solu-

tions

It is well known that there is no guarantee that supergravity theories in dimensions lower

than ten make sense as quantum theories. Indeed usually supersymmetry is not sufficient

to eliminate the ultraviolet divergences that typically arise in gravity theories.1 However

in many cases, for AdS/CFT correspondence applications for example, it would be very

important to know if a certain supersymmetric solution of a lower dimensional super-

1Perhaps a notably exception is given by four-dimensional N = 8 supergravity
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gravity theory can be extended to a solution of a “quantum” supergravity theory. On the

other hand, ten-dimensional type II supergravities, and eleven dimensional supergravity

too, are usually considered as “good” quantum supergravity theories since they can be

embedded in string theory (or M-theory).

Many lower-dimensional supergravity actions can be seen as the product of a re-

duction procedure from ten-dimensional supergravity action. However, to understand

whether a particular solution, found in four-dimensional N = 2 supergravity, can be em-

bedded in ten-dimensions or not, the reduction procedure is not the best way to proceed:

sometimes the reduced action misses important subtleties and the truncation of modes

that defines it is often “non-consistent”, in that it misses some equations of motion of

the ten-dimensional action. This means that lifting a solution to ten dimensions is not

guaranteed to work. For “vacuum” solutions (namely those of the type Mink4 ×M6 or

AdS4 ×M6) experience shows that it is sometimes faster to look for solutions directly in

ten dimensions.

Let us be more precise by recalling a typical example of reduction from ten to four

dimensions: as is well known, reducing type II on a Calabi–Yau yields ungauged N = 2

supergravity; internal fluxes then correspond to gauging the theory (see for example

[70–72]). The G-structure approach suggests that this might be true more generally for

SU(3)× SU(3) structure manifolds [73]. This has been argued for by proceeding in two

steps [74,75]: first, the ten-dimensional theory is formally rewritten as a four-dimensional

action; second, one truncates to a finite set of internal forms. Already in the first step,

one needs to set to zero certain modes that would in principle lead to additional gravitino

fields, beyond the two one expects for an N = 2 theory; these are best avoided because

they would lead to null states without a gauge invariance to gauge them away. This in

turn leads to setting to zero also some internal RR fluxes, associated to the “edge of the

Hodge diamond” (in the Calabi–Yau case they would correspond to cohomologies like

h1,0, h2,0). In the second step, finding an appropriate set of internal forms is in general

challenging [76], although it can be done on coset manifolds [77,78].

In this Chapter, we present an alternative approach to lifting four-dimensional BPS

solutions to ten dimensions. We consider ten-dimensional type II theories on fibrations

ds2
10 = ds2

4(x) + ds2
6(x, y) : (6.1.1)

the metric on the internal six-dimensional space M6 (with coordinates ym) is allowed

to depend on the coordinates xµ of the spacetime M4 (corresponding to varying scalars

in four dimensions);2 a natural Ansatz is made for the supersymmetry parameters. We

2The fibration is assumed to be topologically trivial; for this reason, we need not introduce connection

terms in (6.1.1), and we can work in the gauge gµm = 0 (for which there is no obstruction, since the

fibration is trivial). In many applications M4 is homeomorphic to R4, and the fibration is automatically
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organize the ten-dimensional supersymmetry equations in such a way as to resemble

the supersymmetry equations one gets in a four-dimensional N = 2 supergravity. The

system includes some equations corresponding to multiplets one usually throws away in

reductions to gauged supergravity. These additional equations which are not present in

the four-dimensional system can be seen as an obstruction to the possibility of lifting

solutions from four dimensions to ten.

In our approach, we avoid completely the truncation problem, since we are just rewrit-

ing the supersymmetry equations in four-dimensional language. We also avoid the grav-

itino problem: we are not attempting to write an action, but simply rewriting the su-

persymmetry equations. And indeed we get some equations that appear to be formally

associated to the extra gravitinos, and some associated to the “edge of the diamond”

vector multiplets which are usually set to zero (sections 6.5.6 and 6.5.7 below).

In the next sections we will describe how such an alternative approach to the problem

of lifting solutions from four dimensions to ten dimensions can be applied in concrete.

6.2 Geometry of four-dimensional spinors

We begin by reviewing some facts about the geometry defined by four-dimensional spinors.

In particular, in section 6.2.4 we show which exterior differentials ((6.2.32) below) are

equivalent to the covariant derivatives of two spinors in the timelike case (to be defined

in section 6.2.2). This result will be useful both for section 6.3, where we consider four-

dimensionalN = 2 supergravity, and in section 6.5 where we consider type II supergravity.

The general case, beyond the timelike assumption, will be considered in section 6.6.

6.2.1 One spinor

Let us consider a single four-dimensional spinor ζ+, of positive chirality. Most of this

material was reviewed in [11] and [79].

It will be convenient to work with real gamma matrices. In this basis, the Majorana

conjugate of ζ+ is simply the naive conjugate (ζ+)∗ ≡ ζ−. If we also introduce barred

spinors ζ± ≡ ζ†±γ
0, we can also define form bilinears; in particular, a one-form (or vector)

topologically trivial. On the other hand, in other cases (such as in presence of black holes, as we will see

shortly) spacetime does have nontrivial topological features, and the fibration may be non-trivial. It is

outlined in [20] how our results would be changed in presence of such a non-trivial fibration.

(6.1.1) also sets to zero the so-called warping function A, an overall function of the internal coordinates

ym which in this context is not particularly natural; this complication could be easily added to our

formalism. For similar reasons, the dilaton φ will be taken to depend on the spacetime coordinates, but

not on the internal directions.
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k and a two-form ω. This can be summarized by saying3

ζ+ ⊗ ζ+ = k + i ∗ k , ζ+ ⊗ ζ− ≡ ω . (6.2.1)

It also follows that ∗ω = iω.

By Fierzing we can see

k ζ = −k ζ+ ⇒ k ζ+ = 0 , (6.2.2)

which implies that k2 = 0. (6.2.2) also implies that [k, ζ+ ⊗ ζ−] = 0, which translated

into forms reads k ∧ ω = 0. This means in turn that there exists a w such that

ω = k ∧ w , (6.2.3)

where w is a complex one-form, which also annihilates ζ+. Since we now have

kζ+ = wζ+ = 0 , (6.2.4)

ζ+ is annihilated by two combinations of gamma matrices; in other words, it is a pure

spinor.

One can now also show that

k ·w = w2 = 0 = k2 , w · w̄ = 2 . (6.2.5)

We can think of k and w as elements of a local frame: k = e+, w = e2 − ie3. We have

now exhausted the list of one-forms we can define from ζ+ alone; we see that a single

spinor is not enough to define a vielbein (similarly to the discussion for 10d spinors). In

group theory terms, this is because ζ+ has a stabilizer isomorphic to the group of two-

dimensional translations R2,4 and thus defines an R2 structure, rather than an identity

structure which would be necessary to define a vielbein. It is then often convenient to

complete the vielbein by introducing an additional null real one-form e+ such that

(e+)2 = 0 , e+ · k = 1 , e+ ·w = 0 , (6.2.6)

as was done in [79] (and, of course, in [11] in ten dimensions with the construction that

we reviewed in Chapter 3).

3In this chapter ∗ will be the four-dimensional Hodge star operator unless otherwise noted.
4The stabilizer of the light-like vector k is SO(2) nR2; w breaks the SO(2) to the identity. For more

details see [11]. Alternatively, one can compute the stabilizer of ζ directly. In a vielbein where k = e+,

the stabilizer is spanned by γ+i, where i 6= −. These generate the abelian Lie algebra R2.
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6.2.2 Two spinors: the timelike and null cases

Since we will deal with N = 2 supergravity, we will also need to study the structure

defined by two spinors ζ1+, ζ2+. To make our equations more readable, we will drop

the subscript +: it will be understood from now on that ζi, i = 1, 2 are Weyl spinors

of positive chirality. Their Majorana conjugates will then be Weyl spinors of negative

chirality and, as usual in N = 2 supergravity, they will be denoted with an upper index

ζ i:

γζi = ζi , γζ i = −ζ i . (6.2.7)

The barred versions of the ζi will be denoted by ζ i, since they have opposite chirality;

and likewise for their complex conjugates ζi:

ζ iγ = −ζ i , ζiγ = ζi . (6.2.8)

Each of the two spinors ζi will now define its own one-forms ki, wi, and two-forms

ωi = ki ∧ wi, following section 6.2.1. However, we are now also able to define mixed

bilinears:

ζ1 ⊗ ζ2 ≡ v + i ∗ v , ζ1 ⊗ ζ2 ≡ µ(1 + ivol) + ω . (6.2.9)

This new ω satisfies ∗ω = iω, just like the ωi associated to the individual ζi.

The new vector v is almost entirely fixed by the ki associated to the individual ζi as

in (6.2.1). Indeed, one can show, in a similar way as (6.2.2),

vζ1 = 0 , vζ2 = −k2ζ1 , v̄ζ2 = 0 . (6.2.10)

This in turn implies

v · ki = 0 , v2 = 0 , v · v̄ = −k1 · k2 . (6.2.11)

When the ki are not proportional, these relations determine v up to a phase (as we will see

later more explicitly). When the ki are proportional, however, the ambiguity is greater.

In other words, there is no formula for v in terms of the ki alone. We could only find

‘asymmetrical’ formulas such as

v =
1

2µ
(k2 · k1w1 − k2 ·w1k1) = − 1

2µ̄
(k1 · k2w2 − k1 ·w2k2) . (6.2.12)

We saw in section 6.2.1 that a single spinor ζ defines an R2 structure. We now see

that the structure defined by two spinors ζi depends again on whether they are parallel

or not. When they are not parallel, the one-forms

k1 , k2 , Rev , Imv (6.2.13)
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together constitute a vielbein (up to an overall rescaling), thanks to k2
i = 0 and to

(6.2.11). Thus the ζi define an identity structure. On the other hand, when the ζi are

parallel their common stabilizer is just the stabilizer of one of them, namely R2.

In what follows, the vector

k ≡ 1

2
(k1 + k2) (6.2.14)

will play a special role. When the two ζi are not proportional (and thus define an identity

structure, and a vielbein), k is the sum of two different lightlike vectors, and thus must

be timelike; from now on, we will call this the timelike case. On the other hand, when

the ζi are proportional, the ki are also proportional, and k is null; we will then call this

the null case from now on.

Another useful indicator of which case we are dealing with is the complex quantity µ

in (6.2.9). By comparing with (6.2.1), we see that µ should vanish in the null case (when

the ζi are parallel). In fact one can be more precise:

−16|µ|2 = (ζ1ζ2)(ζ2ζ1) = Tr(ζ1ζ1ζ2ζ2) = Tr((1+γ)k1(1−γ)k2) = Tr(2(1+γ)k1k2) = 8k1 · k2 .

(6.2.15)

As we have seen, in the timelike case there is a natural vielbein, while in the null case

there is none. Again to retain full generality, we will find it useful to introduce two null

vectors

e+1 , e+2 , (6.2.16)

satisfying

(e+i)
2 = 0 , e+i · ki = 1 , e+i ·wi = 0 . (6.2.17)

In the timelike case, k1 and k2 do not coincide and are both null; so we can just take

e+1 proportional to k2, and e+2 proportional to k1. The proportionality constants can be

fixed using (6.2.17):

e+1 = − k2

2|µ|2
, e+2 = − k1

2|µ|2
(timelike case). (6.2.18)

From (6.2.12) and (6.2.15) we then also get

v = −µ̄w1 = µw̄2 (timelike case). (6.2.19)

In the null case, on the other hand, k1 and k2 are proportional: we have

ζ2 = α(x) ζ1 (6.2.20)

which leads us to

k2 = |α(x)|2 k1 . (6.2.21)

110



Therefore we conclude that there is no natural candidate for the e+i. On the other hand,

there is no need to pick two of them, and we can just as well say

e+2 =
e+1

|α|2
(null case) (6.2.22)

where the proportionality between e+1 and e+2 is fixed by requiring

e+i · ki = 1 i = 1, 2 . (6.2.23)

6.2.3 SU(2)-covariant formalism

In the timelike case, it will often be useful to collect the bilinears we introduced in section

6.2.2 in an SU(2)-covariant fashion.

We define5

ζi ⊗ ζj = (1 + i∗)vij = (1 + i∗)(kδij + vx σx i
j) ,

ζi ⊗ ζj = µεij(1 + ivol) + oij = µεij(1 + ivol) + oxεikσ
k
xj ,

(6.2.24)

which summarize (6.2.1), (6.2.9); notice that

v1 = Re v , v2 = Im v , v3 =
1

2
(k1 − k2) , (6.2.25)

while the vector k is precisely the same vector which we defined in (6.2.14).

Many of the properties we saw earlier can be now summarized more quickly. For

example, one can find

v(i
jζk) = 0 ⇒ v(i

jvk)
l = 0 , (6.2.26)

which summarizes (6.2.2), (6.2.10) and (6.2.11). This tells us that k · vx = 0, vx · vy =
1
3
δxyvz · vz, k2 = vz · vz. To get the overall normalization, one can instead perform a

computation similar to (6.2.15), and obtain

vi
kv̄lj = 2|µ|2εijεkl . (6.2.27)

This gives us

k2 = −|µ|2 , vx · vy = δxy|µ|2 , k · vx = 0 . (6.2.28)

This means that {
e0 ≡ 1

|µ|
k, ex ≡ 1

|µ|
vx
}

(6.2.29)

is a vielbein.

5In our conventions, σixj are the conventional Pauli matrices, while σx j
i are their transposes; notice

that the position of the index x does not play any role. Moreover, εij = εij =
(

0 1
−1 0

)
. We lower (raise)

indices acting from the left (right) with ε: so for example σx ij = εikσx j
k, σijx = σixkε

kj .
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6.2.4 Spinor derivatives in the timelike case, and spin connec-

tion

In supergravity we also need to discuss spinorial covariant derivatives ∇µζi. As usual,

such covariant derivatives can be conveniently parameterized in terms of the so-called

intrinsic torsions of a G-structure. As we saw in section 6.2.2, our two spinors define an

identity structure in the timelike case, and an R2 structure in the null case. The timelike

case is thus significantly simpler, since the intrinsic torsion is in this case nothing but the

spin connection itself. We will discuss this case here, and leave the general case (where

one might have null loci somewhere) to section 6.6.1.

In the timelike case, one might then think that the information about ∇µζi is com-

pletely captured by the covariant derivatives of the vielbein (6.2.29). One might go to

a frame where the ζi are constant, and reconstruct then ∇µζi = 1
4
ωabµ γabζi from ∇µe

a or

dea. This, however, forgets the information about the inner product µ = 1
4
ζ2ζ1. To see

this more clearly, define

∇µζi = pµ i
jζj . (6.2.30)

The 4× 2 × 2 complex components of these p are more than the 4 × 6 real components

of the spin connection ωab. The mismatch is due to the derivatives of µ. Indeed, we

can compute in terms of these pi
j the covariant derivatives of the bilinears µ, k and vx,

and hence of the vielbein {e0, ex} from (6.2.29); from the latter we can get the spin

connection. Decomposing pi
j = p0δi

j + pxσx i
j, we get

p0 =
dµ

2µ
, px =

1

2

(
ω0x +

i

2
εxyzωyz

)
. (6.2.31)

Hence the components of the px correspond to the spin connection, while p0 corresponds

to the derivatives of µ. Thus the information in ∇µζi is contained in the spin connection

and in dµ. The spin connection can be extracted from dea, but since we need dµ anyway,

we might as well use directly dk, dvx.

We conclude then that the information in ∇µζi is contained in

dµ , dki , dv . (6.2.32)

6.3 N = 2 four-dimensional supergravity: timelike

solutions

In this section, we will reformulate the supersymmetry equations for four-dimensional

N = 2 supergravity in terms of differential forms, using what we have learned in section

6.2. We will assume that the solution is timelike, in the sense specified in section 6.2.2:
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namely, the Killing vector k = 1
2
(k1 + k2) is taken to be timelike. This case is ‘generic’:

even if, in a given solution, there happen to be subsets where k2 = 0, these have measure

zero. There are, however, also (non-generic) null solutions, where k2 = 0 everywhere,

an important example being N = 1 vacua. For this reason, in section 6.6 we will also

take a look at the general case, giving a set of equations which will be inspired by the

corresponding set that we will write in ten dimensions.

The timelike case is also notable in that the differential equations one obtains are

much nicer than in the general case, in that they can be formulated only in terms of

exterior differentials of spinors bilinears and nothing more. The equations that we will

write in this section were already derived in [80], but we will be able to show that only

a subset of their system is actually needed for supersymmetry.

After some general comments about N = 2 gauged supergravity in section 6.3.1, we

will reformulate the conditions for supersymmetry (6.3.2) in sections 6.3.2, 6.3.3, 6.3.4,

and briefly summarize in section 6.3.5 for the reader’s convenience.

6.3.1 Supersymmetry equations

We will start by quickly recalling here some features of four-dimensional gauged N = 2

theories. This section is not meant to be a review of the general formalism, for which

the reader may consult for example [81]. We will follow a notation similar to [80], which

recently applied G-structures to the general theory.

A general N = 2 theory consists of:

• a graviton multiplet, which contains the metric gµν , two gravitinos ψiµ, i = 1, 2,

and a vector A0
µ (with field-strength Tµν);

• nv vector multiplets, which contain vectors Aaµ (with field-strength Ga
µν), gaugini

λia and complex scalars ta (a = 1, . . . , nv), parametrizing a special Kähler manifold

SK;

• nh hypermultiplets, which contain 4nh scalars qu (u = 1, . . . , 4nh) and 2nh hyperini

κα (α = 1, . . . , 2nh); in this case the qu span a quaternionic manifold Q, whose

vielbein is denoted by U iα
u .

The nv + 1 vectors are then usually grouped with the notation AΛ
µ (Λ = 0, . . . , nv).

In gauged supergravity, some of these vectors will gauge some symmetries of the scalar

manifolds SK and Q, whose generators will be denoted by kaΛ and kuΛ respectively. This

means that the vectors will appear in covariant derivatives

Dta = dta + g AΛkaΛ , Dqu = dqu + g AΛkuΛ . (6.3.1)
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Supersymmetry dictates that the Killing vectors kaΛ should be generated by momentum

maps PΛ, and that the kuΛ by hyper-momentum maps P u
Λ .

We will look for solutions where the fermions are set to zero, so that supersymmetry

will be unbroken if and only if the variations of the fermions ψiµ, λia, κα are zero. These

read

δζψiµ = Dµζi +

(
T+
µνγ

νεij −
1

2
γµSxσ

x
ij

)
ζj = 0 , (6.3.2a)

δζκα = iUα iuDq
uζ i +N i

αζi = 0 , (6.3.2b)

δζλ
ia = iDtaζ i +

(
(Ga+ +W a)εij +

i

2
W a xσijx

)
ζj = 0 . (6.3.2c)

Here, one- and two-forms act as bispinors as we explained in Chapter 2 ; for Pauli matrix

conventions, see footnote 5. The quantities Sx, W
a, W a

x and N i
α are related to the

gauging data (the Killing vectors on SK and Q and their (hyper)-momentum maps).

The covariant derivatives act on spinors as

Dµζi =

(
∇µ +

i

2
Q̂µ

)
ζi +

i

2
Âxµσ

x j
i ζj , (6.3.3)

where the connection Âxµ is defined from the SU(2) connection Ax on the quaternionic

manifold

Âxµ ≡ ∂µq
uAxu + gAΛ

µP
x

Λ . (6.3.4)

We will now analyze the geometrical content of (6.3.2). Unlike what happens in ten

dimensions, each of these variations can be analyzed separately.

6.3.2 Gravitino equations

We will deal first with the gravitino equation δψiµ = 0 from (6.3.2a).

In general, the gravitino equation is the hardest to analyze in supergravity, since it

involves derivatives of the spinors. However, as we saw in section 6.2.4, in the timelike

case the information contained in ∇µζi is equivalent to the information contained in the

exterior derivatives of µ, k and vx. Hence, the gravitino equation (6.3.2a) is equivalent to

the equations for these quantities that can be computed from it; in the SU(2)-covariant

formalism of section 6.2.3, they read

Dµ = Sxvx − 2ιkT
+ ,

dk = −2Re(Sxōx + 2µ̄T+) ,

Dvx = 2εxyzIm(S̄yoz) .

(6.3.5)
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The twisted external differential D acts as

Dµ = dµ+ iQ̂µ , Dvx = dvx + εxyz Ây ∧ vz . (6.3.6)

Apart from a few redefinitions, these are the same as (3.1), (3.3), (3.5) in [80]. Their (3.2)

and (3.4) can be safely dropped: the system (6.3.5) is equivalent to the four-dimensional

gravitino equation (6.3.2a) in the timelike case, already as it is. It is particularly pleasing

that these equations only involve exterior differentials.

6.3.3 Hyperino equations

We now analyze the content of the hyperino equations (6.3.2b).

Since they do not involve any derivatives of the ζi, they are easier to understand.

Their full geometrical content can be obtained by expanding along an appropriate basis

of spinors. Since we are in the timelike case, this basis can be taken to be the ζi themselves.

To project the (6.3.2b) on this basis, we can simply multiply them from the left by ζk.

As we mentioned, the N i
α in (6.3.2b) can be derived from the gauging data; the precise

formula is

N i
α = g UαjuL̄Λk u

Λ ε
ji . (6.3.7)

We get the equation

Uαiu
(
i[k δ ik + vx σ

x i
k ] ·Dqu − g L̄Λk u

Λ µ δ ik
)

= 0 . (6.3.8)

Now, since Uαiu is a vielbein on the quaternionic manifold Q, we have Uu
αiU

αi
v = δuv .

Moreover, the tensors

Ωx
u
v = iσxi

kUαi
u U

v
αk (6.3.9)

are a triplet of complex structures defined on Q. Using this, one obtains the single

equation

i k ·Dqv + Ωxv
uvx ·Dqu − g L̄ΛkvΛ µ = 0 . (6.3.10)

This equation already appeared in [80, Eq. (3.24)].

6.3.4 Gaugino equations

It remains to consider the gaugino equations (6.3.2c). Just like for the hyperino equa-

tions, these do not involve any spinor derivatives; hence, again we can extract their full

geometrical meaning by multiplying them from the left by ζk. This gives

i (v)k
i ·Dta + εijokjxG

a+ − µW aδk
i − i

2
µW a xσx ik = 0 . (6.3.11)
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This appeared in [80, Eq. (3.7)]. It is a set of four scalar equations; we can also recast

them as a single equation for a 1-form:

2iµ̄Dta − 4ιkG
a+ + 2W ak − iW axvx = 0 . (6.3.12)

This expression will be particularly useful for our comparison with ten-dimensional su-

persymmetry in section 6.5.

6.3.5 Summary: four-dimensional timelike case

We have found in this section that preserved supersymmetry is equivalent to the system

given by the boxed equations (6.3.5), (6.3.10), (6.3.12). These come respectively from

the variations of the gravitino, of the hyperinos and of the gauginos. The system is

formulated in terms of exterior calculus only, and it does not have any redundancy.

6.4 Ten dimensions

We will now consider supersymmetry in ten-dimensional type II supergravity. As an-

ticipated in the introduction, we will specialize the system of equations (3.2.4) to a

topologically trivial fibration:

ds2
10 = ds2

4(x) + ds2
6(x, y) . (6.4.1)

M4 is a four-dimensional spacetime with coordinates xµ and Lorentzian metric g4, and

M6 is a compact space with coordinates ym and Riemannian metric g6, admitting an

SU(3) × SU(3) structure. We will not introduce any a priori constraint on either g4

or g6. The extension of our results to fibrations which are topologically non-trivial is

outlined in [20] and we will not review it here.

In section 6.5 we will rewrite this system assuming the timelike hypothesis and we

will compare it to the four-dimensional system presented in section 6.3. Our results in

this section will also help us in section 6.6, where we will present a system equivalent to

supersymmetry in four-dimensional N = 2 supergravity without the timelike assumption.

We will start by discussing in sections 6.4.1 and 6.4.2 how to specialize it to the

factorized geometry (6.4.1). We will then apply those considerations to each of the

equations in (3.2.4), in sections 6.4.3, 6.4.4, 6.4.5; section 6.4.6 is a brief summary.

6.4.1 Factorization

As anticipated, we will consider a metric of the form (6.4.1), where xµ are the coordi-

nates on the four-dimensional space-time M4 and ym are the coordinates on the internal
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manifold M6.

As usual we decompose gamma matrices as

Γ(10)
µ = γ(4)

µ ⊗ 1(6) , Γ(10)
m = γ

(4)
5 ⊗ γ(6)

m . (6.4.2)

(γ
(4)
5 was called simply γ in section 6.2). Passing to discuss the decomposition of the SUSY

parameters εi, we recall that we want to look for solutions which can be understood as

solutions of four-dimensional N = 2 supergravity, and so we impose a spinorial Ansatz

of the form

ε1 = ζ1(x) η1
+(x, y) + ζ1(x) η1

−(x, y)

ε2 = ζ2(x) η2
∓(x, y) + ζ2(x) η2

±(x, y) .
(6.4.3)

Here ζi are spinors on M4 of positive chirality (they are the same spinors the we introduced

in section 6.2), and ηi+ are spinors on M6 of positive chirality, while ηi− = (ηi+)∗ are

their Majorana conjugates, so that εi are Majorana.6 Notice that N = 1 flux vacua

(namely, solutions where M4 is a maximally symmetric space, Minkowski4 or AdS4), can

be obtained from (6.4.3) by setting ζ1 = ζ2. However, for solutions with four supercharges

which are not vacua, one could use a more general Ansatz involving four ζi obeying some

constraints.

The spinor Ansatz (6.4.3) immediately lets us compute some of the ingredients of

(3.2.4): namely, Φ, K, K̃. First we evaluate Φ = ε1 ⊗ ε2:

Φ = 2Re[∓ζ1ζ2 ∧ φ∓ + (ζ1ζ2) ∧ φ±]

= 2Re
[
∓(v + i ∗ v) ∧ φ∓ +

(
µ (1 + ivol4) + ω

)
∧ φ±

]
,

(6.4.4)

where we have used (6.2.9), and, as in [10],

φ± = η1
+η

2 †
± (6.4.5)

are the six-dimensional pure spinors, which together define an SU(3)× SU(3) structure.

The origin of the signs in (6.4.4) is explained in [20, App. A].

Let us now compute K1 and K2. As in the case of N = 1 vacua [11, Sec. 4.1.2],

the six-dimensional components of these vectors vanish (Km
i = 0, m = 1, . . . , 6) because

η†−γ
mη+ = 0. For external indices we have

Kµ
1 =

1

4
kµ1 ||η1

+||2 , Kµ
2 =

1

4
kµ2 ||η2

+||2 . (6.4.6)

We now assume for simplicity that the norms of the ηa are equal:

||η1
+||2 = ||η2

2||2 . (6.4.7)

6We work in a basis where gamma matrices are real in four dimensions and purely imaginary in six,

so that Majorana conjugation is just naive complex conjugation.
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We do not expect that allowing unequal norms would lead to a substantial change in our

discussion. For N = 1 vacua, one can actually even show that (6.4.7) is necessary [55,

App. A.3]. K and K̃ take then the form

Kµ = c
(
kµ1 + kµ2

)
, K̃µ = c

(
kµ1 − k

µ
2

)
, c ≡ ||η||

2

8
. (6.4.8)

The name c anticipates that we will soon find that it has to be a constant.

6.4.2 Fluxes

The next ingredient of (3.2.4) we need to consider is the RR polyform F and the NSNS

flux H too. Contrary to what we did in the precedent Chapters, in the following it will

be useful to decompose F as

F = F0 + F1 + F2 + F3 + F4 (6.4.9)

where Fi is a polyform with exactly i external indices (and not the RR form with i overall

indices). In particular the self duality conditions write

F4 = ∗λF0 , F3 = ∗λF1 , F2 = ∗λF2 . (6.4.10)

An analogous decomposition is valid also for the three-form H

H = H0 +H1 +H2 +H3 (6.4.11)

and for the B field: B = B0 +B1 +B2. Locally we have H0 = d6B0, H1 = d4B0 + d6B1,

H2 = d4B1 + d6B2, H3 = d4B2.

We will now make a few assumptions about these fluxes. Since we have already

assumed ∂mgµν = 0 (see footnote 2), it is natural to also assume ∂mBµν = 0, or in other

words d6B2 = 0. We have also assumed that the fibration is trivial; the analogue of this

is to assume that B1 = 0. So locally we now have

H2 = 0 , H1 = d4B0 . (6.4.12)

In this situation, dH = d4 + d4B0 + d6 + d6B1 +H3∧ = e−B0∧deB0∧ +H3∧.

This suggests that it is convenient to use the so-called b-transformation with b = B0:

Φ→ eb∧Φ , (6.4.13)

such a transformation is a symmetry of (3.2.4b) if we also perform the transformations

H = H − db , K → K , K̃ → K̃ + ιKb , F → eb∧F , (6.4.14)

118



although now F should satisfy F = ∗bλF rather than (2.1.9), where ∗b = eb∧ ∗ λe−b∧λ.

This is also a symmetry of (3.2.4a), provided

LKb = 0 . (6.4.15)

Making this symmetry work for (3.2.4c) and (3.2.4d) is more complex in general. However,

one can show that it does indeed work when b is purely internal as in our Ansatz.

Having introduced such a transformation, it is convenient to work with a system where

the differential is d+H3∧, and Φ is replaced by eB0 ∧Φ. This means that (6.4.4) is now

modified by modifying the internal pure spinors

φ± → φB0
± ≡ eB0 ∧ φ± . (6.4.16)

Actually, however, since from now on we will only work with the φB0
± , we will drop the

B0 superscript and write simply φ± in all our equations.

6.4.3 Symmetry equations: (3.2.4a)

Having specified in section 6.4.1 our Ansatz (6.4.1), (6.4.3), and what it implies on the

various ingredients in the supersymmetry equations (3.2.4), we can now start seeing what

those equations become.

We will start by (3.2.4a). The condition that K is a Killing vector for the ten-

dimensional metric (6.4.1) splits according to whether the indices are both external, both

internal, or one of each. Recalling (6.4.8), the last case gives

∇m||η+||2kµ = 0 . (6.4.17a)

Thus ||η||2 does not depend on the internal coordinates. The residual dependence of ||η||2

from the external coordinates can be reabsorbed in the definition of the four-dimensional

spinors; hence we can simply assume it is a constant (as anticipated in (6.4.8)). In the

following we will fix systematically ||η+||2 = 2 in order to have ε̄ie+iεi = 16 as in [11]. We

will also make use of names such as ki, k and v3 in order to stay closer to section 6.3, so

that (6.4.8) now reads K = 1
2
k, K̃ = 1

2
v3. To be precise, however, these vectors are not

exactly the same as those we encountered in four dimensions, because in four dimensions

the natural metric would be the one in the Einstein frame, which differs from the ds2
4 in

(6.4.1) by a function of the dilaton. Since our aim is not to reduce the ten-dimensional

theory to four dimensions, however, we will not perform any rescaling and will work with

the string frame metric.

Of course in (3.2.4c) and (3.2.4d) we also have the two extra vectors e+1, e+2, which

must satisfy (3.2.3). In this section we will just assume that they will be purely external.
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The resulting pairing equations involving them will be very complicated but still useful

in order to suggest a G-structure system in four dimensions which is valid without the

timelike hypothesis. On the other hand we will see in the next section that imposing the

timelike hypothesis gives the possibility of making the choices (6.2.18). We will see that

such a possibility strongly simplifies the resulting system of equations.

Coming back to (3.2.4a), the purely external and purely internal case give

∇(µkν) = (Lkg4)µν = 0 , (6.4.17b)

∇(mkn) = (Lkg6)mn = 0 : (6.4.17c)

namely, k is a Killing vector for the four-dimensional metric gµν , and it is a symmetry

for the internal metric gmn as well.

Using our assumption (6.4.12), the equation dK̃ = iKH yields

d4k̃ = ιkH3 , (6.4.18a)

0 = ιkH1 . (6.4.18b)

(6.4.18b) can also be written as LkB0 = 0, which we promised at the end of section 6.4.2.

We will also see later that, in the timelike case, (6.4.18b) and (6.4.17c) both follow from

other equations (namely, from invariance under k of the internal pure spinors).

6.4.4 Exterior equation: (3.2.4b)

From now on, in this section and in the next, for simplicity of notation we will specialize

to IIA; the IIB case is very similar, and differs by some signs only.

In a similar manner as we did for equations (3.2.4a), equation (3.2.4b) splits in five

pieces according to the number of external components involved:

d6Re
(
e−φµφ+

)
= −1

4
ikF1 , (6.4.19a)

d4Re
(
e−φµφ+

)
− d6Re

(
e−φv ∧ φ−

)
= −1

4

(
ikF2 + v3 ∧ F0

)
, (6.4.19b)

− d4Re
(
e−φv ∧ φ−

)
+ d6Re

(
e−φω ∧ φ+

)
= −1

4

(
ikF3 + v3 ∧ F1

)
, (6.4.19c)

d4Re
(
e−φω ∧ φ+

)
− d6Re

(
e−φi ∗ v ∧ φ−

)
+H3 ∧ Re

(
e−φµ ∧ φ+

)
= −1

4

(
ikF4 + v3 ∧ F2

)
,

(6.4.19d)

− d4Re
(
e−φi ∗ v ∧ φ−

)
+ d6Re

(
e−φiµvol4 ∧ φ+

)
−H3 ∧ Re

(
e−φv ∧ φ−

)
= −1

4
v3 ∧ F3 .

(6.4.19e)

Recall that the φ± here include the internal B0 field as in (6.4.16).
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For the particular case of four-dimensional vacua, where the dependence on M4 is

trivial, (6.4.19) reduce to the pure spinor equations of [10]. In general, they contain

information both about the geometry of M4 (via d4 of the external forms) and about the

way the metric of M6 changes as a function of the spacetime coordinates xµ (via d4φ±).

In particular, in the timelike case we will see that (6.4.19b) and (6.4.19c) give first-order

equations for the dependence of the scalars in the vector multiplets and hypermultiplets

respectively. These first-order equations would give rise to attractor-like equations in

black hole applications.

6.4.5 Pairing equations: (3.2.4c), (3.2.4d)

We now turn to (3.2.4c), (3.2.4d). As emphasized in many places, this is an ugly case

and indeed the resulting pairing equations are very complicated to obtain. In [20] they

have been massaged to give the final form:

e+2 · (−4q1 + S3v + ιvT
+) + i(µe+2 − ιe+2ω) · f1 = 0 , (6.4.20a)

2e+2 ·
(
p1 − i(φ̄+, d4φ+)− i(φ̄−, d4φ−)

)
− ιe+1(µ̄e+2 − ιe+2ω̄)xT+ =

= −ν̄S3 − i(2e+1 · v̄e+2 − ν̄w2) · f1 , (6.4.20b)

e+2 ·
(
v(γ ī1φ−, F0) + ιv(γ

ī1φ−, F2)
)

+ (µe+2 − ιe+2ω) · (γ ī1φ+, F1) = 0 , (6.4.20c)

− ν̄(γ ī1φ−, F0) + ιe+1(µ̄e+2 − ιe+2ω̄)x(γ ī1φ−, F2) = (2e+1 · v̄e+2 − ν̄w2) · (γ ī1φ+, F1) ,

(6.4.20d)

where

ν ≡ µe+1 · e+2 − ιe+1ιe+2ω , (6.4.21)

and we defined the quantities

S3 ≡ i(φ̄+, F0) , f1 = dxµ(φ̄−, F1µ) , T+
µν ≡ i(φ̄+, F2µν) . (6.4.22)

Together, (6.4.20a) are all the components of (3.2.4c) relevant to the Ansatz (6.4.3)

introduced in this section.

One can deal with (3.2.4d) in a similar way. We get

e+1 · (−4q̄2 + S̄3v + ιvT
−) + i(µ̄e+1 + ιe+1ω̄) · f1 = 0 , (6.4.23a)

e+1 ·
(
− 2p̄2 + 2i(φ+, d4φ̄+) + 2i(φ̄−, d4φ−)− (µe+2 − ιe+2ω)xT−

)
=

= −νS̄3 − i(2e+2 · v̄e+1 + νw̄1) · f1 , (6.4.23b)

e+1 ·
(
v(φ−γ

j̄2 , F0)− ιv(φ−γ j̄2 , F2)
)

+ (µ̄e+1 + ιe+1ω̄) · (φ̄+γ
j̄2 , F1) = 0 , (6.4.23c)

ν(φ−γ
j̄2 , F0)− ιe+1(µe+2 − ιe+2ω) · (φ−γ j̄2 , F2) = −(2e+2 · v̄e+1 + νw̄1) · (φ̄+γ

j̄2 , F1) ,

(6.4.23d)
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Let us comment the equations just written. Equations (6.4.20a), (6.4.20b), (6.4.23a)

and (6.4.23b) involve the “intrinsic torsions” qi and pi: they reflect the fact that in general

the exterior equations (6.4.19) and the symmetry equation (6.4.18a) are not sufficient

to fully reconstruct the external gravitino equation (6.3.2a); indeed such equations will

suggest a G-structure system in four-dimensions which is valid in the general case. On

the other hand, we have seen in section 6.3.2 that the gravitino equations (6.3.5) in the

timelike case can be obtained by considering only the derivatives of the vielbein defined by

k, k̃ and v (together with the proportionality factor µ); therefore we will see in the next

section that equations (6.4.20a), (6.4.20b), (6.4.23a) and (6.4.23b) can be dropped by

imposing the timelike hypothesis. The other equations appering in (6.4.20) and (6.4.23)

instead have nothing to do with the four-dimensional intrinsic torsions and indeed they

are not redundant even in the timelike case. We will discuss in the next section the

interpretation of such equations.

6.4.6 Summary: ten-dimensional system

In this section, we have applied the ten-dimensional system (3.2.4) to a (topologically

trivial) fibration (6.4.1), with a spinor Ansatz (6.4.3), (6.4.7), and a few assumptions

summarized in footnote 2 and in (6.4.12). The conditions of preserved supersymmetry

are equivalent to equations (6.4.17), (6.4.18), (6.4.19), (6.4.20), (6.4.23). (These last two

were given with the additional assumption φ = H3 = 0.) These equations are not as

pleasant as one might wish, but fortunately we will be able to do much better in the

next section. There, we will apply the system in the timelike case, and reduce it to a

much more pleasant-looking form, which will closely parallel the “boxed” system seen in

section 6.3.

6.5 Ten-dimensional system in the timelike case

In this section, we will rewrite the equations we found in section 6.4 in the timelike case.

The conditions for supersymmetry are expected to be much simpler in this case and the

reason why we expect such a behaviour is easy to understand: as we discussed in section

3.2, in order to rewrite the SUSY conditions using G-structures we need to introduce the

additional vectors e+i. Such vectors are on a large extent arbitrary, indeed they have

just to satisfy the constraints (3.2.3). The fact that e+i are not directly defined by the

SUSY parameters εi can be seen as the origin of the very complicated form that equations

(3.2.4c) and (3.2.4c) assume. On the other hand, equations (6.2.18) tell us that in the

timelike case a natural choice for e+i exists. In this section we will use such a choice and

we will see what kind of equations can be obtained.
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Most of the equations we will obtain organize themselves in a way that closely parallels

the boxed system (6.3.5), (6.3.10), (6.3.11) in section 6.3. As we will see, however, there

will also be equations formally associated with “gravitino multiplets”.

We will start in section 6.5.1 with a discussion of how ten-dimensional fields organize

themselves on a spacetime M4 ×M6, where M6 is a SU(3) × SU(3) structure manifold.

Many fields come from forms: the RR fields, but also the internal metric and B field,

through the pure spinors φ±. A useful basis for internal forms is given by the “generalized

Hodge diamond”, that we introduced in Chapter 5 in eight dimensions and that we will

write in six dimensions in (6.5.2) below. The most substantial part of the multiplets will

correspond to the interior of that diamond. The edges are usually discarded in N = 2

reductions for reasons we will review below; however, we are not performing a reduction,

and we will need to keep the corresponding representations from the edges.

Section 6.5.1 will then dictate the way we organize our ten-dimensional equations in

later subsections. We will describe those corresponding to the four-dimensional gravitino

equations in section 6.5.2, and to the universal and non-universal hypermultiplets in

sections 6.5.3 and 6.5.4. We will then have vector multiplets from the bulk of the diamond

(section 6.5.5) and our new vector multiplets from the edge (section 6.5.6). Finally, we

will have in section 6.5.7 some new equations associated with gravitino multiplets, in a

sense we will clarify.

6.5.1 Organizing the fields

We will first review how the ten-dimensional fields produce the various four-dimensional

fields in a reduction, and then how these get organized in multiplets for N = 2 compact-

ifications. Most of this material is by now standard. One purpose in reviewing it here is

to introduce a few definitions that will be useful later. Another purpose is that some of

our equations will be in “vector” representations associated to the edge of the diamond

in (6.5.2) below; these will organize themselves in multiplets which are not commonly

considered in the literature, as we will see.

Scalars

We will start by considering spacetime scalars that come from deforming the internal

NSNS fields, gmn and B0mn. These degrees of freedom are determined [9] (see [55, Sec. 3]

for a review) by the internal pure spinors φ±, along with the internal dilaton and spinors:

{gmn, B0mn, φ, η
1,2} ↔ φ± (6.5.1)

Hence the deformations δgmn, δB0mn come from the deformations δφ± of the pure spinors.

We hence need to expand these latter deformations in an appropriate basis for internal
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forms.

The most natural basis is given by the generalized Hodge diamond, that in six dimen-

sions writes:
φ+

φ+γ
i2 γ ī1φ+

φ−γ
ī2 γ ī1φ+γ

i2 γi1φ̄−

φ− γ ī1φ−γ
j̄2 γi1φ̄−γ

j2 φ̄−

γ ī1φ− γi1φ̄+γ
j̄2 φ̄−γ

i2

γi1φ̄+ φ̄+γ
ī2

φ̄+

(6.5.2)

It should be emphasized that the basis (6.5.2) is a basis at every point: if we expand

a form in M6 in terms of (6.5.2), we will get functions, not numbers. Nevertheless, the

basis provides a way to neatly organize our equations. As mentioned in Section 6.1, this is

similar in spirit to the pre-truncation computations in [74] (corresponding to their section

2).

We can now expand δφ± in the basis (6.5.2). As we already explain in Appendix C

each variation can only produce forms that are “not too far” from the original pure spinor.

This means that it can only contain forms in the zeroth and second row of (6.5.2). In the

same way, δφ− can only contain forms in the zeroth and second column. To shorten our

notation, let us introduce indices counting the (infinitely many) forms in these entries of

(6.5.2). First of all,

δφa+ = {γi1φ̄+γ
j̄2} . (6.5.3)

Let us then define7

−Dt̄a = (δφa+, d4φ+) (3, 3̄) . (6.5.4)

(Remember again that φ+ here actually includes a eB0 , as in (6.4.16); hence these ta are

complex. The way these scalars are defined is reminiscent of how the vector multiplet

scalars in a Calabi–Yau compactification are integrals over two-cycles of the form B0+iJ .)

We have stressed the SU(3) × SU(3) representation in which these scalars transform.

These Dt̄a can be morally thought of as suitable covariant derivatives of scalars t̄a defined

by expanding the variation of φ+ along the forms δφa+, with a connection piece coming

from the fact that the δφa+ are themselves not closed. This issue potentially comes up

even in Calabi–Yau compactifications, where one expands along harmonic forms ωi, which

a priori should vary when one varies the metric. However, in that case the connection is

flat and can be gauged away; one would want this to happen for a more general reduction

to N = 2 supergravity [76]. Since we are not trying to reduce to an N = 2 effective

7In this section the pairing ( , ) denotes the six-dimensional one; we also define (a6, β4 ∧ b6) = β4 ∧
(a6, b6), where a6, b6 are internal forms and β4 is an external form.
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theory, but merely to reorganize the supersymmetry equations in ten dimensions in a

way inspired from N = 2 in four dimensions, we can afford to leave this issue unresolved.

The definition (6.5.4) should be thought of as a bookkeeping device more than a detailed

attempt at writing a four-dimensional effective theory. Similar considerations will apply

to the symbols D we will introduce from now on. For example, one can similarly define

δφα− = {γi1φ̄−γj2} (6.5.5)

and

D(zα + iz̃α) = Re(δφα−, d4φ−) + iIm(δφα−, d4φ−) (3,3) . (6.5.6)

The expansion of d4φ± along the forms on the boundary of the diamond (6.5.2)

(namely, φ+γ
i2 and the others with one gamma acting on φ±) does not directly correspond

to deformations of gmn and Bmn, but rather to changes in the spinors η1,2 determined by

φ± (see for example [11, Sec. 2.3]).

Finally, the expansion of d4φ
a
± along the corners of (6.5.2), (φ̄+, d4φ+), will appear as

a connection in some of our equations.

Other scalars come from the RR sector. As we did earlier, it is convenient to consider

the decomposition (6.4.9) of F as
∑
Fi, where Fi has i external indices. From F1 we have

D(ξα + iξ̃α) ≡ −1

2
eφ(δφα−, F1) (3,3) ; (6.5.7)

D(ξ + iξ̃) ≡ 2eφ(φ̄−, F1) (1,1) . (6.5.8)

Notice that, for the scalars (6.5.7), (6.5.8), the symbol D is now hiding something more

than the (perhaps flat) connection we mentioned for (6.5.4). Here, on top of the fact that

d4 can act on the forms δφα−, φ̄−, we also have the fact that (locally) F1 = d4C0 + d6C1.

If we defined the scalar (ξ+ iξ̃) by 2eφ(φ̄−, C0), we would see that (6.5.8) contains a term

proportional to C1, which signals that the scalar is gauged under one of the spacetime

vectors originated by RR fields, which we will see in section 6.5.1, which is in line with

expectations from actual reductions in presence of internal flux. Again, since we are not

actually performing a reduction, we will be content with the definition (6.5.8) and will

not try to resolve the symbol D down to its constituents.

We also have D of scalars in “vector” representations:

(φ+γ
i2 , F1) (1,3) ; (γ ī1φ+, F1) (3̄,1) . (6.5.9)

These shall remain nameless, for reasons to become clear later. Finally we have the dilaton

φ, and a scalar a which can be defined by dualizing the spacetime NSNS three-form:

H3 = ∗d4a . (6.5.10)
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Actually this dualization procedure is only possible when d4 ∗ H3 = 0. This is not

guaranteed in general, since the equation of motion for H reads in general d(e4A−2φ ∗
H) = −e4A

∑
n Fn ∧ ∗Fn+2, and the right hand side might sometimes not vanish. This

corresponds roughly to a case where one wants to include both magnetic and electric

gaugings at the same time. When H3 cannot be dualized, one cannot define the scalar a,

and one would have to work with multiplets involving tensors. Although supersymmetric

actions for such multiplets have been studied (see for example [82]), we will gloss over

this subtlety, and assume (6.5.10).

Vectors

The NSNS sector gives rise to four-dimensional vectors via the mixed components gµm,

Bµm. Notice that these components will be set to zero when we give our equations;

however, for the time being we find it useful to consider them.

The vectors gµm, Bµm both have a single internal vector index. This does not make

their SU(3)×SU(3) representation manifest. However, writing them as Eµm = gµm+Bµm,

Emµ = gmµ +Bmµ = gµm−Bµm and remembering the stringy origins of these fields make

one guess [75] that they belong to the representations

gµm , Bµm : (3,1)⊕ (3̄,1)⊕ (1,3)⊕ (1, 3̄) . (6.5.11)

A way to confirm this conclusion is to study explicitly how E transforms under internal

O(6, 6) transformations O = ( a bc d ): one obtains

Eµm → Eµn((cE + d)−1)nm , Emµ → (a− (aE + b)(cE + d)−1c)m
nEnµ (6.5.12)

(where E is the internal g+B). Using the expression for the generalized almost complex

structures

J± = E

(
I1 0

0 I2

)
E−1 , E =

(
1 1

E −Et

)
(6.5.13)

(where Ii are two almost complex structures), the SU(3) × SU(3) subgroup of O(6, 6)

can be characterized as

O = (E−1)t

(
U1 0

0 U2

)
E t (6.5.14)

where Ui satisfy [Ui, Ii] = 0 and U t
i gUi = g — namely, they are unitary with respect to

the internal metric g. Specializing (6.5.12) to this particular O leads to

Eµm → (U−1
1 )m

nEµn , Emµ → (U2)m
nEnµ , (6.5.15)

which confirms (6.5.11).
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We also have vectors from the RR sector. The expansion of F2 (recall that the 2

denotes the number of four-dimensional indices) gives the field-strengths

T+ ≡ − i
2
eφ (φ̄+, F2) (1,1) (6.5.16)

Ga− ≡ − i
4
eφ (δφa+, F2) (3, 3̄) (6.5.17)

as well as

(φ−γ
ī2 , F2) (1, 3̄) ; (γi1φ̄−, F2) (3,1) . (6.5.18)

Similarly to our comments about (6.5.4), all these field strengths are not simply the

exterior derivative of a potential, because of the non-constancy of φ̄+ and δφa+, and

because F2 has two terms: locally, F2 = d6C2 + d4C1 (see our comment after (6.5.8)).

As the notation implies, these are actually the self-dual (or anti-self dual) parts of the

field-strengths: for example, T+ satisfies ∗T+ = iT+.

Fermions

We also take a quick look at fermions. The spin 3/2 fields in four dimensions originate

from the ten-dimensional gravitinos, with their index taken along the four dimensions. To

understand how these transform under SU(3)×SU(3), recall that the two SU(3) factors

come from the stabilizers of the two supersymmetry parameters η1 and η2 respectively.

That suggests that the ψ1 transforms under the first SU(3) and is a singlet under the

second, and that ψ2 transforms under the second SU(3) and is a singlet under the first.

Taking also four-dimensional chirality into account we get

ψ1
+µ (1,1)⊕ (3,1) ;

ψ2
+µ (1,1)⊕ (1, 3̄) .

(6.5.19)

Spin 1/2 fields arise both from ψ1,2
m (the internal components of the gravitinos) and

from the dilatinos λ1,2. The latter transform as in (6.5.19):

λ1
+ (1,1)⊕ (3,1) ;

λ2
+ (1,1)⊕ (1, 3̄) .

(6.5.20)

The ψ1,2
m are subtler because we also have to work out the transformation law under

SU(3)×SU(3) of the internal index m (much as we had to do for gmµ and Bmµ in section

6.5.1). As it was noticed in [83, Sec. 5.1], the correct transformation law is obtained by

assuming that for ψ1
m the spinorial index transforms under the first SU(3), while the m

index transforms under the second SU(3); and likewise for ψ2
m:

ψ1
+m ((1,1)⊕ (3,1))⊗ ((1,3)⊕ (1, 3̄)) ;

ψ2
+m ((1,1)⊕ (1, 3̄))⊗ ((3,1)⊕ (3̄,1)) .

(6.5.21)
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This can be determined by using the O(d, d) transformation laws for fermions, and spe-

cializing them to SU(3)×SU(3) as in (6.5.14). We will not do so explicitly here, but see

for example [84, Sec. 3].

Multiplets

We will now collect the vectors and scalars in four-dimensional N = 2 multiplets. We

will not deal with the fermions, since there are non-trivial mixings between gravitinos

and dilatinos [75].

Most multiplets are natural extensions of the ones which are familiar from Calabi–Yau

compactifications. There is a vector multiplet transforming in the (3, 3̄), which collects

the scalars from (6.5.4), the vectors from (6.5.17), and part of the spinors in (6.5.21).

There is a hypermultiplet in the (3,3), which collects the scalars in (6.5.6), (6.5.7), and

again part of the spinors in (6.5.21). Finally, there is a “universal” hypermultiplet in

the (1,1), whose scalars are (6.5.8), the dilaton φ, and the axion a defined as usual by

(6.5.10). In the Calabi–Yau case, these would result in the usual h1,1 vector multiplets

and 1 + h2,1 hypermultiplets.

All this is standard; these multiplets were included in [75]. The situation is a bit more

problematic in the “vector” representations, (1,3), (3̄,1) and their complex conjugates.

These have not been included in reductions to N = 2 supergravity — for good reasons,

as we will now see. Looking at sections 6.5.1 and 6.5.1, the first thing we notice is that

we have more vectors than could be possibly accommodated in vector multiplets: the

scalars (6.5.9) will sit in a vector multiplet in the same representation, but their partners

could be among (6.5.11) or perhaps (6.5.18).

The reason of this apparent mismatch becomes clear if we consider the case M6 = T 6.

This produces an N = 8 theory. If we decompose its field content in N = 2 multiplets, we

find 15 vector multiplets, 10 hypermultiplets, and 6 “gravitino multiplets” which contain

a spin 3/2 field, two vectors and a spin 1/2 field. This suggests that we should include a

gravitino multiplet in the (3,1) ⊕ (1,3). (At this point we are not actually able to tell

the difference between a 3 and 3̄, which are complex conjugates of each other.)

This does not mean we are advocating including gravitino multiplets in N = 2 effec-

tive theories. These multiplets are allowed classically by supersymmetry, but in general

they run into trouble quantum mechanically: their spin 3/2 fields contain zero-norm

states that need to be gauged out by a spinorial gauge transformation. These gauge

transformations are the supersymmetry parameters; so these multiplets are only allowed

when supersymmetry is actually higher, N > 2. Even massless gravitinos will probably

arise in the context of a Higgs effect, where the spin 1/2 gauge transformations are still

present. Thus, they were not included in [75] for good reasons.
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In this Chapter, however, we are not actually reducing any theory. We are sim-

ply organizing the ten-dimensional equations for supersymmetry from a four-dimensional

perspective. The gravitino multiplets will be for us a bookkeeping device; some of our

equations will be in the “vector representations”, and we now know that some will resem-

ble those in a vector multiplet, while others will resemble the supersymmetry equations

for a gravitino multiplet.

We finally want to understand whether the partners of the scalars (6.5.9) come from

(6.5.11) or from (6.5.18). To see this, it is again useful to think about the N = 8

theory. This theory has
(

8
2

)
= 28 vectors, whose field-strengths we will denote by TAB,

antisymmetric in AB, and
(

8
4

)
= 70 scalars parameterizing a coset space, whose vielbein

we will denote by a totally antisymmetric PABCD. In N = 2 terms, the index A should be

split in SU(3)× SU(3) representations. The first four ζA come from ε1, while the second

four come from ε2. Taking also chirality into account, we see that

A→ (1,1)⊕ (3,1)⊕ (1, 3̄)⊕ (1,1) . (6.5.22)

As in the generalized Hodge diamond (6.5.2), we can introduce an index i1 for the (3,1)

and an index j̄2 for the (1, 3̄). The first and second singlet will be denoted by indices

1 and 2. In this language, the RR vectors should be associated to field-strengths which

mix indices coming from the first copy of SU(3) (namely, 1 and i1) with indices from the

second copy (2 and j̄2):

RR : T1j̄2 (1, 3̄) , T12 (1,1) , Ti1j̄2 (3, 3̄) , Ti12 (3,1) . (6.5.23)

Clearly, T12 is the graviphoton, Ti1j̄2 are the vectors in (6.5.17), and T1j̄2 , Ti12 are the

vectors from (6.5.18). On the other hand, the following vectors should come from the

NSNS sector:

NSNS : T1i1 (3,1) , Ti1j1 (3̄,1) , Tj̄1j̄2 (1,3) , Tj̄22 (1, 3̄) . (6.5.24)

Turning now to the scalars PABCD of the N = 8 theory, in N = 2 terms we see that the

2×
(

6
3

)
= 40 scalars which have one “singlet” index (1 or 2) sit in hypermultiplets, while

the
(

6
2

)
+
(

6
4

)
= 30 which have both 1 and 2, or neither, sit in vector multiplets. The

supersymmetry transformations of the spin 1/2 fields λIJK in N = 8 supergravity [85,

Sec. 7] schematically read, in absence of gauging, δλABC ∼ T[ABζC]+ + PABCDζ
D
− . In a

N = 2 truncation, we only have the supersymmetry parameters ζ1 and ζ2, and we set to

zero ζi1 , ζj̄2 . Under N = 2 supersymmetry, then, Ti1j1 is mixed with P1i1j12, while T1j̄2 is

not related to any P (since P11j̄22 vanishes by antisymmetry). In other words, only the

T which do not have an index 1 or 2 can sit in a vector multiplet:

Ti1j̄2 , Ti1j1 , Tj̄1j̄2 (in vector multiplets) . (6.5.25)

This means that the vector which is a partner of (6.5.9) is among (6.5.11), rather than

(6.5.18). The multiplet structure is summarized in table 6.1.
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scalars vectors

δgmn

δBmn

}
∼ δφ± → (3,3)︸ ︷︷ ︸

hm

⊕ (3, 3̄)︸ ︷︷ ︸
vm

δgµm

δBµm

}
→ (3,1)⊕ (1, 3̄)︸ ︷︷ ︸

gravitino mult.

⊕ (3̄,1)⊕ (1,3)︸ ︷︷ ︸
vm

F → (1,1)︸ ︷︷ ︸
univ. hm

⊕ (3,3)︸ ︷︷ ︸
hm

⊕ (3̄,1)⊕ (1,3)︸ ︷︷ ︸
vm

F → (1,1)︸ ︷︷ ︸
graviphoton

⊕ (3, 3̄)︸ ︷︷ ︸
vm

⊕ (3,1)⊕ (1, 3̄)︸ ︷︷ ︸
gravitino mult.

Table 6.1: Summary of the multiplet structure.

6.5.2 External gravitino equations

We will now start collecting the ten-dimensional supersymmetry equations. We will start

in this section by collecting those that constrain the four-dimensional geometry. As

argued in section 6.2.4, the information contained in the covariant derivatives ∇µζi can

be completely extracted from the exterior derivatives dµ, dki, dv.

The exterior derivatives dµ, dv3, dv can be extracted from section 6.4, while dk will

have to be rederived. (Recall that k = 1
2
(k1 + k2), v3 = 1

2
(k1− k2).) The equation for dv3

was given in (6.4.18a), and we repeat it here for convenience:

d4v
3 = ιkH3 . (6.5.26a)

dµ and dv can be obtained by taking the pairing of (6.4.19b) with φ̄+ and of (6.4.19c)

with φ− respectively:

d4µ− iµ (φ̄+, e
φd4(e−φφ+)) = sxvx − 2ιkT

+ , (6.5.26b)

d4v + 2iv ∧ (φ̄−, e
φd4(e−φφ−)) = −1

2
ωs̄− +

1

2
ω̄s+ − ieφιk(φ̄−, F3)− ieφv3 ∧ (φ̄−, F1)

(6.5.26c)

where T+ was defined in (6.5.16), and

s+ = 4i (φ̄+, d6φ̄−) , s− = 4i (φ̄+, d6φ−) , s3 = ieφ (φ̄+, F0) . (6.5.27)

These si are morally related to the Killing prepotentials Px of N = 2 supergravity; this

identification agrees with [74, Eq. (2.139),(2.140)] (up to a change in conventions). Notice

that (6.5.26b) takes exactly the same form of the four-dimensional counterpart (6.3.5) by

simply putting

Dµ ≡ d4µ− iµ (φ̄+, e
φd4(e−φφ+)) , (6.5.28)

this result suggests the identification

Q̂ = −(φ̄+, e
φd4(e−φφ+)) . (6.5.29)
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Finally, we have to compute an expression for dk. Such an equation is not explicitly

present in the original system of equations (3.2.4). In [20] it is shown that this equation

would originate from the pairing equations (3.2.4c), (3.2.4d); however, we found it easier

to compute it from scratch. We start from the equation

D[MKN ] −
1

2
HMNQK̃

Q = − eφ

256
ε̄1Γ[M |F Γ|N ]ε2 , (6.5.30)

which is valid in ten dimensions without making any assumption about compactifications.

To specialize (6.5.30) to compactifications, recall that k and v3 have only external compo-

nents (and that they only depend on the external coordinates). Using the decompositions

of spinors and fluxes in sections 6.4.1 and 6.4.2, one finally obtains

d4k − ιv3H = 2Re
[
−ω̄ s3 + eφ(φ̄−, F1)x(∗v̄)− 2µ̄ T+

]
. (6.5.31)

Together, (6.5.26a), (6.5.26b), (6.5.26c) and (6.5.31) exhaust the constraints on the

geometry of the external spacetime M4. They are the analogues of (6.3.5) for four-

dimensional N = 2 supergravity.

6.5.3 Universal hypermultiplet

As we saw in section 6.5.1, the scalars in the universal hypermultiplet are the dilaton φ,

the axion a defined in (6.5.10), and the complex scalar ξ defined by (6.5.8).

The equations for these scalars are not easy to find in the system we gave in section 6.4.

They are hidden inside some equations that would seem to constrain four-dimensional

geometry. There are several of these equations: the equation for d4ω in (6.4.19d) and

for d4 ∗ v in (6.4.19e); (6.4.17b), saying that Kµ is a Killing vector for M4; and the

‘pairing’ equations (6.4.20a), (6.4.20b), (6.4.23a), (6.4.23b). One can eliminate from

these equations all the four-dimensional intrinsic torsions by using (6.5.26a), (6.5.26b),

(6.5.26c) and (6.5.31). Some of the equations become trivial; four stay non-trivial, and

can be interpreted as the equations for the scalars in the universal hypermultiplet.

This derivation is laborious, however, and in this case it might be preferable to present

an alternative logic, stemming directly from the supersymmetry equations.

The idea is to start from the dilatino equations in ten dimensions. These read (−1
2
H+

∂φ)ε1 + eφ

16
ΓMFΓMε2 = 0, (1

2
H + ∂φ)ε2 + eφ

16
ΓMλ(F )ΓMε1 = 0. They do not contain any

intrinsic torsions, either internal or external (unless one defines the intrinsic torsions by

including the NSNS flux, as was done in [11, App. B]). One way to simplify it is to use

γµCkγµ = (−)k(4− 2k)Ck, where Ck is k-form in four dimensions, and write

ΓMFΓM = 2(4F0 + 2F1) + ΓmFΓm . (6.5.32)
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The last term can be eliminated using the internal gravitino, which in turn produces a

term involving the internal Dirac operator γmDm. In this way one can produce several

equations. Some have an internal free index, and naturally belong to the “edge of the

diamond” equations that we will present in sections 6.5.6 and 6.5.7. The ones without

an internal index are

LKφ = 0 , LKa = −4Im(µs̄3) , LK(ξ + iξ̃) = i(µs̄− − µ̄s+) ; (6.5.33a)

v3 · da+ Re(v ·D(ξ − iξ̃)) = 0 , −2v3 · dφ+ Im(v ·D(ξ − iξ̃)) = 4Re(µs̄3) , (6.5.33b)

v3 ·D(ξ + iξ̃)− v · d(a+ 2iφ) = i(µs̄− + µ̄s+) . (6.5.33c)

These can be written exactly as (6.3.10): it is enough to define

q1 = a , q2 = ξ , q3 = ξ̃ , q4 = 2φ , (6.5.34)

to take the matrices Ωx to be

Ω1 =


0 0 1 0

0 0 0 1

−1 0 0 0

0 −1 0 0

 , Ω2 =


0 −1 0 0

1 0 0 0

0 0 0 1

0 0 −1 0

 , Ω3 =


0 0 0 1

0 0 −1 0

0 1 0 0

−1 0 0 0

 .

(6.5.35)

and the gauging vectors

g L̄ΛkuΛ =


−4s̄3

−(s̄+ + s̄−)

i(s̄− − s̄+)

0

 . (6.5.36)

The Ωx in (6.5.35) can be thought of as a block of dimension 4 of the triplet of complex

structures Ωx (which appeared in section 6.3.3) characterizing the quaternionic structure

of the space of fields of a four-dimensional N = 2 supergravity. Notice that indeed

(6.5.35) satisfy ΩxΩy = −δxy1 + εxyzΩz.

6.5.4 Non-universal hypermultiplets

We will now present the equations corresponding to the other, non-universal, hypermul-

tiplets. As we saw in section 6.5.1, the scalars are the zα, z̃α defined in (6.5.6), which

come from deformations of the internal metric along the forms (6.5.5), and the ξα, ξ̃α

defined in (6.5.8), which come from fluxes.

It is natural to look for these equations in (6.4.19a), (6.4.19c), (6.4.19e), by taking

their pairing with the forms δφα− in (6.5.5). However, it turns out that the pairings

(δφα−, (6.4.19a)) and (δφα−, (6.4.19e)) are redundant: they give equations that can also be
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obtained from (δφα−, (6.4.19c)). We hence need to consider only the latter pairing. Using

the self-duality property (2.1.9), one can show that

(δφα−, F3) = −i ∗ (δφα−, F1) . (6.5.37)

This allows to rewrite (δφα−, (6.4.19c)) as

v ∧ (δφα−, d4φ−)− (v3 − iιk∗)D(ξ + iξ̃) = −ω(δφα−, d6φ+)− ω̄(δφα−, d6φ̄+) . (6.5.38)

This equation becomes more familiar once we decompose it along the basis of two-forms

{k ∧ vx, vx ∧ vy}. The components along k ∧ vx give the equations

Lkz
α = Lkz̃

α = 0 , (6.5.39a)

LkD(ξ + iξ̃) = µ(δφα−, d6φ+) + µ̄(δφα−, d6φ̄+) . (6.5.39b)

(6.5.39b) comes from k ∧ v3, and is exactly the same as (δφα−, (6.4.19a)); (6.5.39a) come

from k ∧ v1, or equivalently k ∧ v2. Notice that (6.5.39a) also follow from the statement

(6.4.17c), that the action of k preserves the internal metric gmn. The components of

(6.5.38) along vx ∧ vy give

v ·D(ξα + iξ̃α) + v3 ·D(zα + iz̃α) = 0 , (6.5.39c)

v ·D(zα + iz̃α)− v3 ·D(ξα + iξ̃α) = −µ(δφα−, d6φ+) + µ̄(δφα−, d6φ̄+) . (6.5.39d)

(6.5.39d) comes from v1 ∧ v2, and is exactly the same as (δφα−, (6.4.19e)). On the other

hand, (6.5.39c) comes from v1∧v3, or equivalently from v2∧v3. In black hole applications,

these equations would often give that hypermultiplet scalars do not flow, but sometimes

that they do, as in [86].

All the equations in (6.5.39) can again be rewritten as in (6.3.10) by taking

q1α = zα q2α = ξα q3α = ξ̃α q4 = z̃α (6.5.40)

and the Ωx, in each dimension 4 block corresponding to a hypermultiplet, are again given

by (6.5.35). The gauging vectors are given by

gL̄ΛkuΛ =


0

i(δφα−, d6φ+) + i(δφα−, d6φ+)

(δφα−, d6φ+)− (δφα−, d6φ+)

0

 . (6.5.41)

6.5.5 Vector multiplets

Now we turn to the equations corresponding to the vector multiplets. As we saw in

section 6.5.1, the scalars in the vector multiplets sit in the components along δφa+ in

(6.5.3) and its conjugate. The pairing (δφa+, (6.4.19b)) gives

− iµDt̄a +
i

2
W̄ axvx = 2ιkG

a− , (6.5.42)
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where the Dt̄a and Ga− were defined in (6.5.4), (6.5.17), and the W ’s are defined as

W̄ a+ ≡ 4 (δφa+, d6φ−) , W̄ a− ≡ 4 (δφa+, d6φ̄−) , W̄ a3 ≡ eφ (δφa+, F0) . (6.5.43)

(6.5.42) is exactly the complex conjugate of (6.3.12). The W a x correspond to the four-

dimensional shifts appearing in (6.3.2c) and (6.3.12). They are related to the derivatives of

the shifts sx with respects to the geometrical moduli. This feature was already remarked

in [87, Eq. (3.77)].

It is also interesting to note that there does not seem to exist an equivalent of the

shift W a. In fact, thanks to this, we see that

Lkt
a = 0 . (6.5.44)

Another notable consequence of (6.5.42) would be, in black hole applications, the attractor

equation for vector multiplet scalars.

It remains to consider the parings of (6.4.19d) with δφa+. However one can show that

the resultant equations are exactly equivalent to (6.5.42), therefore they do not give any

additional information. This result is not a surprise since we already know that (6.3.11)

is sufficient to fully reconstruct the gaugino equations in the four-dimensional timelike

case.

6.5.6 New vector multiplets: edge of the diamond

As we saw in section 6.5.1 (see the summary in table 6.1), we also expect equations asso-

ciated to the “edge of the diamond”. They come from different places: to start with we

have the equations coming from (6.4.19) and expanded along the edge of diamond. These

are similar to the counterparts just discussed in the interior of the diamond; however, in

this case we have fewer redundacies than in sections 6.5.4 and 6.5.5, and thus the full

amount of equations is bigger. We have also the pairing equations (6.4.20c), (6.4.20d),

(6.4.23c) and (6.4.23d).8 All these equations will be shown in this section and in the

next.

In this section, we will give the ones corresponding to the new vector multiplet in the

8Recall that the other pairing equations (6.4.20a), (6.4.20b), (6.4.23a) and (6.4.23b) are redundant

in the timelike case since they determines external torsions which are determined by the equations in

section 6.5.2.
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(3̄,1)⊕ (1,3) (see table 6.1). They take the form

µ(γ ī1φ+, F1) = 2e−φ(γ ī1φ+, d6φ̄+)(k − v3) + (γ ī1φ−, F0)v − 2

(
e−φ

µ̄
v · (γ ī1φ−, d4φ+)

)
v3 ,

(6.5.45a)

µ̄(φ̄+γ
ī2 , F1) = 2e−φ(φ̄+γ

ī2 , d6φ+)(k + v3) + (φ−γ
ī2 , F0)v + 2

(
e−φ

µ
v · (φ̄+γ

ī2 , d4φ−)

)
v3 .

(6.5.45b)

They come from (6.4.19c) expanded along the edge of the diamond, combined with

(6.4.20d) and (6.4.23d). (Equations (6.4.19a) and (6.4.19e) are redundant like it hap-

pened for the non universal hypermultiplet in section 6.5.4). The reason we do not see

any field-strengths in the vector multiplet equations (6.5.45) is that their gauge potentials

would be gµm and Bµm (see again table 6.1), which we have set to zero.

6.5.7 Gravitino multiplet: edge of the diamond

We finally show the equations associated to the gravitino multiplet of table 6.1. This was

not discussed in section 6.3, since it is usually not considered in four-dimensional theories,

for reasons explained in section 6.5.1. As discussed there, we are not advocating including

gravitino multiplets in a reduction; here, we are not reducing, but rather organizing the

ten-dimensional supersymmetry equations in a way which makes it natural to compare

with four dimensions.

The equations read :

ιk(γ
i1φ̄−, F2) = −2µ̄e−φ(γi1φ̄−, d4φ̄+)− 2Qx

Lvx (6.5.46a)

ιk(φ−γ
ī2 , F2) = −2µ̄e−φ(φ−γ

ī2 , d4φ̄+)− 2Qx
Rvx (6.5.46b)

ιv3(γ ī1φ−, d4φ+) = ιv3(φ−γ
ī2 , d4φ̄+) = 0 = ιk(γ

ī1φ−, d4φ+) = ιk(φ−γ
ī2 , d4φ̄+) , (6.5.46c)

(γ ī1φ+, d6φ̄+) = (γ ī1φ−, d6φ̄−) , (φ̄+γ
ī2 , d6φ+) = −(φ−γ

ī2 , d6φ̄−) , (6.5.46d)

where

Qx
L =

 e−φ(γi1φ̄−, d6φ−)

ie−φ(γi1φ̄−, d6φ−)
1
2
(γi1φ̄−, F0)

 , Qx
R =

 e−φ(φ−γ
ī2 , d6φ̄−)

−ie−φ(φ−γ
ī2 , d6φ̄−)

1
2
(φ−γ

ī2 , F0)

 . (6.5.47)

(6.5.46a) and (6.5.46b) are obtained by taking (γ ī1φ−, (6.4.19b)) and (φ−γ
ī2 , (6.4.19b)),

while (6.5.46c) are obtained from (γ ī1φ−, (6.4.19c)) and (φ−γ
ī2 , (6.4.19c)). (6.5.46d) are

a consequence of (6.4.20c) and of (6.4.23c).

From (6.5.46c), together with (6.5.39a) and (6.5.44), we see that the internal pure

spinors φ± are left invariant by the action of k. Since, as we recalled at the beginning
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of section 6.5.1, the internal metric and B0 field are determined by them, we recover

(6.4.17c), (6.4.18b).

With all the caveats given above, we can use our rough discussion in section 6.5.1 to

get a sense of where the new equations (6.5.46) come from. In N = 8 supergravity, in

absence of gaugings the supersymmetry transformations of gravitinos look like δψµA+ ∼
DµζA+ + T+

ABγµζ
B
− . Recall that for us the index A is split in 1, i1, j̄2, 2 (see (6.5.22)).

Moreover, only ζ1 and ζ2 are kept, while the remaining ζi1 and ζj̄2 are set to zero. The

gravitino equations for A = 1, 2 now become the usual N = 2 gravitino equations (6.3.2a)

(corrected there by gaugings); for A = i1, j̄2 they become the new equations

T µνi11+γνζ
1 + T µνi12+γνζ

2 = 0 = T µν
j̄21+

γνζ
1 + T µν

j̄22+
γνζ

2 . (6.5.48)

In N = 8 we also have the supersymmetry variations of the spin 1/2 fields, which again

read δλABC ∼ T[ABζC]+ + PABCDζ
D
− . Now, δλi1j̄21 and δλi1j̄22 give rise to the vector

multiplet equations in 6.5.5; δλi1j11 and δλi1j12 give rise to the “edge” vector multiplets

discussed in section 6.5.6; the δλ’s with no 1 or 2 index give rise to the hypermultiplets,

discussed in section 6.5.3 and 6.5.4. We still have δλi112 and δλj̄212; these give

Ti1[1ζ2] = 0 = Tj̄2[1ζ2] . (6.5.49)

Both (6.5.48) and (6.5.49), suitably corrected by gaugings, are the origin of (6.5.46).

6.5.8 Summary: ten-dimensional timelike case

In this section, we refined our results of section 6.4 for the timelike case. Namely, we

still work with a fibration (6.4.1), with spinor Ansatz (6.4.3), (6.4.7) and assumptions

summarized in footnote 2 and (6.4.12), but now we assume that the spinors ζi do not

coincide. We have found a system that is equivalent to preserved supersymmetry in this

case. It consists of equations (6.5.26a), (6.5.26b), (6.5.26c), (6.5.31); (6.5.33), (6.5.39),

(6.5.42), (6.5.45), (6.5.46). Most of the equations correspond to the “boxed” system

in section 6.3; the ones which do not, (6.5.46), capture extra equations which it would

be challenging to obtain in a four-dimensional effective approach, as anticipated in the

introduction and discussed in detail in section 6.5.1.

6.6 An aside: N = 2 four-dimensional supergravity,

general case

We found in section 6.3 a system of form equations which is equivalent to preserved

supersymmetry in the timelike case. This was based on the fact (see section 6.2.4)
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that all the intrinsic torsions can be reconstructed from dµ, dv, dki. This had no clear

counterpart in the general case, and at that point it was not clear how to proceed.

In this section, we will see that the general ten-dimensional system we presented in

section 6.4 suggests a system of equations which are valid in the general case. Unfor-

tunately, this system will be much more complicated than the one in section 6.3. Of

course, it is possible that a better alternative exists; finding one might also suggest how

to improve the general ten-dimensional system (3.2.4).

We will start in section 6.6.1 by presenting a set of derivatives of forms from which

the covariant derivatives of spinors can be fully reconstructed, in the general case. We

will not present the full derivation of the equivalence between such set of derivatives of

forms and the covariant derivatives of the SUSY parameters (it can be found in [20]), but

we will just quote the final result and we give some qualitative explanation.

We will then describe our equations for the gravitinos (section 6.6.2), the hyperinos

(section 6.6.3), and the gauginos (section 6.6.4).

6.6.1 Intrinsic torsions in the general case

We begin by some mathematical preliminaries about how to reexpress the covariant

derivatives ∇ζi in terms of exterior algebra of forms. In the timelike case, this was

done in 6.2.4. In the general case, we have to use a different procedure; we will take

inspiration from the intrinsic torsion for an R2 structure defined by a single spinor [79],

which we now review.

One spinor

A possible definition of intrinsic torsions for one Weyl spinor ζ was introduced in [79]; we

will briefly review it here.

As usual, the idea is to expand the derivative of the object defining the structure in

terms of a basis; given this program, we observe that, once that the auxiliary vector e+

has been introduced, the pair of spinors

ζ+ , e+ · ζ− , (6.6.1)

constitute a basis for the four-dimensional spinors of positive chirality. Similarly, we can

construct a basis for the four-dimensional spinors of negative chirality by considering the

pair ζ− and e+ · ζ+. Having defined the appropriate basis for the spinors, it is natural to

expand the derivative of the four-dimensional SUSY parameter ζ+ on it. This leads to

the intrinsic torsions via the formula

∇µζ+ = pµζ+ + qµe+ · ζ− . (6.6.2)
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where pµ, qµ are complex one-forms.

From (6.6.2) we see that all the information contained in the covariant derivative of

the spinor ∇µζ+ is contained into the one-forms pµ and qµ. The goal is then to obtain

a set of differential conditions, on differential forms and not on spinors, which allows to

fully reconstruct the intrinsic torsions.

This problem has been solved in [79], where it is shown that the intrinsic torsions

for a single spinor of positive chirality are fully reconstruct by considering the following

external differential

dk , dw , de+ . (6.6.3)

Two spinors

We will now consider the case where we have two spinors ζi of positive chirality.

As in section 6.6.1, to define intrinsic torsions we need a basis of spinors. Recall from

section 6.2.2 that the two ζi are independent in the timelike case (and so they can be used

to define a basis in this case), but that they are proportional in the null case. Between

these two extremes one has a “general” case in which the two spinors ζi are parallel in

some points and independent in others. The timelike case has already been dealt with in

section 6.2.4, with the result that one needs to compute the exterior derivatives of µ, k,

vx.

In the general case, however, we have to proceed differently; we will follow the proce-

dure of section 6.6.1. The e+i introduced in section 6.2.2 now give us two possible bases

for spinors, along the lines of (6.6.1). These bases are related, of course; for example we

compute9

ζ2 =
1

2
e+1 · v̄ ζ1 −

1

2
µ e+1 · ζ1 (6.6.4)

and analogously

ζ1 =
1

2
e+2 · v ζ2 +

1

2
µ e+2 · ζ2 . (6.6.5)

However, we will most often keep the two bases separate. We can now simply introduce

two sets of pµ and qµ:

∇µζi = piµ ζi + qiµ e+i · ζ i (6.6.6)

where the indices are not summed.

We should now try to identify a system of PDE in terms of exterior algebra, from which

one can reconstruct both the pi and qi in (6.6.6), similarly to how (6.6.3) reconstructs

p and q in section 6.6.1. We saw in section 6.6.1 that the system (6.6.3) is necessary

and sufficient to fully reconstruct intrinsic torsions for the case with one spinor. With

9Notice that the coefficient 1
2e+1 · v̄ is precisely the same coefficient α(x) that we encountered in

(6.2.20).
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two spinors, the most obvious procedure would be to “double” that computation, and

consider the equations for dki, dwi, de+i.

This is obviously sufficient to determine pi and qi. However, it is not suited to the

applications to supergravity we will pursue later in this section. The reason is that

dwi, de+i would contain two ‘spurious’ one-forms ρi, which would not be determined by

supersymmetry, since they do not appear in the covariant derivatives∇µζi. One might try

to improve the system (6.6.3) so that ρ never appears (for example, by taking appropriate

projections of dw and de+). This would certainly deserve further investigation but here we

will however follow a different approach: we will take inspiration from the ten dimensional

system (3.2.4), specialized as in section 6.4, to deduce a necessary and sufficient system

of PDEs to reconstruct pi and qi.

First of all, (6.4.19) and (3.2.4a) suggest that we have to consider the exterior deriva-

tive of ζ1ζ2 and ζ1ζc2
d(ζ1ζ2) , d(ζ1ζc2) , (6.6.7)

together with the tensor

∇(µ(k1 + k2)ν) , ∇[µ(k1 − k2)ν] . (6.6.8)

Together, (6.6.7) and (6.6.8) contain almost all of the components of pi and qi. The

only ones left are10

e+1 · p2 , e+2 · p1 , e+1 · q2 , e+2 · q1 . (6.6.9)

To determine these remaining components using differential forms, we finally take

inspiration from (3.2.4c), (3.2.4d): indeed we see that (6.6.9) are exactly the components

of the intrinsic torsions appearing in (6.4.20a), (6.4.20b), (6.4.23a) and (6.4.23b); it is

possible to verify that such components can be computed by considering the following

expressions involving the four-dimensional pairings

(d(e+1ζ1ζ2), e+1ζ
1ζ2) = −16ie+1 · q̄2 , (d(ζ1ζ2e+2), ζ1ζ2e+2) = 16ie+2 · q1 ,

(d(e+1ζ1ζ2), e+1ζ
1ζ2e+2) + (d(e+1ζ

1ζ2), e+1ζ1ζ2e+2)− 16id†e+1 = 32ie+1 · p2 , (6.6.10)

(d(ζ1ζ2e+2), e+1ζ
1ζ2e+2) + (d(ζ1ζ2e+2), e+1ζ

1ζ2e+2) + 16id†e+2 = −32ie+2 · p1 .

6.6.2 Gravitino

Our strategy will be to evaluate using supersymmetry the various intrinsic torsions we

identified in section 6.6.1. There are three classes of equations: those coming from d(ζ1ζ2),

d(ζ1ζ2), those from ∇µk1 ν +∇νk2µ and the torsions “along ki” (6.6.10).

10This precisely parallels the fact that the intrinsic torsions Q1
+2NP

and Q2
+1NP

were the ones not

determined by (3.2.4b) and (3.2.4a); see [11, (B.20)].
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We can evaluate d(ζ1ζ2), d(ζ1ζ2) in the language of (6.2.9). That means computing

dµ, dv, dω, d ∗ v. Actually, before we give the expressions for these exterior derivatives,

notice that one more exterior derivative is the antisymmetrization of ∇µk1 ν + ∇νk2µ,

namely d(k1 − k2). In (6.3.5), we already gave formulas for d(k1 − k2) and dv, collected

together in a triplet dvx (see (6.3.6)). This time, however, we do not need to use dk. The

exterior derivatives we need are then

dµ = Sxvx − ιKT+ , (6.6.11a)

dvx = 2εxyzIm(S̄yωz) , (6.6.11b)

dω = iQ̂ ∧ ω +
i

2
(A+ ∧ ω1 − A− ∧ ω2) +

3

2
i ∗ (−S+v̄ + S−v + S3(k1 + k2))− (k1 − k2) ∧ T+ ,

(6.6.11c)

d ∗ v = −2(µ̄S+ + µS−)vol4 . (6.6.11d)

We also have to compute the symmetrization of ∇µk1 ν +∇νk2µ, which simply gives

∇(µkν) = 0 . (6.6.12)

This is simply the statement that k is a Killing vector.

Finally, we have to compute the remaining torsions (6.6.10). These give

e+1 · (4q2 + S−k2 + S3v − 2ιvT
+ − iµA−) = 0 , (6.6.13a)

eµ+1

(
2p2µ − S−w̄µ2 − 2(λ̄e+2 − ιe+2ω̄)ν

(
T+
µν −

1

2
S3gµν

)
− 2iQ̂µ − 2ie+2 · vA−µ

)
= 0 ,

(6.6.13b)

e+2 · (4q1 − S+k1 + S3v̄ + 2ιv̄T
+ + iµA+) = 0 , (6.6.13c)

eµ+2

(
2p1µ + S+w̄µ1 − 2(λ̄e+1 + ιe+1ω̄)ν

(
T+
µν +

1

2
S3gµν

)
− 2iQ̂µ − 2ie+1 · v̄A−µ

)
= 0 .

(6.6.13d)

6.6.3 Hyperino equations

Now we turn to the hyperino equations (6.3.2b). As we remarked in section 6.3.3 to

extract all the information contained in these equations it is sufficient to expand them in

basis of spinors. Moreover, as explained in section 6.6.1 two possible bases of spinors of

positive chirality are given by

ζi , e+iζ
i , i = 1, 2 . (6.6.14)

In principle a minimal set of equations which is equivalent to the original hyperino

equations can be obtained by choosing a specific basis (such as the bases with index
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i = 1) and expanding the (6.3.2b) along this basis. However, it turns out that it is more

convenient to expand (6.3.2b) along all the spinors appearing in (6.6.14). Of course the

resultant system of equations will be redundant but it can be written in a neat form.

Obviously, when we expand (6.3.2b) along ζi we simply re-obtain equations (6.3.10).

However, in this case these equations are not sufficient, and they must be completed by

the equations obtained by expanding (6.3.2b) along e+iζ
i. To this end, it is useful to

introduce

Eki
µ ≡ ζ̄ke+kγµζ

i = −4

(
w̄1 µ̄e+1 + ιe+1ω̄

−µ̄e+2 + ιe+2ω̄ w̄2

)
µ

= Eµε
ki +Eµxσ

xik , (6.6.15)

where k is not summed. This matrix does not actually transform well under SU(2); it is

a bookkeeping device. It would be possible to define a three-index tensor ζ̄ke+jγ
µζ i that

does transform well, but for our current aim this would be an overkill. We also introduce

Ck
i ≡ ζ̄ke+kζj = 4

(
1 e+1 · v̄

e+2 · v 1

)
= Cδki + Cxσx ki . (6.6.16)

Returning now to (6.3.2b) we can expand them along ζ̄ke+k and, after some manipu-

lations very similar to those that lead to (6.3.10), we obtain the equation

iE ·Dqv − Ωx v
uE

x ·Dqu − CgL̄ΛkvΛ − igΩx v
uC

xL̄ΛkuΛ = 0 . (6.6.17)

In the general case, the hyperino equations are equivalent, in a slightly redundant manner,

to (6.6.17) and (6.3.10).

6.6.4 Gaugino equations

Finally we move to the gaugino equations (6.3.2c). Contrary to the hyperino equations

just discussed, in this case it is not convenient to use the SU(2) formalism; therefore we

will rewrite (6.3.2c) as

iDtaζ i +Ga+ζ2 +W aζ2 −
i

2
W a−ζ1 +

i

2
W a3ζ2 = 0 , (6.6.18a)

iDtaζ2 −Ga+ζ1 −W aζ1 +
i

2
W a3ζ1 +

i

2
W a+ζ2 = 0 . (6.6.18b)
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To proceed we expand equations (6.6.18a) along ζ̄2 and ζ̄2e+2, and (6.6.18b) along ζ̄1 and

ζ̄1e+1 obtaining the system

i v̄ ·Dta +Ga+xω2 −
i

2
µW a− = 0 , (6.6.19a)

− i
(
(ιe+2ω̄)− µ̄e+2

)
xDta − 2ιe+2ιk2G

a+ +W a − i

2
(e+2 · v)W a− +

i

2
W a3 = 0 , (6.6.19b)

i v ·Dta −Ga+xω1 −
i

2
µW a+ = 0 , (6.6.19c)

− i
(
(ιe+1ω̄) + µ̄e+1

)
xDta + 2ιe+1ιk1G

a+ −W a +
i

2
(e+1 · v̄)W a+ +

i

2
W a3 = 0 . (6.6.19d)

The system (6.6.19) is therefore completely equivalent to the original equation (6.3.2c)

without any redundancy.
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Chapter 7

Holomorphic Chern-Simons theory

coupled to off-shell Kodaira-Spencer

gravity

This Chapter is devoted to Holomorphic Chern-Simons theory (HCS), a theory introduced

by Witten in [24] as the target space field theory describing the dynamics of a stack of

N 5-branes of topological string theory of the B type living on a Calabi-Yau complex

three-fold X. In section 7.1 we will present an introduction to the theory, we will discover

its main features and we will describe our goal. Then we will move to discuss how this

theory can be formulated consistently also when the geometrical backgrounds are off

shell. Finally, we will see how the BV formalism allows us to uncover an N = 2 twisted

SUSY algebra which is responsible for the semi-topological character of the model.

7.1 Statement of the problem

The action of HCS

Γ =

∫
X

Ω ∧ Tr
(1

2
A ∂̄Z A+

1

3
A3
)
, (7.1.1)

is a six-dimensional analogue of the topological three-dimensional Chern-Simons action

[88]. The gauge field A, encoding the open string degrees of freedom, is a one-form with

values in the Lie algebra of SU(N) of type (0, 1) with respect to the chosen complex

structure on X

A = dZ ı̄Aı̄(Z, Z̄) = dZ ı̄Aaı̄ (Z, Z̄)T a. (7.1.2)

In the formula above T a are the SU(N) generators and Tr is the trace in its fundamental

representation. ∂̄Z is the Dolbeault operator relative to complex coordinates (Zi, Z ı̄)
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compatible with the chosen complex structure

∂̄Z = dZ ı̄ ∂

∂Z ı̄
. (7.1.3)

The HCS action (7.1.1) depends therefore on two different classical geometrical data.

One of them is the complex structure that one picks on X. The other is Ω, the globally

defined holomorphic (3,0)-form on X that we already encountered, in the supergravity

discussion, in Chapter 3

Ω = Ωijk(Z, Z̄) dZi ∧ dZj ∧ dZk = ρ(Z, Z̄) εijk dZ
i ∧ dZj ∧ dZk , (7.1.4)

which, for Calabi-Yau three-folds, is unique up to a rescaling. Ω and the complex structure

onX are in correspondence with the closed moduli parametrizing the closed string vacuum

in which the 5-branes live. Since the (3,0)-form Ω depends on the complex structure on

X, the moduli space of closed strings is the total space of a complex line bundle whose

base is the moduli space of complex structures on X and whose fiber is the holomorphic

(3,0)-form.

To exhibit explicitly the dependence of the theory on the complex structure of X it

is convenient to introduce the Beltrami parametrization of the differentials dZi

dZi = Λi
j

(
dzj + µj̄ dz

̄
)
, (7.1.5)

where (zi, z ı̄) is a fixed system of complex coordinates. The Beltrami differential

µ ≡ µi
∂

∂zi
≡ µi̄ dz

̄ ∂

∂zi
(7.1.6)

is a (0,1)-form with values in the holomorphic tangent T (1,0)X. The action (7.1.1) rewrites

in the system of coordinates (zi, z ı̄) as follows

Γ0(Ω, µ) =

∫
X

Ω ∧
(1

2
A∇A+

1

3
A3
)
, (7.1.7)

where

∇ ≡ ∂̄ − µi ∂i , ∂̄ ≡ dzi
∂

∂zi
. (7.1.8)

In this formulation, the dependence of the theory on the closed moduli is captured by

the two classical backgrounds fields — Ω and µ.

The original action (7.1.1) is invariant under Ω-preserving holomorphic reparametriza-

tions. The coupling of A to the classical background µ promotes this global invariance

into a local symmetry under which µ transforms as a gauge field

sdiff µ
i = −∂̄ ξi + ξj∂j µ

i − ∂j ξi µj . (7.1.9)
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In (7.1.9), ξi is the ghost of Ω-preserving local diffeomorphisms

∂ iξ(Ω) = 0 , (7.1.10)

where iξ is the contraction of a form with the vector field ξi ∂i.

The backgrounds Ω and µ in (7.1.7) must satisfy the classical equations of motion of

the closed topological string theory:

F i ≡ ∂̄µi − µj∂jµi = 0 , (7.1.11)

∇̂Ω ≡ ∇Ω + ∂i µ
i Ω = 0 . (7.1.12)

The first of such equations is the celebrated Kodaira-Spencer equation [26] which ex-

presses the integrability of the Beltrami differential; the second equation expresses the

holomorphicity of Ω in the complex structure associated to µi. Indeed the action (7.1.7)

is invariant under the gauge BRST symmetry1

sA = −∇c− [A, c]+ ,

s c = −c2 , (7.1.13)

where c = ca T a is the anti-commuting ghost associated to SU(N) gauge transformations,

only if the closed string equation of motions (7.1.11) and (7.1.12) are satisfied. It should

be kept in mind that A and c are the dynamical variables of HCS while µi, Ω and ξi are

classical non-dynamical fields.

For the purpose of investigating the quantum properties of HCS field theory, like its

renormalization and its anomalies, it is useful to extend both gravitational backgrounds

µ and Ω to be generic off-shell functions. Hence in the next sections we will write down

the appropriate generalization of the action (7.1.7) valid also when µ and Ω do not satisfy

their equations of motion (7.1.11) and (7.1.12). Nevertheless, as mentioned above, the

closed string fields will still be treated as non-dynamical backgrounds. In the context of

string theory our result could help understanding the back-reaction of the 5-branes on

the closed string vacuum, since the presence of branes modifies the equation of motions

(7.1.11) and (7.1.12) and puts the backgrounds off-shell.

The standard method to go “off-shell” is to introduce new fields acting as Lagrange

multipliers whose equations of motions are precisely the closed string equations (7.1.11)

and (7.1.12) and whose gauge transformation properties are such that the action is gauge

invariant even for off-shell backgrounds. This strategy has been adopted by the authors

1In this second part of the thesis, we will adopt the convention that fields and operators carrying

odd ghost number anti-commute with fields and operators carrying odd form degree. In particular, the

BRST operator s and the Dolbeault differential ∇ anti-commute.
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of [89],2 who were able to solve, so-to-say, half of the problem: they introduced a Lagrange

multiplier whose equation of motion is the Kodaira-Spencer equation (7.1.11), but they

did not reformulate the second equation (7.1.12) in the same way. We achieve this task

in the present article.

The reason why the authors of [89], whose main focus is the closed target space field

theory, have restricted Ω to be holomorphic, has to do with the different status that

equations (7.1.11) and (7.1.12) enjoy in the Kodaira-Spencer field theory: Eqs. (7.1.11),

which are the classical equations of motion derived from the Kodaira-Spencer action [26],

are equivalent to the BRST-invariance of the closed vertex operators associated to the

complex structure moduli. This is the standard relation between the second quantized

classical equations of motion and first-quantized vertex operators.

Eq. (7.1.12), instead, is not an equation of motion of Kodaira-Spencer field theory.

The Ω which enters the Kodaira-Spencer action must be holomorphic and hence it is

a parameter and not a dynamical field of Kodaira-Spencer theory. From this point of

view, Kodaira-Spencer theory does not provide the second quantized formulation for the

first-quantized vertex operator (of non-standard world-sheet ghost number) associated to

Ω.

On the other hand, in the open string field theory it seems to be perfectly sensible

to treat Ω and µ on the same footing: we will therefore introduce Lagrange multipliers

whose equations of motion coincide with both (7.1.11) and (7.1.12) and will determine

their gauge transformation properties. We will find it necessary to enlarge the SU(N)

gauge symmetry to include a number of new ghost (and ghost-for-ghost) fields which

can be thought of as “descendants” of the Lagrange multipliers and which ensure the

nilpotency of the full BRST transformations.

Since Ω becomes, in our construction, an off-shell background, the HCS action that we

will derive enjoys a larger reparametrization invariance than the original action (7.1.7).

This invariance include reparametrizations which are not Ω preserving:

sdiff µ
i = −∂̄ ξi + ξj∂j µ

i − ∂j ξi µj ,
sdiff Ω = ∂ iξ(Ω) ,

sdiff A = ξi∂iA , sdiff ξ
i = ξj ∂j ξ

i , (7.1.14)

together with analogous transformations for all the other dynamical fields that we will

2 A different method to couple HCS to off-shell gravitational backgrounds has been put forward in [90].

Contrary to our approach, the (3,0)-form Ω is not treated in [90] as a background independent of the

complex structure µ and, correspondingly, the Ω equation (7.1.12) is still implicitly assumed, much like

in the treatment of [89]. Moreover, the strategy employed to lift the Kodaira-Spencer constraint (7.1.11)

entails the inclusion among the dynamical fields of the (1,0) component of the gauge field, together with

a series of satellite fields, thus introducing a large gauge redundancy and making the dependence on the

complex structure µ fairly implicit.
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introduce. We will refer to the reparametrization invariance (7.1.14) acting on off-shell

µi and Ω as chiral diffeomorphism invariance.

7.2 Chiral reparametrization invariance

The coupling of HCS to the holomorphic Beltrami differentials (7.1.5) is determined by

requiring invariance under chiral reparametrizations. Chiral reparametrizations act on

the Beltrami differentials as follows

sdiff µ
i = −∂̄ ξi + ξj∂j µ

i − ∂j ξi µj , (7.2.1)

where ξi is the anti-commuting ghost field of chiral diffeomorphisms:

sdiff ξ
i = ξj ∂j ξ

i . (7.2.2)

It is important to keep in mind that sdiff is nilpotent for generic µi, independently of the

validity of the Kodaira-Spencer equation (7.1.11). On the space of Beltrami differentials

µi which do satisfy Eq. (7.1.11) there exists a natural action of non-chiral (standard)

reparametrizations which follows from the definition (7.1.5): one can show [91] that the

actions of chiral and non-chiral reparametrizations coincide on such space if one identifies

the chiral ghost ξi with the following combinations of the ghosts (ci, cı̄) of standard

diffeomorphisms

ξi = ci + µi̄ c
̄ . (7.2.3)

There is no notion of standard reparametrizations of “off-shell” Beltrami differentials, i.e.

of µi’s which do not satisfy the Kodaira-Spencer equation: invariance under chiral diffeo-

morphisms (7.2.1) represents the extention of reparametrization invariance appropriate

for off-shell µi.

Matter fields with only anti-holomorphic indices transform under chiral diffeomor-

phisms as scalars

sdiff φı̄̄... = ξi ∂i φı̄̄... . (7.2.4)

For example, the transformation law under chiral reparametrizations of the gauge field

A = Aı̄ dx
ı̄ is

sdiff Aı̄ = ξi ∂iAı̄ . (7.2.5)

The action of chiral diffeomorphisms on tensors with holomorphic indices is instead

sdiff φ
i ...
ı̄̄...;k... = ξj ∂j φ

i...
ı̄̄...;k... − ∂j ξi φ

j...
ı̄̄...;k ... + ∂k ξ

j φi...ı̄̄...;j ... + · · · . (7.2.6)
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For example, in the following Section we will introduce the Lagrange multiplier Ci =

Cīı dx
ı̄ which transforms under chiral reparametrizations as follows

sdiffCīı = ξj ∂j Cīı + ∂i ξ
j Cjı̄ . (7.2.7)

For chiral reparametrizations there is a natural definition of covariant anti-holomorphic

derivative

∇̂k̄ φ
i ...
ı̄̄...;k... = ∇k̄ φ

i ...
ı̄̄...;k... + ∂j µ

i
k̄ φ

j ...
ı̄̄...;k... − ∂k µ

j

k̄
φi ...ı̄̄...;j... + · · · . (7.2.8)

There is instead no natural notion of covariant holomorphic derivative. However the

holomorphic derivative of a tensor with no holomorphic indices is a tensor with one

holomorphic lower index.3

We will use the notation

∇̂ ≡ dxk̄ ∇̂k̄ ≡ ∇+ Γ̂ , (7.2.9)

where the connection Γ̂ denotes the appropriate tensor product of matrices with holo-

morphic indices

(Γ̂)ij = dxk̄ ∂jµ
i
k̄ (7.2.10)

acting on holomorphic tensors in the usual way. For example

∇̂Vi ≡ ∇Vi − ∂i µj Vj . (7.2.11)

7.3 Gauge invariance

The variation of the HCS action

Γ0 =
1

2

∫
X

Ω Tr
(
A∇A+

2

3
A3
)

(7.3.1)

under the BRST gauge transformations

sA = −∇ c− [A, c]+ ,

s c = −c2 (7.3.2)

is:

sΓ0 =
1

2

∫
X

Ω Tr
(
∇ c∇A+ A∇2

c
)

=

=
1

2

∫
X

Ω∇Tr
(
c∇A

)
+ Ω Tr

(
c∇2

A+ A∇2
c
)

=
1

2

∫
X

∇̂(Ω) Tr
(
c∇A

)
+ Ω Tr

(
c∇2

A+ A∇2
c
)
, (7.3.3)

3 “Natural” in this context means that the connection in Eq. (7.2.8) depends only on µi and not on

the choice of a metric.
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where

∇̂Ω ≡ ∇Ω + ∂i µ
i Ω ,

∇ ≡ ∂̄ − µi ∂i ≡ dxı̄∇ı̄ ≡ dxı̄
(
∂ı̄ − µiı̄ ∂i

)
. (7.3.4)

The curvature of the ∇-differential is

∇2
= −dxı̄ dx̄

(
∂ı̄ µ

j
̄ − µiı̄ ∂i µ

j
̄) ∂j = −F i ∂i , (7.3.5)

where

F j ≡ ∂̄ µj − µi ∂i µj (7.3.6)

is the Kodaira-Spencer (0,2)-form with values in the holomorphic tangent.

Eq. (7.3.3) shows that Γ0 is gauge-invariant only if both Ω and µi are “on-shell”, i.e.

if they satisfy the equations

F i ≡ ∂̄µi − µj∂jµi = 0 , ∇̂Ω ≡ ∇Ω + ∂i µ
i Ω = 0 . (7.3.7)

The first equation is equivalent to the nilpotency of ∇ while the second expresses the

holomorphicity of Ω in the complex structure defined by µ. Let us introduce the Lagrange

multipliers

Ci ≡ Cīı dx
ı̄, (7.3.8)

a (0,1)-form with values in the holomorphic cotangent, in corrispondence with the first

of (7.3.7), and

B ≡ dxı̄ dx̄Bı̄̄ , (7.3.9)

a (0,2)-form, in correspondence with the second equation.

If their BRST variations are taken to be

sB = −Tr
(
c∇A

)
,

s Ci = Tr
(
−c ∂iA+ ∂i cA

)
, (7.3.10)

the action

Γ =
1

2

∫
X

[
Ω Tr

(
A∇A+

2

3
A3
)

+ Ω
(
∇B + F iCi

)]
(7.3.11)

is then BRST invariant for generic, “off-shell” backgrounds Ω and µi.4

4The gauge transformation laws of Ci in Eq. (7.3.10) differ from those given in [89] but they are

equivalent to them when Ω is on-shell.
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The BRST transformations (7.3.2) and (7.3.10) are not nilpotent when acting on the

Lagrange multipliers

s2B = Tr(c∇2
c)−∇Tr (Ac2) = −F i Tr(c ∂i c)−∇Tr (Ac2) ,

s2Ci = Tr (−c ∂i∇ c+ ∂i c∇c)− ∂i Tr (Ac2) =

= ∇Tr (c ∂i c) + Tr c [∇, ∂i] c− ∂i (TrAc2) =

= ∇̂Tr (c ∂i c)− ∂i Tr(Ac2) , (7.3.12)

where we made use of the relation[
∂i, ∇ı̄

]
= −∂i µjı̄ ∂j . (7.3.13)

The lack of nilpotency of (7.3.10) is due to the existence of new local symmetries of

the action (7.3.11)

B → B′ = B + F i fi +∇ d , Ci → C ′i = Ci − ∇̂ fi + ∂i d , (7.3.14)

with parameters d ≡ dı̄ dx
ı̄ and fi which are, respectively, a (0,1)-form and a section of

the holomorphic cotangent. The transformations (7.3.14) are symmetries of the action

(7.3.11) since they leave invariant the combination

∇B + F iCi → ∇B + F iCi +
(
∇(F i fi)−F i ∇̂ fi

)
+
(
∇2

d+ F i ∂i d
)

=

= ∇B + F iCi . (7.3.15)

In the equation above we made use of (7.3.5) and of the Bianchi identity for F i:

0 = εı̄̄k̄
[
∇ı̄,
[
∇̄,∇k̄

]]
= −εı̄̄k̄∇ı̄

(
F i̄k̄ ∂i

)
+ εı̄̄k̄ F i̄k̄ ∂i

(
∇ı̄

)
=

= −εı̄̄k̄∇ı̄F i̄k̄ ∂i + εı̄̄k̄ F i̄k̄
[
∂i, ∇ı̄

]
= −εı̄̄k̄

[
∇ı̄F i̄k̄ + F j

̄k̄
∂j µ

i
ı̄

]
∂i ,(7.3.16)

which can equivalently be written as

∇̂F i = 0 . (7.3.17)

Henceforth the BRST transformations

sA = −∇ c− [A, c]+ ,

s c = −c2 ,

s B = −Tr (c∇A)−F i fi −∇ d ,
sCi = Tr (−c ∂iA+ ∂i cA)− ∇̂ fi + ∂i d ,

s d = Tr (Ac2) ,

s fi = −Tr (c ∂i c) , (7.3.18)
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where fi and d are anti-commuting fields with ghost number +1, are nilpotent when

acting on A, c,B and Ci. The transformations (7.3.18) are however not nilpotent when

acting on d and fi:

s2 d = −1

3
∇Tr c3 ,

s2 fi = −1

3
∂i Tr c3 . (7.3.19)

The reason why the BRST rules (7.3.18) are not nilpotent on d and fi can be traced back

to the fact that the replacements

d→ d′ = d+∇ e , fi → f ′i = fi + ∂i e (7.3.20)

leave unchanged the transformations of B and Ci in (7.3.18). Therefore, by introducing

a scalar commuting ghost-for-ghost field e of ghost number +2, we obtain at last the fully

nilpotent BRST transformations of the action (7.3.11)

sA = −∇ c− [A, c]+ ,

s c = −c2 ,

s B = −Tr (c∇A)−F i fi −∇ d ,
sCi = Tr (−c ∂iA+ ∂i cA)− ∇̂ fi + ∂i d ,

s d = Tr (Ac2)−∇ e ,
s fi = −Tr (c ∂i c) + ∂i e ,

s e =
1

3
Tr c3 . (7.3.21)

The structure of these BRST transformations is possibly made more transparent by the

remark that the c-dependent terms in the BRST variations of B, d and e are precisely the

forms which appear in the BRST descent equations that are generated by the holomorphic

Chern-Simons (0,3)-form and the on-shell ∇:

sΓ(0,3) = −∇Γ(0,2) , sΓ(0,2) = −∇Γ(0,1) ,

sΓ(0,1) = −∇Γ(0,0) , sΓ(0,0) = 0 if ∇2
= 0 , (7.3.22)

where

Γ(0,3) = Tr
(
A∇A+

2

3
A3
)
,

Γ(0,2) = Tr (c∇A) ,

Γ(0,1) = −Tr (Ac2) ,

Γ(0,0) = −1

3
Tr c3 . (7.3.23)
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Therefore, when F i = 0, the cocycle

Γ̃(0,3) = Γ(0,3) +∇B ,

Γ̃(0,2) = Γ(0,2) + sB +∇ d = 0 ,

Γ̃(0,1) = Γ(0,1) + s d+∇ e = 0 ,

Γ̃(0,0) = Γ(0,0) + s e = 0 (7.3.24)

is a solution of the descent equations (7.3.22) which is BRST equivalent to the Chern-

Simons cocycle (7.3.23) and whose (0, 3) component is precisely the form which appears

in the off-shell action (7.3.11).

Summarizing, the (0,3)-form which appears in the off-shell Chern-Simons action is the

representative of the solution of the cohomology problem (7.3.22) which is characterized

by the vanishing of the components of lower form-degree: its top-form component is, when

∇2
= 0, s-invariant — not just s-invariant modulo ∇. The terms in (7.3.21) involving fi

and Ci are necessary to make Γ̃(0,3) + F iCi s-invariant even when ∇2 6= 0.

The action (7.3.11) contains only covariant anti-holomorphic derivatives and therefore

is manifestly invariant under chiral diffeomorphisms of both fields and backgrounds

sdiffA = ξi ∂iA , sdiff c = ξi ∂i c ,

sdiff B = ξi ∂iB , sdiffCi = ξj ∂j Ci + ∂i ξ
j Cj ,

sdiff d = ξi∂i d , sdiff f = ξi∂i f , sdiff e = ξi∂i e ,

sdiff µ
i = −∇̂ ξi , sdiff ξ

i = ξj ∂j ξ
i , sdiff Ω = ∂ iξ(Ω) . (7.3.25)

Moreover the gauge BRST transformations (7.3.21) are also manifestly covariant, since

they are expressed in terms of anti-holomorphic covariant derivatives and holomorphic

derivative of chiral reparametrizations scalars. Therefore the off-shell action (7.3.11) is

invariant under the nilpotent total BRST operator stot

stot ≡ sdiff + s , (7.3.26)

which encodes both the SU(N) gauge symmetry and the global Ω-preserving holomorphic

reparametrization symmetry of the original action (7.1.1).

7.4 Anti-fields and the chiral N=2 structure of the

BRST transformations

It is known [92] that the structure of the BRST symmetry of 3-dimensional (real) CS

theory becomes considerably more transparent when one considers, together with the
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gauge connection A and the ghost field c, also their corresponding anti-fields A∗ and c∗,

which are, respectively, a 2-form of ghost number -1 and a 3-form of ghost number -2.

All these fields can be collected in one single superfield, a polyform:

A = c+ A+ A∗ + c∗ , (7.4.1)

whose total grassmannian degree f = nghost + nform, the sum of ghost number nghost and

form degree nform, is f = +1. The BRST transformations of both fields and anti-fields of

the 3-dimensional CS theory write nicely in terms of A as follows

(s+ d)A+A2 = 0 . (7.4.2)

In this Section we will see that a similar strategy of collecting fields in polyforms of

given Grassmann parity f also elucidates the geometrical content of the BRST trans-

formations of the HCS theory coupled to off-shell gravitational backgrounds. For HCS

theory, of course, the grassmann parity f is given by the sum of the ghost number and

of the anti-holomorphic form degree.

Let us first write down the BRST transformations of the anti-fields of the dynamical

fields.5 The anti-field of a (0,1)-form A = Aı̄ dx
ı̄ is naturally a (3,2)-form, A∗, whose

BRST variation is

sA∗ = −Ω∇A− 1

2
∇̂ΩA+ · · · , (7.4.3)

where the dots denote the contribution from fields other than A. In order to obtain an

anti-field which sits in the same superfield (7.4.1) as c and A, it is convenient to introduce

the holomorphic density ρ

Ω = ρ εijk dz
i dzj dzk (7.4.4)

and to pull out a factor of ρ from the definition of the anti-field A∗:

A∗ → ρA∗ c∗ → ρ c∗ . (7.4.5)

The redefined A∗ becomes a (0,2)-form and (7.4.3) gets replaced by

sA∗ = −∇A− 1

2

∇̂ ρ
ρ
A+ · · · . (7.4.6)

We will use the notation

∇̂ ρ
ρ

=
∇ ρ− ∂iµi ρ

ρ
≡ ∇̂ log ρ . (7.4.7)

5For a condensed introduction to anti-fields and the Batalin-Vilkovisky (BV) formalism see [93].
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Redefining both A∗ and c∗ in this way, we obtain for their BRST transformations the

expressions

sA∗ = −∇A− A2 − [c, A∗]+ + 2C∗ i ∂i c+

−1

2
(∇ log ρ)A−B∗∇ c−

(
∇B∗ + (∇ log ρ)B∗

)
c+

+
(
∂iC

∗ i + (∂i log ρ)C∗ i
)
c+ c2 d∗ ,

s c∗ = −[c, c∗]+ −∇A∗ − [A,A∗]+ + 2C∗ i ∂iA+ 2 f ∗ i ∂i c+

−(∇ log ρ)A∗ −B∗∇A+
(
∂iC

∗ i + (∂i log ρ)C∗ i
)
A+

+
(
∂i f

∗ i + (∂i log ρ) f ∗ i
)
c+ [A, c]+ d

∗ + c2 e∗ . (7.4.8)

The Lagrange multipliers B, d, e sit in a single superfield with f = 2. Therefore the

corresponding anti-fields B∗, d∗, e∗ are holomorphic densities with f = 0. The multipliers

Ci and fi have f = +1, and thus C∗ i and f ∗ i are holomorphic densities with f = +1.

We will find it convenient to redefine C∗ i and f ∗ i by pulling out a factor of ρ, as we did

with A∗ and c∗,

C∗ i → ρC∗ i , f ∗ i → ρ f ∗ i , (7.4.9)

so that the new anti-fields C∗ i and f ∗ i are forms of anti-holomorphic degree 2 and 3

respectively. We obtain therefore for the BRST transformation laws of the anti-fields of

the Lagrange multipliers:

sB∗ = −1

2
∇̂ρ ,

s d∗ = ∂i (ρC
∗ i)− ∇̂B∗ ,

s e∗ = ∂i (ρ f
∗ i)−∇ d∗ ,

s C∗ i = −1

2
F i ,

s f ∗ i = −∇̂C∗ i − B∗F i + (∇̂ ρ)C∗ i

ρ
. (7.4.10)

The BRST transformation laws (7.4.10) make clear that the three anti-fields B∗, d∗, e∗

can be put together with the holomorphic density ρ to form a “complete” BRST multiplet

B∗ ≡ ρ+ 2B∗ + 2 d∗ + 2 e∗ (7.4.11)

containing components of all degrees nform = 0, 1, 2, 3 which transform as follows:

s ρ = 0 ,

s (2B∗) = −∇̂ρ ,
s (2 d∗) = −∇̂ (2B∗) + ∂i (2 ρC

∗ i) ,

s (2 e∗) = −∇ (2 d∗) + ∂i (2 ρ f
∗ i) . (7.4.12)
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To form a complete multiplet out of C∗ i and f ∗ i we need a (0,0)-form of ghost number

1 and a (0,1)-form of ghost number 0 with values in the holomorphic tangent: The natural

candidates are ξi, the chiral reparametrizations ghost, and µi, the Beltrami differentials.

This motivates considering the total BRST operator

stot = sdiff + s , (7.4.13)

which encodes both the chiral reparametrizations invariance and the gauge symmetry of

HCS theory. Indeed, one can check that by defining

Mi ≡ ξi + µi + 2C∗i + 2 (f ∗i − 2

ρ
B∗C∗i) ≡ ξi + µi + 2C∗i + 2 f ∗in , (7.4.14)

the transformation rules for C∗ i and f ∗ i in (7.4.10) assume the form

stot Mi = −
(
∂̄Mi −Mj ∂j Mi

)
. (7.4.15)

This equation also reproduces the correct BRST transformations for ξi and µi. From the

same equation it also follows that the anti-holomorphic derivative acting on super-fields

Φi ...
ı̄̄...;k...

∇̂k̄(M) Φi ...
ı̄̄...;k... ≡

≡ ∂̄k̄ Φi ...
ı̄̄...;k... −Mj ∂j Φi ...

ı̄̄...;k... + ∂j Mi
k̄

Φj ...
ı̄̄...;k... − ∂kM

j

k̄
Φi ...
ı̄̄...;j... + · · · (7.4.16)

is covariant under the transformations (7.4.15). Moreover the covariant differential

∇̂(M) ≡ dxk̄ ∇̂k̄(M) (7.4.17)

satisfies

{stot, ∇̂(M)}+ ∇̂(M)2 = 0 . (7.4.18)

This means that the operator

δ ≡ stot + ∇̂(M) (7.4.19)

is nilpotent:

δ2 = 0 . (7.4.20)

It is easily seen that the transformations (7.4.12) rewrite in terms of this super-covariant

anti-holomorphic derivative as

stot B∗ = −∇̂(M)B∗ . (7.4.21)
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The introduction of the flat super-Beltrami Mi allows one to recast the BRST trans-

formations of the gauge supermultiplet c, A,A∗, c∗ in a form which is analogous to the

transformations (7.4.3) of the three-dimensional theory. Defining the modified anti-fields

A∗n = A∗ − B∗

ρ
A− d∗

ρ
c , c∗n = c∗ − 2

B∗

ρ
A∗n −

d∗

ρ
A− e∗

ρ
c (7.4.22)

and the superfield

A ≡ c+ A+ A∗n + c∗n , (7.4.23)

the transformations of the gauge multiplet in (7.3.21) and (7.4.8) write as

stotA = −∇(M)A−A2 . (7.4.24)

Let us turn to the BRST transformations of the Lagrange multipliers. To form a complete

BRST multiplet B out of B, d, e we need to introduce the anti-field ρ∗, with ghost number

-1 and anti-holomorphic form degree 3, corresponding to the background ρ.

Let us comment on the significance of BRST transformations of the backgrounds and

of their anti-fields. Backgrounds (or coupling constants) can appear both in the classical

action and in the gauge-fixing term. Backgrounds which appear only in the gauge-

fixing term are of course unphysical. It is convenient in various contexts to extend the

action of the BRST operator on the unphysical backgrounds by introducing corresponding

fermionic super-partners to form trivial BRST doublets (see [94] and references therein).

The BRST variation of physical backgrounds (or coupling constants) must instead be

put to zero since varying a physical coupling constant is, by definition, not a symmetry.

Indeed in HCS theory the gauge BRST transformations of the (physical) backgrounds ρ

and µi vanish, as indicated in (7.4.12) and (7.4.21). However in the BV formalism it is

natural to consider also the anti-fields corresponding to physical backgrounds. Anti-fields

of backgrounds do not appear in the BV action since the BRST variation of the physical

backgrounds vanish. Their BRST variations are naturally defined in the BV formalism

by the derivatives of the BV action with respect to the backgrounds. For HCS theory

the BRST variations of the anti-fields of ρ and µi can be defined to be

s ρ∗ = −∂ΓBV
∂ρ

= −Tr
(1

2
A∇A+

1

3
A3
)
− 1

2
∇B − 1

2
F iCi ,

1

ρ
s µ∗i = −1

ρ

∂ΓBV
∂µi

=
1

2

(
−Tr (A∂iA) + ∂iB − ∇̂Ci − (∇̂ log ρ)Ci

)
+

−Tr (A∗ ∂i c)−
B∗

ρ
(Tr (c ∂iA)− ∂i d+ ∇̂fi)−∇

(B∗
ρ

)
fi +

−C∗j ∂[i fj] +
(
∂j C

∗ j + (∂j log ρ)C∗ j
)
fi +

d∗

ρ
∂i e , (7.4.25)
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where ΓBV is the BV action.6

The content of the relation (7.4.25) is that the variations of the action with respect to

the physical backgrounds are BRST-closed: since the BRST transformations do depend

on the backgrounds this is not self-evident but it is ensured by the general BV formula.

In the enlarged field space which includes anti-fields of backgrounds such variations are

BRST-trivial.

The superfield which collects together B, d, e and ρ∗ and has nice BRST transforma-

tion laws turns out to be

B = e+ d+Bn + 2 ρ∗n , (7.4.26)

where

Bn ≡ B − 2C∗i fi − Tr (A∗n c) ,

2 ρ∗n ≡ 2 ρ∗ − 2C∗iCi − 2 f ∗in fi − Tr (A∗nA+ c∗n c) . (7.4.27)

One can check that the BRST transformation laws for B, d, e rewrite in terms of B as

follows

stot B = −∇(M)B +
1

3
TrA3 . (7.4.28)

The Lagrange multipliers Ci and fi sit in a superfield which contains also a 2-form of ghost

number -1 and a 3-form of ghost number -2 with values in the holomorphic cotangent.

Looking at (7.4.14) one sees that these should be identified with the anti-fields µ∗i and

ξ∗i of the backgrounds µi and ξi. Since Mi is valued in the holomorphic tangent, M∗i is

naturally a holomorphic density. Choosing its components to be

M∗i = ρ fi + (ρCi + 2B∗ fi) + 2µ∗i + 2 ξ∗i , (7.4.29)

its BRST transformation writes

stot M∗i = −∇̂(M)M∗i + B∗ ∂i B − B∗TrA ∂iA . (7.4.30)

The BRST transformations of all fields and backgrounds and their anti-fields write in

a nice compact form in terms of the coboundary operator δ:

δMi + Mj ∂j Mi = 0 ,

δA+A2 = 0 ,

δ B =
1

3
TrA3 ,

δM∗i = B∗ ∂i B − B∗TrA ∂iA ,
δ B∗ = 0 . (7.4.31)

6In Eq. (7.4.25) we defined the functional derivative of ΓBV with respect to ρ by keeping constant

the true anti-fields A∗, c∗, C∗iand f∗i, and not the redefined ones in (7.4.5),(7.4.9).
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Let us comment on the geometrical interpretation of the BRST transformations

(7.4.31). The first of (7.4.31) tells us that the super-Beltrami field Mi has flat Kodaira-

Spencer curvature with respect to the differential δ. The second equation expresses the

flatness of the gauge super-connection A. Since A is flat, the Chern-Simons polyform

ΓCS = Tr
(
A δA+

2

3
A3
)

= −1

3
TrA3 (7.4.32)

is a δ-cocycle. The third equation in (7.4.31) says that such cocycle is δ-exact, being the

δ-variation of B. Taking the ∂i derivative of this equation one obtains

δ ∂i B = Tr ∂iAA2 = δTrA ∂iA . (7.4.33)

This means that Ωi ≡ ∂i B − TrA ∂iA is a δ-cocycle

δ
(
∂i B − TrA ∂iA

)
= δΩi = 0 . (7.4.34)

The fourth equation in (7.4.31)

B∗Ωi = δM∗i (7.4.35)

implies therefore

δ B∗Ωi = 0 . (7.4.36)

This is consistent with the fifth equation in (7.4.31) and implies that Ωi is also δ-trivial

Ωi = δ Ci , M∗i ≡ B∗ Ci . (7.4.37)

7.4.1 The action

Not only the BRST transformations but also the action rewrites in a neat form in terms

of superfields. The BV action corresponding to the gauge invariant action (7.3.11) is

2 ΓBV = ρTr
(
A∇A+

2

3
A3
)

+ ρ∇B + ρF iCi − 2 ρA∗ sA− 2 ρ c∗ s c+

−2B∗ sB − 2 d∗ s d− 2 e∗ s e− 2 ρC∗i sCi − 2 ρ f ∗i s fi , (7.4.38)

where we chose to think of ΓBV as a (0, 3)-form with values in the holomorphic densities

rather than a (3, 3)-form as in Eq. (7.3.11).

We have seen that when working with the superfields it is natural to promote the gauge

BRST operator to the total stot which includes the chiral diffeomorphisms, by introducing

the chiral reparametrization ghost ξi which should be thought of as a background, in the

same way as ρ and µi. The corresponding BV action has extra terms with respect to the

gauge BV action (7.4.38) which are proportional to the background ξi. It is this extended
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action which writes most simply in terms of superfields. Of course one can always recover

the gauge action (7.4.38) by putting ξi to zero.

A direct computation shows that (the extended) ΓBV is the (0, 3)-component of the

following polyform with values in the holomorphic densities

2 ΓBV = −B∗ stot B −M∗i stot Mi − B∗Tr (A stotA) =

= B∗Tr
(
A∇̂(M)A+

2

3
A3
)

+ B∗ ∇̂(M)B + M∗i
(
∂̄Mi −Mj ∂j Mi

)
. (7.4.39)

We see therefore that, in much the same way as it happens for 3d CS theory [92], the

BV action is obtained from the classical action (7.3.11) by replacing every field and

background with the superfield to which it belongs

A→ A , B → B , ρ Ci →M∗i ,

µi →Mi , ρ→ B∗ . (7.4.40)

7.5 Anti-holomorphic dependence of physical corre-

lators

The stress-energy tensor of a topological quantum field theory is a BRST anti-commutator

Tµν = {s,Gµν} , (7.5.1)

where Gµν is the supercurrent. If both Tµν and Gµν are conserved one obtains a corre-

sponding relation for the charges

Pµ = {s,Gµ} , (7.5.2)

where Pµ is the generator of translations and Gµ is a vector supersymmetry. Since Pµ is

implemented on local fields by space-time derivatives

∂µ = {s,Gµ} , (7.5.3)

the relation (7.5.2) proves that correlators of local observables of topological field theories

are space-time independent.

HCS theory is, in a sense, semi-topological: it does not depend on the full space-

time metric but only on the Beltrami differential µi. Consequently we expect that a

holomorphic version of the relation (7.5.3) holds for HCS:

∇̂ı̄ = {s,Gı̄} . (7.5.4)
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In this section we want to explore the validity of such a relation. We will find that a

suitable Gı̄ does indeed exist if we enlarge the functional space upon which Gı̄ acts to

include the anti-fields of both the dynamical fields and the backgrounds µi and Ω.

It is convenient to introduce a field γ ı̄(z̄), which depends only on the anti-holomorphic

coordinates z ı̄ and define the scalar operator

Gγ̄ = γ ı̄Gı̄ , (7.5.5)

which carries ghost number -1. It turns out that a suitable Gγ̄ which satisfies (7.5.4) is

defined by the following simple action on the superfields that we introduced in Section

7.4

Gγ̄ A = iγ̄(A) , Gγ̄ B = iγ̄(B) , Gγ̄ B∗ = iγ̄(B∗) ,
Gγ̄ Mi = iγ̄(Mi) , Gγ̄ M∗i = iγ̄(M∗i ) , (7.5.6)

where iγ̄ is the contraction of a form with the antiholomorphic vector field γ ı̄ ∂ı̄. Gγ̄ so

defined is easily seen to satisfy the relation

{stot, Gγ̄} = {iγ̄, ∂̄} , (7.5.7)

where stot is the BRST operator which includes both gauge transformations and chiral

diffeomorphisms:

stot = sdiff + s . (7.5.8)

Note that the gauge BRST operator s acts trivially on the gravitational backgrounds (µi,

ρ, ξi). Let us show that (7.5.7) implies (7.5.4) for the dynamical fields. Indeed, let Φ be

a field which is neither µi nor ξi. We have

Gγ̄ sdiff (Φ) = Gγ̄(Lξ Φ) = Liγ̄(µ) Φ− Lξ Gγ̄(Φ) ,

sdiffGγ̄ (Φ) = Lξ Gγ̄(Φ) ,

{sdiff, Gγ̄} = Liγ̄(µ) Φ , (7.5.9)

where Lξ denotes the action of chiral diffeomorphisms with parameter ξi. Hence

{s,Gγ̄}Φ = {iγ̄, ∂̄}Φ− {sdiff, Gγ̄}Φ = {iγ̄, ∇̂}Φ , (7.5.10)

which is equivalent to (7.5.4). Note that on the backgrounds, we have instead

{s,Gγ̄} ξi = 0 , {s,Gγ̄}µi = iγ̄(F i) . (7.5.11)

When writing down explicitly Gγ̄ on the component fields one verifies that its action on

the sector which does not include the Lagrange multipliers B and Ci does not involve the
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antifields of µ∗i and ρ∗:

Gγ̄ c = iγ̄(A) ,

Gγ̄A = iγ̄(A
∗)− iγ̄

(B∗
ρ
A
)
− iγ̄

(d∗
ρ

)
c ,

Gγ̄A
∗ = iγ̄(c

∗)− 2 iγ̄
(B∗
ρ

)
A∗ − B∗

ρ
iγ̄(A

∗) +

+iγ̄
(B∗
ρ

) B∗
ρ
A+

B∗

ρ
iγ̄
(d∗
ρ

)
c+

(B∗
ρ

)2
iγ̄(A) ,

Gγ̄c
∗ = −2 iγ̄

(B∗
ρ

)
c∗ − d∗

ρ
iγ̄(A

∗)− iγ̄
(d∗
ρ

) B∗
ρ
A ,

Gγ̄ (ρ) = 2 iγ̄(B
∗) ,

Gγ̄ B
∗ = iγ̄(d

∗) ,

Gγ̄ d
∗ = iγ̄(e

∗) ,

Gγ̄ e
∗ = 0 ,

Gγ̄ µ
i = 2 iγ̄(C

∗i) ,

Gγ̄ C
∗i = iγ̄(f

∗i)− 2 iγ̄
(B∗
ρ

)
C∗i − 2

B∗

ρ
iγ̄(C

∗i) ,

Gγ̄ f
∗i = −2 iγ̄

(B∗
ρ

)
f ∗i − 2

d∗

ρ
iγ̄(C

∗i) ,

Gγ̄ e = iγ̄(d) ,

Gγ̄ d = iγ̄(B)− 2 iγ̄(C
∗i) fi − Tr

(
iγ̄(A

∗) c
)

+ iγ̄
(B∗
ρ

Tr (Ac)
)
,

Gγ̄ fi = iγ̄(Ci) . (7.5.12)

The action of Gγ̄ on B and Ci involves instead the anti-fields µ∗i and ρ∗ whose BRST

transformations we introduced in (7.4.25):

Gγ̄ B = 2 iγ̄(ρ
∗)− 2 iγ̄(C

∗i)Ci − iγ̄
(d∗
ρ

)
Tr (Ac) +

B∗

ρ
Tr (A iγ̄(A)) +

−Tr (iγ̄(A
∗)A) ,

Gγ̄ Ci = 2 iγ̄
(µ∗i
ρ

)− 2 iγ̄
(B∗
ρ
Ci
)
− 2 iγ̄

(d∗
ρ

)
fi . (7.5.13)

The existence of Gγ̄ therefore reflects the semi-topological character of the theory.

Since the relation (7.5.3) valid for topological theories is replaced in HCS by (7.5.4), the

correlators of physical local observables O(z, z̄)

F (z, z̄) = 〈O(z, z̄) · · · 〉 with sO(z, z̄) = 0 , (7.5.14)

where the dots denote insertions of physical observables at space-time points other than

(z, z̄), satisfy the identity

∇̂ı̄ F (z, z̄) = 〈s
(
Gı̄O(z, z̄)

)
· · · 〉 . (7.5.15)
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One cannot immediately conclude, from this Ward identity (and BRST invariance) that

F (z, z̄) is a holomorphic function (tensor) on X. This for two reasons.

First of all we have seen that Gı̄ when acting on B and Ci produces the µ∗i and ρ∗:

since ρ and µi are not dynamical (one does not integrate over them) the Ward identity

(7.5.15) says that the z̄-dependence of physical correlators involving B and Ci can be

expressed in terms of derivative of correlators with respect to the moduli ρ and µi.

Secondly, even if restricted to observables which do not involve the Lagrange multipli-

ers B and Ci, the Ward identity (7.5.15) “almost” implies the holomorphicity of F (z, z̄),

but not quite. Indeed, the Gγ̄ variations (7.5.12) of fields other than B and Ci contain

the dynamical anti-fields, and the functional averages of the BRST variation of operators

which depend on the anti-fields are, in general, zero only up to contact terms.

At any rate it is clear that the Ward identity (7.5.15) strongly constrains the anti-

holomorphic dependence of physical correlators. This equation should therefore play

for the Green functions of physical observables of HCS field theory the role that the

holomorphic anomaly equation plays for the open-closed topological string amplitudes

[95]. For example, it is conceivable that one could determine, to a large extent, the

space-time dependence of physical correlators of HCS using the identity (7.5.15) together

with assumptions about the behavior of correlators at infinity. An analogous approach to

compute topological open and closed string amplitudes by integrating the holomorphic

anomaly equation has been quite successful [26], [96].

It would be very interesting to understand the full quantum properties of HCS field

theory. Here we will limit ourselves to few brief comments. First of all there is the issue

of anomalies: the chiral diffeomorphism symmetry (7.3.25) can, in principle, suffer from

anomalies, and, indeed, it does [97]. Chiral diffeomorphism invariance can be restored

at the price of introducing a dependence on the anti-holomorphic Beltrami differentials

and, possibly, on the Kähler metric. The chiral diffeomorphism invariant theory should

display an anomalous Ward identity which controls the anti-holomorphic dependence

on the backgrounds very much like (7.5.15) does for the space-time anti-holomorphic

dependence.

But, of course, the real question which remains to be addressed is the ultraviolet

completeness of the HCS quantum field theory. Being a 6-dimensional gauge theory, HCS

theory is superficially not renormalizable. On the other hand its string interpretation

suggests the opposite. We believe that the extended supersymmetry structure (7.5.4)

capturing the semi-topological character of the theory and the identity (7.5.15) restricting

the space-time dependence of quantum correlators should be instrumental in ensuring that

the physical sector of the theory is indeed free of ultra-violet divergences.
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Chapter 8

Coupling 2-dimensional YM to

topological backgrounds

In this Chapter we will move to discuss 2-dimensional topological YM. Even if näıvely

it does not possess any topological supersymmetry we will see that such a topological

supersymmetry can be obtained, very similarly to what we just did for HCS, by suitably

coupling the theory to topological backgrounds. Also in this case we will need to consider

the BV formalism even if in a somewhat exotic formulation. We will see in the next

Chapter that such a new approach to BV formalism will be useful also for 3-dimensional

Chern-Simons theory.

8.1 Introduction to the theory

It is commonly said that 2-dimensional Yang-Mills theory is a topological theory. It is

indeed well-known that gauge invariance in two dimensions is sufficient to remove all

the propagating local degrees of freedom from the theory. However, this statement can

be considered as too näıve in two respects. First of all, as pointed out in [98], the 2-

dimensional YM action is not topological, i.e. it is not completely independent from the

2-dimensional metric. To convince oneself about this fact it is convenient to write the

2-dimensional action in a slightly unusual way [98] by introducing, beyond the gauge field

A = AaT a, an additional adjoint scalar φ = φaT a

ΓYM =

∫
Σ

TrφF +
ε

2

∫
Σ

d2x
√
gTrφ2 , (8.1.1)

where ε is a constant proportional to the square of the standard YM coupling constant

and Σ is a 2-dimensional Riemann surface provided with a metric g. The correspondence

163



with the standard YM action is then recovered by simply integrating out φ

Γ′YM = − 1

2ε

∫
Σ

TrF 2 . (8.1.2)

On the other hand the formulation (8.1.1) makes explicit the dependence of the theory

from the 2-dimensional metric, via the volume form d2x
√
g which appears in the term

ε

2

∫
Σ

d2x
√
gTrφ2 . (8.1.3)

The action (8.1.1) also shows that, at least classically, the dependence from the metric

gets removed by considering the ε → 0 limit: in this way one obtains the topological

action

ΓYM |ε=0 =

∫
Σ

TrφF , (8.1.4)

which is manifestly invariant under 2-dimensional reparametrizations.

The second aspect that makes 2-dimensional YM a “bad” topological theory is that

both the physical action (8.1.1) and the topological action (8.1.4), do not possess any

topological supersymmetry: they are only invariant under gauge BRST transformations

sgaugec = −c2 ,

sgaugeA = −Dc ,
sgaugeφ = −[c, φ] , (8.1.5)

where, as usual, c = caT a is the ghost field associated to the gauge invariance and the

gauge covariant derivative is

Dc ≡ dc+ [A, c]+ , (8.1.6)

whereas it is not present any topological supersymmetry like the one of four-dimensional

topological YM

sA = ψ , (8.1.7)

where ψ is the gaugino field connected with topological supersymmetry.

Usually the topological supersymmetry is introduced in the theory “by hand”: in [99]

it has been observed that, by adding a decoupled quadratic term in the gravitino field ψ∫
Σ

Trψ ∧ ψ (8.1.8)

to the topological action (8.1.4), the resulting theory becomes invariant under topological

Yang-Mills BRST transformations, see (8.2.7).
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In this Chapter we will discuss how the topological supersymmetry (8.2.7) and the

supersymmetric term (8.1.8) can be obtained in a different, and perhaps more natural,

way.

Let us briefly explain our strategy: contrary to the topological action (8.1.4), the

global symmetry of the “physical” action (8.1.1) is not given by generic 2-dimensional dif-

feomorphisms, but by 2-dimensional volume-preserving diffeomorphisms. The standard

method to study global symmetries is to promote them to local symmetries, by introduc-

ing additional background fields. What we will do in practice is to introduce a specific

2-dimensional background field f (2) (a 2-form on Σ) and to rewrite the non-topological

term (8.1.3) as

−1

2

∫
Σ

f (2)Trφ2 . (8.1.9)

By requiring that the resulting action has the same physical content of the original

one, we will be forced to complete the 2-form field f (2) to a topological U(1) multiplet of

total ghost number (form-degree + ghost number) +2

f (2) , ψ(1) , γ(0) , (8.1.10)

where ψ(1) = ψ
(1)
µ dxµ is a 1-form of ghost number +1 and γ(0) is a 0-form of ghost number

+2.

Moreover, the introduction of the topological multiplet (8.1.10) will force us to deform

the BRST transformations of the physical fields A, φ and c. However we will see that the

deformed BRST algebra closes only up to the equations of motion of the gauge field A.

To face this problem we will make again use of the BV formalism, even if in a new and

somewhat exotic formulation: the standard BV recipe requires to double the field space

by introducing, for each field Φ of the theory, a corresponding antifield Φ̃. The action

gets deformed by additional terms that schematically can be written as

ΓBV = Γcan + · · · =
∫

Σ

Φ̃(sΦ) + . . . , (8.1.11)

where the dots denote additional terms at least quadratic in the antifields and that, for

the specific case at hand, write

−1

2

∫
Σ

γ(0) Tr Ã ∧ Ã , (8.1.12)

where Ã is the antifield for the gauge field A.

The standard BV interpretation, of course, does not consider the antifields Φ̃ as

independent fields, but rather they are fixed to particular functionals of the physical

fields during the gauge-fixing procedure. We will take a different approach: we will just
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introduce the antifield Ã of the gauge field A and we will consider it as an independent

field. We will also drop the canonical term Γcan and we will obtain the final action (8.2.29)

which will be invariant under the BRST transformations (8.2.31); such transformations

can be seen as describing the coupling between topological YM and the additional U(1)

topological background multiplet (8.1.10).

The connection with the approach of [99], equations (8.2.7) and (8.2.8), is now ob-

tained by looking for bosonic backgrounds (f (2), ψ(1) = 0, γ(0)) which are invariant under

the BRST transformations (8.2.31). Such backgrounds are obtained by taking γ(0) con-

stant on Σ and it is easy to show that, for such backgrounds, our action and BRST

transformations (8.2.29), (8.2.31) are equivalent to the corresponding obtained by Wit-

ten, (8.2.7) and (8.2.8), that therefore can be thought as the rigid limit of our approach.

Our approach gives also an understanding, in terms of our backgrounds fields (f (2), ψ(1) =

0, γ(0)), of the “non-supersymmetric” action (8.1.1): it is simply obtained by taking the

bosonic, supersymmetric, background γ(0) = 0; in this point the topological supersym-

metry breaks down to the gauge symmetry (8.1.5) where the topological supersymmetry

is hidden.

8.2 Coupling 2d Yang-Mills to topological backgrounds

The formulation of 2-dimensional Yang-Mills theory which is most directly related to

the topological gauge theory [99] involves, beyond the gauge field A = Aa T a, an adjoint

scalar field φ = φa T a. The 2-dimensional action writes

ΓYM =

∫
Σ

TrφF +
ε

2

∫
Σ

d2x
√
gTrφ2 , (8.2.1)

Σ is the 2-dimensional world-sheet, F is the field strength

F = dA+ A2 , A = Aµ dx
µ = Aa T a , (8.2.2)

and T a, with a = 1, . . . dimG, are generators of the Lie algebra of the gauge group G.

The BRST gauge transformations

sgauge c = −c2 ,

sgaugeA = −D c ,

sgauge φ = −[c, φ] , (8.2.3)

leave the action invariant. By integrating out the scalar field φ one recovers the traditional

form of the YM action

Γ′YM = − 1

2 ε

∫
Σ

TrF 2 . (8.2.4)
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The parameter ε is therefore (proportional to) the square of the standard YM coupling

constant.

The theory (8.2.1) does not describe propagating degrees of freedom, and yet it does

not possess any rigid topological supersymmetry; in this sense it can be thought as the

non-topological formulation of a topological theory. Its ε→ 0 limit

ΓYM
∣∣
ε=0

=

∫
Σ

TrφF , (8.2.5)

gives rise to an action which is invariant under 2-dimensional reparametrizations and it

is therefore often referred to as the “topological limit”.

As a matter of fact, even the ΓYM
∣∣
ε=0

action is not really invariant under any topolog-

ical supersymmetry. In [99] it was observed, however, that action ΓYM
∣∣
ε=0

can be easily

supersymmetrized by adding to it a decoupled quadratic fermionic term

Γtop = ΓYM
∣∣
ε=0
− 1

2

∫
Σ

Trψ ∧ ψ =

∫
Σ

TrφF − 1

2

∫
Σ

Trψ ∧ ψ . (8.2.6)

This action is indeed invariant under topological Yang-Mills BRST transformations:

s c = −c2 + φ ,

sA = −D c+ ψ ,

s ψ = −[c, ψ]−Dφ ,

s φ = −[c, φ] . (8.2.7)

By switching on ε one obtains the action considered in [99]

ΓW =

∫
Σ

TrφF − 1

2

∫
Σ

Trψ ∧ ψ +
ε

2

∫
Σ

d2x
√
gTrφ2 . (8.2.8)

ΓW is also invariant under (8.2.7); nevertheless it is not invariant under 2-dimensional

diffeomorphisms, since it explicitly depends on a 2-dimensional background metric via

the volume form d2x
√
g. The global symmetry of ΓW is just given by volume preserving

2-dimensional diffeomorphisms.

The standard and convenient way to study global symmetries is to make them local

by introducing suitable backgrounds. Accordingly, in this section, the volume preserving

reparametrization symmetry will be treated by replacing both the metric and the coupling

constant ε with a topological background. This will produce automatically the quadratic

fermionic term in (8.2.6), which was introduced by hand in [99].

Let then f (2) be a 2-form field and let us replace the action (8.2.1) with

Γ1 =

∫
Σ

TrφF − 1

2

∫
Σ

f (2)Trφ2 . (8.2.9)
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This action of course has not the same physical content as the original action. A generic

f (2) admits a Hodge decomposition of the following form

f (2) = Ω(2) + dΩ(1) , (8.2.10)

where

Ω(2) = ε d2x
√
g , (8.2.11)

is a representative of H2(Σ) and Ω(1) a 1-form. For Γ1 to be equivalent to Γε we must

remove the degrees of freedom associated to Ω(1). We do this by introducing a BRST

symmetry for the background f (2)

s f (2) = −dψ(1) , (8.2.12)

where ψ(1) is a fermionic background field of ghost number +1. The BRST transformation

(8.2.12) is degenerate: we need therefore introduce also a ghost-for-ghost background field

γ(0) of ghost number +2

s ψ(1) = −d γ(0) , (8.2.13)

with

s γ(0) = 0 . (8.2.14)

The action (8.2.4), however, is not BRST invariant, since

sΓ1 = −s
(1

2

∫
Σ

f (2)Trφ2
)

=
1

2

∫
Σ

dψ(1) Trφ2 =

∫
Σ

ψ(1) TrDφφ . (8.2.15)

To cure for this we modify the BRST transformation law for A

sA = −D c− ψ(1) φ+ · · · , (8.2.16)

so that the BRST variation of the first term in Γ1 cancels the lack of invariance of the

second term:

sΓ1 = s

∫
Σ

TrφF +

∫
Σ

ψ(1) TrDφφ = 0 . (8.2.17)

The problem with (8.2.16) is that it is not nilpotent:

s2A = −d γ(0) φ+ · · · , (8.2.18)

to fix this it is necessary to deform the BRST transformation rule for the ghost c

s c = −c2 + γ(0) φ . (8.2.19)

168



With this modification one has

s2 c = 0 , (8.2.20)

and also this induces an extra term in s2A which cancels the term proportional to d γ0:

s2A = D
(
γ(0) φ

)
− d γ(0) φ+ · · · = γ(0) Dφ+ · · · . (8.2.21)

Although this is still not zero, the lack of nilpotency is now reduced to a term proportional

to the equations of motion of A:

δΓ1

δA
= Dφ , (8.2.22)

and

s2A = 0 on shell . (8.2.23)

The BV formalism provides a systematic way to go off-shell. One introduces the anti-field

corresponding to A

Ã ≡ Ãaµ T
a dxµ , (8.2.24)

which is a 1-form in the adjoint of the gauge group of ghost number -1, and an anti-field

dependent term in the BRST transformation of A

sA = −D c+ γ(0) Ã− ψ(1) φ . (8.2.25)

This makes s nilpotent off-shell on all fields

s2 c = s2A = s2 φ = s2 Ã = 0 off shell , (8.2.26)

as long as the Ã transforms according to

s Ã = −[c, Ã]−Dφ . (8.2.27)

The new term proportional to γ0 in (8.2.25) spoils the invariance of the action

sΓ1 =

∫
Σ

TrφD
(
γ(0) Ã) = −

∫
Σ

γ(0) TrDφ Ã , (8.2.28)

and this is anticipated in the BV framework: once an anti-field dependent term is intro-

duced in the BRST transformation of a field, terms quadratic in the anti-fields must be

added to the action. Indeed the action

Γ =

∫
Σ

TrφF +
1

2

∫
Σ

f (2)Trφ2 − 1

2

∫
Σ

γ(0) Tr Ã ∧ Ã , (8.2.29)

is invariant:

sΓ = 0 , (8.2.30)
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under BRST transformations of both fields and backgrounds

s c = −c2 + γ(0) φ ,

sA = −D c+ γ(0) Ã− ψ(1) φ ,

s φ = −[c, φ] ,

s Ã = −[c, Ã]−Dφ ,

s f (2) = −dψ(1) ,

s ψ(1) = −d γ(0) ,

s γ(0) = 0 . (8.2.31)

8.3 The topological supersymmetry

We have seen that the field Ã emerges naturally in the context of the BV formalism.

In the BV framework, the action (8.2.29) would not however be the full action. The

standard BV action is given by adding to (8.2.29) a canonical piece linear in the antifields

corresponding to all the fields and backgrounds:

Γcan =

∫
Σ

s c c̃+ sA Ã+ s φ φ̃+ s f (2) f̃ + s ψ(1) ψ̃ + s γ(0) γ̃ , (8.3.1)

where

s c̃ = −[c, , c̃]− [φ, φ̃]−D Ã ,

s φ̃ = −[c, φ̃]− F − γ0 c̃+ ψ(1) Ã− f (2) φ . (8.3.2)

The full BV action

ΓBV = Γ + Γcan =

∫
Σ

TrφF +
1

2

∫
Σ

f (2)Trφ2 +

+

∫
Σ

[
(−c2 + γ(0) φ) c̃+ (D c− ψ(1) φ) Ã− [c, φ] φ̃− dψ(1) f̃ − d γ(0) ψ̃

]
+

+
1

2

∫
Σ

γ(0) Tr Ã ∧ Ã , (8.3.3)

generates the BRST transformations of both fields and anti-fields via the familiar BV

formulas.

However the interpretation of Ã as the anti-field of A is not mandatory. We will argue

that an alternative — although exotic — point of view is available in our context and

this point of view leads in a natural way to topological symmetry and localization. In the

approach that we propose the Ã is seen as an independent auxiliary field whose function

is to close the BRST transformations off-shell: at the same time, the action is taken to

be Γ, disregarding the canonical piece Γcan.
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This approach is consistent since the BRST transformations close on the fields (φ,A, c, Ã)

and leave Γ invariant. The only local gauge symmetry of Γ is the non-abelian gauge sym-

metry: Γ possesses also a global vector supersymmetry which, together with the gauge

symmetry, gives rise to the BRST symmetry in (8.2.31). With this reinterpretation the

“ghost field” associated to the topological supersymmetry is the ghost number +1 com-

bination γ(0) Ã.

The background dependent action Γ in (8.2.29) is invariant under simultaneous trans-

formations of fields and backgrounds. To obtain the action invariant under rigid topolog-

ical supersymmetry we consider the backgrounds which are left invariant under (8.2.31)

dψ(1) = 0 , d γ(0) = 0⇔ γ(0) = constant ≡ γ0 . (8.3.4)

One usually restricts oneself to bosonic backgrounds. In this case

ψ(1) = 0 , (8.3.5)

and the BRST transformations reduce to

s c = −c2 + γ0 φ ,

sA = D c+ γ0 Ã ,

s φ = −[c, φ] ,

s Ã = −[c, Ã]−Dφ . (8.3.6)

By introducing the rescaled fields

φ̂ ≡ γ0 φ ψ̂ ≡ γ0 Ã , (8.3.7)

with ψ̂ and φ̂ of ghost number 1 and 2 respectively, the BRST transformations (8.3.6)

become identical to the topological Yang-Mills BRST transformations (8.2.7) and the

BRST invariant action Γ

Γ =
1

γ0

[∫
Σ

Tr φ̂ F − 1

2

∫
Σ

Tr ψ̂ ∧ ψ̂ +
1

2

∫
Σ

f (2)

γ0

Tr φ̂2
]
, (8.3.8)

coincides up to a multiplicative factor, with the Witten topological action ΓW in (8.2.8)

with the identification

f (2)

γ0

=
√
g d2x . (8.3.9)

Let us summarize our logic: we started from the 2d YM theory. In order to study

its global symmetry — volume preserving reparametrizations — we replaced the 2-

dimensional metric and the coupling constant ε with a 2-form background field f (2),
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at the same time asking that the physics only depend on the cohomology class of f (2).

We have seen that this entails both extending the BRST gauge transformations to the

background and to deform the BRST transformations of the gauge multiplet. Since the

deformed BRST transformations close only up to the equations of motion of the gauge

field, it was necessary to introduce Ã — which in the conventional BV treating would be

the anti-field of A. We managed to obtain in this way a BRST invariant theory coupled

to topological backgrounds

Z[{f (2), ψ(1), γ(0)}] =

∫
[dAdφ dÃ]e−Γ[A,φ,Ã;f (2),ψ(1),γ(0)] . (8.3.10)

The Ward identity associated to this symmetry

sZ[{f (2), ψ(1), γ(0)}] = 0 , (8.3.11)

encodes the fact that the partition function only depends on the cohomology class of

f (2), i.e. the volume-preserving 2-dimensional reparametrization global symmetry of the

original theory.

Theories invariant under rigid supersymmetry are now obtained by considering the

backgrounds which are bosonic fixed points of the deformed BRST operator, i.e. γ(0) = γ0

constant and ψ(1) = 0. For γ0 6= 0 one recovers the topological YM Witten theory and

identifies the somewhat mysterious topological gaugino ψ of [99] as γ0 Ã.

By choosing the point γ0 = 0 in the space of BRST-invariant backgrounds one of

course recovers the original YM action (8.2.1): in this limit the topological supersymme-

try collapses and the BRST symmetry reduces to the pure gauge one, (8.2.3). The fact

that the γ0 = 0 point is degenerate in the space of backgrounds, gives a conceptual under-

standing of why the topological supersymmetry of the standard YM action is “hidden”.

On generic points γ0 6= 0 of the space of backgrounds the topological supersymmetry is

manifest.

8.4 Summary

Summarizing our results we have explained, from a new point of view, how the topological

supersymmetry of 2-dimensional YM theory can be achieved without the necessity of in-

troducing any auxiliary fields by hand. We have seen that, by coupling the 2-dimensional

field theory to the background fields, one is forced to complete the gauge system with

the fermionic field Ã. Such an approach has required an alternative way of seeing the BV

formalism too: in this new point of view the antifield A is not seen as an antifield but

rather as an independent field. Our final system is expressed by the action (8.2.29), which

is invariant under the transformations (8.2.31) involving both the physical fields and the
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background fields. Therefore, our final system can be seen as given by the coupling of 2-

dimensional YM with a topological U(1) multiplet. The connection with the traditional

approach of [28] is obtained by looking for bosonic, supersymmetric backgrounds, i.e.

backgrounds which are invariant under the BRST transformations (8.2.31).

Let us finally discuss some open points that would be worth to investigate further in

the future. Two-dimensional (topological) YM can be seen as a particular example of

topological field theory of Schwarz-type: the theory is supposed to be topological since

the classical action is, at least on a large extent, independent from the metric on the

manifold where the theory is defined. On the other hand it is well-known that another

way of obtaining topological field theories is given by topological twisting: one starts with

a physical supersymmetric system and by topological twisting extracts a topological field

theory where a particular supercharge plays the role of the BRST operator. We have

seen that the topological supersymmetry of two-dimensional YM theory can be obtained

by coupling the system to the background. We have seen in the precedent Chapter that

a very similar result can be obtained for HCS too, by coupling the theory to suitable

background fields one obtains a (twisted) N = 2 SUSY algebra, which is responsible for

the topological properties of the model. It is therefore reasonable that, given a topological

field theory of Schwarz type, it is possible to uncover a twisted supersymmetry algebra,

by coupling the theory to topological backgrounds. We will discuss in the next Chapter

that this is the case also for three-dimensional Chern-Simons theory.

The system (8.2.29), which describes the coupling between two-dimensional YM and

a topological U(1) multiplet, can be consistently coupled to two-dimensional topological

gravity. One obtains that, to couple consistently two-dimensional YM theory to topo-

logical gravity, the presence of the topological U(1) multiplet is crucial. It would be

interesting to study further the resulting system coupled to two-dimensional topological

gravity and to explore what kind of topological invariants it computes.
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Chapter 9

Coupling 3-dimensional vector

multiplets to topological

backgrounds

In this Chapter we will apply our idea of coupling topological field theories to topo-

logical background fields to the case of three-dimensional supersymmetric theories with

vector supermultiplets; by considering Chern-Simons theories and topological YM theo-

ries. We will see that such an approach, that can be thought as an alternative to current

paradigma of coupling supersymmetric field theories to supergravity, has many relevant

benefits with respect to the standard one. It allows a straightforward characterization

of the backgrounds allowing rigid (twisted) supersymmetry, it allows a clear identifica-

tion of the geometrical moduli on which the partition function can depend and it allows

to compute the functional dependence of the partition on the geometrical backgrounds

without performing any regularization procedure and in a completely gauge independent

way: we will see indeed that the functional dependence of the partition function from the

geometrical moduli can be computed starting from a topological anomaly. In the first

section of this Chapter we will introduce the problem and this new point of view. In

subsequent sections we will see how such a program can be worked out.

9.1 Statement of the problem

In the last few years there has been considerable progress in the analytical evaluation of

partition functions and observables of supersymmetric gauge theories in different dimen-

sions on certain compact manifolds equipped with suitable metrics. The common theme

of these computations is localization. Localization is a long-known property of supersym-

metric and topological theories, by virtue of which semi-classical approximation becomes,
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in certain cases, exact [28]. In more recent times this property has been exploited with

considerable success in the work by Pestun [29] and in many following papers. In Pestun’s

approach no twisting of supersymmetry is performed. One rather seeks for manifolds and

metrics supporting (generalized) covariantly constant spinors which ensure that certain

supersymmetry global charges are unbroken. The global supersymmetry charges, even if

spinorial in character, function essentially as topological BRST charges. Under favourable

conditions one can choose a Lagrangian for which the semi-classical computation in the

supersymmetric background is exact.

In three dimensions, a host of results is available. Explicit exact computations have

been performed for 3-spheres, both with round and “squashed” metrics, and for Lens

spaces. The best understood case is the one for which the complex conjugate of the

(generalized) covariantly constant spinor is also covariantly constant. This is referred to

as the “real” case in [100]. In all these cases the existence of (generalized) convariantly

constant spinors implies in turn the existence of a Seifert structure on the 3-manifold.

This refers to 3-manifolds with an almost contact metric structure and associated Reeb

Killing vector field.

As a matter of fact Seifert 3-manifolds has already made their appearance earlier

in the study of (non-supersymmetric) pure Chern-Simons (CS) gauge theories. It was

discovered first “experimentally” [101] and then explained using various approaches by

different authors [102], [103] that the semiclassical approximation for CS theories becomes

exact precisely for Seifert 3-manifolds. Later, starting from [31], this result was rederived

by considering the supersymmetric extension of CS: indeed this model is equivalent,

after integrating out non-dynamical auxiliary fields, to the bosonic theory. In this way,

computability of CS on Seifert manifolds was brought within the more general paradigm

of convariantly constant spinors and localization.

In some cases, it is possible to perform localization computations not just for a single

isolated Seifert structure, but for families of Seifert metrics depending on some continu-

ous parameters. A significant example is provided by the the squashed metric considered

in [35].1 In those instances the partition function (and the observables) turns out to

depend non-trivially on (some of those) parameters. Take for example the case of (super-

symmetric) Chern-Simons theory on the squashed spheres, with the squashing considered

in [35]:

ds2 = ḡµν(x; b) dxµ ⊗ dxν = (sin2 θ + b4 cos2 θ) dθ2 + cos2 θ dφ2
1 + b4 sin2 θ dφ2

2 . (9.1.1)

At first sight, the fact that the partition function is a non-trivial function of the squashing

1 In this Chapter, we will use the word squashed sphere to indicate the case that in [35] is indicated

as the “less familiar” one. Namely it means a squashing that preserve just a U(1) × U(1) symmetry of

the sphere.
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parameter b2 is not, per se, surprising. Indeed, even if CS theory is topological at classical

level, topological invariance is anomalous at quantum level [34]. This means that the

quantum CS action does depend on the background metric in a way which is controlled

by the anomaly functional:

δΓCS[gµν ] =

∫
M3

A
(3)
1 [gµν , ψµν ] =

c

6

∫
M3

εµνρRα
µ Dν ψρα d

3x , (9.1.2)

where ψµν = δgµν is the variation of the metric and c is a computable anomaly coefficient.

However, if one plugs the squashed metric (9.1.1) and the variation ψµν = b ∂b gµν into

the anomaly form (9.1.2), one finds that the anomaly vanishes identically

A
(3)
1 [gµν(x; b), b ∂b gµν ] = 0 . (9.1.3)

In this Chapter we will solve this conundrum: we will see that the vanishing of the topo-

logical anomaly for the squashed spheres is compatible with the non-trivial dependence

of the partition function on the squashing parameter. As a matter of fact, we will show

that the topological anomaly captures the precise dependence of the partition function

on b. We will extend this results to generic three-dimensional supersymmetric theories,

with both Yang-Mills and Chern-Simons terms in the action (YM + CS), involving vector

multiplets only.

The resolution of our puzzle will require understanding the appropriate renormaliza-

tion prescription for quantum effective actions on Seifert manifolds. The time-honored

method to identify the renormalization prescriptions associated to certain symmetries is

to introduce backgrounds fields which act as sources for the currents associated to those

symmetries. This approach has been forcefully advocated more recently in the specific

context of supersymmetric gauge theories in [30] and in several following papers.

We also will introduce backgrounds, but our treatment will differ from the one which

has become common in the literature on localization of the last few years. Instead

of coupling the supersymmetric gauge theory to supergravity, we will first consider its

topological version and then couple it to topological gravity.

This will have the advantage of obtaining the Seifert condition for global supersymme-

try in the most straightforward way by avoiding all the complications of spinors. Moreover

and most importantly the topological gravity formulation will make immediate to identify

the subsets of the topological transformations which preserve the Seifert structure. In

the Seifert context Chern-Simons topological (framing) anomaly is BRST trivial [102].

We compute explicitly the corresponding local Wess-Zumino functional. We will use it

to derive the dependence on the Seifert moduli of the quantum action directly from the

anomalous Ward identity associated to the topological anomaly. Our computation will

be manifestly regularization and gauge independent: We will do it without the need of

computing explicitly any functional determinant.
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9.2 Coupling 3d Chern-Simons to topological gravity

The classical Chern-Simons action [88] is

ΓCS =

∫
M3

Tr
[1

2
AdA+

1

3
A3
]
, (9.2.1)

where

A = Aaµ T
a dxµ (9.2.2)

is a 1-form gauge field on a closed 3-manifold M3. T a, with a = 1, . . . , dimG, are

generators of the Lie algebra of the simple, connected and simply connected gauge group

G. Gauge invariance leads to the nilpotent BRST transformation rules

S0A = −D c , S0 c = −c2 , (9.2.3)

where c = ca T a is the ghost field carrying ghost number +1 and D c ≡ d c + [A, c]+ is

the covariant differential.

The classical action (9.2.1) is both invariant under diffeomorphisms and independent

of the 3-dimensional background metric gµν . In order to study the fate in the quan-

tum theory of this global topological symmetry one must couple the theory to suitable

backgrounds. This has been done in [94] where it is explained that the backgrounds

appropriate for the topological symmetry in question are those of equivariant topological

gravity [23]

s gµν = ψµν − Lξ gµν , s ψµν = Lγ gµν − Lξ ψµν ,

s ξµ = γµ − 1

2
Lξ ξµ , s γµ = −Lξ γµ , (9.2.4)

where ξµ is the ghost of reparametrizations of ghost number +1, ψµν is the topological

gravitino of ghost number +1 and γµ is the ghost-for-ghost of ghost number +2.

The coupling to background topological gravity induces both deformations in the

BRST transformations of the matter fields and extra terms in the action. It also requires

introducing new matter fields Ã and c̃ which sit in the same BRST multiplet as c and A.

Ã and c̃ are Lie algebra-valued 2 and 3-forms

Ã = (Ã)aµν T
a dxµ dxν , c̃ = (c̃)aµνρ T

a dxµ dxν dxρ , (9.2.5)

of ghost number −1 and −2 respectively. All the matter fields, as we already recalled in

Chapter 7, fit niceley into a single super-field, or polyform, A,

A ≡ c+ A+ Ã+ c̃ (9.2.6)
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whose total fermionic number, given by the form degree plus ghost number, is +1. The

action of the BRST transformation on the supermultiplet (9.2.6) before coupling to topo-

logical gravity writes in the compact form

δ0A+A2 = 0 , (9.2.7)

where

δ0 = S0 + d , δ2
0 = 0 (9.2.8)

is the “rigid” coboundary operator of total fermion number +1. It is immediate to check

that (9.2.7) reduces to (9.2.4) when restricted to the fields c and A.

To describe the coupling to topological gravity it is convenient to consider the operator

S ≡ s+ Lξ , (9.2.9)

rather than the nilpotent BRST operator s. On the functionals of the backgrounds

independent of ξµ, S satisfies

S2 = Lγ (9.2.10)

and it is therefore nilpotent on the space of equivariant functionals of the topological

gravity multiplet.

After these preliminaries, one discovers that the coboundary operator appropriate

to describe the BRST transformation rules of the system after coupling to topological

gravity is simply

δ ≡ S + d− iγ , δ2 = 0 , (9.2.11)

where δ writes in the same form as the rigid ones

δA+A2 = 0 . (9.2.12)

When written for the component fields, these transformations become

s c = −c2 − Lξ c+ iγ(A) ,

s A = −D c− Lξ A+ iγ(Ã) ,

s Ã = −[Ã, c]− Lξ Ã− F + iγ(c̃) ,

s c̃ = −[c̃, c]− Lξ c̃−D Ã . (9.2.13)

The action also gets modified after coupling to topological gravity: one can check that

ΓCS+t.g. = ΓCS +
1

2

∫
M3

Tr iγ(Ã) Ã , (9.2.14)
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is invariant by transforming both the fields according to (9.2.13) and the backgrounds

according to (9.2.4).

The fields Ã and c̃ have a natural interpretation, in the Batalin-Vilkovisky formalism,

as the anti-fields of A and c. However in this Chapter we will make use of the alternative

— somewhat exotic — point of view that we developed in Chapter 8. Ã and c̃ are considere

as independent auxiliary fields whose function is to close the BRST transformations off-

shell: at the same time, our action we will be just ΓCS+t.g., not the full ΓBV .

Of course, in the formulation in which (Ã, c̃) are auxiliary fields, ΓCS+t.g. maintains

the original non-abelian gauge symmetry, which, eventually, will have to be fixed: both

the gauge non-abelian symmetry and the the global vector supersymmetry associated to

the topological invariance of the matter theory are captured by the BRST symmetry in

(9.2.13). In other words, the anti-fields of the BV formulation can be reinterpreted as

the auxiliary fields which are necessary to close the global supersymmetry algebra of the

supersymmetric CS, after twisting that supersymmetry to obtain a topological model.

As a matter of fact, the 3d action (9.2.14) has more local gauge invariance than just

the standard non-abelian gauge invariance: it is invariant also under the fermionic local

symmetry

Ã→ Ã+ iγ(χ) , (9.2.15)

where χ is a fermionic scalar gauge parameter in the adjoint of the gauge group. Thus,

the commuting field c̃ can be viewed as the ghost associated to this additional local

symmetry. This extra gauge invariance is fixed by replacing ΓCS+t.g. with

Γ′CS+t.g. = ΓCS+t.g. + s

∫
M3

Tr
(
b ∗ iγ(∗Ã)

)
=

= ΓCS +
1

2

∫
M3

Tr iγ(Ã) Ã+

∫
M3

Tr
[
Λ ∗ iγ(∗Ã)− b ∗ iγ(∗ iγ(c̃)) + b ∗ iγ(∗F )

]
+

+

∫
M3

d3xψµν ε
αβµ γν Tr b Ãαβ , (9.2.16)

where b is a 0-form anti-ghost of ghost number -2,

s b = −Lξ b− [c, b] + Λ , sΛ = −Lξ Λ− [c,Λ] + iγ(D b) , (9.2.17)

Λ is a Lagrange multiplier of ghost number -1 and ∗ is the Hodge dual with respect to

the background metric gµν .

Summarizing: The action Γ′CS+t.g. has the background topological supersymmetry

captured by (9.2.4) and (9.2.13) and no other local gauge-invariance beyond the standard

non-abelian gauge invariance: Ã and c̃ can now be consistently thought of as auxiliary,

non propagating, fields rather than anti-fields.
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9.3 Coupling 3d topological YM with CS term to

topological gravity

The 3d topological YM theory is characterized by the BRST transformations

S0 c = −c2 + σ ,

S0A = −D c+ Ψ ,

S0 Ψ = −[c,Ψ]−Dσ ,

S0 σ = −[c, σ] , (9.3.1)

Ψ is a fermionic 1-form of ghost number 1 and σ a bosonic 0-form of ghost number 2.

Both of them are in the adjoint of the gauge group. It is convenient to introduce a

super-field or polyform of total fermionic number (ghost number + form degree) equal

to 2:

F = F + Ψ + σ . (9.3.2)

The transformations (9.3.1) write in a nice compact form in terms of the “rigid” cobound-

ary operator δ0 = S0 + d

F = δ0AYM +A2
YM , (9.3.3)

where

AYM = c+ A . (9.3.4)

It is important to observe that the super-field or polyform containing the gauge connection

which is appropriate for the YM theory is not the same as the connection polyform A
(9.2.6) of CS.

Let us again denote by s the nilpotent BRST operator after coupling to topological

gravity. As seen in the previous section, it is convenient to introduce the operator

SYM ≡ s+ Lξ , S2 = Lξ , (9.3.5)

where ξ is the ghost associated to reparametrizations. The coboundary operator for

topological YM coupled to topological gravity is again given by a formula identical to

(9.2.11)

δYM ≡ SYM + d− iγ , δ2 = 0 , (9.3.6)

with δ satisfying

F = δYM AYM +A2
YM . (9.3.7)
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These transformations write in components:

SYM c = −c2 + iγ(A) + σ ,

SYM A = −D c+ Ψ ,

SYM Ψ = −[c,Ψ] + iγ(F )−Dσ ,

SYM σ = −[c, σ] + iγ(Ψ) . (9.3.8)

Finally, the action of pure topological YM can be taken to be a s-trivial term:

ΓYM+t.g. = SYM χ . (9.3.9)

As just remarked, the superfield (9.3.4) appropriate for YM theory is quite different from

the corresponding polyform relevant for Chern-Simons theory. However, we will now

show that it is possibile to recast the topological YM BRST transformations purely in

terms of the Chern-Simons superfield A. To this end, let us pick a contact structure k

on the 3-manifold, M3 which is dual to the background vector field γµ:

iγ(k) = 1 , Lγ k = 0 . (9.3.10)

1-forms ω on M3 are naturally decomposed along the horizontal and vertical directions

as follows

ω = k ωV + ωH , (9.3.11)

where

ωV ≡ iγ(ω) , iγ(ωH) = 0 . (9.3.12)

Let us therefore decompose the fermionic 1-form Ψ of the topological YM multiplet

according to

Ψ ≡ k ζ + ΨH , (9.3.13)

with iγ(Ψ) = ζ. Since any horizontal form is iγ-exact

ΨH = iγ(Ã) , (9.3.14)

we have

Ψ ≡ k ζ + iγ(Ã) , (9.3.15)

where Ã is a 2-form of ghost number -1. Note that the decomposition (9.3.15) is not

unique and it has the gauge invariance

Ã→ Ã+ iγ(c̃) . (9.3.16)
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When written in terms of ζ and Ã the YM topological transformations (9.3.8) rewrite as

SYM c = −c2 + iγ(A) + σ ,

SYM A = −Dc+ iγ(Ã) + k ζ ,

SYM Ã = −[c, Ã]− F + iγ(c̃) + k D σ ,

SYM c̃ = −[c, c̃]−D Ã− [σ, Ã] + k dk ζ ,

SYM σ = −[c, σ] + ζ ,

SYM ζ = −[c, ζ] + iγ(Dσ) , (9.3.17)

where we introduced the ghost-for-ghost c̃ to take into account the gauge-invariance

(9.3.16). When written in this form, the emergence of the CS superfield

A = AYM + Ã+ c̃ (9.3.18)

becomes apparent. Indeed the transformations (9.3.17) can be expressed entirely in terms

of A:

δYM A+A2 = Φ , (9.3.19)

where Φ is the polyform of total ghost number +2

Φ = σ + k ζ + k D σ + k
(
dk ζ − [σ, Ã]) . (9.3.20)

Eq. (9.3.19) is perfectly equivalent to the original (9.3.8): by means of the decomposition

associated to the contact form k, it was possible to reformulate the topological YM

transformations in terms of the full CS multiplet.

The important observation is that it is possible to recast (9.3.19) in the CS-form

δYM A′(A) +A′(A)2 = 0 , (9.3.21)

where

A′(A) ≡ A+ Θ ,

Θ ≡ k σ + k dk σ . (9.3.22)

The relation (9.3.21) shows that the YM BRST operator δYM has the same algebraic

content as the CS BRST operator δ. As a matter of fact one sees from (9.3.17) that δYM

differs from the CS δ only because it also includes, on top of the CS transformations, the

shift symmetry

A→ A+ k ζ (9.3.23)
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together with σ, the BRST partner of ζ. This shift symmetry was originally introduced

in [102], to explain localization of CS theory on Seifert manifolds.

Since ζ, σ make a trivial BRST doublet, the physical content of δYM and δ is the

same. Indeed, from (9.3.22) one derives the identity

SYM Γ[A′(A)] = SCS Γ[A]
∣∣∣
A→A′(A)

. (9.3.24)

Thus, given any action Γ[A] invariant under the CS BRST operator SCS, we can obtain

an action invariant under SYM by performing the substitutions

c′ = c , A′ = A+ k σ , Ã′ = Ã , c̃′ = c̃+ k dk σ . (9.3.25)

In particular from the SCS-invariant action (9.2.14), one obtains the SYM invariant action

Γ̃CS[A, Ã, σ] = ΓCS[A+ k σ] +
1

2

∫
M3

Tr iγ(Ã) Ã , (9.3.26)

which is equivalent to the CS action coupled to topological gravity backgrounds. This

action is essentially the same as the Beasley-Witten’s action [102]. In the symplectic

formalism of [102] the term quadratic in Ã is interpreted as the symplectic 2-form on the

space of connections living on the base of the Seifert fibration. In our approach this term

emerges naturally from the coupling to the topological backgrounds.

Summarizing it is possible to include a CS-term in the action for the topological YM

gauge theory coupled to topological gravity: this is given in (9.3.26). The total action of

the topological YM system with a CS term coupled to the topological gravity background

will have therefore the form

ΓYM+CS+t.g. = SYM χ+ ΓCS[A+ k σ] +
1

2

∫
M3

Tr iγ(Ã) Ã . (9.3.27)

9.4 The supersymmetric point

The quantum partition function of the topological YM + CS system in presence of topo-

logical gravity backgrounds2

Z[gµν , ψµν , γ
µ] =

∫
[dAdÃ dc̃ dσ dζ] e−ΓYM+CS+t.g. , (9.4.1)

is an equivariant functional of the topological gravity multiplet. This means that it is both

independent of ξµ and invariant under reparametrizations. At classical level it satisfies

the Ward identity

sZ[gµν , ψµν , γ
µ] = S Z[gµν , ψµν , γ

µ] = 0 , (9.4.2)

2The notation in (9.4.1) is schematic: we did not include explicitly the ghost sector which fixes the

standard YM gauge invariance.
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which can be — and actually is — broken by quantum anomalies. We postpone the

discussion regarding quantum topological anomalies to Section 9.6.

We can now look for bosonic backgrounds which are left invariant by S:

ψ̄µν = 0 , Lγ̄ ḡµν ≡ D̄µ γ̄ν + D̄ν γ̄µ = 0 . (9.4.3)

The second equation above says that the superghost background γ̄µ(x) is a Killing vector

of the 3-dimensional metric ḡµν(x). These geometrical data define a so-called Seifert struc-

ture on a 3-dimensional manifold [102]. We see therefore that supersymmetric YM+CS

theories admitting a rigid topological supersymmetry are precisely those defined on 3-

dimensional Seifert manifolds. Hence one anticipates that supersymmetric YM+CS theo-

ries on Seifert manifolds enjoy localization properties [29]. This fact, originally discovered

in a “phenomenological” way in [101], has been subsequently explained using various ap-

proaches by different authors [102], [31]. In our approach this follows straighforwardly

from the BRST trasformations of topological gravity.

The topological YM+CS action on a fixed Seifert manifold

Γ̄ = SYM χ+ ΓCS[A+ k σ] +

∫
M3

Tr
[1
2
iγ̄(Ã) Ã+ Λ ∗ iγ̄(∗Ã) + b ∗ iγ̄(∗ iγ̄(c̃+ k dk σ)) +

+b ∗ iγ̄(∗ (F +D (k σ)))
]
, (9.4.4)

is therefore invariant under the following BRST transformations which encode both

gauge-invariance and global topological supersymmetry

SYM c = −c2 + iγ̄(A) + σ ,

SYM A = −Dc+ iγ̄(Ã) + k ζ ,

SYM Ã = −[c, Ã]− F + iγ̄(c̃) + k D σ ,

SYM c̃ = −[c, c̃]−D Ã− [σ, Ã] + k dk ζ ,

SYM σ = −[c, σ] + ζ ,

SYM ζ = −[c, ζ] + iγ̄(Dσ) . (9.4.5)

9.5 The relation between topological and physical

supersymmetry

The rigid topological theory that we obtained by coupling topological YM+CS to topo-

logical gravity computes certain (semi)-topological observables of the “physical” globally

supersymmetric YM+CS theory living on the same manifold. In particular the topo-

logical partition function, which is the object that we consider in this Chapter, is the
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same as the superpartition function of the “physical” theory, i.e. the partition func-

tion with supersymmetric boundary conditions on both bosons and fermions. Indeed,

as we mentioned in Section 9.1, the almost totality of the computations of those (semi)-

topological observables performed in recent years, were developed directly in the context

of the “physical” theory with spinorial supercharges. We argued that the topological

gravity viewpoint provides some benefits, both conceptual and practical. For starters,

we just saw in the previous section that the Seifert condition emerges from topological

gravity directly — without the necessity to go through covariantly constant spinors [31],

add extra symmetries [102], or pick up ingenious gauges [103]. But, above all, the cou-

pling to topological gravity will allow us, in the next sections, to compute the moduli

dependence of the partition function of supersymmetric YM+CS theory (involving only

vector multiplets) by solving the anomalous topological Ward identities, in a completely

regularization and gauge independent way.

In this section we will describe more precisely the relation between the topological

YM+CS obtained via the coupling to topological gravity and “physical”, spinorial, super-

symmetric theory. We will also elucidate how the action that emerges from topological

gravity encompasses the topological actions which were introduced in either [102] or [106].

Supersymmetric CS (SCS) theory on curved space has been studied starting from [31],

who considered the special example of S3. The supersymmetric extension of the CS action

in flat space [104] writes

ΓSCS = ΓCS +

∫
d3xTr

(
Dσ − 1

2
λ† λ

)
, (9.5.1)

where the scalars D, σ and the Dirac spinor λ are in the adjoint of the gauge group. Since

the D, σ and λ are auxiliary non-dynamical fields supersymmetric CS theory (9.5.1) is

physically equivalent to pure CS theory. The action (9.5.1) is invariant under the global

supersymmetry transformations which have the structure

δ ≡ δε + δε̄ , (9.5.2)

where

δεAµ = − i
2
λ† γµ ε ,

δε σ = −1

2
λ† ε ,

δεD = − i
2
Dµλ

† γµ ε+
i

2
[λ†, σ] ε ,

δε λ = −i√g εµνρ γρ F µν −D ε+ i γµDµ σ ε ,

δε λ
† = 0 , (9.5.3)

and δε̄ Φ = (δε Φ)†, for any field Φ ∈ {A, σ,D, λ, λ†}.
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The classical action of ordinary, non supersymmetric, CS action has the peculiarity of

being invariant under local diffeomorphisms without the need of introducing a space-time

metric. This means that one can study quantum CS theory on any fixed curved manifold:

topological invariance of CS theory must be thought of as a global symmetry, in the sense

that one does not need to integrate over space-time metrics to make sense of the quantum

theory. This global symmetry is actually broken by anomalies: but, precisely because

one is dealing with a global symmetry, this does not spoil the consistency of the quantum

theory.

One might imagine that, by analogy, SCS theory might be made invariant under local

supersymmetry transformations without the need of explicitly introducing supergravity

backgrounds. If this were so, SCS could be formulated consistently on any manifolds.

Let us discuss why this is not the case.

The standard recipe for putting a generic supersymmetric theory on a curved manifold

is to first couple it to supergravity, by promoting the global supersymmetry transforma-

tions (9.5.3) to local ones. For the SCS theory, this would mean in principle to couple

(9.5.1) to the Noether supercurrents

Sµ =
i

2
λ† γµ σ , S̄µ = − i

2
γµ λσ , (9.5.4)

by changing the action

Γcurved
SCS = ΓSCS + ψ†µ S̄

µ + Sµ ψµ + · · · ,
(9.5.5)

where ψµ is the gravitino field and the dots denote the higher order terms of the Noether

procedure. The coupled action Γcurved
SCS is invariant — at linearized level — under lo-

cal supersymmetry transformations (9.5.3) of the fields if the gravitino background also

transforms as

δε ψµ = Dµε+ · · · , δε̄ ψ
†
µ = Dµε

† + · · · . (9.5.6)

However SCS theory is “almost” topological. This is reflected by the fact that the super-

currents (9.5.4) vanish on shell

Sµ = i α
δ ΓSCS
δλ

γµ σ +
i

2
(1− α)λ† γµ

δ ΓSCS
δD

, (9.5.7)

where α is an arbitrary parameter. Since, when ε is space-dependent, the supersymmetry

variation of the flat space action writes in terms of the supercurrents as follows(
δε + δε̄

)
ΓSCS =

∫
d3x

(
SµDµ ε+Dµ ε

† S̄µ
)

=

=

∫
d3x

(
i α

δ ΓSCS
δλ

γµ σ +
i

2
(1− α)λ† γµ

δ ΓSCS
δD

)
Dµ ε+ c.c. ,

(9.5.8)
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one sees there is an alternative way to make (the diffeomorphism invariant extension of)

ΓSCS locally supersymmetric. This alternative method does not require introducing the

gravitino: thanks to on-shell vanishing of the supercurrents one can simply modify the

supersymmetry variations of λ, λ† and D

δ̃ε λ = δε λ+ i α γµDµ ε σ ,

δ̃εD = δεD −
i

2
(1− α)λ† γµDµ ε , (9.5.9)

where the covariant derivatives are those appropriate to the chosen curved manifold.

Then, (9.5.8) is obviously equivalent to

δ̃ε ΓSCS = δ̃ε̄ ΓSCS = 0 , (9.5.10)

for space-time dependent ε’s.

The trouble with this “alternative” way to make the supersymmetry local is that, for

α arbitrary and for generic manifolds, the local supersymmetry algebra does not close.

By analyzing the supersymmetry commutation relations one discovers [107] that closure

of the algebra requires both that the condition

α =
2

3
(9.5.11)

is met and that the space-time dependence of ε be restricted by the differential equation

γµ γν DµDν ε = h ε . (9.5.12)

One concludes that CS theory with rigid supersymmetry can be constructed only on

manifolds for which solutions of Eq. (9.5.12) exist. For those special manifolds one can

obtain the corresponding rigid supersymmetry transformations by replacing in (9.5.9) the

spinors which solve Eq. (9.5.12).

The lesson of this discussion is that, even for the “almost topological” supersymmetric

CS theories one cannot neglect the coupling of the (classically vanishing) supercurrents to

the supergravity backgrounds. Indeed it has since been understood [105], [100] that the

conditions (9.5.11) and (9.5.12) are to be interpreted, in a model independent way, as the

equations for the vanishing of the supersymmetry variation of the gravitino background

δε ψµ = δε̄ ψ
†
µ = 0 . (9.5.13)

The nice feature of Eqs. (9.5.13) is their universality: they do not depend on the specific

theory one is considering and they characterize manifolds on which field theories with

global supersymmetry may be constructed. The specific form of supersymmetry does

instead depend on both the solution of (9.5.13) and the form of the coupling of the

supergravity multiplet to the theory at hand.
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It can be shown that in the real case when a solution ε of δε ψµ = 0 defines by

conjugation a solution of δε̄ ψ
†
µ = 0, the vector

γ̄µ = ε† Γµ ε (9.5.14)

is a (real) Killing vector of the underlying 3-manifold

Dµ γ̄ν +Dν γ̄µ = 0 . (9.5.15)

This explains in particular why CS theories on 3-manifolds admitting a U(1) action —

known as Seifert 3-manifolds — enjoy the localization property which was originally dis-

covered in [101] in an experimental way. We have seen that in our topological approach,

the Seifert condition (9.5.15) emerged directly from the topological gravity BRST trans-

formation laws, with no reference to (generalized) covariantly constant spinors.

We can consider also the supersymmetric YM action in the SCS theory:

ΓSCS+SYM = ΓSCS + ΓSYM , (9.5.16)

where3

ΓSYM = Tr
[1
4
F 2
µν +

1

2
DµσD

µ σ +
1

2
(D +

σ

r
)2 +

i

2
λ†γµDµλ+

i

2
λ† [σ, λ]− 1

4 r
λ† λ

]
.

(9.5.17)

This latter action is not only invariant under the global supersymmetry transformations

(9.5.3), (9.5.9), (9.5.13), but also supersymmetric exact

ε† εLYM = δ̃ε δ̃ε̄ Tr
1

4

(
λ† λ− 2Dσ

)
. (9.5.18)

Therefore, cohomologically, the SCS+SYM system is equivalent to SCS theory.

The supersymmetric SCS+SYM on a fixed Seifert manifold can be twisted to give a

model with a topological rigid symmetry. This was done in [106]. The physical supersym-

metric vector multiplet (9.5.3) includes a Dirac fermion λ which has 4 real components.

After the twist of [106], three of those form the topological gaugino Ψ. This, together

with the scalar σ and the gauge connection A form the multiplet of topological YM. The

twisted supersymmetry transformations of this supermultiplet turn out to have the form

(9.3.8), in which the topological gravity field γµ is replaced by the Reeb vector field γ̄µ.

The remaining fermion gives rise to a scalar α of ghost number +1 which form, together

with the auxiliary scalar field D of ghost number +2, an additional BRST trivial doublet,

SYM α = −[c, α] + D +X(A, σ) ,

SYM D = −[c,D] + iγ̄ Dα + [σ, α]− S̃ X(A, σ) . (9.5.19)

3The parameter r which appears in this formula is the radius of the S1 of the Seifert fibration.
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Note that SYM is nilpotent for any choice of the scalar function X(A, σ) of ghost number

2. The twist of the physical supersymmetric theory gives rise to a specific choice for

X(A, σ). We keep it arbitrary for the moment, to better explain the connections with

other approches.

The additional BRST trivial doublet (α,D) can function as an antighost-Lagrange

multiplier pair, by adding to the SYM invariant action (9.3.26) an SYM -trivial term

Γ′CS = ΓCS[A+ k σ] +
1

2

∫
M3

kTr Ψ Ψ + SYM

∫
M3

k dkTrασ . (9.5.20)

One can pick

X(A, σ) = 0 . (9.5.21)

With this choice the gauge-fixing term in (9.5.20) fixes the Beasley-Witten shift-symmetry:

integrating out D puts σ to zero and integrating out α sets ζ = 0 and thus Ψ = iγ(Ã).

We recover in this way our original CS action (9.2.14).

The twist of the physical SCS action (9.5.1) discussed in [106] gives instead the

X(A, σ) =
k F

k dk
+ σ = iγ(∗F ) + σ . (9.5.22)

Note that this choice of X(A, σ) introduces a spurious dependence of the BRST operator

on the metric compatible with the vector field γ̄µ which defines the Seifert structure. This

dependence should of course drop out in physical observables, but this is not explicit in

the framework of [106]. The reason of course is that twisting a physical supersymmetric

action corresponds to make a specific choice for the gauge-fixing term of the topological

action. This, although sometimes convenient to perform explicit computations, leads to

gauge-dependent BRST transformations, somehow obscuring the geometric content of the

topological symmetry. One appealing feature of our treatment is that it makes manifest

that the theory only depends on the Seifert structure.

9.6 Topological Anomaly for Seifert manifolds

The classical Ward identity (9.4.2) can be broken by quantum anomalies

S logZ[gµν , ψµν , γ
µ] ≡ S

∫
M3

Γ[gµν ] =

∫
M3

A
(3)
1 [gµν , ψµν ] . (9.6.1)

The topological anomaly describes therefore the response of the quantum action density

Γ[gµν ] of the YM+CS topological system under a generic variation of the metric δgµν ≡
ψµν

δ

∫
M3

Γ[gµν ] =

∫
M3

A
(3)
1 [gµν , δgµν ] . (9.6.2)
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The topological anomaly 3-form A
(3)
1 is a local cohomology class of ghost number +1 of the

BRST operator of topological gravity, which must satisfy the Wess-Zumino consistency

condition

S A
(3)
1 [gµν , ψµν ] = −dA(2)

2 [gµν , ψµν , γ
µ] . (9.6.3)

Topological anomalies were classified in [94]. In 3-dimensions we have a single represen-

tative of ghost number +1

A
(3)
1 [gµν , ψµν ] =

c

6
εµνρRα

µ Dν ψρα d
3x , (9.6.4)

c is the anomaly coefficient. From the structure of the anomaly, it is clear that the parity

invariant topological YM part of the action cannot contribute to c. A non-trivial c can

only come from the CS part ΓCS+t.g. of the action. Since this theory is equivalent to

bosonic CS, we conclude that c is nothing but the coefficient of the framing anomaly of

pure bosonic CS. For SU(N) gauge theories this has been computed in [34]:

cSU(N) =
i

4π

N2 − 1

k
(9.6.5)

3-dimensional diffeomorphisms are not anomalous. Hence, there exists a renormaliza-

tion prescription which gives rise to an effective (non-local) action Γ[gµν ] which transforms

as a 3-form under 3-dimensional generic diffeomorphisms. To express this condition, it

is useful to introduce the Bardeen-Zumino BRST operator Sdiff [108] associated to 3-

dimensional diffeomorphisms:

Sdiff = Lξ − {iξ, d} , S2
diff = 0 , (9.6.6)

where ξ = ξµ ∂µ is the reparametrization ghost in 3-dimensions, and Lξ denotes the action

of the Lie derivative along ξ on the metric gµν . The equation

Sdiff Γ[gµν ] = 0 , (9.6.7)

precisely expresses the fact that the quantum action density Γ[gµν ] transforms as 3-form

under reparametrizations.

After these preliminaries, let us now make our main observation: When consider-

ing YM+CS topological theories on Seifert manifolds, one relaxes the request (9.6.7)

of full 3-dimensional reparametrization invariance. One is satisfied with invariance un-

der reparametrizations which preserve the Seifert structure: these are reparametrizations

whose ghost fields ξµ commute with the Reeb vector γ̄µ. Let us denote by

SSeifdiff = LξSeif − {iξSeif , d} , LξSeif γ̄ = 0 , (9.6.8)
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the Bardeen-Zumino BRST operator associated to diffeomorphisms preserving γ̄µ. One

also restricts the topological gravity background fields to those left invariant under Lγ̄

Lγ̄ gµν = Lγ̄ ψµν = Lγ̄ γµ = 0 . (9.6.9)

To parametrize solutions of (9.6.9) it is useful to introduce systems of coordinates adapted

to the Seifert structure associated to γ̄µ:

(ds)2
M = eσ k ⊗ k + gij dx

i ⊗ dxj =

= eσ dy ⊗ dy + 2 eσ ai dx
i ⊗ dy + (gij + eσ ai aj) dx

i ⊗ dxj , (9.6.10)

where k is the contact 1-form

k ≡ dy + ai dx
i , (9.6.11)

dual to the Reeb vector field

iγ̄(k) = 1 , (9.6.12)

σ, gij and ai are fields on the two-dimensional surface Σ2, associated to the Seifert fibration

π : M → Σ2. The invariant ψµν are analogously parametrized by fermions ζ, ψij and ψi

living on Σ2, defined as follows:

ψµν =

(
eσ ζ eσ ψi + eσ ζ ai

eσ ψi + eσ ζ ai ψij + eσ (ψi aj + ψj ai + ζ ai aj)

)
. (9.6.13)

Finally, the invariant ξµ and γµ can be written in terms of fields living on Σ2 as

ξµ = (ξ0, ξi) ≡ (ξ0, ~ξ) , γµ = (γ0, γi) ≡ (γ0, ~γ) . (9.6.14)

Therefore, in the Seifert case, the effective action ΓSeif [gij, σ, ai] is a functional of the

fields σ, gij and ai, and the appropriate renormalization prescription writes

SSeifdiff ΓSeif [gij, σ, ai] = 0 . (9.6.15)

The action Γ[gµν ] which satisfies the (strong) prescription (9.6.7) defines, of course,

once written in Seifert adapted coordinates, also an action ΓSeif [gij, σ, ai] satisfiying the

(weaker) Seifert renormalization condition (9.6.15):

ΓSeif [gij, σ, ai] = Γ[gµν ]
∣∣
Lγ̄gµν=0

. (9.6.16)

This effective action satisfies the topological anomaly equation

sSeif

∫
M3

ΓSeif [gij, σ, ai] =

∫
M3

A
(3)
1 [gij, σ, ai;ψij, ζ, ψi] , (9.6.17)
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where the r.h.s. is obtained from A
(3)
1 [gµν , ψµν ] by evaluating it for γ̄-invariant fields

(9.6.9). The BRST operator sSeif in the l.h.s. of the equation above encodes topological

gravity transformations which preserves the Seifert structure

sSeif ξ
i = −1

2
L~ξ ξi + γi , sSeif γ

i = −L~ξ γ
i ,

sSeif gij = −L~ξ gij + ψij , sSeif ψij = −L~ξ ψij + L~γ gij ,
sSeif ξ

0 = −L~ξ ξ0 + γ0 , sSeif γ
0 = −L~ξ γ

0 + L~γ ξ0 ,

sSeif ai = −L~ξ ai − ∂iξ0 + ψi , sSeif ψi = −L~ξ ψi + ∂iγ
0 + L~γ ai ,

sSeif σ = −L~ξ σ + ζ , sSeif ζ = −L~ξ ζ + L~γ σ . (9.6.18)

The invariant gravitational background fields split into three multiplets: one is the 2-

dimensional topological gravity multiplet (ξi, γi, gij, ψij). Then there is an abelian topo-

logical gauge multiplet (ξ0, γ0, ai ψi): their BRST properties are not just the “flat” ones,

but they are modified by the coupling to 2-dimensional gravity. Finally there is also

an uncharged scalar topological multiplet (σ, ζ): this too is coupled to 2-dimensional

topological gravity.

Writing A
(3)
1 [gij, σ, ai;ψij, ζ, ψi] in adapted coordinates

A
(3)
1 [gij, σ, ai;ψij, ζ, ψi] =

1

2
A dy εijdxi dxj , (9.6.19)

one finds the following expression for A:

A = −1

2

√
g ψij eσ

[
DiDj f + 3Dif Dj σ + 2 f DiσDjσ + f DiDjσ

]
+

+
1

2

√
g eσ ψii

[
D2 f + f (

1

2
R− eσ f 2) +

+
5

2
Djf D

jσ +
3

2
f DjσD

jσ +
3

2
f D2 σ

]
+

+
1

2
εij eσ ψi

[
6 eσ f Djf −DjR +

+6 eσ f 2Djσ −RDjσ −Dj D
2 σ −DjσD

2 σ
]

+

+
√
g eσ ζ

[
eσ f 3 − 1

2
f R−Di f D

iσ +

−1

2
f DiσD

iσ − f D2σ − 1

2
D2 f

]
. (9.6.20)

In (9.6.20) we have introduced

f =
εij
√
g
fij =

εij
√
g

(∂i aj − ∂j ai) , (9.6.21)

which is the scalar field dual to the U(1) field strength f (2) ≡ da.
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The important fact, now, is that A
(3)
1 [gij, σ, ai;ψij, ζ, ψi] is sSeif -trivial4

A = sSeif ΓSeifWZ [gij, σ, ai] , (9.6.22)

where the Wess-Zumino action ΓSeifWZ is the following local functional

ΓSeifWZ [gij, σ, ai] =
1

2

√
g e2σ f 3 −√g 1

2
eσ f R̂− 1

2

√
g eσ f D2 σ . (9.6.23)

ΓSeifWZ [gij, σ, ai] is a legitimate Wess-Zumino action since it is both local and invariant

under reparametrizations which preserve the Seifert structure

SSeifdiff ΓSeifWZ [gij, σ, ai] = 0 . (9.6.24)

It should be kept in mind, however, that ΓSeifWZ [gij, σ, ai] — unlike the non-local Γ[gµν ] in

eq. (9.6.16) — is not invariant under the full 3-dimensional Sdiff .

Hence one can define the effective action

Γ̃Seif [gij, σ, ai] ≡ ΓSeif [gij, σ, ai]− ΓSeifWZ [gij, σ, ai] , (9.6.25)

which is both sSeif -invariant — i.e. topological in the Seifert sense —

sSeif Γ̃Seif [gij, σ, ai] = 0 , (9.6.26)

and invariant under reparametrizations which preserve γ̄

SSeifdiff Γ̃Seif [gij, σ, ai] = 0 , (9.6.27)

Summarizing, we have shown that it is always possible to define through Eq. (9.6.25)

a quantum action density Γ̃Seif [gij, σ, ai] which depends on the moduli parametrizing

the Seifert structures (which we will characterize in Section 9.7) but not on the specific

adapted metric which one picks to quantize the theory.

9.7 Moduli

We have seen that supersymmetric topological backgrounds correspond to solutions of

the Killing equations

Lγ̄ ḡµν ≡ D̄µ γ̄ν + D̄ν γ̄µ = 0 . (9.7.1)

4The topological anomaly A
(3)
1 satisfies also: A

(3)
1 = S Γ

(3)
GCS [g], where ΓGCS [g] is the gravitational

Chern-Simons action. Since Γ
(3)
GCS [g] is not a globally defined 3-form, the anomaly is indeed non-trivial

in the 3-dimensional sense. The precise relation between Γ
(3)
GCS [g] and ΓSeifWZ [gij , σ, ai] is described in

Appendix F.
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Given a solution {ḡµν , γ̄µ} of (9.7.1) we want explore nearby supersymmetric backgrounds

{ḡµν + δgµν , γ
µ + δγµ}. The deformations {δgµν , δγµ} must satisfy the linear equation

Lγ̄ δgµν + Lδγ ḡµν = 0 . (9.7.2)

Let us introduce the vector space

V0 = Γ(TM3)⊕ Sym2(TM3) , (9.7.3)

where Γ(TM3) is the space of vector fields on M3 and Sym2(TM3) the space of 2-index

symmetric tensors on M3. The deformation equation (9.7.2) describes therefore the kernel

of the linear operator

Q0 : V0 → V1 ,

Q0 : (δγµ, δgµν)→ Lγ̄ δgµν + Lδγ ḡµν , (9.7.4)

where

V1 = Sym2(TM3) . (9.7.5)

We are interested in characterizing physical deformations, i.e. solutions of this equa-

tion modulo gauge equivalences. Gauge-invariance includes infinitesimal diffeomorphisms

(δγµ, δgµν) ∼ (δγµ, δgµν) + (Lξδγµ,Lξδgµν) , (9.7.6)

where ξµ is a vector field on M3. But Lγ̄-invariant topological deformations of the metric

should also be treated as a gauge invariances

(δγµ, δgµν) ∼ (δγµ, δgµν + ψµν) , (9.7.7)

for any Lγ̄-invariant ψµν
5

ψµν ∈ Syminv
2 (TM3) ≡ {ψµν ∈ Sym2(TM3)

∣∣ Lγ̄ψµν = 0} . (9.7.8)

We can therefore define a linear operator Q−1 which captures both gauge equivalences

(9.7.6) and (9.7.7)

Q−1 : V−1 → V0 ,

Q−1 : {ξµ, ψµν} → {Lξḡµν + ψµν ,Lξ γ̄µ} , (9.7.9)

where

V−1 = Γ(TM3)⊕ Syminv
2 (TM3) . (9.7.10)

5The explicit form for invariant ψµν , in adapted coordinates, is given in Eq. (9.6.13).
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We have

Q0Q−1 = 0 . (9.7.11)

One can consider therefore the short exact sequence

0→ V−1
Q−→ V0

Q−→ V1 → 0 . (9.7.12)

The associated cohomology space

H0(Q) =
kerQ0

ImQ−1

, (9.7.13)

describes therefore inequivalent deformations around the Seifert structure {ḡµν , γ̄µ}. The

kernel of Q−1

kerQ−1 = H−1(Q) = {(ξµ, ψµν) : [ξ, γ̄] = 0, ψµν = −Lξ ḡµν} , (9.7.14)

is isomorphic to the commutant Cγ̄ of γ̄µ in the Lie algebra of vectors fields on M3:

Cγ̄ = {γµ ∈ Γ(TM3) : [γ, γ̄] = 0} ' H−1(Q) . (9.7.15)

Consider now the map between Cγ̄ and Syminv
2 (TM3) :

ϕ : Cγ̄ → Syminv
2 (TM3) ,

ϕ : γµ → Lγ ḡµν . (9.7.16)

The kernel of ϕ is made of the isometries of ḡµν which commute with γ̄µ

kerϕ = {γ : [γ, γ̄] = 0, Lγ ḡµν = 0} ⊂ Cγ̄ . (9.7.17)

The cokernel of ϕ is, on the other hand, characterized by the Lγ̄-invariant ψµν ’s which

are orthogonal to Imgϕ

0 =

∫
M3

γνD̄µ ψµν =

∫
M3

γνgνµ v
µ ≡ 〈γ, v〉 ∀γ ∈ Cγ̄ , (9.7.18)

where

vµ ≡ ḡµλD̄ν ψλν . (9.7.19)

The vector vµ is Lγ̄-invariant, since ḡµν and ψµν are:

Lγ̄vµ = 0 = [γ̄, v] . (9.7.20)

Hence vµ ∈ Cγ̄. But since, according to (9.7.18) vµ is orthogonal to whole Cγ̄, it vanishes

vµ = ḡµλD̄ν ψλν = 0 . (9.7.21)
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We conclude that

cokerϕ = {ψµν : Lγ̄ ψµν = 0, D̄µ ψµν = 0} , (9.7.22)

and therefore

Syminv
2 (TM3) = Imϕ⊕ cokerϕ ' Cγ̄

ker ϕ
⊕ cokerϕ . (9.7.23)

Let us now consider the cokernel of Q0: it is characterized by the equation∫
M3

ψµν (Lγ̄ δgµν + Lδγ ḡµν) = 0 ∀ δγµ ∈ Γ(TM3) and ∀ δgµν ∈ Sym2(TM3) .(9.7.24)

This implies

Lγ̄ ψµν = D̄µ ψµν = 0 . (9.7.25)

In other words

cokerQ0 = H1(Q) = cokerϕ . (9.7.26)

The exactness of the sequence (9.7.12) implies therefore

T{ḡ,γ̄}M' H0(Q) =
H−1(Q)⊕H1(Q)

Syminv
2 (TM3)

' kerϕ , (9.7.27)

where T(γ̄,ḡ)M is the tangent to the space of physical moduli of the theory at a point

{ḡµν , γ̄µ}.
Hence ḡµν-isometries which commute with γ̄µ are in one-to-one correspondence with

non-trivial deformations of a given Seifert structure (γ̄µ, ḡµν). γ̄µ itself, of course, is

always one of such isometries. The corresponding deformation is a rescaling of γ̄µ. Since

a rescaling of γ̄µ in the YM + CS action (9.3.27) can be reasorbed in a rescaling of the

field Ã, the YM + CS partition function does not depend on this kind of deformation.

In conclusion the parameter space which the YM + CS partition function on a Seifert

manifold depends on is the quotient space

kerϕ/ ∼ , (9.7.28)

where the equivalence relation is

γ′ ∼ γ + αγ̄, γ, γ′ ∈ kerϕ , (9.7.29)

with α constant.
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9.8 The topological anomaly for the squashed spheres

Let us now consider the squashed metric on S3
6:

ds2 = (l2 sin2 θ + l̃2 cos2 θ) dθ2 + l2 cos2 θ dφ2
1 + l̃2 sin2 θ dφ2

2 , (9.8.1)

where φ1,2 ∈ [0, 2π] and 0 ≤ θ ≤ π
2
, are the Hopf coordinates on S3.

The vector field

γ̄µ∂µ =
1

l
∂φ1 +

1

l̃
∂φ2 =

∂

∂y
, (9.8.2)

is, for each value of the squashing parameters (l, l̃), an isometry of ḡµν(x; l, l̃). A system

of coordinates (y, α, β) adapted to the Seifert structure corresponding to (l, l̃) is defined

by the relations

θ =
α

2
, φ1 =

y

l
+
β

2 l
+
ε(α, β)

l
, φ2 =

y

l̃
− β

2 l̃
+
ε(α, β)

l̃
, (9.8.3)

and their inverse

y =
l φ1 + l̃ φ2

2
− ε(α, β) , β = l φ1 − l̃ φ2 , α = 2 θ . (9.8.4)

ε(α, β) is an arbitrary local function which corresponds to abelian gauge transformations

along the fiber of the fibration. The squashed metric (9.8.1) writes in these adapted

coordinates as follows

ds2 = (dy + a)2 +
1

4

[1
2

(l2 + l̃2 + (l̃2 − l2) cosα) dα2 + sin2 α dβ2
]
, (9.8.5)

where the abelian gauge connection a and its field strength f (2) are given by

a =
1

2
cosα dβ + d ε ,

f (2) = da = −1

2
sinα dα dβ . (9.8.6)

The curvature R2 of the 2-dimensional metric (g2)ij on the S2 base of the Seifert fibration

is

R2 =
8

l2
(b4 − 1) cosα + 2 (b4 + 1)

((b4 − 1) cosα + b4 + 1)2 ,

√
g2 = l

1

4
sinα

√
b4 − 1

2
cosα +

b4 + 1

2
, (9.8.7)

6Our definitions and convetions for the Hopf coordinates for the squashed sphere are reviewed in

Appendix E.
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where we introduced the ratio

b2 ≡ l̃

l
. (9.8.8)

The scalar field which is dual to the abelian field strength is therefore

f =
εij ∂i aj√

g2

=
2
√

2

l
√

(b4 − 1) cosα + b4 + 1
,

√
g2 f =

1

2
sinα . (9.8.9)

We learnt in the previous Section that, given ḡµν(x; l, l̃) and γ̄ = 1
l
∂φ1 + 1

l̃
∂φ2 , the

deformations of the Seifert structure are associated to the isometries which commute

with γ̄ modulo γ̄. For generic (l, l̃) the isometries which commute with γ̄ are ∂φ1 and ∂φ2 .

Hence we see that b2 parametrizes precisely the inequivalent deformations of the Seifert

structure around a generic point b 6= 1. The point b = 1 corresponds to the “round”

sphere, which has an enhanced symmetry SU(2)L × SU(2)R. Around this point more

general deformations are possible, since the isometries which commute with, let us say,

JR3 form the full SU(2)L.

Let us compute the topological anomaly for the squashed sphere metric ḡµν(x; l, l̃).

Since A
(3)
1 [gµν , ψµν ] depends only on the conformal class of the metric, we can take,

without loss of generality

l = 1 , l̃ = b2 (9.8.10)

and put ḡµν(x; 1, b2) ≡ ḡµν(x; b). Then

ψ̄µν(x; b) = b ∂b ḡµν(x; b) =

4 b4 cos2 θ 0 0

0 0 0

0 0 4 b4 sin2 θ ,

 (9.8.11)

where the b-derivative is taken by keeping the Hopf coordinates constant. It is easy to

verify that the topological anomaly for these backgrounds vanishes for all b’s:

A
(3)
1 [ḡ, ψ̄] = 0 . (9.8.12)

This implies that the effective action Γ[gµν ] evalutated for the squashed sphere metric

ḡµν(x; b) is independent of b:

b ∂bΓ[ḡµν(x; b)] = b ∂b ΓSeif [ḡij(X; b), σ̄(X; b), āi(X; b)] = 0 , (9.8.13)

whereX(x; b) ≡ (y, α, β) are the coordinates adapted to the Seifert structure parametrized

by b2.

However, we explained in Section 9.6 that Γ[gµν ] is not the action renormalized with

the correct Seifert prescrition (9.6.15). The action Γ̃Seif [gij, σ, ai] renormalized according
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to the Seifert prescription is given by (9.6.25). When this latter action is evaluated on

ḡµν(x; b), one obtains

Γ̃Seif [ḡij, σ̄, āi] =

= ΓSeif [ḡij(X; b), σ̄(X; b), āi(X; b)]− ΓSeifWZ [ḡij(X; b), σ̄(X; b), āi(X; b)] .(9.8.14)

We have just shown that, due to (9.8.12), the first (non-local) term in the r.h.s. of the

equation above is b-independent. But the second (local) one is not. Indeed, by plugging

(9.8.7) inside(9.6.23) one computes

ΓSeifWZ [ḡij(X; b), σ̄(X; b), āi(X; b)] =
c

6

∫
1

2

√
g f (f 2 −R2) =

= − c
6

(2 π)2
(
b2 +

1

b2

)
, (9.8.15)

which therefore encodes the whole dependence of the Seifert partition function on b2:

Zsquashed(b) = eΓ̃Seif [ḡij ,σ̄,āi] = e−
4π2 c

3
[ 1
2

(b2+ 1
b2

)−1] Zsquashed(1) , (9.8.16)

where Z(1) is the partition function on the “round” sphere, corresponding to b = 1.

Let us compare the anomaly equation (9.8.16) with the YM+CS partition function

on the squashed sphere computed directly by means of localization in [107], taking for

simplicity the case of SU(2) gauge group7

Zsquashed(b) =

∫ ∞
−∞

dx

2π i
e−

i k x2

8π sinh
i x b

2
sinh

i x

2 b
. (9.8.17)

Here the exponential in the integrand comes from the value of the action on the saddle

point, while the hyperbolic sine factors are the results of the 1-loop determinants. Ex-

pressing the sinh factors in terms of exponentials, the integration reduces to the sum of

Gaussian integrals:

Zsquashed(b) = e
i π
2 k

(b2+ 1
b2

)− i π
4 ZCFT

CS , (9.8.18)

where

ZCFT
CS =

√
2

k
sin

π

k
(9.8.19)

is the round sphere SU(2) CS partition function, obtained by means of surgery from

the CFT modular transformations of the WZW 2d conformal model. The result (9.8.18)

obtained by direct computation agrees with our prediction (9.8.16) obtained from the

7The parameter k which appears in this and in the following formulas should be taken as the “shifted”

l + 2, with respect to the level l of the Kac-Moody current algebra whose conformal blocks map to the

states obtained from canonically quantizing the theory.
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topological anomaly and the Wess-Zumino Seifert action, once we insert the topological

anomaly coefficient for SU(2)8

cSU(2) =
i

4 π

22 − 1

k
=

i

4 π

3

k
. (9.8.20)

9.9 Discussion

The current paradigm for localization relies on spinorial global supercharges. Since the

fate and properties of quantum global symmetries are best studied by introducing back-

ground fields coupled to currents, the same paradigm has lead to studying the coupling of

“physical” supersymmetric theories to off-shell supergravity. In particular the search for

globally supersymmetric models has been reduced to the study of generalized covariantly

constant spinors.

In this Chapter we proposed an alternative route. Localization is naturally under-

stood in terms of topological scalar supercharges — i.e. in terms of topological theories

and BRST symmetries. In this framework it is the coupling of topological field theories

to topological gravity, not supergravity, which is relevant. In particular we worked out the

coupling of both CS and topological Yang Mills theory — i.e. of a generic vector twisted

supermultiplet — to topological gravity. The BRST structure of the Chern-Simons su-

permultiplet looks very different from that of the topological YM theory, when the latter

is presented in its familiar formulation valid in arbitrary dimension. We exhibited, how-

ever, a new formulation of the BRST transformations of topological YM in 3d purely in

terms of the CS supermultiplet. This allowed us to provide a unique (anomalous) Ward

identity which characterizes the coupling of a 3d generic twisted vector supermultiplet to

topological gravity.

One first advantage of the topological gravity viewpoint is that the structure of topo-

logical gravity is the same in all dimensions, a fact which makes the characterization of

supersymmetric bosonic backgrounds straightforward. For example, in the context of 3d

gauge theories, we have seen that the Seifert condition emerges quite immediately with-

out the need to go through generalized covariantly constant spinors or similar indirect

routes peculiar to other approaches. Moreover we have found that, in the 3d context,

the off-shell coupling of topological (YM+CS) gauge theories to topological gravity is

easily achieved by suitably covariantizing the “rigid” coboundary BRST operator with

a universal term which is the form-contraction with the super-ghost field of topological

gravity. We also discovered that the anti-fields of the BV formulations of CS theory

8The i
4π factor which multiplies the anomaly comes from the normalization of the Chern-Simons

action, which we took to be i
4π k .
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are nothing but the auxiliary fields which are required to close off-shell the topological

supersymmetry algebra.

But the real payoff of the topological approach was that it made straightforward

to identify the subset of local topological transformations which preserves the Seifert

backgrounds. These turned out to be 2d topological gravity transformations coupled

to topological abelian gauge transformations. This allowed us to give a cohomological

characterization of the Seifert background moduli. Moreover we were able to explicitly

solve the anomalous Ward identity associated to topological transformations of the grav-

itational background. The solution involved a Wess-Zumino local action, invariant under

the reparametrizations which preserve the Seifert structure.

The triviality of the topological (framing) 3d anomaly when restricted on Seifert

backgrounds shows, rigorously and in a completely regularization independent way, that

the quantum effective action of the gauge theory on Seifert manifold depends on the

Seifert moduli but not on the specific metric adapted to the Seifert structure which one

picks to quantize the theory. The Wess-Zumino Seifert action also completely determines

the dependence of the partition function on the Seifert moduli. We explicitly showed this

in the case of the squashed sphere, for which we recovered the dependence of the partition

function on the squashing modulus without computing any functional determinant.

Our discussion in this Chapter was restricted to (twisted) vector supermultiplets in

3d. It would be interesting to extend our results to (twisted) chiral matter. To do this it

would be necessary to work out the coupling of topological chiral matter to topological

gravitational backgrounds: something which, to our knowledge, has not be done yet9.

The dependence on the Seifert moduli of the quantum effective action of chiral theories is

considerably more complicated than that of vector supermultiplets. We expect therefore

that the coupling of topological chiral theories to topological gravitational backgrounds

involves some new ingredients. It would be equally interesting to apply our methods to

higher dimensions. Realizing this program might reduce the computation of the depen-

dence on the moduli of quantum effective actions of localizable theories to the solution

of appropriate anomalous Ward identities.

9The BRST structure of rigid topological chiral matter in 3d has been described in [109].
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Appendix A

Supercharges for AdS7 solutions

At the beginning of section 4.2.1 we reviewed an old argument that shows how a solution

of the form AdS7 ×M3 can also be viewed as a solution of the type Mink6 ×M4. In this

appendix we show how the AdS7 ×M3 supercharges get translated in the Mink6 ×M4

framework.

A decomposition of gamma matrices appropriate to six-dimensional compactifications

reads

γ(6+4)
µ = eA4γ(6)

µ ⊗ 1 , γ
(6+4)
m+5 = γ(6) ⊗ γ(4)

m . (A.0.1)

Here γ
(6)
µ , µ = 0, . . . , 5, are a basis of six-dimensional gamma matrices, while γ

(4)
m , m =

1, . . . , 4 are a basis of four-dimensional gamma matrices. For a supersymmetric Mink6 ×
M4 solution, the supersymmetry parameters can be taken to be

ε
(6+4)
1 = ζ0

+ ⊗ η1
+ + ζ0 c

+ ⊗ η1 c
+ ,

ε
(6+4)
2 = ζ0

+ ⊗ η2
∓ + ζ0 c

+ ⊗ η2 c
∓ ,

(A.0.2)

where ζ+ is a constant spinor; ∓ denotes the chirality, and c Majorana conjugation both

in six and four dimensions. Supersymmetry implies that the norms of the internal spinors

satisfy ||η1||2 ± ||η2||2 = c±e
±A4 , where c± are constant.

On the other hand, for seven-dimensional compactifications a possible gamma matrix

decomposition reads

γ(7+3)
µ = eA3γ(7)

µ ⊗ 1⊗ σ2 ,

γ
(7+3)
i+6 = 1⊗ σi ⊗ σ1 .

(A.0.3)

This time γ
(7)
µ , µ = 0, . . . , 6, are a basis of seven-dimensional gamma matrices, and σi,

i = 1, 2, 3, are a basis of gamma matrices in three dimensions (which in flat indices can be

taken to be the Pauli matrices). For a supersymmetric solution of the form AdS7 ×M3,
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the supersymmetry parameters are now of the form

ε
(7+3)
1 = (ζ ⊗ χ1 + ζc ⊗ χc1)⊗ v+ ,

ε
(7+3)
2 = (ζ ⊗ χ2 ∓ ζc ⊗ χc2)⊗ v∓ .

(A.0.4)

Here, χ1,2 are spinors on M3, with χc1,2 ≡ B3χ
∗
1,2 their Majorana conjugates; a possible

choice of B3 is B3 = σ2. ζ is a spinor on AdS7, and ζc ≡ B7ζ
∗ is its Majorana conjugate;

there exists a choice of B7 which is real and satisfies B7γµ = γ∗µB7. (It also obeys B7B
∗
7 =

−1, which is the famous statement that one cannot impose the Majorana condition in

seven Lorentzian dimensions.) The ten-dimensional conjugation matrix can then be taken

to be B10 = B7 ⊗B3 ⊗ σ3; the last factor in (A.0.4), v±, are then spinors chosen in such

a way as to give the ε
(7+3)
i the correct chirality, and to make them Majorana; with the

above choice of B10, v+ = 1√
2

(
1
−1

)
, v− = 1√

2

(
1
1

)
. The minus sign (for the IIA case) in front

of the term ζc⊗ χc2 in (A.0.4) is due to the fact that, both in seven Lorentzian and three

Euclidean dimensions, conjugation does not square to one: (ζc)c = −ζ, (χc)c = −χ.

The presence of the cosmological constant in seven dimensions means that ζ is not

constant, but rather that it satisfies the so-called Killing spinor equation, which for

RAdS = 1 reads

∇µζ =
1

2
γ(7)
µ ζ . (A.0.5)

One class of solutions to this equation [110,111] is simply of the form

ζ+ = ρ1/2ζ0
+ . (A.0.6)

The coordinate ρ appears in (4.2.6), which expresses AdS7 as a warped product of Mink6

and R. ζ0
+ is a spinor constant along Mink6 and such that γρ̂ζ

0
+ = ζ0

+ (the hat denoting

a flat index).

Just like for Mink6×M4, supersymmetry again implies that the norms of the internal

spinors χ1,2 should be related to the warping function: ||χ1||2 ± ||χ2||2 = c±e
±A3 , where

c± are constant. We will now see, however, that for AdS7 ×M3 actually c− = 0. To this

end, we will use the equation

dK̃ = ιKH (A.0.7)

of the ten-dimensional system (3.2.4). Recall that K and K̃ are the ten-dimensional

vector and one-form defined by K = 1
64

(ε̄1γ
(10)
M ε1 + ε̄2γ

(10)
M ε2)dxM and K̃ = 1

64
(ε̄1γ

(10)
M ε1 −

ε̄2γ
(10)
M ε2)dxM . Plugging the decomposed spinors (A.0.4) in these definitions and calling

β1 = eA3(1
8
ζ̄γ

(7)
µ ζ)dxµ, the part of (A.0.7) along AdS7 leads to eA3d7β1(||χ1||2− ||χ2||2) =

(d7β1)c− = 0, where d7 is the exterior derivative along AdS7. (The right hand side does

not contribute, because H has only internal components.) On the other hand, using the

Killing spinor equation (A.0.5) in AdS7, we have that d7β1 = e2A3(ζ̄γ
(7)
µν ζ)dxµν ≡ β2. A

spinor in seven dimensions can be in different orbits (defining an SU(3) or an SU(2)nR5
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structure [112,113]), but for none of them the bilinear β2 is identically zero. Consequently,

the norms of the two Killing spinors have to be equal, namely c− = 0.

Let us now see how to translate the spinors εi for an AdS7×M3 solution into a language

relevant for Mink6 ×M4. First, we split the seven-dimensional gamma matrices γ
(7)
µ ; the

first six give a basis of gamma matrices in six dimensions, γ̃
(6)
µ = ργ

(7)
µ , µ = 0, . . . , 5,

while the radial direction, γ
(7)
ρ̂ = γ(6) becomes the chiral gamma in six dimensions. (The

hat denotes a flat index.) This split is by itself not enough to turn (A.0.3) into (A.0.1),

because the three-dimensional gamma’s in (A.0.3) have no γ(6) in front. This can be

cured by applying a change of basis:

γ
(6+4)
M = Oγ

(7+3)
M O−1 , O =

1√
2

(1− iγ(7+3)
ρ̂ ) , (A.0.8)

with, however, a change of basis in six dimensions: γ
(6)
µ → −iγ(6)γ

(6)
µ . Likewise, the

spinors (A.0.4) are related to (A.0.2) by

ε
(6+4)
i = Oε

(7+3)
i , (A.0.9)

if we take

η1 = ρ1/2 χ1 ⊗ v+ =
1√
2
ρ1/2 χ1 ⊗

(
1

−1

)
, η2 = ρ1/2 χ2 ⊗ v∓ =

1√
2
ρ1/2 χ2 ⊗

(
1

±1

)
.

(A.0.10)

Notice that the two ηi have equal norm, because the χi have equal norm, as shown earlier.

Moreover, since the norm of the χi is eA3/2, and because of the factor ρ1/2 in (A.0.10),

the ηi have norm equal to ρ1/2eA3/2; recalling (4.2.7), this is equal to eA4/2, as it should.

Besides (A.0.6), there is also a second class of solution to the Killing spinor equation

∇µζ = 1
2
γ

(7)
µ ζ on AdS7: it reads ζ = (ρ−1/2 + ρ1/2xµγ

(7)
µ )ζ0

−, where now γρ̂ζ
0
− = −ζ0

−.

If we plug this into (A.0.4) and use the above procedure (A.0.9) to translate it in the

Mink6 × M4 language, we find a generalization of (A.0.2) where both a positive and

negative chirality six-dimensional spinor appear (namely, xµγµζ
0
− and ζ0

−) instead of just

a positive chirality spinor ζ0
+. Because of the xµγµ factor, this spinor Ansatz would break

Poincaré invariance if used by itself; if four supercharges of the form (A.0.2) are preserved,

Poincaré invariance is present, and these additional supercharges simply signal that an

AdS7 ×M3 solution is N = 2 in terms of Mink6 ×M4.
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Appendix B

AdS6 solutions in eleven-dimensional

supergravity

We will show here that there are no AdS6 ×M5 solutions in eleven-dimensional super-

gravity.1 This case is easy enough that we will deal with it by using the original fermionic

form of the supersymmetry equations, without trying to reformulate them in terms of

bilinears as we did in the main text for IIB.

We take the eleven-dimensional metric to have the warped product form

ds2
11 = e2Ads2

AdS6
+ ds2

M5
. (B.0.1)

In order to preserve the SO(2, 5) invariance of AdS6 we take the warping factor to be a

function of M5, and G to be a four-form on M5. Preserved supersymmetry is equivalent

to the existence of a Majorana spinor ε satisfying the equation

∇Mε+
1

288

(
γ

(11)NPQR
M − 8δNMγ

PQR
(11)

)
GNPQR ε = 0 . (B.0.2)

We may decompose the eleven-dimensional gamma matrices via

γ(6+5)
µ = eAγ(6)

µ ⊗ 1 , γ
(6+5)
m+5 = γ(6) ⊗ γ(5)

m . (B.0.3)

Here γ
(6)
µ , µ = 0, . . . , 5 are a basis of six-dimensional gamma matrices (γ(6) is the chiral

gamma), while γ
(5)
m , m = 1, . . . , 5 are a basis of five-dimensional gamma matrices. The

spinor Anzatz preserving N = 1 supersymmetry in AdS6 is

ε = ζ+η+ + ζ−η− + c.c. (B.0.4)

where ζ± are the chiral components of a Killing spinor on AdS6 satisfying

∇µζ± =
1

2
γ(6)
µ ζ∓ , (B.0.5)

1This conclusion was also reached independently by F. Canoura and D. Martelli.
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while η± are Dirac spinors on M5.

Substituting (B.0.4) in (B.0.2) leads to the following equations for the spinors η±:

1

2
e−Aη∓ ±

1

2
γm(5)∂mAη± +

1

12
∗5 Gmγ

m
(5)η± = 0 , (B.0.6a)

∇mη± ±
1

4
∗5 Gmη± ∓

1

6
∗5 Gnγ

(5)
m γn(5)η± = 0 . (B.0.6b)

Using (B.0.6) it is possible to derive the following differential conditions on the norms

η†±η± ≡ eB± of the internal spinors:

∗5G = ∓6 d5B± , (B.0.7)

B+ = −B− + const. . (B.0.8)

We can absorb the constant in a redefinition of η− so that B+ = −B− ≡ B; thus

∗5 G = −6 d5B . (B.0.9)

The equation of motion for G is then automatically satisfied; in absence of sources, the

Bianchi identity reads d5G = 0, resulting in ∗5G being harmonic. This is in contradiction

with ∗5G being exact. This still leaves open the possibility of adding M5-branes extended

along AdS6, which would modify the Bianchi identity to d5G = δM5. However, we will

now show that even that possibility is not realized.

Defining η̃± ≡ e−B/2η± we can rewrite (B.0.6b) as

∇mη̃± ± ∂nB γnmη̃± = 0 . (B.0.10)

Upon rescaling the metric ds2
M5
→ e−4Bds2

M ′5
the equation for η̃+ becomes

∇′mη̃+ = 0 . (B.0.11)

In five dimensions the only compact manifold admitting parallel spinors is the torus T 5,

so we are forced to set ds2
M ′5

= ds2
T 5 . Similarly if we rescale the metric ds2

M5
→ e4Bds2

M ′′5

the equation for η̃− becomes

∇′′mη̃− = 0 , (B.0.12)

so that ds2
M ′′5

= ds2
T 5 .2 We are thus led to the relation

e−4Bds2
M ′5

= e4Bds2
M ′′5

. (B.0.13)

Since ds2
M ′5

= ds2
M ′′5

= ds2
T 5 , this implies B = 0, and hence G = 0 (from (B.0.9)). This

makes the whole system collapse to flat space.

2One might try to avoid this conclusion by setting η̃− to zero. However, (B.0.6a) would then also set

η̃+ to zero.
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Appendix C

Massaging the pairings: the pure

case

In this Appendix we will show the equivalence between the equations (5.4.11) and (5.4.12);

we will restrict to the IIB case since the story for IIA is identical.

First of all we need to record some further properties about the generalized Hodge

diamond (5.4.4) and about how the deformations of the pure spinors can be arranged

into the diamond. Recalling that in type IIB ψ1 and ψ2 are even forms on M8, we see

that each row in the diamond has definite parity: the first row, the third and so on

contain even forms, whereas the second, the fourth and so on contain odd forms. It is

also straightforward to verify that γ ī1 (on the left) and γi2 (on the right) act as descending

operators, whereas γi1 (on the left) and γ ī2 (on the right) act as raising operators: so

for example by acting with γ ī1 and γi2 on ψ1 it descends to the second row, whereas by

acting with γi1 and γ ī2 on ψ̄1 it jumps to the eighth row.

We move to discuss the deformation issues and the recipe is very simple: δψi contains

only terms of the form γmnψi. Concretely this means that δψ1 sits in the zeroth and third

row of (5.4.4), and δψ2 sits in the zeroth and third column of (5.4.4) (and of course an

identical statement is true for complex conjugates). By combining a deformation with

the action of the gamma matrices we conclude that dHψ1 sits in the second and fourth

row in the diamond, whereas dHψ2 sits in the second and fourth column.

We can now show the equivalence between (5.4.11) and (5.4.12). Our strategy is

simple: we consider (5.4.12) and the first equation in (5.4.8) and, by expanding both on

each position of the diamond, we will see that they are completely equivalent to (5.4.11)

plus the first equation in (5.4.8).

Let us start for example with the expansion in the ψ1γ
i2 position: the first equation
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in (5.4.8) rewrites(
ψ̄1γ

ī2 , 2dA ∧ ψ1e
−φ + dH(e−φψ1)

)
= −

(
ψ̄1γ

ī2 ,
α

8
f
)
, (C.0.1)

whereas (5.4.12), using the properties summarized in (5.4.5), reads(
ψ̄1γ

ī2 , dH(e−φψ1)
)

=
(
ψ̄1γ

ī2 ,
α

8
f
)
, (C.0.2)

and, simply by subtracting the two we obtain(
ψ̄1γ

ī2 , dA ∧ ψ1 +
α

8
eφf
)

= 0 , (C.0.3)

which is precisely the third equation in (5.4.11). An identical consideration shows that by

considering the expansion in the γ ī1ψ1 position we simply reproduce the first equation in

(5.4.11). Next we consider the expansion along ψ2γ
ī2 : the first equation in (5.4.8) gives(

ψ̄2γ
i2 , dH(e−φψ1)

)
= −

(
ψ̄2γ

i2 ,
α

8
f
)
, (C.0.4)

whereas (5.4.12) gives

3
(
ψ̄2γ

i2 , dH(e−φψ1)
)

=
(
ψ̄2γ

i2 ,
α

8
f
)
, (C.0.5)

and the two equations imply
(
ψ̄2γ

i2 , f
)

= 0 which is equivalent to the fourth equation in

(5.4.11). We move to the expansion along γ ī1ψ1γ
i2j2 : the pairing equations (5.4.11) say

nothing about this position and indeed both the first equation in (5.4.8) and (5.4.12) say(
γi1ψ̄1γ

ī2j̄2 , dH(e−φψ1)− α

8
f
)

= 0 , (C.0.6)

therefore we conclude that (5.4.12) is redundant in this position.

Identical computations can be repeated for the other positions of the diamond and so

we conclude that (5.4.11) and (5.4.12) are equivalent as we claimed.
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Appendix D

Massaging the pairings: the

non-pure case

In this Appendix we will describe how the pairing equations (3.2.4c), (3.2.4d) can be

massaged in the non-pure case in order to obtain the equations (5.5.14). We will discuss

the equations (3.2.4c) only, since the discussion for (3.2.4d) is almost identical.

To start with, we recall that for a general Mink2, N = (2, 0) vacuum configuration

the pairing equations take the form (5.3.23) and (5.3.24). Let us go to consider the first

equation in (5.3.23); by putting the parametrizations (5.5.11) into the equation we obtain(
γm[a ¯̃ψ1 + bψ̃1 + c ¯̃ψ2 + c̄ψ̃2],

1

4
dA ∧ [aψ̃1 + b ¯̃ψ1 + c ¯̃ψ2 + c̄ψ̃2]∓ α

8
eφ ∗8 λ(f)

)
+

+
(
γm[b ¯̃ψ1 + aψ̃1 + c ¯̃ψ2 + c̄ψ̃2],

1

4
dA ∧ [bψ̃1 + a ¯̃ψ1 + c ¯̃ψ2 + c̄ψ̃2]∓ α

8
eφ ∗8 λ(f)

)
= 0 ,

(D.0.1)

where the gamma matrix γm has to be intended real and we have introduced the shortcuts

a ≡ |c1|2 = A2
1 +B2

1 + 2A1B1 sin θ1 , b ≡ |c2|2 = A2
1 +B2

1 − 2A1B1 sin θ1 ,

c ≡ c̄1c2 = A2
1 +B2

1 cos(2θ1) + iB2 sin(2θ1) , d ≡ c1c2 = A2
1 −B2

1 + 2iA1B1 cos θ1 ,

e ≡ c2
1 = (A2

1 −B2
1 cos(2θ1) + 2A1B1 sin θ1) + i(2A1B1 cos θ1 + 2B2 sin θ1 cos θ1) ,

h ≡ c2
2 = (A2

1 −B2
1 cos(2θ1)− 2A1B1 sin θ1) + i(2A1B1 cos θ1 − 2B2 sin θ1 cos θ1) .

(D.0.2)

Now by taking γm ≡ γi1 (see footnote 8 for the meaning of the index i1), (D.0.1) simplifies

to (
γi1 [a ¯̃ψ1 + c ¯̃ψ2],

1

4
dA ∧ [aψ̃1 + c̄ψ̃2]∓ α

8
eφ ∗8 λ(f)

)
+

+
(
γi1 [b ¯̃ψ1 + c ¯̃ψ2],

1

4
dA ∧ [bψ̃1 + c̄ψ̃2]∓ α

8
eφ ∗8 λ(f)

)
= 0 , (D.0.3)
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that is(
γi1 ¯̃ψ1,

a2 + b2

4
dA ∧ ψ̃1 ∓

α

8
(a+ b)eφ ∗8 λ(f)

)
+ 2c

(
γi1 ¯̃ψ2,

c̄

4
dA ∧ ψ̃2 ∓

α

8
eφ ∗8 λ(f)

)
= 0 .

(D.0.4)

Moving to the second equation in (5.3.23), we can perform the same procedure but

in this case we obtain a pair of equations: the first one is obtained by taking m = i1 and

the second one is obtained when m = ī1

d̄
(
γi1 ¯̃ψ1,

b

4
dA ∧ ψ̃1 ∓

α

8
eφ ∗8 λ(f)

)
+ ē
(
γi1 ¯̃ψ2,

c̄

4
dA ∧ ψ̃2 ∓

α

8
eφ ∗8 λ(f)

)
= 0 ,

d̄
(
γ ī1ψ̃1,

a

4
dA ∧ ¯̃ψ1 ∓

α

8
eφ ∗8 λ(f)

)
+ h̄
(
γ ī1ψ̃2,

c

4
dA ∧ ¯̃ψ2 ∓

α

8
eφ ∗8 λ(f)

)
= 0 . (D.0.5)

Before to proceed we note that in the pure limit we have a = e 6= 0 whereas b = c =

d = h = 0; therefore in this case the equations (D.0.4), (D.0.5) collapse to the first two

equations in (5.4.11) that are valid in the pure case. To proceed we rewrite the first

equation in (D.0.5) as

(
γi1 ¯̃ψ2,

c̄

4
dA ∧ ψ̃2 ∓

α

8
eφ ∗8 λ(f)

)
= − d̄

ē

(
γi1 ¯̃ψ1,

b

4
dA ∧ ψ̃1 ∓

α

8
eφ ∗8 λ(f)

)
, (D.0.6)

that we can put in (D.0.4) and in the complex conjugate of the second equation in (D.0.5)

obtaining the algebraic system

(
a2 + b2 − 2cd̄b

ē

)
x+

(
a+ b− 2cd̄

ē

)
y = 0 ,(

da− hd̄b

ē

)
x+

(
d− hd̄

ē

)
y = 0 ,

x ≡
(
γi1 ¯̃ψ1,

1

4
dA ∧ ψ̃1

)
, y ≡

(
γi1 ¯̃ψ1,∓

α

8
eφ ∗8 λ(f)

)
. (D.0.7)

It can be verified that the determinant of this algebraic system vanishes and so we

remain with the single equation

x = − ē(a+ b)− 2cd̄

ē(a2 + b2)− 2cd̄b
y = − 1

2α
y , (D.0.8)

where the last equivalence can be verified using the explicit expressions (D.0.2). Summa-

rizing the pairing equations (5.3.23) rewrite as(
γi1 ¯̃ψ1, dA ∧ ψ̃1 ∓

1

4
eφ ∗8 λ(f)

)
= 0 ,(

γi1 ¯̃ψ2,∓
α

8
eφ ∗8 λ(f)

)
= −c̄

(
γi1 ¯̃ψ2,

dA

4
∧ ψ̃2

)
− d̄

ē

(
γi1 ¯̃ψ1,

b

4
dA ∧ ψ̃1 ∓

α

8
eφ ∗8 λ(f)

)
.

(D.0.9)

The same strategy can be applied of course for the equations (5.3.24).
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Appendix E

Squashed 3-spheres in the Hopf

coordinates

Let us start from the beginning and construct the squashed metric from C2

ds2 = |dz1|2 + |dz2|2 (E.0.1)

where

z1 = ρ1 ei φ1 z2 = ρ2 ei φ2 (E.0.2)

The S3 is obtained by embedding the hypersurface

ρ2 ≡ ρ2
1

l2
+
ρ2

2

l̃2
= 1 (E.0.3)

in C2 , which gives

ρ1 = l cos θ ρ2 = l̃ sin θ 0 ≤ θ ≤ π

2
(E.0.4)

Hence

ds2 =
∑
i=1,2

|dρi + i ρi dφi|2 = dρ2
1 + dρ2

2 + ρ2
1 dφ

2
1 + ρ2

2 dφ
2
2 =

=
(
l2 sin2 θ + l̃2 cos2 θ

)
dθ2 + l2 cos2 θ dφ2

1 + l̃2 sin2 θ dφ2
2 (E.0.5)

and the Killing vector which gives the Seifert structure is

γ̄µ∂µ =
1

l
∂φ1 +

1

l̃
∂φ2 (E.0.6)

213



214



Appendix F

Gravitational CS action and the

Seifert WZ action

The topological anomaly is, by definition, non-trivial: there is no local functional of the

3-dimensional metric, trasforming as a 3-form, whose BRST variation gives the anomaly.

As a matter of fact, one has

A
(3)
1 = sΓ

(3)
GCS(g) (F.0.1)

where Γ
(3)
GCS is the 3-dimensional gravitational Chern-Simons action

Γ
(3)
GCS(g) =

c

12
Tr
(1

2
Γ dΓ +

1

3
Γ3
)

(F.0.2)

Since Γ
(3)
GCS(g) is not a globally defined 3-form on M3, A

(3)
1 is indeed non-trivial.

Let us discuss the relation between the Seifert Wess-Zumino action (9.6.23) and the

gravitational CS action (F.0.2). Let us introduce the 3-form

Γ
(3) Seif
WZ = ΓSeifWZ dy

1

2
εijdx

i dxj (F.0.3)

Then of course

s

∫
M3

(
Γ

(3) Seif
WZ − Γ

(3)
GCS[gij, σ, ai]

)
= 0 (F.0.4)

where

Γ
(3)
GCS[gij, σ, ai] ≡ Γ

(3)
GCS[g]

∣∣
Lγ̄ g

(F.0.5)

is the gravitational CS action evaluated for the metric adapted to the Seifert structure

(9.6.10).

Therefore, there exists a local 2-form Ω(2) such that

Γ
(3) Seif
WZ − Γ

(3)
GCS[gij, σ, ai] = dΩ(2) (F.0.6)

215



It turns out that

Ω(2) =
1

4

√
g f εij g

jk Γilk dx
l dy (F.0.7)

Γ
(3)
GCS is not a globally defined 3-form: This fact is expressed by

Sdiff Γ
(3)
GCS = dQ

(2)
1 (F.0.8)

where Sdiff is the BRST operator associated to 3-dimensional diffeomorphisms:

Sdiff = Lξ − {iξ, d} (F.0.9)

with ξ = ξµ ∂µ the reparametrization ghost in 3-dimensions. Q
(2)
1 is the reparametrization

anomaly in 2 dimensions:

Q
(2)
1 =

1

2
Tr M dΓ =

1

2
∂µ ξ

νdΓµν (F.0.10)

Γ
(3) Seif
WZ also is not invariant under Sdiff . However we can consider reparametrization

ghosts ξµ which are invariant under the Reeb vector γ̄µ. Let us denote by SSeifdiff the

reparametrization BRST operator associated to such invariant reparametrization ghosts.

The symmetry associated to SSeifdiff is the one corresponding to 2-dimensional diffeomor-

phisms and abelian gauge transformations.

Although Γ
(3)
GCS[gij, σ, ai] is not invariant even under the restricted S̄diff , Γ

(3) Seif
WZ is

invariant:

SSeifdiff Γ
(3) Seif
WZ = 0 (F.0.11)

as it is manifest from (9.6.23). This equations expresses the fact that Γ
(3) Seif
WZ is a form

under reparametrizations which do not change the Seifert structure. Hence

SSeifdiff

(
Γ

(3)
GCS[gij, σ, ai] + dΩ(2)

)
= d

(
Q

(2)
1 + SSeifdiff Ω(2)

)
(F.0.12)

We conclude that

Q
(2)
1 = SSeifdiff Ω(2) + dΩ

(1)
1 (F.0.13)

In other words the functional Ω(2) trivializes the 2-dimensional gravitational anomaly:

this is possibile since Ω(2) is a functional not only of the 2-dimensional metric gij but also

of the abelian field strength f .
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