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Abstract

This thesis focuses on No Reference (NR) methods for Image Quality Assessment (IQA).
A review of the IQA field is presented in Chapter 2; where the different IQA methods are
described and classified. In particular, the application of IQA methods within a workflow
chain is discussed. In Chapter 3 we focus on NR metrics for JPEG-blockiness and noise
artifacts. It is in general assumed that subjective methods produce an actual estimate of
the perceived quality while objective methods produce values that should be correlated with
human perceptions as best as possible. From the analysis of the regression curves that
correlate objective and subjective data we have found that in some cases the metric’s pre-
dictions are not in correspondence with the subjective scores. After reviewing the available
databases, we realize that the distortion ranges considered are not in general representa-
tive of real case applications. Therefore, in Chapter 4 the Imaging and Vision Lab (IVL)
database is introduced. It was generated with the aim of assessing the quality of images
corrupted by JPEG and noise. In Chapter 5 we approach the NR-IQA field by focusing
on a classification problem. A framework based on machine learning classification is pro-
posed that let us evaluate how images can be classified within different groups or classes,
according to their quality. NR metrics are considered as features and the assigned classes
are obtained from the psychovisual data. For the JPEG distortion case, the feature space
of the classifiers is built using each NR metric as single feature and also a pool of eleven NR
metrics. Classification within five and three classes was addressed. In the former case, the
five classes are in correspondence to the five categories recommended by the ITU (excellent,
good, fair, poor, and bad) when designing image quality experiments. In the latter case we
were interested in classifying images as high, medium or low quality ones. The classifiers are
trained and tested on different databases. The classifier obtained using the pool of metrics
outperforms each single metric classifier. Better performance is obtained in the case of three
classes.

Considering an image as the combining of two signals, content and distortion, we note
that the crosstalk between both signals influences both subjective and objective quality
assessment. We address this problem in Chapter 6 where our working hypothesis is that
regression can be improved if performed within a group of images that present similar
contents in terms of low level features. The criteria chosen to divide the images in different
groups is the image complexity. The proposed strategy consists on two steps: the images (of
a given database) are first classified in three groups of low, medium and high complexity. In
a second step, regression is performed within each of these groups separately. The strategy is
tested for different NR metrics for JPEG-blockiness and noise artifacts, different databases
are considered. Correlation coefficients are computed and statistical significance tests are
applied. The gain in performance depends on the metric and distortion considered.

Summarizing, the two main proposals of this research work, i.e. the classification ap-
proach that combines several NR metrics and the grouping strategy, are able to outperform
the correlation between subjective and objective data for the case of JPEG-blockiness. Both
strategies can be extended to consider other type of distortions.



Chapter 1

Introduction

This thesis focuses on No Reference (NR) methods for Image Quality Assessment (IQA). In
NR quality assessment, the algorithm does not have access to the reference image, and only
the test image can be processed to assess its quality. The goal is to design methods whose
evaluations are in close agreement with human judgments. From an application point of
view, NR methods are more desirable than Full Reference (FR) methods (where the original
image is available), which are mostly used for algorithms’ testing and validation.

The most reliable way of measuring image quality is to ask human opinion. To this end,
psychovisual experiments are conducted on distorted image databases where mean opinion
scores are collected. The databases available in the literature have been created with the
aim of validating IQ metrics.

The present research work originates with the collaboration with Océ Software Labo-
ratories Namur in Belgium, who funded this PhD. The goal was to integrate IQA metrics
within their products that focus on the preparation and printing of digital documents.

After reviewing the different types and criteria used to classify the available metrics, we
wonder how to apply these metrics within a generic workflow chain. Of course, the best
general purpose metric does not exist. In general, different metrics may be required at
different stages of the image production chain. However, even if a given task and scenario
would require specific metrics, we can sketch some general guidelines.

Given the variety of available objective metrics and databases, some questions arise:
how do the metrics behave across different databases? Given a distortion type and several
NR metrics, which of the metrics best measures the distortion? Does a combining of the
NR metrics improve the single methods? In this thesis we investigate these issues, focusing
mainly on JPEG-blockiness distortions.

In general, the distortion ranges of the available databases vary from images of high
quality to images highly corrupted. However, in real applications it is not often to deal
with so degraded images. Among the wide range of applications, NR IQA algorithms are
certainly necessary for quality monitoring in real-time applications. For example, an IQA
metric could be embedded within a printing workflow chain so that input images of high
quality can be directly printed while low quality ones are discarded. Another example could
be a web based image retrieval application where it could be helpful to automatically recover
only images of high quality, in particular when dealing with huge databases. Having in mind
these kind of applications, in the first part of this thesis we address the IQA field for high
quality range and we approach it as a classification problem. To this end the Imaging and
Vision Lab (IVL) database is introduced. The choice of the twenty reference images and the
distortion range considered was done in collaboration with Océ researchers so as to represent

1



the images found in real cases as best as possible. The dataset generated is composed of 180
JPEG distorted images and 200 corrupted by white noise. Psychovisual experiments have
been carried out where the assessment has been performed by observers belonging to Océ
and from our Laboratory, i.e., all of them with image processing background. In Chapter 4
the Imaging and Vision Lab (IVL) database is introduced and described.

It is custom to apply non linear transformation to the metrics in order to better correlate
with the subjective data. However, we find that some times the metrics’ predictions are in
disagreement with the subjective scores. Trying to improve the correlation we follow two
different strategies. The first one is related to a classification task: can we obtain better
performances classifying images within three or five quality groups instead of predicting
precise quality scores? The second strategy consists in grouping the images in three classes
according to their spatial complexity and then performing the regression analysis within
each group separately.

In Chapter 5 we propose a framework based on machine learning methods to classify im-
ages within different groups or classes, according to their quality. NR metrics are considered
as features and the assigned classes are obtained from the psychovisual data. Classification
within five and three classes was addressed. In the former case, the five classes are in corre-
spondence to the five categories recommended by the ITU [56] (excellent, good, fair, poor,
and bad) when designing image quality experiments. In the latter case we were interested
in classifying images as high, medium or low quality ones. The classifiers are trained and
tested on different databases ( LIVE [117], MICT [107] and IVL).

According to Sheik et al. [115]: All images are perfect, regardless of content, until
distorted by acquisition, processing or reproduction. In this way, we are implicitly assuming
that a digital image is the result of a combination of content and distortion signals. In
high quality images (like for example those acquired by professional camera) the signal
content is dominant with respect to the distortions. On the other hand, for low quality
images the distortions are so significant that the content is recognized with difficulty and
when applying a metric, we reasonably measure the distortion itself. In the intermediate
range both content and distortion are significantly present and consequently, not easily
decorrelated to be measured by IQA metrics. In this sense we can say that, in general,
IQ metrics are not able to measure with the same performance the distortions within their
possible full range and with respect to different image contents. Moreover, the crosstalk
between content and distortion signals influences both the subjective and objective quality
assessment. We address this problem in Chapter 6 where our working hypothesis is that
the correlation between subjective and objective data can be improved if performed within
a group of images that present similar contents in terms of low level features. The criteria
chosen to divide the images in different groups is the image complexity. The proposed
strategy consists on two steps: a first one consisting on a classification task, where the images
(of a given database) are divided in three groups of low, medium and high complexity. In a
second step, regression is performed within each of these groups separately. The strategy is
tested for different NR metrics (specific for JPEG-blockiness and general purpose ones) and
databases (LIVE, MICT and CSIQ [64]) and it is also applied to the case of Full Reference
methods.

Summarizing, the thesis outline is as follows: the IQA field is reviewed in Chapter 2,
in Chapter 3 we focus on NR metrics for JPEG-blockiness and noise artifacts, the new
IVL database is presented in Chapter 4 where the psychovisual experiments performed
are described. In Chapter 5 we present the machine learning based framework to classify
images according to their quality while in Chapter 6 a complexity based grouping strategy
is proposed to better correlate subjective and objective data. Finally the conclusions are
drawn in Chapter 7.
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Chapter 2

Image quality: state of the art

In this chapter a review of the Image Quality Assessment (IQA) field is presented. As it is
done in recent review articles [18] the different IQA methods and algorithms are described
and classified. The available IQA databases are briefly presented. Also the application of
IQA methods within a workflow chain is discussed.

2.1 Image quality definitions

An image is the result of the optical imaging process, which maps physical scene properties
onto a two-dimensional luminance distribution, it encodes important and useful information
about the geometry of the scene and the properties of the objects located within this scene
[58, 129, 155].

Image quality is often understood as the subjective impression of how well image content
is rendered or reproduced [33]; the integrated set of perceptions of the overall degree of
excellence of an image [35]; or an impression of its merits or excellence as perceived by
an observer neither associated with the act of photographing nor closely involved with the
subject matter depicted [61]. In these definitions image quality actually refers to the quality
of the imaging systems used to acquire or render the images. Although suitable targets and
studio scenes are often used for testing, we do not know in advance what objects/subjects will
be actually acquired and processed. Depending on the applications, both scene contents and
imaging conditions may range from being completely free (the common use of a consumer
digital camera) or strictly controlled. Quality, in general, has been defined as the “totality
of characteristics of a product that bear on its ability to satisfy stated or implied needs”[52];
“fitness for (intended) use”[60]; “conformance to requirement”[28]; “user satisfaction”[148].
These definitions and their numerous variants could fit digital image quality as suggested by
the Technical Advisory Service for Images: “The quality of an image can only be considered
in terms of the proposed use. An image that is perfect for one use may well be inappropriate
for another.”[123]. According to the International Imaging Industry Association[49], image
quality is the perceptually weighted combination of all visually significant attributes of an
image when considered in its marketplace or application. We must, in fact, consider the
application domain and expected use of the image data. An image, for example, could be
used just as a visual reference to an item in the digital archive; and although image quality
has not been precisely defined, we can reasonably assume that in this case image quality
requirements are low. On the contrary if the image were to “replace” the original, image
quality requirements would be high. Taking into account that images are not be necessarily
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processed by a human observer, we can consider the quality of an image as the degree of
adequacy to its function/goal within a specific application field.

Janssen and Blommaert [59] state that in order to answer to the question what image
quality is, it has to be split in other three questions: (1) what are images; (2) what are images
used for; and (3) what are the requirements which the use of images imposes on them. To
begin with the answers to the first two questions, they observe that images are the carriers of
visual information about the outside world, and that they are used as input to human visual
perception. Visual perception itself is part of the three processes perception, cognition,
and action, which together constitute human interaction with the environment (see Figure
2.1). Images, therefore, can be regarded as input to the perception stage of interaction.
Using a technical view of perception, it can be defined as the stage of human interaction
which attributes of items outside the world are measured and internally quantified. The
aim of this quantification is essentially two-fold. First, items in the outside world can be
discriminated from one another using their internally quantified attributes. The result of
this process is an essential step towards the construction of higher-level descriptions of scene
geometry and object location, descriptions upon which later processes such as navigation in
the scene are based. Second, items in the outside world can be identified by comparing their
internally quantified attributes with quantified attributes, stored in memory, of similar items
observed in the past. Identification of what is depicted in the image is an essential step in
the interpretation of scene content and this determines the semantic awareness of what is in
the scene. With respect to the third question, the authors conclude that the items depicted
in the image should be successfully discriminable and identifiable. Summarizing, according
to Janssen and Blommaert: the quality of an image is the adequacy of this image as input
to visual perception and this adequacy is given by the discriminability and identifiability of
the items depicted in the image. In Figure 2.1 their schematic overview of the interaction
process is shown. The result of visual processing is used as input to cognition (for tasks
requiring interpretation of scene content) or as input to action (for example in navigation,
where the link between perception and action is mostly direct). Since action will in general
result in a changed status of the environment, the nature of the interaction process is cyclic.

Figure 2.1: Schematic overview of the interaction process by Janssen and Blommaert [59].

2.2 Image Quality Modeling

Given a specific domain and task, there are several factors that may influence the perceived
image quality:

• Factors intrinsic to the scene: scene geometry, lighting conditions, etc. . .
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• Factors intrinsic to imaging devices: spatial resolution, geometric distortions, sharp-
ness, noise, dynamic range, color accuracy, color gamut, etc. . .

• Factors depending by imaging processing pipelines: contrast, color balance, color sat-
uration, compression, etc. . .

• Factors intrinsic to the human visual system: luminance sensitivity, contrast sensitiv-
ity, texture masking, etc. . .

• Factor depending by human observers: previous experiences, preferences and expec-
tations, etc. . .

Different quality models have been proposed in the literature. For example, the Fidelity-
Usefulness-Naturalness (FUN) IQ model [33] assumes the existence of three major dimen-
sions: Fidelity, Usefulness and Naturalness.

Fidelity is the degree of apparent match of the image with the original (see Figure 2.2).
Ideally, an image having the maximum degree of Fidelity should give the same impression
to the viewer as the original. As an example, a painting catalog require high fidelity of the
images with respect to the originals. Genuineness and faithfulness are sometimes used as
synonyms of Fidelity [49]. Dozens of books and hundreds of papers have been written about
image fidelity and image reproduction e.g. [111].

Usefulness is the degree of apparent suitability of the image with respect to a specific task.
In many application domains, such as medical or astronomical imaging, image processing
procedures can be applied to increase the image usefulness [42]. An example of image
usefulness is shown in Figure 2.3. The image to the left may be accurate with respect to the
original but the image to the right shows more details in the background due to a contrast
enhancement algorithm applied. The enhancement processing steps have an obvious impact
on Fidelity.

Naturalness is the degree of apparent match of the image with the viewer’s internal ref-
erences. This attribute plays a fundamental role when we have to evaluate the quality of an
image without having access to the corresponding original. Examples of images requiring a
high degree of naturalness are those downloaded from the web, or seen in journals. Natural-
ness also plays a fundamental role when the image to be evaluated does not exist in reality,
such as in virtual reality domains. Figure 2.4 shows three images with decreasing degrees
of naturalness with respect to a mental reference of skin color.

a b c

Figure 2.2: Images exhibiting different fidelity degrees. a) Original image. b) Quantized
image. c) Compressed image.

Recently, Moorthy et al. [80] suggested extending the dimensions of image quality by
considering also its Visual Aesthetic and Content. We may refer to their model as the QAC
model (Quality, Aesthetic, Content).
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a b

Figure 2.3: Example of image usefulness. a) A faithful image. b) A contrast enhanced image
showing more details in the background.

a b c

Figure 2.4: Images with decreasing degrees of naturalness with respect to a mental reference
of skin color

Visual aesthetics is a measure of the perceived beauty of a visual stimulus (see Figure
2.5). Aesthetics is intrinsically subjective, different users may consider an image to be
aesthetically appealing for different motives based on their backgrounds and expectations.
Notwithstanding the subjective nature of this dimension, several works tackle the problem
to estimate the aesthetics of an image by developing computational procedures. These
procedures exploit visual properties and compositional rules trying to predict aesthetic scores
with high correlation with human perception [32, 102, 87].

Semantic content has an important impact on the evaluation of the quality of an image
and it cannot be discounted during assessment (see Figure 2.6. Users’ previous experiences
influence the judgment of a good or bad image content. For example, an image can be
considered of poor quality if it depicts offensive (for the user) content but if the same image
is evaluated on the other quality dimensions it may receive a higher rating

It should be noted that, in general, the quality dimensions in the models are not inde-
pendent. The overall IQ can be evaluated with metrics as a single number weighting the
individual components. These weights depend on the specific image data type and on its
function/goal.

a b c

Figure 2.5: Examples of image aesthetic. The images are shown according to the aesthetic
votes given by the community of the DPChallenge (http://www.dpchallenge.com) Web site.
The subject refers to the “Fan” contest.
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a b c

Figure 2.6: How image content influences quality. a) The image could be considered of poor
quality because the tree was not fully captured. b) For a person hating spiders, the image
may be not considered of good quality. c) An blurred image can be considered of good
quality if the content is important for the photographer.

Summing up, the approach of creating an IQ model can be divided into three steps [8] :

• Identification of relevant quality attributes for the task at hand

• Determination of relationships between perceived quality values and objective mea-
surements

• Combination of quality attribute measures to predict overall image quality

2.3 Image Quality Approaches

Image quality can be assessed either for an image seen in isolation or for an image seen
together with a reference one. Image quality assessment is usually done by subjective and
objective approaches.

2.3.1 Subjective approaches

The involvement of real people who view the images to assess their quality requires that all
the factors that influence perception are taken into account to discount possible biases. To
this end strict protocols have to be adopted. In the ITU standards [56], different subjective
test methodologies are described. Regardless of the choice of the test methodology used,
the way in which responses of the tests are analyzed depends upon the judgment (detection,
etc.) and the information sought.

Test methods can be categorized into two main groups: methods that use explicit ref-
erences, and methods that do not use any explicit reference. Single Stimulus (SS) methods
belong to the first category, while Stimulus Comparison (SC) methods belong to the second
one. In SS methods, a single image or sequence of images is presented and the observer pro-
vides a quality score of the presentation, while in SC methods, two images or set of images
are displayed, and the viewer provides a rating of the relation among the images.

For both SC and SS methods there are different variants, the main difference is in the scale
that the observers use to evaluate the presentations. For example, in adjectival categorical
judgments, observers assign an image or image sequence to one of a set of categories that,
typically, are defined in semantic terms. The categories may reflect judgments about the
existence of a perceptible difference (e.g. “SAME”, “DIFFERENT”) or the existence and
direction of perceptible differences (e.g. “LESS”, “SAME”, “MORE”). Categorical scales
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that assess image quality and image impairment have been used most often, and in [56]
readers can find some suggested scales to be used in the evaluation process. For each
attribute/artifact, this method yields a distribution of judgments across scale categories.

In non-categorical judgments, observers assign a numerical value to each image or image
sequence shown. These methods can have two kind of scales: continuous or discrete. In
continuous scaling, a variant of the categorical method, the observer assigns each image
or image sequence to a point on a line drawn between two semantic labels. The distance
from an end of the scale is taken as the index for each presentation. In discrete scaling,
the observer assigns each image or image sequence a number that reflects its judged level
on a specified dimension (e.g. image sharpness). The range of the numbers used may be
restricted (e.g. 0− 100) or not. Sometimes, the number assigned describes the judged level
in absolute terms without direct reference to the level of any other image or image sequence
as in some forms of magnitude estimation. In other cases, the number describes the judged
level relative to that of a reference [61].

An important variant of the Stimulus Comparison is the Pairwise Comparison (PC)
which is based on the law of comparative judgment studied by Thurstone [125]. In the
PC method, the images are organized in sequences, each of which usually contains different
versions of the same image. The images in each sequence are presented in pairs in two
locations (for example one on the left and one on the right of the display) in all the possible
combinations. Thus, each image is displayed twice in both locations. After each pair is
presented, a judgement is made on which element in the pair is preferred based on some
attributes. In PC, the tester doesn’t impose any scale for the assessment. The selection of
one image over the other is an exclusive Boolean choice.

The obtained scores can then be used as is, normalized using the mean and standard
deviation to obtain Z-scores, or Thurstone scaling [125] can be used to create an interval
scale, so that the scale represents equal perceptual distances. Finally the quality ratings from
the evaluators are averaged to obtain the Mean Opinion Score (MOS) or the Difference Mean
Opinion Score (DMOS). The latter is the difference between the MOS scoring of the test
image and the MOS scoring of the corresponding reference image.

Let us note that it is also important to take into account the Human Vision System
(HVS) characteristics, the image rendering procedure, the subjects characteristics and the
perceptual task[35]. The HVS is specialized and tuned to recognize the features that are most
important for human evolution and survival; there are other image features that humans
cannot distinguish or that are easily overlooked[146]. These facts make quality assessment
highly dependent on the image contents. Consider for example Figure 2.7. The same amount
of Gaussian noise is applied to the image, first on the sky/clouds region (Figure 2.7a) and
to the sand/rocks region (Figure 2.7b). The perceived image quality is strongly influenced
by the distortion visibility. When the distortion is applied to the sand/rock region, it is less
noticeable. The noise is masked by the variations in the texture of the region. When the
distortion is applied to almost uniformly regions, as in the case of the sky/clouds region, it
stands out prominently. This effect is called Texture Masking and is fundamental to take it
into account when designing image quality metrics.

Subjective experiences and preferences may influence the human assessment of image
quality; for example, it has been shown that the perceived distortions are dependent on
how familiar the test person is with the observed image [42]. Image quality assessment is
also affected by the user’s task, e.g [49, 39]: passive observation can be reasonably assumed
when the observer views a vacation image, but not x-rays for medical diagnosis. The cog-
nitive understanding and interactive visual processing, like eye movements, influence the
perceived quality of images in a top-down way [36]. If the observer is provided with different
instructions when evaluating a given image, he will give different scores to the same image

8



a b

Figure 2.7: Example of how the perceptual quality is influenced by the visibility of the
distortion. Gaussian noise is applied to the top (a) and bottom (b) regions of the image.
The image in (b) is perceived as having higher quality than the image in (a).

depending on those instructions. Prior information regarding the image contents or fixation,
may therefore affect the evaluation of the image quality.

Although effective, the efficiency of subjective approaches is very low. This has led
the research towards the study of objective image quality measures not requiring human
interaction.

2.3.2 Objective approaches

Objective approaches exploit suitable metrics computed directly from the digital image (see
Figure 2.8). These image quality metrics can be broadly classified in Full Reference, No
Reference, and Reduced Reference metrics [140].

Figure 2.8: Objective image quality assessment approaches.

Full Reference Full Reference (FR) metrics perform a direct comparison between the
image under test and a reference or “original” in a properly defined image space. Having
access to an original is a requirement of the usability of such metrics. Among the quality
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dimensions previously introduced, only image fidelity can be assessed. The simplest FR
metric is the Mean Square Error (MSE) or Peak to Signal Noise Ratio (PSNR). Even if they
are the most used, in general they do not correlate with subjective assessments [41, 139].

Error sensitivity frameworks follow a strategy of modifying MSE-like measures so that
errors are penalized in accordance to their visibility. The evaluation of the visibility is
accomplished by modeling some aspects of the HVS like Channel Decomposition, Contrast
Sensitivity and Point Spread functions among others [30, 124, 72, 105]. All these techniques
are bottom-up like approaches.

Top-down approaches take into account, for example, the image structure in defining
the IQ since they assume that finding the structure is the goal for the cognitive process.
The structural information in an image is defined as those attributes that represent the
structure of objects in the scene, independently of the average luminance and contrast. The
image quality is measured as a function of the amount of distortion that influence the image
structure. Other approaches consider the characteristics of the natural images. They use
natural scene statistics to quantify the loss of information due to the distortions present in
the image.

A brief summary of FR metrics is presented in Table 2.1. The performance of each metric
in terms of correlation with a ground truth, if available, is reported in the last column of
the table (see Section 2.5).

No Reference No Reference (NR) metrics (also called blind methods) assume that im-
age quality can be determined without a direct comparison between the original and the
processed images.

Among the NR metrics we find those designed to identify the presence of specific process-
ing distortions. Different types of defects can be considered: blurriness, the attenuation of
the high spatial frequencies; blocking, discontinuities generated by block-based compression
algorithms such as JPEG; grainess, random fluctuation of pixel values due to the device
sensor; contrast, the difference in the brightness that makes an object in an image dis-
tinguishable from other objects and the background; colorfulness, the perceived difference
between a color and gray. Blind methods can be classified as application-dependent since
they are defined to handle with one or few specific defect types. Some of the blind meth-
ods are carried out in the frequency domain (like [24] for example) and make use of the
common statistical characteristics of the power spectra of natural images [130] in order to
define the corresponding quality metrics. A variety of statistical properties of natural im-
ages (intensity, color, spatial correlation and higher order statistics) and their relationship
to visual processing has been extensively studied by Simoncelli and Olshausen [118]. More
general-purpose NR IQA algorithms also exist which do not attempt to detect specific types
of distortions. Methods of this type typically reformulate the IQA problem into a classifi-
cation and regression problem in which the regressors/classifiers are trained using specific
features. The relevant features are either discovered via machine learning or specified by
using natural-scene statistics [81, 4, 78].

A brief summary of some NR methods is presented in Tables 2.2 and 2.3. When possible
we report the overall performance score in the last column. If this score is not available, we
report some performance scores of the most common defects either as a single value or as a
range of values.

Reduced Reference Reduced Reference (RR) metrics lie between FR and NR metrics.
They are designed to predict perceptual IQ with only partial information about the reference
image. The methods extract a number of features from both the reference and the image
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under test, and image comparison is based only on the correspondence of these features.
Therefore, only image fidelity can be assessed. RR metrics may be useful to track the degree
of visual degradation of image data that are transmitted through communication networks or
during image acquisition. In image transmission the features must be coded and transmitted
with the image data. The receiver compute the same features on the received image in
order to verify if the original image has been corrupted during transmission. During image
acquisition, in some image domains, it is common to acquire known targets (e.g. patches of
colors or objects) on which compute the features to be evaluated. RR methods, in general,
extract content-based or distortion-based features. Compared with FR and NR, few RR
methods are available in the literature. In Table 2.4 a brief summary of RR methods is
presented.

2.4 Available databases

Different standard databases are available to test the algorithms’ performance with respect
to the human subjective judgements. In what follows some of the most frequently used are
briefly described:

• LIVE [117]: contains 29 reference images and 779 distorted images in 24-bpp color
BMP format at different image resolutions ranging from 634 x 438 to 768 x 512 pix-
els.There are five distortion types in this database: JPEG compression (169 distorted
images), JPEG2000 compression (175 distorted images), additive Gaussian white noise
(145 distorted images), Gaussian blurring (145 distorted images), and JPEG2000 with
bit errors via a simulatedRayleigh fading channel (145 distorted images). Each type
of distortion was generated at 5-6 different amounts of distortion. The ratings were
collected from 29 subjects. In order to visualize the distortion range, we show in 2.9
one original image from LIVE together with the most distorted versions for JPEG,
blur and noise artifacts.

Figure 2.9: An original image from LIVE and its most distorted versions for JPEG, noise
and blur artifacts respectively.

• MICT [107]: contains 14 reference images and 168 distorted images in 24-bpp color
BMP format at a resolution of 768 x 512 pixels.There are two types of distortion in this
database: JPEG compression (84 distorted images) and JPEG2000 compression (84
distorted images). Both types of distortion were generated at seven different amounts.
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The ratings were obtained from 16 subjects. In order to visualize the distortion range,
we show in Figure 2.10 one original image from MICT together with its most distorted
versions for JPEG and JPEG2000 artifacts.

Figure 2.10: An original image from MICT and its most distorted versions for JPEG and
JPEG2000 artifacts respectively.

• IRCCyN/IVC Scores on the MICT Database: Additional subjective ratings of the
quality for the images from the MICT database were obtained by [131, 5] by using
a different testing protocol, a different type of display, and different populations of
subjects. The ratings were collected from 27 subjects.

• IVC [14]: contains 10 reference images and 185 distorted images in 24-bpp color BMP
format at an image resolution of 512 x 512 pixels. There are five types of distortions
in this database: JPEG compression (50 distorted images), JPEG compression of only
the luminance component (25 distorted images), JPEG2000 compression (50 distorted
images), locally adaptive-resolution coding (40 distorted images), and Gaussian blur-
ring (20 distorted images). Each type of distortion was generated at five different
amounts of distortion. The ratings were collected from 15 subjects.

• TID2008 [97]: contains 25 reference images and 1700 distorted versions. The reference
images were obtained from the Kodak Lossless True Color Image Suite. All of the
images are stored in 24-bpp BMP format at a resolution of 384 x 512 pixels. There
are 17 distortion types in the database (e.g., different types of noise, blur, denoising,
JPEG and JPEG2000 compression, transmission of JPEG, JPEG2000 images with
errors, local distortions, luminance, and contrast changes). Each type of distortion
was generated at four different amounts. The ratings were obtained from 838 subjects.

• A57 [17]: contains three original images and 54 distorted images (3 images x 6 distor-
tion types x 3 contrasts). The distortion types considered are: additive Gaussian white
noise, Baseline JPEG compression, JPEG-2000 compression using different settings,
Gaussian blurring, quantization of the LH sub-bands of a 5-level DWT of the image.

• Categorical Subjective Image Quality (CSIQ) [64]: contains 30 reference images and
866 distorted images in 24-bpp PNG format at a resolution of 512 x 512 pixels. There
are six distortion types in this database: JPEG compression (150 distorted images),
JPEG2000 compression (150 distorted images), additive Gaussian white noise (150 dis-
torted images), additive Gaussian pink noise (150 distorted images), Gaussian blurring
(150 distorted images), and global contrast decrements (116 distorted images). Each
type of distortion was generated at 4-5 different amounts. The ratings were obtained
from 35 subjects. In order to visualize the distortion range, in Figure 2.11 one original
image from CSIQ together with its most distorted versions for JPEG, JPEG200, blur,
white noise, F noise and contrast artifacts are reported.
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Figure 2.11: An original image from CSIQ and its most distorted versions for JPEG,
JPEG200, blur, white noise, F noise and contrast artifacts respectively.

• LIVE Multiply Distorted [29]: it is the first datababase that addresses the multidis-
tortion problem. It consists of 15 reference images and 405 multiply distorted images.
Four levels of blur, JPEG compression and noise are considered. The multiple dis-
torted images consist of blur followed by JPEG and blur followed by noise. The scores
are collected from 37 observers.

For a more detailed description and review of these databases see [68] and [150].

2.5 IQA validation

Despite the time required to perform the test in a carefully controlled environment, subjec-
tive tests are at the base of objective quality metrics benchmarking. In fact, any objective

13



metric must be validated with respect to user judgements. The image quality databases
serve as ground-truth information for evaluating IQA algorithms. Given a reference dataset,
objective and subjective results can be compared through different performance measures.
The Video Quality ExpertsGroup (VQEG) [136] recommends three performance criteria:
prediction accuracy, prediction monotonicity and prediction consistency with respect to the
subjective assessments:

• The prediction accuracy can be quantified either by measuring how well an algorithm
predictions correlate with the subjective values or by measuring the average error
between the algorithm predictions and the subjective scores. The Pearson Correlation
Coefficient (PCC) and the Root Mean Squared Error (RMSE) are most commonly
used for quantifying correlation and average error, respectively. For N data pairs
(xi, yi), indicating with x̄ and ȳ the means of the respective data sets, the PCC is
given by:

PCC =

∑
(xi − x̄)(yi − ȳ)√∑

(xi − x̄)2
√∑

(yi − ȳ)2
(2.1)

Before computing PCC or RMSE, it is customary to apply a nonlinear transformation
to the predicted scores so as to bring the predictions on the same scale as the subjective
scores and to attempt to obtain a linear relationship between the predictions and
opinion scores. The VQEG suggests the use of logistic or polynomial functions. The
parameters of these functions are chosen to minimize the MSE between the set of
subjective values (of a particular database) and the corresponding set of transformed
predicted values. Recently, it has also been proposed a Monotonic Regression [44].
This function is obtained as an optimization problem that yields the highest PCC and
does not depend on any parameter settings.

• The Spearman Rank Order Correlation Coefficient (SROCC) measures the prediction
monotonicity of a metric, i.e. the degree to which the predictions of a metric agree
with the relative magnitudes of the subjective ratings. Indicating with Xi and Yi the
ranks of xi and yi respectively, and with X ′ and Y ′ the midranks of the ordered data
series, the SROCC is defined as:

SROCC =

∑
(Xi −X ′)(Yi − Y ′)√∑

(Xi −X ′)2
√∑

(Yi − Y ′)2
(2.2)

• The Outlier Ratio (OR) is defined as the percentage of the number of predictions
outside the range of ±2 times the standard deviations of the subjective results. It
measures the degree to which the metric maintains the prediction accuracy (i.e. pre-
diction consistency). If N is the total number of data points and N ′ is the number of
outliers, the OR is defined as:

OR =
N ′

N
(2.3)

Although the performance measures above described may give an idea of how well a given
metric correlates with human perception, it may be misleading to only use them to select a
metric to be used in a given domain for a given task. Considering for example the SROCC of
different metrics on the same dataset, we can rank methods. However, as it can be seen from
Tables 2.1-2.4 not all the metrics are validated on the same database. Tourancheau et al.
[131] studied the impact of subjective dataset on the performance of IQ metrics. The authors
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wondered if the objective metrics behaviors are constant across databases, contents and
distortions and how significantly the subjective scores might fluctuate on different displays.
To this end, the behaviors of four FR metrics (PSNR, SSIM, VIF and the metric by [15])
were tested on three image databases (LIVE, IVC, MICT). They demonstrated that the
performances of the quality metrics can strongly fluctuate depending on the database used
for testing and also showed the consistency of all metrics for two distinct displays.

2.6 Indirect quality evaluation

The aforementioned IQ approaches assess the quality by taking into account the properties
of the images themselves in the form of their pixels or feature values.

Image quality can also be indirectly assessed quantifying the performance of an image-
based task performed by a domain expert and/or by a computational system. For example,
in the framework of medical imaging, an image is of good quality if the resulting diagnosis
is correct. In a biometrics system an image of a face may be considered of good quality is
the person can be reliable recognized, in a Optical Character Recognition system a scanned
document is a good quality if all the words can be correctly interpreted. The European
Commission has proposed in 1999 an image quality standard for Computed Tomography
images [34]. In this standard only two quality levels are considered: 1) Reproduction: Details
of anatomical structures are visible but not necessarily clearly defined; and 2) Visually sharp
reproduction: Anatomical details are clearly defined. Visual sharp reproduction does not
affect the quality of the diagnosis. The quality evaluation could be done by processing each
image and assessing the fulfillment of the constraints and requirements of the task [73]. This
can be done manually by domain experts and/or automatically by a computational system.
In the case of the face-based biometric system, the quality evaluation could be done by a
face recognition algorithm that process and evaluates each image.

Regardless of the approach used (manual or automatic), by comparing the predictions
with the known correct responses, several evaluation measures can be derived from an esti-
mate of True Positives (TP), False Positives (FP), True Negatives (TN), and False Negatives
(FN) responses. Two common measures are sensitivity and specificity. Sensitivity denotes
how well the expert/system detects positives and is defined as TP/(TP+FN). Specificity
quantifies how well false alarms are avoided, and it is defined as defined as TN/(FP+TN).

Indirect quality assessment can be carried out also by assessing the performance of the
imaging/rendering devices. Using suitable sets of images and one or more direct methods
(both objective and subjective), it is possible to assess the quality of the imaging and render-
ing procedures. In this case IQ is related to some measurable features of imaging/rendering
devices, such as spatial resolution, color depth, etc. These features can be quantitatively
assessed using standard targets (e.g. X-Rite ColorChecker R© Classic [153], or the ISO 12233
Chart Data [54]) and ad-hoc designed software tools (e.g. [50]). However, these measures
alone are not sufficient to fully assess IQ. The Camera Phone Image Quality (CPIQ) Ini-
tiative of the International Imaging Industry Association (I3A) uses both objective and
subjective characterization procedures [49].

Figure 2.12 graphically depicts the different image quality approaches.

2.7 Applying IQA in a production workflow

After reviewing the different types and criteria used to classify the available metrics, we pose
at this point the question of how to apply these metrics. Of course, the best general purpose
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Figure 2.12: Taxonomy of the different image quality approaches.

metric does not exist. In general, different metrics may be required at different stages of the
image production workflow chain. Even if a given task and scenario would require specific
metrics, we can sketch some general guidelines.

In Figure 2.13 a generic image workflow chain with the indication of where the different
IQA approaches are applied is shown. It starts with the source data (e.g. natural scene,
phenomenon, measured values, etc.) to be captured by a digital image. The source can
be specific of a narrow domain (e.g. resonance image) or broad domain (e.g. personal
photo collections). Depending on the domain, acquisition constraints (e.g. semantic or
environmental) are applied. The imaging block in Figure 2.13 broadly refers to any imaging
device, hardware or software, that transform the source into a digital image. An example
of a physical imaging device can be a camera, scanner or a tomograph while a software
device can be any application that is able to create a synthetic image (e.g. map, flow chart,
diagram, etc.). Once the image is created or acquired imaging metadata can be automatically
embedded in the image header (e.g. EXIF). They may include information such as: maker,
model of the camera, device settings, date and time, time zone offset, and GPS Information.
Other metadata are usually added both for catalog and retrieval purposes. The overall
metadata schema is usually set at the beginning of the digitalization stage and is based on
application needs and the workflow requirements.

The digital image along with the metadata can be directly stored in an archive for
further use or go through a validation phase that is aimed to have an initial assessment
of the suitability and/or quality of the image with respect to the application needs. For
example, a manual inspection can be performed in order to check if the whole scene has
been correctly acquired or if it satisfies certain constraints. Validation constraints can be
those related to the semantic of the image and can be evaluated either by human observers
or automatically via computational algorithms (e.g. [110]). Images that do not pass the
validation phase are rejected.

In the image quality literature little attention is given to the scene contents. The scene
is composed of the contents itself (a face, for example), and the viewing/acquisition environ-
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ment: geometry, lighting and surrounding. We may call scene gap the lack of coincidence
between the acquired and the desired scene. The scene gap should be quantified either at
the end of the acquisition stage or during the validation stage (if any). The scene gap can
be considered recoverable if subsequent processing steps can correct or limit the information
loss or corruption in the acquired scene. It is unrecoverable if no suitable procedure exists
to recover or restore it. The recoverability of the scene gap is affected by the image domain.
When narrow image domains are considered (e.g. medical X-Rays images), to have limited
and predictable variability of the relevant aspects of image appearance, it is easier to de-
vise procedures aimed to automatically detect or reduce the scene gap. When broad image
domains are considered, it is very difficult and in many cases impossible to automatically
detect, quantify and recover the scene gap.

The characteristics of the imaging device have an obvious impact on the quality of
the acquired image. The hardware (e.g. sensors and optics) and/or software components
(processing algorithms) of the device may be very articulated and complex. Their roles
can be to keep image fidelity as much as possible, improve image usefulness, naturalness,
or suitable combinations of these quality dimensions. We may call device gap the lack
of coincidence between the acquired image and the image as acquired by an ideal device
properly defined, or chosen and used. The characteristics of the devices to be used must
be carefully evaluated in order to limit the images rejected in the validation phase. To this
end RR or NR methods can be used to evaluate the device. Only RR methods can be used
to evaluate the digital image with respect to the source because the source belongs to a
different domain representation that makes it impossible a direct comparison. NR methods
are used to detect the presence of defects in the imaging pipeline.

If required, the image can be further processed in order to increase its usefulness for the
task at hand (e.g. contrast enhancement or binarization) or in order to allow more efficient
transmission and storage. During this phase, any of the image quality techniques can be
used. In particular, FR assessment techniques can be used since two digital images (before
and after the processing) are available. Extra information can be added (usually information
about the enhancements and processing that have been applied). The image can now be
delivered and finally used either by a human observer or by an application.

Figure 2.13: Relationship between the image production workflow chain and the image
quality assessment approaches.

Given a processed image, we may be interested in predicting the overall IQ of the final
printed document. The IQA of the image has to be evaluated before printing the document,
so that the final product reaches the desired quality level. The processed image can be
sent to a printer emulator software that taking into account all the characteristics of the
HW/SW of the real printer, inks and paper, is able to generate an image of what the print
will look like (soft proofing). This soft printed image can be used to estimate the quality of
the final printed document using FR, RR, NR metrics or subjective judgments. The quality
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of the actual printed image can be assessed according to the specific task. In this case,
the evaluation is mainly subjective since it must take into account the print usage (fliers,
brochures, art catalogue, high fidelity reproduction, etc.) and possibly the creator intents
and preferences. To assess the quality, care should be taken to set up properly viewing
condition (light, background, etc).

A similar approach can be used when printing composite documents with several images
on a single page. In this scenario, quality can be independently assessed on each image
using the above workflow, then a ”coherence analysis” could be performed to ensure that,
for example, the color features of similar images are in agreement among each other or that
all the images belong to a similar semantic class (e.g. indoor, outdoor, landscape, etc).

During fruition the perceived image quality is greatly affected by the rendering device
and the viewing conditions. For a faithful reproduction of digital images, the rendering
devices must be carefully calibrated and characterized [112]. A best practice is to employ a
color management system based on the International Color Consortium color management
model. A device profile can be embedded into an image file which will enable the image
to be automatically adjusted where necessary [53]. At this stage, image quality assessment
can be carried out using subjective methodologies to evaluate the perceived image quality
in the fruition environments. Some basic guidelines on how to acquire digital images of four
different categories can be found in [10].

2.8 Conclusion and future research

Objective image quality assessment is an active and evolving research area. In the present
chapter we have given a compendium of the state of the art of the different IQA methods.
We have classified and summarized the different available metrics. We have also outlined the
relationship between the image workflow chain and the image quality assessment approaches,
how and when these different kinds of metrics can be applied within a generic image workflow
chain. The selection and use of the different metrics depend on the semantic content of the
image, the application task, and the particularly imaging chain applied. A challenge task
in IQA is how to design a general purpose NR IQ metric capable of assessing different
artifacts simultaneously. The major part of the NR IQ metrics are designed to measure
only a single distortion. The few that consider two distortions simultaneously are mainly
concerned with the case of noise and blur that are correlated. A possible strategy could be
to combine different IQA metrics into a single method. However, before considering different
combination strategies, the normalization problem of the single metrics should be addressed.
Both the normalization and combination of multiple metrics are still open problems within
the IQA community. The same issue applies if we aim to increase the performance of
detecting a given artifact by combining several metrics. To cope with this problem, recently
general purpose metrics (or universal metrics) have been proposed by [43], [4] and [154].
Despite these methods show promising results as generic metrics, they have been tested
mainly on the LIVE database where each corrupted image is affected by a single distortion.
Multi-distortion databases are thus required to further evaluate these novel metrics.

Finally, in order to design more reliable and general purpose image quality metrics, an
interdisciplinary approach is the challenge for the next years. Evidence from the biological
studies will help us to understand how our brain works when involved in the quality as-
sessment task. Computational models of the visual system that account for these cognitive
behaviors could be integrated within the perceptual quality metric design. Last but not
least, semantic models coming from the image understanding community can certainly help
us improve the metrics’ design and performance.
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Table 2.1: Full Reference Methods
FR Method Brief description Performance
MSE, PSNR Measures the fidelity to the original and does not take

into account HVS characteristics. It is the simplest and
oldest measure. No parameters are needed.

–

Error sensitivity
frameworks [30], [72],
[105], [124], [147]
(1989-1993)

Measure the fidelity to the original. These are bottom-
up approaches that simulate functional properties of the
HVS. Consist essentially in four modules: preprocessing
(alignment, luminance transformation, and color trans-
formation), channel decomposition (different choices are
identity, wavelet, Discrete Cosine and Gabor transform),
error weighting and error summation (Minkowski error
pooling). Different parameters have to be estimated.

–

Spatial-CIELAB [159]
(1997)

Measures color differences and is an extention of the
CIELAB color metric. The image data is transformed
into an opponent color space, followed by a CSF spatial
filtering. An error map is evaluated. Different parameters
have to be estimated.

–

Structure Similarity
Index (SSIM) [140]
(2004)

Measures the fidelity to the original. The HVS is adapted
to extract structural information from natural visual
scenes. Models image degradation as structural distor-
tions instead of errors. The SSIM index is obtained as
the product of three comparison components: luminance,
contrast and correlation. Different parameters have to be
estimated.

LIVE database.
PCC = 0.967
RMSE = 5.06
OR = 0.041
SROCC = 0.963

Visual Information
Fidelity Index (VIF)
[113] (2006)

Measures the information shared between the two images.
The construction of the VIF Index relies on the modeling
of the statistical image source, the image distortion chan-
nel,and the human visual distortion channel. Different
parameters have to be estimated.

LIVE database.
PCC = 0.949.
RMSE = 5.083.
OR = 0.013.
SROCC = 0.949.

Most Apparent Distor-
tion Metric [64] (2010)

Combines two different strategies. For high quality im-
ages, local luminance and contrast masking are used to es-
timate detection based perceived distortion. On the other
hand, changes in the local statistics of spatial-frequency
components are used to estimate appearance-based per-
ceived distortion in low-quality images.

TID, LIVE, MICT and
CSIQ databases
PCC = 0.8306 (TID), 0.9683
(LIVE), 0.8951 (MICT),
0.9502 (CSIQ)
SROCC = 0.8340 (TID),
0.9675 (LIVE), 0.8908
(MICT), 0.9466 (CSIQ)

Divisive Normalization
Metric [63] (2010)

Measures the closeness to the original. The metric is
based on divisive normalization models [124] within Dis-
crete Cosine Transform and Wavelet domains.

–

Discrete Orthogonal
Moments [149] (2010)

Measures the Moment Correlation Index. Up to fourth or-
der moments are computed on non-overlapping blocks for
both the test and reference images. Correlation indexes
are computed on each pair of block moments, and a single
quality score is obtained by averaging all the correlation
indexes. Two metrics are proposed: Q1 and Q2.

LIVE, A57, IVC and MICT
databases.
For Q1: PCC = 0.608-0.937
SROCC = 0.606-0.947
For Q2: PCC = 0.680-0.934
SROCC = 0.726-0.938

Machine learning ap-
proach [20] (2012)

It is based on a learned classification process in order to
respect human observers. Support Vector Machine is ap-
plied for both classification and regression tasks. The fea-
ture vector contains visual attributes describing the im-
ages content.

LIVE and TID2008
databases.
SROCC = 0.96 (LIVE), 0.90
(TID2008).

19



Table 2.2: No Reference Methods
NR
Method

Artifacts Brief description Performance

[95] (1990) Contrast Assigns a contrast value to every point in the image as a func-
tion of the spatial frequency band. The contrast is defined as
the ratio of the bandpass-filtered image at that frequency to the
low-pass image filtered to an octave below the same frequency
(local luminance mean).

–

[51] (1996) Noise Estimates variance of the normally distributed noise. –
[99] (1999) Noise Assumes Gaussian distributed noise. Estimates the noise vari-

ance. First, the noisy image is filtered by a horizontal and a
vertical difference operator, then the histogram of local signal
variances is computed. The mean square value of the histogram
gives a noise estimation value.

–

[135]
(2000)

Blockiness Designed in the frequency domain. The blockiness measure is
defined as the ratio between intra- and inter-block similarity.

–

[141]
(2000)

Blockiness Defined in the frequency domain. They model the blocky image
as a non-blocky image interfered with a pure blocky signal. The
task of the blocking effect measurement algorithm is to detect
and evaluate the power of the blocky signal. Luminance and
texture masking effects are incorporated.

–

[11] (2001) Blockiness Discrete Cosine Transform-domain algorithm. Blocking arti-
fact modeled as a 2-D step function. Luminance and texture
masking taken into account.

–

[142]
(2002)

Blockiness Feature extraction method in the spatial domain. Measures dif-
ferences across block boundaries and zero-crossings. Non linear
regression is applied where the parameters are estimated from
subjective tests.

LIVE database.
RMSE = 7.76.
PCC =0.970.
SROCC=0.960

[77] (2002) Blur Defined in the spatial domain. An edge detector is applied.
For pixels corresponding to an edge location, the start and end
positions of the edge are defined as the local extrema locations
closest to the edge. The edge width is measured and identified
as the local blur measure. Global blur obtained by averaging
the local blur values over all edge locations.

105 images from
LIVE and other
sources.
PCC = 0.85-
0.96.
SROCC = 0.87-
0.96.

[26] (2003) Noise Laplacian and gradient data masks are used to estimate the ad-
ditive and multiplicative noise standard deviations in an image.
The histogram median value supplied the most accurate final
noise estimations.

–

[46] (2003) Colorfulness Study of the distribution of the image pixels in the CIELab
color space, assuming that the colourfulness can be represented
by a linear combination of a subset of different quantities (stan-
dard deviation and mean of saturation and/or chroma). Param-
eters are found by maximising the correlation between experi-
mental data and the metric.

84 images.
PCC = 0.871-
0.942.

[91] (2003) Blur The average edge spread in the image is measured by the aver-
age extent of the slope spread of an edge in both the gradients’
direction and also the direction opposing the gradients’ direc-
tion.

624 images.
RMSE = 0.1774.

[94] (2004) Blockiness Measures horizontal and vertical inter-block difference. Takes
into account the blocking artifacts for high bit rate images and
the flatness for the very low bit rate images.

LIVE database.
PCC = -0.930.
SROCC = 0.932.

[145]
(2004)

Blur Defined in the frequency domain. Blur is interpreted as a dis-
ruption of the local phase. They show that precisely localized
features such as step edges result in strong local phase coher-
ence structures across scale and space in the complex wavelet
transform domain, and blurring causes loss of such phase coher-
ence. The measure of phase coherence is based on coarse-to-fine
phase prediction. The computations bear some resemblance to
the behaviours of neurons in the primary visual cortex of mam-
mals.

–

[151]
(2004)

Noise Investigates the visibility of noise itself as a target and uses
natural images as the masker. Targets are Gaussian white noise
and band-pass filtered noise of varying energy. Psychophysical
experiments are conducted to determine the detection threshold
of these noise targets on many different types of image content
(noise visibility).

30 images.
PCC = 0.95.
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Table 2.3: No Reference Methods contd.
NR
Method

Artifacts Brief description Performance

[37] (2007) Blur and
noise

The method is based on measuring the variance of the ex-
pected entropy of a given image on a set of predefined direc-
tions. Entropy can be calculated on a local basis by using a
spatial/spatial-frequency distribution as an approximation for
a probability density function. A pixel-by-pixel entropy value
is calculated. The anisotropy measure is used as an index to
assess IQ.

–

[12] (2008) Quantization
noise

Based on natural scene statistics of the Discrete Cosine Trans-
form coefficients, modeled by a Laplace probability density
function. The resulting coefficient distributions are then used
for estimating the local error due to lossy encoding. Local er-
ror estimates are also perceptually weighted, using a perceptual
model by [147].

LIVE database.
RMS=7.439,
PCC=0.973,
SROCC=0.978

[22] (2009) Blur and
noise

Blur is estimated by the difference between the intensity of the
current pixel and the average of neighbor pixels, the difference
is normalized by the average.

LIVE database
PCC = -0.91

[23] (2009) Blur An overcomplete wavelet transform of the image is computed.
Coefficients of subbands with the same orientation are expected
to be located in similar positions. Following [145], blur will in-
troduce phase incoherence, causing these positions to change
from sub-band to sub-band. Coefficients are classified as co-
herent or incoherent based on an adaptive threshold. The blur
estimation is calculated as the mean of the standard deviations
of the image components associated to the incoherent coeffi-
cients.

6580 images with
simulated and
real blur.
PCC = 0.5-0.75.

[121]
(2009)

Blockiness Defined in the frequency domain. Considers a JPEG com-
pressed image (CE) as a combination of primary edges (PE),
undistorted image edges (UE) and blocking artifacts (distorted
image edges and block edges). The method estimates PE and
UE and then filters them out from CE to obtain an estimate for
blockiness. Following [137], the metric quantifies visual impair-
ment by altering the spatial frequencies of the channels in order
to standardize its sensitivity output so that it is independent
from other channels.

Scores for 7 im-
ages in the LIVE
Database.
PCC = 083- 0.99.

[24] (2010) Blur and
noise

Evaluates noise impact in spatial and frequency domain and
estimates blur in the frequency domain. The common statis-
tical properties of power spectra of natural images are used to
enhance the distortion effects. The bending point location of
the modified image spectrum (smoothed power spectrum mul-
tiplied by the squared spatial frequency) is used to define an
index that measures noise and blur impacts.

–

[69] (2011) JPEG and
JPEG2000

Neural Network-based approach. A feed-forward NN is em-
ployed to operate on the feature vector (blockiness and blur)
extracted from JPEG/JPEG2000 images.

LIVE Database,
JPEG:
PCC=0.9623,
RMSE=0.109
JPEG2000:
PCC=0.930,
RMSE=0.139

[43] (2011) distortion
generic

The method uses a set of low-level image features in a machine
learning framework to learn a mapping from these features to
subjective image quality scores. Features are derived from natu-
ral image statistics, texture features and blur/noise estimation.

LIVE Database,
PCC=0.89.

[38] (2012) Gaussian
noise and
Gaussian
blur

The von Mises distribution of the image information is evalu-
ated. Assuming that the concentration parameter decreases ex-
ponentially with increasing the amount of degradation, it can
be used as an image quality assessment index.

TID2008
Database,
Noise:
PCC=0.8052,
SROCC=0.8083
Blur:
PCC=0.9600,
SROCC=1

[4] (2012) distortion
generic

The Blind/Referenceless Image Spatial QUality Evaluator
(BRISQUE) operates in the spatial domain and is based on
natural scene statistics. The algorithm quantifies the natural-
ness in the image due to presence of different distortions.

LIVE Database,
SROCC =
0.9395, PCC =
0.9424.

[154]
(2012)

distortion
generic

Approach based on visual codebooks. A visual codebook con-
sisting of Gabor-filter-based local features extracted from local
image patches is used to capture complex statistics of a natural
image. The codebook encodes statistics by quantizing the fea-
ture space and accumulating histograms of patch appearances.

LIVE Database,
PCC = 0.0215,
SROCC =
0.0199.
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Table 2.4: Reduced Reference Methods
RR
Method

Features Brief description Performance

[106]
(2000)

Features de-
scribing aliasing
and blockiness
effects.

The active regions of an image (defined as
those with strong edges and textures) are
quantified. The metric is based on the wavelet
coefficients from the different sub-band coding
schemes and is used to predict the PSNR of
compressed images.

R-Squared value = 0.9934

[62] (2003) Features de-
scribing blocking
and blurring
artifacts.

Hybrid IQ metric. The importance of blocking
effect is computed using the Wang and Bovik
method [141], and the importance of blurring
is measured using Marziliano’s method [77].

–

[143]
(2005)

Features de-
scribing the
histograms of
wavelet coeffi-
cients.

Based on a natural image statistic model in
the wavelet transform domain. The marginal
distribution of the wavelet coefficients within
a given subband changes in different ways for
different types of image distortions. Uses an
information distance measure between proba-
bility distributions to quantify such changes.
No specific distortion model is assumed.

LIVE database.
PCC = 0.9695 (JPG), 0.8889
(noise), 0.8872 (blur), 0.9353
(JPG2K).
SROCC = 0.8908 (JPG),
0.8639 (noise), 0.9145 (blur),
0.9298 (JPG2K).
OR = 0.0341 (JPG), 0.1793
(noise), 0.1172 (blur), 0.069
(JPG2K).

[15] (2008) Visual features
similar to those
used by the
HVS: orienta-
tion, length,
width and mag-
nitude of the
contrast at the
characteristic
point.

Implements an operating and organizational
model of the HVS, including important stages
of vision (perceptual color space, CSF, psy-
chophysical sub-band decomposition, masking
effect modeling). The criterion extracts struc-
tural information from the representation of
images in a perceptual space. Extracted fea-
tures are stored in a reduced description which
is generic, as it is not designed for specific
types of distortions.

IVC, LIVE and MICT
databases.
PCC = 0.913-0.972.
ROCC = 0.909-0.953.
OR = 0.02-0.05.

[67] (2008) Statistical fea-
tures extracted
from a divisive
normalization-
based image
representation.

Inspired by the success of the divisive normal-
ization transform as a perceptually and statis-
tically motivated image representation. Each
coefficient of the transform is normalized (di-
vided) by the energy of a cluster of neigh-
boring coefficients. It is a general-purpose
method, no assumption is made about the
types of distortions present in the images.

LIVE database.
PCC = 0.9162
SROCC = 0.9279
OR = 0.1079

[119]
(2012)

Entropy of
Wavelet coeffi-
cients

The algorithm measures the changes in suit-
ably weighted entropies between the reference
and distorted images in the wavelet domain.

LIVE and TID2008
databases.
SROCC = 0.8606 (LIVE)
0.824 (TID2008)
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Chapter 3

No Reference metrics for
JPEG-blockiness and noise
distortions

3.1 NR metrics for JPEG-blockiness

One of the image quality distortions for which several objective metrics have been developed
is blockiness. The blocking artifact is a prevailing degradation caused by the block-based
Discrete Cosine Transform coding technique, especially under low bit-rate conditions, due to
the different quantization sizes used in the neighboring blocks and the lack of consideration
for inter-block correlation.

Numerous NR IQA algorithms have been developed specifically for JPEG images. The
general approach involves measuring the edge strength at block boundaries and then using
this measure to estimate the visibility of the blocking, often based on masking. Quality is
then determined based on this estimate of perceived blockiness.

In what follows we list some of the frequently used JPEG-blockiness measures.

• M1, Generalized Block-edge Impairment (GBIM) metric developed by Wu and Yuen
[152]: It is the most well known metric in the spatial domain. If an image I of size W
x H is divided into B x B blocks, the horizontal and vertical difference (discontinuity)
at block boundaries can be evaluated as:

Mh =

H/B−1∑
k=1

W−1∑
x=0

(I(x, k.B − 1)− I(x, k.B))2

1/2

(3.1)

for horizontal blockiness, and

Mv =

W/B−1∑
l=1

H−1∑
y=0

(I(l.B − 1, y)− I(l.B, y))2

1/2

(3.2)

for vertical blockiness. In general it is assumed that B=8 because this is the most
frequently used block size for block transform based image coding. The two directions
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are then combined into a single quality value. The higher the GBIM value is above
one, the greater the severity of the blocking effect. Variations of the GBIM method can
be found in [79, 92]. Object edges at block boundaries can be excluded in blockiness
consideration [158].

• M2, developed by Vlachos [135]: the algorithm uses the cross-correlation of subsample
images to measure and detect blocking artifacts. Eight sub-images are chosen such that
every sub-image contains one specific pixel from each of the 88 blocks. The summation
of the phase correlations between some sets of sub-images, which measures the intra-
block similarity, is divided by the summation of the phase correlations between some
other sets of sub-images, which measures the inter-block similarity, to yield a measure
of blockiness.

• M3, developed by Wang et al. [141], (hereafter also named WBE): It is formulated in
the frequency domain and models the blocky image as a non-blocky image interfered
with a pure blocky signal. The goal of the blocking effect measurement algorithm is
then to detect and estimate the power of the blocky signal. For simplicity, we assume
the size of the test image is M x M and the block size is B x B, where M is a multiple
of B. An ideal 1-D blocky signal b is defined as

b((i+ 1)B) = b(iB) + V (i)∆ i = 0, 1, 2, ... (3.3)

where V (i) is a random variable that takes on the value of 1 or -1 and ∆ is the step
size. The blockiness measure should be independent of V (i). To remove the influence
of V (i), we first take the absolute difference along the signal:

d(i) = |b(i)− b(i− 1)| i = 1, 2, ... (3.4)

The blockiness measure is therefore defined as the power of the sequence d(i); i =
0, 1, 2, ...:

Mv =
∆2

B
(3.5)

Thinking the blocky image as a non-blocky image interfered with an ideal blocky
signal, the blocking measurement problem is then to detect the blocky signal and
estimate its power. Peaks in the spectra due to block structures are identified by their
locations. The power spectra of the underlying non-blocky images are approximated by
median filtering the aforesaid average power spectra. The overall blockiness measure
is then computed as the difference between these power spectra at the peak locations.
Luminance and texture masking effects are also integrated within the metric.

• M4, developed by Wang et al. [142], (hereafter also named WSB): The method works
in the frequency domain and is based on gradient features. It considers blurring and
blocking as the most significant artifacts generated during the JPEG compression pro-
cess. After extracting the features that can be used to reflect the relative magnitudes
of these artifacts, these features are combined to constitute a quality prediction model.

• M5, developed by Pan et al. [94]: It is based on gradient features and it examines
the blocks individually, measuring the severity of blocking artifacts locally. The local
metric is averaged over all possible blocks to yield a unique score. It takes into account
the blocking artifacts for high bit rate images and the flatness for the very low bit rate
images. The authors demonstrate that their method does not require the exact location
of the block boundary and is thus invariant to displacements, rotations and scalings
of the images.
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• M6, developed by Muijs and Kirenko [83]: their method allows the block-edge loca-
tions and their visibility to be determined. The normalized pixel gradient is calculated
and added horizontally or vertically. The presence of blocking artifacts results in pro-
nounced peaks in the summation. The block size and block offset can be extracted by
analyzing those peak locations. The blockiness measure is the ratio between the aver-
age value at the block-edge locations and the average value at the non-edge locations.
Liu and Heynderickx [69] extended the measurement method in [83] by integrating the
block-edge grid detecting method from [103] and some masking effects of the HVS.

• M7, developed by Chen and Bloom [21]: the method measures the blockiness without
any a priori knowledge of the block origin and block size. For a given image, the
absolute difference between horizontally adjacent pixels is computed, normalized, and
averaged along each column. A one-dimensional discrete Fourier transform is thereafter
employed and a vertical blockiness measure is derived. A horizontal blockiness measure
is computed similarly. Finally, a blockiness measure for the given image is formulated
by pooling those two directional blockiness measures.

3.2 NR metrics for noise

In general, the techniques for estimating the standard deviation of Additive White Gaussian
Noise (AWGN) from a single image assume as starting point the following model

z(x) = y(x) + η(x), η(x) ∼ N(0, σ2) (3.6)

where y is the unknown true image value, η represents the AWGN that corrupts the
observed image y and x is a vector representing pixel coordinates.

The algorithms that estimate the standard deviation of a stochastic process η mainly
follow a filtering approach. The filtering approach exploits the separation of noise from true
image, which is generally obtained subtracting from the (noisy) observation z a smoothed
observation obtained by filtering z. This can be done using both linear and non linear
filtering such as averaging filters or block-wise median [90]. Other algorithms following this
approach have been also introduced: Rank et al. [99] for example propose an algorithm
based on Differentiating Filters. Immerkaer [51] introduced a Laplacian mask filtering on
the noisy image that allows fast noise variance estimation. The same Laplacian filtering
followed by an edge detector has been suggested by Corner et al. [26].

Many other methods exist in the literature but they address multiple distortions like for
example noise and blur or noise and JPEG distortions (see for example Table 2.3 of Chapter
2)

Since the Immerkaer [51] algorithm performs well for a large range of noise variance
values and it is very simple and fast (requires only the use of a 3x3 mask followed by a
summation over the image or a local neighborhood), in what follows we choose it as NR
specific method to assess IQ in noisy images.

3.3 NR general purpose metrics

The general-purpose NR IQA algorithms do not attempt to detect specific types of distor-
tions. Methods of this type typically reformulate the IQA problem into a classification and
regression problem in which the regressors/classifiers are trained using specific features. The
relevant features are either discovered via machine learning or specified by using natural-
scene statistics [127, 122, 66, 154].
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Another approach to NR IQA is to use natural scene statistics. The main idea in this
approach is that natural images demonstrate certain statistical regularities that can be
affected in the presence of distortion. Thus, quality can be estimated by extracting features
which indicate the extent to which these statistics deviate in the distorted image.

Methods of this type usually contain two stages: (1) distortion identification and (2)
distortion-specific quality assessment. Both stages require training: the classifier used to
measure the probability that each distortion type exists in the distorted image requires
training, and the regression model for each distortion type used to map the measured features
to an associated quality score must also be trained. Moorthy and Bovik [81] presented the
BIQI algorithm, which estimates quality based on statistical features. Multidimensional
feature vectors (3 scales 3 orientations 2 parameters) are used to characterize the distortion
and estimate quality via the afore mentioned two stage classification/regression framework.
Moorthy and Bovik [80] presented also the DIIVINE algorithm, which improves upon BIQI
by using a steerable pyramid transform with two scales and six orientations. The features
extracted in DIIVINE are based on statistical properties of the subband coefficients. A
total of 88 features are extracted and used to estimate quality via the same two stage
classification/regression framework. Saad et al. [104] presented the BLIINDS algorithm
which estimate quality based on Discrete Cosine Transform statistics. BLIINDS-I operates
on 1717 image patches and extracts DCT-based contrast and DCT-based structural features.
DCT-based contrast is defined as the average of the ratio of the non-DC DCT coefficient
magnitudes in the local patch normalized by the DC coefficient of that patch. The DCT-
based structure is defined based on the kurtosis and anisotropy of each DCT patch.

Mittal et al.[4] presented the BRISQUE algorithm, a fast NR IQA algorithm which em-
ploys statistics measured in the spatial domain. BRISQUE operates on two image scales; for
each scale, 18 statistical features are extracted. The 36 features are used to perform distor-
tion identification and quality assessment via the aforementioned two-stage classification/
regression framework. It uses scene statistics of locally normalized luminance coefficients
to quantify possible losses of naturalness in the image due to the presence of distortions,
leading to a holistic measure of quality.

Let us remark that the above cited algorithms (DIIVINE, BLIINDS and BRISQUE)
have been trained on a database of human rated distorted images and associated subjective
opinion scores. Therefore, these models are called opinion-aware (OA). Given the impracti-
cality of obtaining collections of distorted images with co-registered human scores, models
that do not require training on databases of human judgments of distorted images, and
hence are opinion unaware (OU), are of great interest. Among these OU models, we can
cite the the Natural Image Quality Evaluator (NIQE) developed by Mittal et al. [78]. This
method is based on constructing a collection of quality aware features and fitting them to a
Multivariate Gaussian (MVG) model. The quality aware features are derived from a simple
but highly regular Natural Scene Statistic (NSS) model.The quality of a given test image
is then expressed as the distance between the MVG fit of the NSS features extracted from
the test image, and a MVG model of the quality aware features extracted from the corpus
of natural images.

3.4 Correlating objective and subjective data

In order to evaluate the goodness of a chosen metric in predicting the subjective quality
scores, it is customary to apply a regression function to correlate the subjective and objective
data. As already mentioned in Section 2.5, metrics that highly correlate with human ratings
typically yield high PCC and SROCC correlation coefficients.
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In Figures 3.1 and 3.2 we plot some of the above metrics’ results versus the Differential
Mean Opinion Scores (DMOS) for the JPEG LIVE database. The logistic regression curves
are shown. In Table 3.1 the corresponding PCC and SROCC coefficients are reported.

Figure 3.1: Logistic regression for different metrics for JPEG distortion. First row: Pan [94]
and Vlachos et al. [135]; second row: WSB [142] and WBE [141]. Regression is performed
on LIVE database for JPEG distortions.
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Figure 3.2: Logistic regression for different metrics for JPEG distortion. First row: GBIM
[152] and Chen and Bloom [21]; second row: BIQI [81] and BRISQUE [4]. Regression is
performed on LIVE database for JPEG distortions.

Table 3.1: PCC and SROCC for NR metrics on JPEG LIVE database.

Correlation Pan Vlachos WSB WBE GBIM Chen BIQI BRISQUE

PCC 0.8173 0.8407 0.9373 0.9216 0.9319 0.8924 0.9065 0.9478

SROCC 0.8006 0.8304 0.8789 0.8786 0.8931 0.8614 0.8886 0.9161

We observe from Table 3.1 and Figures 3.1-3.2 that, even if PCC and SROCC coefficients
are high, within each single metric we can find some images with significantly different
subjective scores but corresponding to similar values of the metric. Let us consider for
example the metric by Chen and Bloom [21] and the two images shown in Figures 3.3
from the JPEG LIVE database. We note that the DMOS value equal to zero indicates
the reference (best quality) while DMOS = 100 indicates the worst quality. The objective
metric by [21] varies from zero (best quality) to one (worst quality). The image on the top of
Figure 3.3 has been subjectively evaluated with a a DMOS of 45 and the metric’s prediction
is equal to 0.46. The figure on the middle corresponds to a DMOS of 75 and the metric’s
prediction value of 0.45. Finally, on the bottom we plot again the regression curve where
both images are highlighted.
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Figure 3.3: Two images from JPEG LIVE database. The image on the top has been
subjectively evaluated with a a DMOS of 45 and the metric value by [21] is equal to 0.46.
The figure on the middle corresponds to a DMOS of 75 and metric value of 0.45. On the
bottom the regression curve is again plotted where both figures are highlighted.
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This behavior can be also observed in the other NR JPEG-blockiness metrics as well,
and it is typically found in the intermediate region of the distortion range. That is, this data
dispersion decreases as we focus on images slightly distorted or highly distorted. To illustrate
this, we consider images as the the combining of two signals: content and distortion. As the
distortion increases, the visibility of the content decreases. We can thus locate images within
a plot where the amount of content and distortion are taken into account as in Figure 3.4.
High quality images (like for example those acquired by professional camera) are placed on
the left portion of this graph. Their content is dominant with respect to the distortions. In
the right portion of the plot, we locate the images where the distortions are so significant that
the content is recognized with difficulty and when applying a metric, we reasonably measure
the distortion itself. In the intermediate range both content and distortion are significantly
present and consequently, not easily decorrelated to be measured. We observe that, in
general, NR metrics are not able to measure with the same performance the distortions
within their possible range and with respect to different image contents. Moreover, the
crosstalk between content and distortion signals influences both the subjective and objective
quality assessment. We address these two issues in Chapters 5 and 6 respectively.

Let us also note that, within this point of view, Larson and Chandler [64] (see also
references therein), claim that our visual system uses different strategies to evaluate image
quality depending on the signal-distortion ratio. In the high quality regime, the visual
system attempts to look for distortions in the presence of the image, whereas in the low
quality regime, the visual system attempts to look for image content in the presence of the
distortions. Based on this hypothesis, the authors propose a FR method which attempts to
explicitly model these two separate strategies.

Following this philosophy, in Chapter 5 we will approach the IQA as a classification
problem where our target is the identification of the following three classes: images where
the distortion is not perceived (content is dominant with respect to the distortion), images
where the artifacts are easily observed (distortion more or as significant as the content
signal), and images where an observer has doubt about the presence or not of the artifact
(clear interference between content and distortion signal).

Figure 3.4: On the left portion of the graph we position high quality images, for which the
content is dominant with respect to the distortions. On the right portion of the plot we
position low quality images for which the distortion is dominant with respect to the image
signal. In between we find images for which content and distortion are strongly correlated.
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Correlation for noise data

In Figure 3.5 we correlate NR metrics and DMOS for the noise distorted images of LIVE.
Five metrics are considered: Immerkaer metric [51], specific for noise distortion, and four
general purpose methods: BIQI, BRISQUE, BLIINDS and NIQE. In Table 3.2 we report
PCC and SROCC coefficients for each of these metrics. In this case we observe that all the
metrics describe the subjective scores with high performance.

Figure 3.5: Logistic regression for different NR metrics for noise on LIVE data. First row:
Immerkaer [51] and BIQI; second row: BRISQUE and BLIINDS; third row: NIQE.
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Table 3.2: PCC and SROCC for NR metrics on noise LIVE database.

Correlation Immerkaer BIQI BRISQUE BLIINDS NIQE

PCC 0.9809 0.9930 0.9926 0.9652 0.9656

SROCC 0.9793 0.9903 0.9911 0.9496 0.9544
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Chapter 4

The IVL database

4.1 Generation of the IVL database

In this chapter we introduce the Imaging and Vision Lab (IVL) database, generated with
the aim of assessing the quality of images corrupted by JPEG or Gaussian noise.

The IVL database starts from 20 original images of 886x591 pixels (15x10 cm at 150 dpi,
typical printing parameters for natural photos), chosen to sample different contents both in
terms of low level features (frequencies, colors) and higher ones (face, buildings, close-up,
outdoor, landscape). The corresponding thumbnails are shown in Figure 4.1.

Figure 4.1: The 20 original images of the IVL database.

With respect to the JPEG distortion, the compressed images were generated using the
Matlab imwrite function. As the Q-factor depends on each different JPEG compression
algorithm, we have adopted the bit per pixel (bpp) Ratio (bppR) with respect to a ref-
erence, finding iteratively the Q-factors that better match the corresponding bppR values.
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As reference we have adopted the Q = 100 compressed image, where the compression is
mainly due to the sub sampling of the chroma channels and to lossless algorithms. For each
of the 20 original images, we have created 9 compressed versions with the following bppR:
1(Q = 100), 0.707, 0.5, 0.25, 0.177, 0.125, 0.105, 0.088, 0.0625. We have chosen these values
empirically, sampling an exponential function, to include 1, 1/2, 1/4 and 1/8 and to repre-
sent perceptually significant variations in the JPEG artifacts. The exponential function and
the chosen bppR values are reported in Figure 4.2. The final JPEG database is composed
by 20x9 = 180 distorted images.

With respect to the noise distortion, each of the 20 original images of the IVL database
were corrupted with Gaussian noise on the luminance channel. For each image we created
10 corrupted versions with σ = 1, 2, 3, 4, 5, 6, 8, 10, 12, 14 Gray Level of Standard Deviation
(GLSD). The final noise database is composed by 20x10 = 200 distorted images.

Figure 4.2: The exponential function from where the 9 bppR that sample the JPEG distortion
were extracted; and used to generate distorted images of the IVL database.
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4.2 Test conditions and experimental methods

To perform the psycho-visual tests, the images were shown on a web-based interface. A
Javascript slider assigning a quality score was used. The workstations adopted were placed
in an office environment with normal indoor illumination levels. The ambient light levels were
maintained constant between the different sessions. We adopted mid-range LCD monitors
properly calibrated with a colorimeter (D65, gamma 2.2) [7, 116].

For the quality analysis of the images of each of the two databases (JPEG and NOISE),
we have adopted a Single Stimulus method (SS) [ITU02]. Usually, when it is important to
check the fidelity with respect to the source signal, DS method should be used. Even if the
reference images are available in the present study, in our experiments we have decided to
adopt the SS method to better represent the reality where users of digital photographs do
not generally dispose of the reference image (NR image quality assessment).

In all our experiments, distorted images are shown in a random order, different for each
subject. The subjects report their quality judgments by dragging a slider onto a quality
scale. The position of the slider is automatically reset after each evaluation. Observers were
asked to provide their perception of quality on a continuous linear scale with three reference
labels. The continuous scale has been mapped into three regions associated to three classes:
high quality, middle quality, and low quality; as shown in Figure 4.3.

Figure 4.3: Quality scale slider for the JPEG test. A similar one is used for the NOISE test.

The panel of subjects involved in this study was recruited from our laboratory and from
Océ [3]. The subjects involved were experienced with image quality assessment and image
impairments. The total number of subjects was 31.

Each image including the original is evaluated according to the following steps:

• At the beginning of each cycle of the test, a synthetic image, showing geometric fea-
tures, is presented. This image permits to reset our visual system with respect to
previously analyzed images.

• The first image is shown and remains visible on the screen for a time in seconds
indicated as MAXt.

• The image disappears and the quality scale appears and remains till the subject makes
his judgment.
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The values of MAXt have been estimated during what we call the tuning tests, described
in the following. These four steps procedure of the subjective test is sketched in Figure 4.4.

Figure 4.4: Four steps procedure of the Single Stimulus method employed during the exper-
imental sessions.

4.3 Experimental sessions

In order to collect the subjective data, we have performed different experimental sessions:
tuning, preliminary and test sessions, as summarized in Table 4.1.

Table 4.1: Experimental sessions
Session Description Sessions

No
Images
No

Tuning common to JPEG and NOISE 1 4x4
Preliminary Implicit training 1 4x4
JPEG using SS method
Preliminary Implicit training 1 4x4
NOISE using SS method
Test Efffective test 5 4x9
JPEG using SS method
Test Efffective test 5 4x10
NOISE using SS method

4.3.1 Tuning sessions

Before starting the preliminary and test sessions, an initial analysis of the test structure and
organization has been performed to better tune the successive experiments. In particular,
with this tuning session we have studied the test efficacy and the best way to perform the
experiments. In particular we have obtained the best visualization time for each image
and the maximum duration of the whole experiment for each participant. With respect
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to comments and considerations of the subjects involved in this tuning session, we have
determined the minimum time of image visualization that permits an appropriate quality
evaluation. This tuning session is common for both on the JPEG and NOISE databases.

4.3.2 Preliminary sessions

During a preliminary test, each subject is implicitly trained about the nature and range of
the distortion to be evaluated. These preliminary sessions aim to avoid that this training
occurs during the effective test, conditioning the experimental results. In this way, the MOS
values collected result uniformly distributed across the entire range. We have preliminary
sessions for all the subjects involved and for each of the experiments. In the Tables 4.2 and
4.3 we summarize the JPEG and NOISE preliminary sessions carried out.

Table 4.2: JPEG preliminary session
subjects 6

Maxt 10 seconds
Visual adaptation image 2 seconds

Images 4 references x 4 distorted
compression factors bppR = 1, 0.125, 0.088, 0.0625

Table 4.3: NOISE preliminary session
subjects 6

Maxt 10 seconds
Visual adaptation image 2 seconds

Images 4 references x 4 distorted
distortion Gray level of standard deviation = 1, 3, 10, 14

4.3.3 Test sessions

The details of the test sessions are summarized in Tables 4.4 and 4.5

Table 4.4: JPEG test sessions
Number of sessions 5 days (Monday to Friday)

subjects 31
Maxt 10 seconds

Effective test duration 10-15 minutes
Images 36 images per session

Table 4.5: NOISE test sessions
Number of sessions 5 days (Monday to Friday)

subjects 31
Maxt 10 seconds

Effective test duration 10-15 minutes
Images 40 images per session
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4.4 Data analysis

For each of the 180 JPEG-degraded images and for each of the 200 noisy images, we have
collected the continuous values assigned by all the participants and the corresponding MOS
have been calculated. Keeping in mind one of the goals of the present research, i.e. to classify
images according to their quality, we have also converted each of the single continuous values
into three classes dividing uniformly the entire scale. The final class assigned to a given
image is the class with highest frequency among all the viewers. Using the statistical mode
we discard the influence of outliers.

In Figure 4.5 the final classes of the 180 JPEG degraded images are shown with respect to
the level of distortion in terms of bppR. Each column sums up to 20 (the number of reference
images) and reports the proportion of the assigned classes. Images with the highest level
of compression (bppR = 62 permil) are all in class 1 (first column), independently of their
content. On the other hand, class 3 spans a larger number of distortion levels (from bppR = 1
to bppR = 177 permil), corresponding to the last 5 columns. This fact is not unexpected
since JPEG compression aims to preserve as much as possible the perceptual quality, even
with strong compression levels.

Figure 4.5: Bar diagram of the psycho-visual data for JPEG distortion.

In Figure 4.6 the subjective classes of the 200 noisy images are shown with respect to
the noise level in units of GLSD. As in the JPEG case, each column sums up to 20 (the
number of reference images) and reports the proportion of the assigned classes. Images with
the minimum amount of noise are all in class 3 (independently of the content) while images
with the highest level of noise are all in class 1 (independently of the content).

Figure 4.6: Bar diagram of the psycho-visual data for noise distortion.
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4.4.1 Correlation of the IVL data for JPEG-blockiness

In this section the regression between different NR metrics and the MOS corresponding
to IVL data is performed. In Figures 4.7-4.8 the subjective data is correlated with six NR
metrics specifically developed for JPEG-blockiness [94, 142, 141, 152, 83, 21] and two general
purpose ones [4, 78], using the logistic regression function. In Table 4.6 the correlation
coefficients PCC and SROCC are reported for these metrics.

Figure 4.7: Logistic regression for different metrics for JPEG distortion on IVL data. First
row: Pan [94] and WSB [142]; second row: WBE [141] and GBIM [152].
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Figure 4.8: Logistic regression for different metrics for JPEG distortion on IVL data. First
row: Muijs and Kirenko [83] and Chen and Bloom [21]; second row: BRISQUE [4] and
NIQE [78].

Table 4.6: Pearson and Spearman correlation coefficients for NR JPEG-blockiness and gen-
eral purpose metrics on IVL database.

Correlation Pan WSB WBE GBIM Muijs Chen BRISQUE NIQE
PCC 0.6012 0.9302 0.9059 0.9028 0.8789 0.8685 0.5747 0.3593

SROCC 0.5686 0.9042 0.8922 0.8662 0.8714 0.8689 0.5387 0.3534

Comparing the correlation indexes of Table 4.6 with respect to those of Table 3.1 (that
correspond to the regression with LIVE data), we observe that some of the metrics show
lower performances. In particular, both general purpose metrics are the ones with smallest
correlation indexes. We recall that the metric BRISQUE has been defined and trained
on LIVE data. Also the performance of the JPEG-blockiness specific metric by Pan [94]
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is smaller. This decrease of performance might be partially explained by the difference of
quality range in the databases. Low quality anchors in the LIVE database are indeed strongly
distorted pictures with extremely low quality. The corresponding low anchors in the IVL
database have a much better quality. Similar conclusions have been already pointed out by
Tourancheau et al. [131] who studied the impact of subjective dataset on the performance of
FR IQ metrics. The authors compared the behaviour of FR metrics (PSNR, SSIM, VIF) on
three image databases (LIVE, IVC, MICT) and they demonstrated that the performances
of the quality metrics can strongly fluctuate depending on the database used for testing. We
will further analyze this issue in Chapter 5.

Considering each of the NR metrics separately, and focusing on a single image (i.e.
single content), in general a monotone behavior is observed as the blockiness increases. For
example, in Figure 4.9 the absolute value of the M3 metric [141] is plotted as function of the
distortion factor for five example images of the IVL database. Focusing on only one image
(corresponds to one curve), we observe that the metric decreases as the blockiness increases
as desired. However, if different image contents are considered a non monotone profile is
obtained. This behavior is due to the fact that different contents influence differently the
measure of the same level of distortion. We will further analyze this issue in Chapter 6.

Figure 4.9: The M3 metric [141] applied to 5 different images of the IVL database with 9
levels of JPEG compression.

4.4.2 Correlation of the IVL data for noise

In Figure 4.10 the metric by [51] is plotted as function of the noise distortion level in units
of GLSD. Twenty different curves are shown where each of them correspond to each of
the original images and their ten distorted versions. In Figure 4.11 the subjective scores
corresponding to the noise IVL database are shown as function of the objective metric
values and also the logistic regression curve is reported. In this case, the Pearson correlation
coefficient results equal 0.9695.
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Figure 4.10: Noise metric by [51] applied to the IVL database as a function of the distortion
level. Twenty curves are observed, each of them corresponding to each of the twenty original
images.

Figure 4.11: Logistic regression for the Immerkaer metric and the noise IVL database.

Similarly, the behavior of the general purpose metrics as function of the noise distortion
level is shown in Figure 4.12 for BRISQUE (left) and NIQE (right) metrics. In this case we
obtain PCC = 0.9263 and PCC = 0.7396 respectively. The corresponding logistic regression
curves are depicted in Figure 4.13.
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Figure 4.12: General purpose metrics applied to the noise IVL database as function of the
noise distortion level. Left: BRISQUE metric, right: NIQE metric. Twenty curves are
observed, each of them corresponding to each of the twenty original images.

Figure 4.13: Logistic regression for BRISQUE (left) and NIQE (right) metrics and the noise
IVL database.

For the case of noise on IVL data, the simple metric by [51] is the one with highest
correlation.
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Chapter 5

Image quality assessment as a
classification problem

In Chapters 2 and 3 many NR methods were summarized: those targeted to estimate the
presence of a specific single image defect (bluriness, JPEG-blockiness, grainness, noise, col-
orfulness) and also the blind ones, where no information about the distortion affecting the
images is known. Moreover two sub-categories of general purpose methods have been iden-
tified: the Opinion Aware (OA) models, that are those trained on a database of human
rated distorted images and associated subjective scores, [81, 4, 104], and Opinion Unaware
(OU) ones that do not require such training [78]. In Chapter 3 we mainly focussed on
JPEG-blockiness metrics and we have observed that IQA metrics are not in general able
to measure the distortions with the same performance within their possible full range and
with respect to different image contents. Also psycho-visual experiments have shown that
the perception of distortions is influenced by the amount of details in the images content
[7].

Given the variety of available objective metrics and databases, some questions arise: how
do the metrics behave across different databases? Given a distortion type and several NR
metrics, which of the metrics best measures the distortion? Does a combining of the NR
metrics improve the single methods? In this chapter we try to elucidate in particular the
last issue concerning the combining for the case of NR metrics and JPEG artifacts. To do
so, the way we propose here is to approach the NR-IQA field by focusing on a classification
problem. That is, we aim to investigate a methodology that let us evaluate how JPEG (or
noise) corrupted images can be classified within different groups or classes, according to
their quality.

To solve this classification problem, we consider two different machine learning methods:
Classification and Regression Tree (CART) [13] and Support Vector Machine (SVM) [134].

In the last years, machine learning methodologies have been applied within the field
of IQA [85, 84, 20, 126, 71, 120]. Both Charrier et al. [20] and Liu et al. [71] focus
on FR methods. The approach by Charrier et al. uses multi-Support Vector Machine
classification, where the quality classes are according to the quality scale recommended by
the ITU. To evaluate the quality of images, a feature vector containing visual attributes
describing images content is constructed. Then, a classification process is performed to
provide the final quality class of the considered image. Finally, once a quality class is
associated to the considered image, a specific SVM regression is performed to score its
quality. Liu et al. [71] propose a methodology for IQA with multi-metric fusion. Using a
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machine learning regression approach, the authors fuse multiple FR metrics and demonstrate
that it is possible to achieve significantly better performance at the cost of higher complexity.
The multi-metric fusion score is set to be the nonlinear combination of multiple metrics
with suitable weights obtained by a training process. Narwaria and Lin [84] propose an
IQA algorithm based on support vector regression where the input features are the singular
vectors out of singular value decomposition. Suresh et al. [120] present a machine learning
approach to measure the visual quality of JPEG-coded images, considering various human
visual characteristics. The functional relationship between the extracted features and the
subjective scores is modeled by Extreme Learning Machine (ELM) algorithm. The authors
transform the problem of quality estimation into a classification problem and solve it using
ELM.

An overview of the benefits that the use of machine learning can bring to the visual quality
assessment problem can be found in Gastaldo and Redi [40]. The authors also illustrated a
number of good practices to set-up a machine learning-based quality assessment system and
they exemplified and motivated those practices with a case study, the RR quality assessment
system proposed by Redi et al. [100].

In the above cited articles, image features like for example contrast, luminance and
wavelets coefficients among others, are used to construct the feature space. We differentiate
from those approaches since our proposal is to define a feature space with different NR
metrics. In the supervised learning phase of the classification we use the subjective scores
obtained from a psycho-visual experiment properly designed.

Addressing the IQA as a classification problem as here presented could be useful in
many application domains. For example a three classes classifier could be integrated within
a printing workflow chain: images classified as very low quality will be rejected and not
printed, images of very good quality will be directly printed, while the rest of the images
will be forwarded to the the human judgment. Another example could be a web based
image retrieval application where it could be helpful to automatically recover only images
of a specific class quality, in particular when dealing with huge databases.

5.1 General framework

A schematic overview of the IQ classification approach proposed here, is shown in Figure
5.1.

To solve this classification problem, we have considered both CART [13] and SVM [134]
methodologies. For what concerns the number of classes, following the ITU recommenda-
tions we first consider five classes corresponding to the five categorical attributes: Bad, Poor,
Fair, Good, and Excellent. As a second possibility we investigate the case of three classes
corresponding to low, medium, and high quality images.

The present classification scheme has been applied to the case of JPEG distortion. We
have considered eleven NR metrics, seven specific to measure JPEG-blockiness and four
general purpose. The subjective scores are obtained from the psychovisual experiments
conducted to assess IQA on different available databases and also on the IVL database
introduced in Chapter 4.

5.2 Machine learning methods

Briefly, in the CART methodology the classifiers are produced by recursively partitioning
the feature space, each split being formed by conditions related to the feature values. In tree
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Figure 5.1: Overview of our IQ classification task.

terminology, subsets are called nodes: the feature space is the root node, terminal subsets
are terminal nodes, and so on. Once a tree has been built, a class is assigned to each of the
terminal nodes, and when a new case is processed by the tree, its predicted class is the class
associated with the terminal node into which the case finally moves on the basis of its feature
values. The detailed description of the CART methodology can be found in [13]. In our
experiments we have used the Matlab implementation. Using CART, it’s easy to understand
what features are important in making the prediction. Infact, the decision tree generated
uses only the features that help to separate the classes, while the others are not considered.
In this way CART classifiers provide fairly comprehensible predictors in situations where
there are many variables which interact in complicated, nonlinear ways [108, 109, 98]. In this
paper we use the tree obtained by a CART not only to solve our classification problem but
also as a feature selection method that eliminates redundant information and thus reduces
the dimensionality of the feature space.

The SVM methodology comes from the application of statistical learning theory to sep-
arating hyperplanes for binary classification problems [134, 27]. The central idea of SVM
is to adjust a discriminating function so that it makes optimal use of the separability infor-
mation of boundary cases. Given a set of cases which belong to one of two classes, training
a linear SVM consists in searching for the hyperplane that leaves the largest number of
cases of the same class on the same side, while maximizing the distance of both classes from
the hyperplane. When the training set is not linearly separable, the optimal separating
hyperplane is found by solving a constrained quadratic optimization problem. Although
SVMs are mainly designed for the discrimination of two classes, they can also be adapted
to multi-class problems. A multi-class SVM classifier can be obtained by training several
classifiers and combining their results.

5.3 JPEG-blockiness IQA classification

Eleven different metrics for JPEG distortion, previously described in Chapter 3 are con-
sidered: seven specific to measure the JPEG distortions (metrics 1 to 7) and four general
purpose (metrics 8 to 11). We name them as follows:

1. M1: GBIM metric developed by Wu and Yuen [152]
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2. M2: developed by Vlachos [135]

3. M3: WBE metric developed by Wang et al. [141]

4. M4: WSB metric developed by Wang et al. [142]

5. M5: developed by Pan et al. [94]

6. M6: developed by Muijs and Kirenko [83]

7. M7: developed by Chen and Bloom [21]

8. M8: BIQI metric developed by Moorthy and Bovik [81]

9. M9: BRISQUE metric developed by Mittal et al. [4]

10. M10: BLIINDS metric developed by Saad et al. [104]

11. M11: NIQE metric developed by Mittal et al. [78]

Comparison of available subjective data for JPEG IQA

Besides the subjective scores obtained from the JPEG IVL data, we have also analyzed
several datasets available in the literature that include JPEG distorted images and the
corresponding psycho-visual data. We summarize in Table 5.1 these databases only for
what concerned the JPEG distortion.

Testing our classifiers on psycho-visual data obtained with different experiments has to be
done carefully. Subjective evaluations are influenced by all the aspects of the experimental
setup. In particular, for a given defect, they strongly depend on:

• the experimental methodologies (single stimulus, double stimulus, pair wise compari-
son,...)

• the evaluation scales (continuous scale, adjectival categorical judgment,...)

• the distortion range considered.

Among all the datasets available (see Table 5.1), we find that only LIVE, MICT and
IVL can be considered within a classification task as they are single stimulus and provide
absolute category ratings. In the LIVE database the 29 original images have been differently
JPEG corrupted with about 8 level of distortions for each original image, for a total of 175
distorted images. In the LIVE experiments, observers were asked to provide their perception
of quality on a continuous linear scale that was divided into five equal regions, marked with
adjectives (Bad, Poor, Fair, Good, and Excellent). The scale was then converted into 1-100
linearly.

With respect to the MICT database, the 14 original images have been corrupted with 7
levels of distortions, for a total of 98 distorted images. The seven distortions correspond to
the following seven levels of Q-factors: 100, 79, 57, 37, 27, 20, and 15. In the MICT experi-
ment, the subjects were asked to provide their perception of quality on a discrete quality
scale corresponding to the 5 categorical adjectives: Bad, Poor, Fair, Good, and Excellent.

In order to compare the distortion range of these datasets, we consider the bppR, that
is the bit per pixel (bpp) Ratio between the bpp of a distorted image with respect to the
bpp of a lossless compressed version of the original image. In Figure 5.2 the histograms
of the bppR for LIVE, MICT and IVL are shown. We assigned to the original images
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used during the psycho-visual experiments the value of bppR = 1 as they are qualitatively
equivalent to images compressed with lossless algorithms. Note that LIVE distortions are
more concentrated in the range of low bppR, with respect to MICT and IVL databases.

Figure 5.2: Comparison of the bppR histograms of LIVE (top row), MICT (middle row) and
IVL (bottom row) databases.

As a qualitative example of the different range of distortions considered, we report in
Figure 5.3 one of the most compressed images of LIVE(top), MICT (middle) and IVL
(bottom) databases, with bppR equal to 0.0286, 0.05 and 0.062, respectively. The lowest
quality images in the LIVE database are much more distorted than the lowest ones in the
other two databases considered.
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Figure 5.3: The most compressed images of the the LIVE (top row), MICT (middle row)
and IVL (bottom row) databases.
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Table 5.1: Databases that contain JPEG distorted images.

Database Images Distortion Methodology Scale Observers
LIVE [117] 29 768 x 512 about 8 levels Single Stimu-

lus
Continuous
linear scale;
Absolute cat-
egory rating
(5 categories)

20

MICT
[107, 131]

14 768x512 6 levels Single Stimu-
lus

Absolute cat-
egory rating
(5 categories)

16

IVC [14, 15] 10 512x512 5 levels Double Stim-
ulus

impairment
scale

15

TID [97] 25 512x384 4 levels custom custom 800
CSIQ [64] 30 512x512 4-5 levels custom Categorical 25
IVL 20 886x591 9 levels Single Stimu-

lus
Absolute cat-
egory rating
(3 categories)

31

Classification task

We focus for example on the M3 metric and plot the logistic regression curve for the LIVE
database in Figure 5.4. Two images, with different content and level of distortion, are
highlighted for which the metric is not able to correctly predict the subjective scores.

In this chapter we address this IQA problem within a course to fine manner. That is,
instead of obtaining a precise quality score we now focus on finding appropriate IQ classes.
Once these classes have been identified, we can think about improving the IQA within
each of the classes, where appropriate metrics for the specific applications can be applied.
Therefore, we wonder if a direct classification obtained by thresholding the regression curve
can achieve good performance.
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Figure 5.4: Logistic regression of the psychovisual data (MOS) and the M3 NR metric [141]
for the LIVE database. Two images with different content and different level of distortion
but for which the metric values are similar are highlighted.

In Figure 5.5 (up), the MOS scores (of Figure 5.4) are grouped with respect to the five
categorical attributes (Bad, Poor, Fair, Good, and Excellent) dividing linearly the contin-
uous scale (1-100) in five intervals. These groups correspond to the ground truth of our
classification problem. The predicted classes obtained thresholding directly the regression
curve of Figure 5.4 are shown in Figure 5.5 (bottom). The four metrics’ thresholds indicated
in the figure are those corresponding to the regression function equal to MOS values of 20,
40, 60 and 80 respectively. The performance of this classification is reported in Table 5.2 in
terms of confusion matrix. Each column of the matrix represents the instances in a predicted
class, while each row represents the instances in an actual class. All correct predictions are
located in the diagonal of the table. All the non-zero elements outside the diagonal represent
misclassifications. The performance error is obtained as the ratio between the misclassified
elements and the total number of images. Summarizing, for the M3 metric and LIVE data,
even if the Pearson correlation coefficient results equal to 0.95, the error performance for
the classification task is significantly high and equal to 42%. Therefore, the classification
framework applied to this particular single metric does not solve our initial problem. In the
next sections the classification results for each of the NR metrics above listed are presented
and compared with the results obtained using a combination of all these metrics.
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Figure 5.5: Up: MOS scores (of Figure 5.4) grouped with respect to the five categorical
attributes. Bottom: the predicted classes obtained thresholding directly the regression
curve of Figure 5.4.

5.3.1 Classification results on IVL, LIVE and MICT data

In this section we present and compare the performance of our classification scheme applied
in different configurations in order to verify if a combining of metrics can achieve a better
classification performance with respect to each single metric. We recall that LIVE data
was obtained using an experimental set up showing 5 categorical attributes, while for the
IVL experiment a continuous slider with 3 categorical classes (see Chapter 4) was used.
Therefore with respect to the training set, we believe that the natural choice is the LIVE
data for the case of 5 classes classifier and the IVL for the 3 classes classifier. As test sets
we have considered LIVE, MICT, and IVL.

Table 5.3 reports the correspondences adopted in what follows between classes and cat-
egorical attributes.
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Table 5.2: Confusion matrix for classification in five quality classes, obtained using the
regression curve of M3 metric and LIVE data.

class predicted
real Bad Poor Fair Good Excellent

Bad 23 19 1 0 0
Poor 11 22 1 0 0
Fair 0 13 23 7 0
Good 0 0 5 52 11

Excellent 0 0 0 31 14

error = 42%

Table 5.3: Correspondences between classes and categorical attributes

5 classes classifier
Categorical attributes Bad Poor Fair Good Excellent

Classes 1 2 3 4 5

3 classes classifier
Categorical attributes Bad Poor Fair Good Excellent

Classes 1 2 3

Initially we consider CART as machine learning approach, and the experiments per-
formed are summarized in Table 5.4. To confirm our classification performances we also
consider as machine learning method the widely used SVM. The first column of Table 5.4
indicates the label adopted for each of the listed configurations.

IQ classification in case of five classes

Let us compare the eleven configurations C5Mi (one for each of the eleven metrics, first
row of Table 5.4), with the configuration that considers the combining of all the metrics C5
(second row of the same Table). In the training phase the whole LIVE database was used.
As machine learning method we first consider CART, as it can provide a clear understanding
on which features are the most significant within the classification task and we then confirm
our results considering also the SVM approach (third row of the same Table). LIVE database
was used in both training and test phases. As in general the classification trees obtained
with CART are too large and thus tend to over-fit the data, we have pruned them back.
The results were obtained applying cross-validation [9]. We have performed 29 rounds,
partitioning the images of LIVE into 29 different couples of complementary subsets, to
avoid data snooping. The splitting of the data was done carefully so that the image contents
present in each training set did not appear in its test set. One image content is defined as
all the distorted versions of a same original image. The performance of the classification is
evaluated considering the validation results over the 29 rounds.
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Table 5.4: Experimental configurations

Classifier Feature Machine learning Number of Training Test
label space method classes set set
C5Mi each of CART 5 LIVE LIVE

i=1,...,11 11 NR metrics
C5 all 11 NR metrics CART 5 LIVE LIVE,IVL,MICT
S5 all 11 NR metrics SVM 5 LIVE LIVE

C3Mi each of CART 3 IVL IVL
i=1,...,11 11 NR metrics

C3 all 11 NR metrics CART 3 IVL LIVE,IVL,MICT
S3 all 11 NR metrics SVM 3 IVL IVL

C5Mi: training LIVE, test LIVE

As we observe from Table 5.5, the performance errors for the single-metric classifiers go
from 27% (C5M9), to a maximum value of 51.5%(C5M5). The misclassified classes are
different for different metrics. C5M2 and C5M11 are not able to predict class 5 (i.e. the
class corresponding to Excellent images) while C5M3 is not able to predict class 2 (Poor
images). In general, the greatest contribution to the errors come from misclassification of
classes 4 and 5 (Good and Excellent). On the other hand, the classification of classes 1 and
2 (Bad and Poor) seem to be better achieved.

C5: training LIVE, test LIVE

The tree obtained for the classifier C5 on LIVE database is shown in Figure 5.6. We observe
that two distortion specific metrics (M3 and M4) and two general purpose-metrics (M8 and
M9) are the only ones taken into account for the classification task. Classes 4 and 5 are
discriminated by using M3 and M4, while for classes 1, 2, and 3, metrics M8 and M9 have
been chosen by the CART algorithm. With respect to these general purpose metrics, we
note that they are OA-type and have been originally trained on the LIVE database. The
performance error obtained with this tree results equal to 25.7% . Analyzing more in detail
its confusion matrix (Table 5.6), we can note that:

• all the classes are predicted;

• misclassifications come only from the nearest classes;

• the greatest contribution to the overall error is due to the 26 images of real class 4,
predicted in class 5.

Our initial hypothesis was to verify if the combination of metrics can improve the per-
formances with respect to each of the single metrics. We note that it is partially confirmed
in the present case of C5 on LIVE database: the C5 outperforms all the single classifiers
C5Mi. We note however that the improvement is not very noticeable for the case of C5M9

(25.7% versus 27%). Recalling that metrics M8, M9, and M10 are OA metrics, trained on
the same LIVE database, we wonder if the performance shown by C5 is strongly influenced
by these metrics. Therefore, we have trained again the C5 but removing these three OA
metrics from the feature space. The corresponding tree and confusion matrix are shown in
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Figure 5.7 and Table 5.7 respectively. The performance error is now 28.3%, confirming that
M9 which is an OA metric, is significant in the performance of the classifier. Also in this
case we observe that a classifier that combines several metrics improves the performance of
the classifiers corresponding to each single metric.

As already shown, in the case of the single classifiers C5Mi (with i from 1 to 11), there
exist another way to achieve the classification task. We could have started from the contin-
uous quality scores of each of the single NR metrics and threshold their regression curves.
We have verified that both approaches (quantization of the regression curves and direct
classification) perform similar. However, no such equivalent method can be thought for the
case of C5 that combines the pool of eleven metrics.

Table 5.5: Five classes: Confusion matrices for CART classification trained and tested on
LIVE, using each metric as a single feature (M1−M11).

C5M1 C5M2 C5M3
class predicted

real 1 2 3 4 5

1 40 3 0 0 0

2 4 23 7 0 0

3 0 1 30 12 0

4 0 0 3 34 31

5 0 0 0 11 34

class predicted

real 1 2 3 4 5

1 39 4 0 0 0

2 11 13 9 1 0

3 0 7 21 15 0

4 0 3 7 58 0

5 0 0 3 42 0

class predicted

real 1 2 3 4 5

1 42 0 1 0 0

2 29 0 5 0 0

3 7 0 25 11 0

4 0 0 8 33 27

5 0 0 0 5 40

error = 30.9% error = 43.7% error = 39.9%

C5M4 C5M5 C5M6
class predicted

real 1 2 3 4 5

1 38 5 0 0 0

2 13 9 12 0 0

3 0 6 31 6 0

4 0 0 6 29 33

5 0 0 0 10 35

class predicted

real 1 2 3 4 5

1 37 4 2 0 0

2 13 2 17 2 0

3 4 3 21 15 0

4 0 0 14 50 4

5 0 2 3 37 3

class predicted

real 1 2 3 4 5

1 40 3 0 0 0

2 6 13 14 1 0

3 0 3 25 14 1

4 0 0 9 37 22

5 0 0 1 21 23

error = 39% error = 51.1% error = 40.7%

C5M7 C5M8 C5M9
class predicted

real 1 2 3 4 5

1 40 3 0 0 0

2 6 14 13 1 0

3 0 8 27 8 0

4 0 0 13 41 20

5 0 0 0 22 23

class predicted

real 1 2 3 4 5

1 37 6 0 0 0

2 8 22 4 0 0

3 0 3 35 5 0

4 0 0 12 27 29

5 0 0 0 23 22

class predicted

real 1 2 3 4 5

1 40 3 0 0 0

2 3 26 5 0 0

3 0 4 31 8 0

4 0 0 8 49 11

5 0 0 0 21 24

error = 37.7% error = 38.6% error = 27.0%

C5M10 C5M11
class predicted

real 1 2 3 4 5

1 38 4 1 0 0

2 18 7 9 0 0

3 4 6 23 10 0

4 0 0 10 42 16

5 0 0 0 15 30

class predicted

real 1 2 3 4 5

1 35 8 0 0 0

2 8 13 12 1 0

3 0 2 25 16 0

4 0 0 6 62 0

5 0 0 0 45 0

error = 39.9% error =42.0 %
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Figure 5.6: CART classifier C5 obtained considering the eleven metrics.

Figure 5.7: CART classifier obtained considering only OU metrics and metrics not trained
on the LIVE data.
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Table 5.6: Five classes: Confusion matrix for CART C5 classification trained and tested on
LIVE, using all the eleven metrics as feature space.

class predicted
real 1 2 3 4 5

1 40 3 0 0 0
2 3 26 5 0 0
3 0 6 29 8 0
4 0 0 5 37 26
5 0 0 0 4 41

error = 25.7%

Table 5.7: Five classes: Confusion matrix for CART classification trained and tested on
LIVE, using, as feature space, only metrics that are Opinion Unaware (UA) or not trained
on the LIVE data (that is the first seven metrics and the eleventh).

class predicted
real 1 2 3 4 5

1 37 6 0 0 0
2 5 21 8 0 0
3 0 3 34 6 0
4 0 0 6 36 26
5 0 0 0 6 39

error = 28.3%

C5: training LIVE, test MICT and IVL

Finally, we test the classifier C5 on the MICT and IVL databases. Let us recall that the
distortion distributions of LIVE, MICT, and IVL are significantly different, specially in the
range of high compression levels. Therefore, the performance of C5 trained on LIVE, and
tested on MICT and IVL are very low (errors greater than 50%). To better understand
how the misclassifications are distributed, in Figure 5.8 the histograms of the subjectivel
classes (left) and classes predicted with C5 (right) are compared for both MICT (top) and
IVL (bottom) databases. The missed estimated classes (1 and 2) for both MICT and IVL
correspond to severe level of distortions that are present in the training set (LIVE) but not
in the test sets.

S5: training LIVE, test LIVE

We now apply SVM when the feature space is composed of the eleven metrics (see third row
of Table 5.4). LIVE is used for both training and test phases. When training an SVM, a
very important step is the choice of the kernel function and the setting of the corresponding
parameters. We have followed the proposal of Hsu et al. [48] and after a scaling of the data,
the Radial Basis Function (RBF) kernel was chosen. The penalty term and the parameter of
the RBF used in the training and testing phase are found using a cross-validation procedure.
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We present in Table 5.8 the confusion matrix corresponding to S5. As it can be seen from
the Table, again the greatest contribution to the misclassification comes from classes 4 and
5 as it occured for C5. The performance error (24.5%) is also similar to the one obtained
for C5 (25.7%).

Table 5.8: Five classes: Confusion matrix for SVM classifier S5, trained and tested on LIVE,
using all the eleven metrics as feature space.

class predicted
real 1 2 3 4 5

1 39 4 0 0 0
2 5 26 3 0 0
3 0 3 34 6 0
4 0 0 5 45 18
5 0 0 0 13 32

error = 24.5%

Figure 5.8: Histograms of the real classes (left) and predicted classes (right) for both MICT
(top) and IVL (bottom) databases, using the C5 tree trained on the LIVE dataset.

IQ classification in case of three classes

In this section, we compare the eleven configurations C3Mi (corresponding to each of the
NR metrics, see Table 5.4), with the configuration that considers the combining of all the
metrics C3. We first consider CART as machine learning method and to confirm our results
we then use the SVM approach to obtain the S3 classifier (see Table 5.4). We have trained
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all the classifiers using all the 180 images of the IVL database, and we have evaluated their
performances on the same database, using cross-validation. We have performed 20 rounds,
partitioning the 180 images into 20 different couples of complementary subsets of 171 and
9 images respectively, to avoid data snooping. For each round, the training phase was
performed on the subset with 171 images and the test on the other subset. The splitting of
the data was done carefully so that the image contents present in each training set did not
appear in its test set. One image content is defined as all the distorted versions of a same
original image. The performance of the classification is evaluated considering the validation
results over the 20 rounds. As in general the classification trees are too large and thus tend
to over-fit the data, we have pruned them back.

The correspondences between the three classes and the categorical attributes are those
indicated in Table 5.3.

C3Mi: training IVL, test IVL

In Table 5.9 the results for the eleven classifiers C3Mi, when IVL is used as test set, are
reported in terms of confusion matrices and error performances. Most of the single classifiers
misclassify either class 1 into 3 and/or class 3 into 1. Classifiers CM2, CM5, CM8 and CM9

are not able to predict class 2.

C3: training IVL, test IVL, LIVE and MICT

We report in Table 5.10 the results for C3 classifier when the IVL (with cross validation),
LIVE, and MICT databases are used as test sets respectively. The pruned tree corresponding
to the C3 classifier is reported in Figure 5.9.

Figure 5.9: CART classifier C3 obtained considering the eleven metrics and trained on the
IVL database
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Table 5.9: Three classes: Confusion matrices for CART classification trained and tested on
IVL, using each metric as a single feature (M1−M11).

C3M1 C3M2 C3M3

class predicted
real 1 2 3

1 35 14 0
2 18 16 8
3 0 5 84

class predicted
real 1 2 3

1 24 0 25
2 9 0 33
3 4 0 85

class predicted
real 1 2 3

1 31 1 1
2 7 23 12
3 0 4 85

error = 25% error = 39.4% error = 22.8%
C3M4 C3M5 C3M6

class predicted
real 1 2 3

1 31 18 0
2 11 21 10
3 1 4 84

class predicted
real 1 2 3

1 44 1 4
2 26 0 16
3 23 0 66

class predicted
real 1 2 3

1 40 9 0
2 10 25 7
3 2 4 83

error = 24.4% error = 38.9% error = 17.8%
C3M7 C3M8 C3M9

class predicted
real 1 2 3

1 36 13 0
2 21 12 9
3 5 5 79

class predicted
real 1 2 3

1 24 0 25
2 10 0 32
3 8 0 81

class predicted
real 1 2 3

1 37 0 12
2 18 0 24
3 18 0 71

error = 29.4% error = 41.7% error = 40.0%
C3M10 C3M11

class predicted
real 1 2 3

1 37 7 5
2 20 11 11
3 2 4 83

class predicted
real 1 2 3

1 10 7 32
2 12 1 29
3 19 11 59

error = 27.2% error =61.1 %

From Tables 5.9 and 5.10 we observe that the errors of all C3Mi result greater than the
corresponding one to C3 (13.3%). The metrics M1, M3, M4 and M6 have been chosen by
the algorithm to construct the tree (Figure 5.9). We note that these metrics are the ones
that present the lowest errors when used individually to construct the classifier. In order to
further compare the real and predicted classes by C3, the corresponding bar diagrams as a
function of the distortion level (bppR) are plot in Figure 5.10 for the IVL database. Each
column sums up to 20 (the number of reference images) and reports the proportion of the
predicted classes (on the right of the figure) and the psycho-visual data (on the left of the
figure).
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Table 5.10: Three classes: Confusion matrices for C3 tested on IVL, LIVE and MICT
databases

IVL LIVE MICT
class predicted
real 1 2 3

1 41 8 0
2 5 30 7
3 0 4 85

class predicted
real 1 2 3

1 77 0 10
2 40 3 0
3 10 16 87

class predicted
real 1 2 3

1 43 2 0
2 8 10 1
3 0 9 25

error = 13.3% error = 28.3% error = 20.4%

Figure 5.10: Comparison of the bar diagram of the classes assigned by the psycho-visual
experiment, on the left (Figure 4.5), with the bar diagram obtained applying C3, on the
right.

The classification error obtained applying C3 to the LIVE database is 28.3%. As it is
observed from the asymmetry of its confusion matrix, the error is mainly due to the misclas-
sification of images judged Good and Excellent (third row) or Fair (second row) that the
classifier assigned in the worst class. This fact can be attributed to the different distribution
of distortion levels between IVL (that has trained the classifier) and LIVE, as shown in
Figure 5.2. The results of applying C3 on the MICT data results in a classification error of
20.4%. The better performance (with respect to LIVE results) can be again attributed to
the more similar distribution of distortion levels between MICT and IVL databases (Figure
5.2).

Weighted C3: training IVL, test IVL

In a specific application domain, like the printing task mentioned in the Introduction, mis-
classified classes may have different weights. In such printing task we may prefer to mis-
classify images of class 1 or class 3 into class 2 (that corresponds to the class of images
that require a user intervention before processing) instead of misclassifying images of class
2 (i.e. images to be evaluated) into class 1 or 3 (images definitively rejected or accepted).
Let us note that with our C3 classifier none of the images of actual class 1 are predicted as
class 3 while none of the images of actual class 3 are predicted as class 1 (see corresponding
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confusion matrix of Table 5.10 ). We have thus trained another tree, assigning different
misclassification weights. In particular, using the misclassification weights reported in Table
5.11, we have obtained the tree shown in Figure 5.11. The confusion matrix is reported in
Table 5.11. The performance error, which is now 14.4% results greater than in the previous
case, but less images of class 2 were misclassified.

Figure 5.11: Classification tree with different misclassification weights.

Table 5.11: C3 tested on IVL, with misclassification weights

Confusion matrix misclassification weights

class predicted
real 1 2 3
1 37 12 0
2 3 36 3
3 0 8 81

predicted classes
real classes 1 2 3

1 0 1 1
2 2 0 2
3 1 1 0

error = 14.4%

S3: IVL training, IVL test

Finally, we consider the SVM classifier S3 trained on the whole IVL dataset. After a scaling
of the data, the Radial Basis Function (RBF) kernel was chosen. The penalty term and
the parameter of the RBF used in the training and testing phase are found using a cross-
validation procedure. As we have noted before for S5, the common approach of training
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the classifier with for instance 2/3 of the whole dataset and testing it on the remaining 1/3
could be not correct as it could strongly depend on the training set used. For this reason we
have adopted the same cross validation approach described for CART. Table 5.12 reports
the classification results obtained for S3 when IVL, LIVE, and MICT are used as test sets
respectively.

Table 5.12: Confusion matrices for S3 tested on IVL, LIVE, and MICT databases

IVL LIVE MICT

class predicted
real 1 2 3
1 44 5 0
2 7 28 7
3 0 5 84

class predicted
real 1 2 3

1 77 0 0
2 38 5 0
3 10 30 73

class predicted
real 1 2 3

1 41 1 0
2 6 13 0
3 0 13 21

error = 13.3% error = 37.3% error = 23.5%

Summarizing, from the comparison of the results obtained for 5 classes versus 3 classes,
we observe that C3 (training and test IVL) achieves better the classification task than C5
(training and test LIVE). The better correlation of C3 with the corresponding subjective
data, compared to C5, could be attributed to the easier subjective task in the case of 3
classes. In fact, from the observer point of view it seems simpler to judge the quality of
an image within one of 3 classes (Excellent, Fair or Bad) than making a finer analysis to
classify it within 5 classes (Is the image excellent or good? Is the image poor or bad?). That
is, as observers we are able to decide almost instantly whether a particular image is of good
or poor quality but for us to quantify how good an image is, and the scale of quality to be
used is far more difficult.

5.4 Noise IQA classification on IVL data

In this section we aim to classify the noisy images of the IVL database within the three
groups of high, medium and low quality. We choose the metric by Immerkaer [51] because
of its simplicity and the high performance shown for the case of additive Gaussian noise (the
case of our IVL noise database). We consider two general purpose metrics [4, 78] as well.

We choose here to apply a direct classification task by thresholding separately each of
the regression curves obtained. The real and predicted quality classes are obtained in a
similar way as shown Figure 5.5 but in this case we are interested only in three classes.
The performance of the classification task is reported in Table 5.13 in terms of confusion
matrix and for each of the NR metrics here considered. We note that the best classification
performance is obtained with Immerkaer metric [51] and as desired, no missclassification
between classes 1 and 3 is observed. In Figure 5.12 the thresholds predicted by this metric
for the classification of the noise IVL data are shown.
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Table 5.13: Confusion matrices for 3 classes classifiers corresponding to each of the NR
metrics here considered and the noise IVL database.

Immerkaer BRISQUE NIQE
class predicted
real 1 2 3

1 65 5 0
2 4 58 0
3 0 14 54

class predicted
real 1 2 3

1 66 4 0
2 6 48 8
3 0 13 55

class predicted
real 1 2 3

1 39 31 0
2 8 46 8
3 3 35 30

error = 11.5% error = 15.5% error = 42.5%

Figure 5.12: Classification thresholds predicted by Immerkaer metric when applied to noise
IVL data.

5.5 Conclusions

In the present Chapter we have approached the NR-IQA field by focusing on a direct clas-
sification problem that combines different objective metrics. To this end we have proposed
a framework based on a machine learning classification, where NR metrics are considered
as features and the assigned classes are obtained from the psychovisual data. Eleven NR
metrics have been considered for the JPEG-blockiness case: seven specific ones and four
general purpose. In order to confirm our initial hypothesis, that is the combining of metrics
can outperform a single method, we have considered different feature spaces: each metric
individually and the pool of the eleven metrics together.

Classification within five and three classes was addressed. In the former case, the five
classes are in correspondence to the five categories recommended by the ITU [2] (excellent,
good, fair, poor, and bad) when designing image quality experiments. In the later case we
were interested in classifying images as high, medium or low quality ones. For the training
of the five classes classifier (C5 and S5), the well known LIVE database was used. It was
then tested on LIVE, IVL and MICT databases. For the three classes classifier (C3 and
S3), the database IVL was properly generated for this scope and psycho-visual experiments
were conducted to identify the high, medium and low quality images. The IVL dataset was
used for the training phase while for testing we used IVL, LIVE and MICT databases.

Considering the pool of all the metrics as feature space, the misclassification error ob-
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tained in the testing phase when CART approach was used, was about 25% for C5 (on
LIVE) and 13% for C3 (on IVL). The greater misclassification errors obtained when tested
on different databases may be partially attributed to the different distribution of distorted
images within the considered databases, confirming that datasets coming from different
psycho-visual experimental setups should be carefully compared. With respect to the SVM
approach, similar performances were obtained for S5 and S3.

We have also applied the CART methodology using each NR metric as single feature.
Our initial hypothesis was confirmed for both C5 and C3: the classifiers that combine all
the metrics improve the performances of each of the eleven single classifiers (corresponding
to the single metrics taken into account individually).

The presented classification scheme could be useful within an image quality control work-
flow chain. For example, if the final goal is printing the images, the best ones can be di-
rectly printed while the worst ones can be automatically discarded. The images belonging
to medium quality class should be eventually evaluated manually by an operator. In order
to help the operator, in a previous work, we have proposed an interactive tool [25], that
permits to apply several NR metrics, not only globally but also locally.

In order to improve our results, it could be useful to integrate the classification scheme
with a regression module. For example Marini et al. [76] use regression trees to combine
quality metrics and texture/structure descriptors, based on wavelets, focusing on JPEG
artifacts. The idea is to find ”content weighting factors” that take into account the influence
of image details in the perception of the distortions.
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Chapter 6

Improving regression between
subjective and objective data

It is in general assumed that subjective methods produce an actual estimate of the perceived
quality while objective methods produce values that should be correlated with human per-
ceptions as best as possible. As already reviewed in Chapter 2, it is customary to apply a
nonlinear transformation to the predicted scores so as to bring the predictions on the same
scale as the subjective data and to attempt to obtain a linear relationship between the pre-
dictions and the opinion scores. The VQEG [136] suggests the use of logistic or polynomial
functions. Recently, it has also been proposed a Monotonic Regression (MR) [44].

In this chapter we aim to improve the agreement between NR metrics and subjective
data. Different hypothesis will be tested. The first and second ones consider weighting the
NR metrics by factors depending on the saliency maps and on the spectral frequency of the
images respectively. The third hypothesis is based on grouping the images according to their
spatial complexity. Each strategy is investigated and tested for the case of JPEG-blockiness
artifacts.

6.1 Strategy based on saliency maps

Research in image quality assessment attempts to further improve the reliability of objective
metrics by taking into account the human visual system characteristics. One of such features
is the visual attention mechanism that is responsible for defining which areas of the scene
are relevant and should be attended. There are two visual selection mechanisms: bottom-
up and top-down. The bottom-up mechanism is an automated selection that is controlled
mostly by the signal. It is fast and short lasting, being performed as a response to low-level
features that are perceived as visually salient. The top-down mechanism is controlled by
higher cognitive factors and external influences, such as semantic information, viewing task,
and personal preferences, context. It is slower and requires a voluntary effort.

A recent development in the area of image quality consists of trying to incorporate as-
pects of visual attention in the design of visual quality metrics, mostly using the assumption
that visual distortions appearing in less salient areas might be less visible and, therefore, less
annoying. Saliency maps, that are bottom-up models of attention, are frequently considered
within the IQA field during the last years. In the case of FR metrics, the typical inte-
gration strategy consists of the multiplication of each local objective metric value with the
corresponding saliency map. However, the results obtained by different groups are not yet
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conclusive [133]. The basic idea is to assign visual importance weights to the MSE, PSNR,
SSIM or VIF metrics, giving more importance to the degradation appearing on the salient
areas. Some authors [65, 128, 75, 74, 82] showed that better agreement with subjective
scores can be produced for IQA metrics when saliency maps are taken into account in the
metrics’ evaluation. On the other hand, others claim that for example, MSE and SSIM do
not show a clear improvement [86, 156]. In particular, the results from [86] suggest that the
way to take into account the visual attention cannot be limited to a simple spatial pooling.
Another reason might be that the viewers had enough time to look at all parts of the image
when evaluating its quality, such that the influence of attention regions on the overall quality
of whole image would not be great. Among the works that have reported some improve-
ment, most use subjective saliency maps, i.e. saliency maps generated from eye-tracking
data obtained experimentally [70]. Although subjective saliency maps are considered as the
ground-truth in visual attention, they cannot be used in real-time applications. Therefore,
computational models of visual attention have to be considered [55].

With respect to the integration of saliency maps on RR or NR methods, less research
has been done up to date. Since, in general, the NR metrics do not generate an ”error” map
as a final step, the inclusion of saliency maps complies with the local computation strategy
involved in each of the specific NR metrics. In the present section we propose to weight the
input image by different saliency maps and then simply apply the JPEG-blockiness metrics
to these weighted-input images.

Four popular bottom-up visual attention computational models are taken into account:
Itti and Koch [55] (hereafter named S1), Achanta et al. [6] (named S2), Harel et al. [45]
(named S3) and Hou and Zhang [47] (named S4). For a given image, these models generate
a gray-scale saliency map indicating image regions that are most likely to attract attention.
In the saliency maps, higher luminance values correspond to higher saliency pixels, while
lower values correspond to lower saliency ones. Experiments have been performed on JPEG
LIVE data. For each of the distorted images, the four saliency maps have been evaluated.
We have also considered the saliency maps generated from eye-tracking data (named S5)
obtained on each of the 29 original images of the database [70]. In Figure 6.1 an original
image from LIVE database, the four computational models of saliency and the map based
on the eye-tracking data are shown.
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Figure 6.1: Saliency maps. First row: an original image from LIVE and S1, second row: S2
and S3, third row: S4 and S5.

Assuming that the saliency map sal(x, y) is normalized in the interval [0,1], the comple-
ment of the saliency [1−sal(x, y)] is also taken into account within the present strategy. The
reference image with the corresponding complement saliency maps are depicted in Figure
6.2.
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Figure 6.2: Complement of the saliency maps. First row: original image and (1-S1), second
row: (1-S2) and (1-S3), third row: (1-S4) and (1-S5).

Each of the saliency maps are then binarized, where a weight equal to one is applied to the
salient regions and 0.5 otherwise. In the case of the complement saliency maps, the weights
are 0.5 for the salient region and 1 otherwise. The threshold value for the binarization process
is obtained using the Otsu method [93]. In Figure 6.3 a reference image from LIVE together
with the image multiplied by the binarized saliency map and the binarized complement of
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the map are shown for the computational model of Harel et al. [45].

Figure 6.3: Original image (left), image weighted by the binarized map S3 (center), image
weighted by the binarized complementary map (right).

After weighting the input distorted image by its binarized saliency map (or its binarized
complementary map), six specific JPEG-blockiness metrics have been evaluated: Pan [94],
WSB [142], WBE [141], GBIM [152], Muijs and Kirenko [83] Chen and Bloom [21]; as well
as three general purpose ones: BIQI [81], BRISQUE [4] and NIQE [78].

In Table 6.1 the performance of the NR methods is evaluated in terms of the PCC
coefficient after logistic regression with the subjective scores of the LIVE database. The first
row of the Table reports the coefficient values without saliency and each of the following
rows correspond to the different computational models (S1 to S4) and the eye-tracking data
(S5) as well as the complement of these saliency maps S1C to S5C).

PCC GBIM PAN WBE WSB MUIJS CHEN BIQI BRISQUE NIQE

No sal. 0,9589 0,8893 0,9170 0,9787 0,9295 0,9450 0,9631 0,9874 0,9518
S1 0,9619 0,8325 0,9085 0,9704 0,7218 0,9210 0,9482 0,9703 0,9368
S1C 0,9605 0,8760 0,9129 0,9785 0,9248 0,9368 0,9645 0,9831 0,9493
S2 0,9210 0,8108 0,9151 0,9749 0,9063 0,9137 0,8720 0,9710 0,9077
S2C 0,9600 0,8518 0,9193 0,9776 0,7262 0,9218 0,9344 0,9742 0,9291
S3 0,9603 0,8356 0,9121 0,9749 0,9142 0,9236 0,9514 0,9750 0,9409
S3C 0,9292 0,8677 0,9086 0,9732 0,9195 0,9315 0,9659 0,9807 0,9418
S4 0,9628 0,8318 0,9119 0,9760 0,9122 0,9212 0,9539 0,9745 0,9374
S4C 0,9605 0,8760 0,9129 0,9785 0,9248 0,9368 0,9645 0,9831 0,9493
S5 0,9551 0,8398 0,9145 0,9732 0,9141 0,9235 0,9561 0,9751 0,9409
S5C 0,9405 0,8727 0,9087 0,9749 0,9202 0,9337 0,9684 0,9834 0,9480

Table 6.1: PCC for NR metrics when the distorted images are weighted by saliency maps.

From Table 6.1 we observe that few combinations of metrics and saliency maps show
improvements with respect to the traditional method (without saliency). The metric GBIM
seem to be the one that better benefits from the inclusion of the saliency maps. Also BIQI
show some improvement for nearly all the complementary maps. We can say that in general
no better performances are obtained with the saliency-based strategy. An important aspect
is the integration strategy of the saliency map within the metric. We have here proposed a
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very simple one but it should be crucial to analyze different integration strategies to include
saliency maps within the NR metrics [57].

6.2 Strategy based on the spectral frequency analysis

This strategy is based on the analysis of the spectral frequency of the images. To this aim,
we compute the frequency ρ in the Fourier domain, corresponding to the 99% of the image
energy. Starting from the image spectrum in polar coordinates S(ρ, θ) we have that:

E =

∫ ∞
0

∫ 2π

θ=0

|S(ρ, θ)|2dρdθ (6.1)

and we define ρ as follows:

0.99E =

∫ ρ

0

∫ 2π

θ=0

|S(ρ, θ)|2dρdθ (6.2)

Each of the single NR metrics is weighted by a frequency dependent factor fn obtained
normalizing the frequency ρ with respect to the NyQuist frequency ρmax

fn =
ρ

2ρmax
(6.3)

In Figure 6.4 the original images of the LIVE database are sorted with respect to in-
creasing frequency, starting from the top left corner, to the bottom right one.

Figure 6.4: The 29 reference images of the LIVE database sorted with respect to increasing
frequency, starting from the top left corner, to the bottom right one.
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For the present analysis we consider six NR JPEG-blockiness metrics: Pan et al. [94],
Vlachos [135], WSB [142], WBE [141], GBIM [152], Chen and Bloom [21] and three general
purpose blind metrics: BIQI [81], BRISQUE [4] and BLIINDS [104].

The regression between the subjective scores and the NR metrics with and without the
frequency-weighting factor are compared in Tables 6.2 and 6.3 for LIVE and CSIQ databases
respectively.

Metric Freq-Weight
PCC PCC(Freq-Weight)

PAN et al. [94] 0.8599 0.8628
VLACHOS [135] 0.8307 0.8534

WSB [142] 0.9414 0.9438
WBE [141] 0.8304 0.9356
GBIM [152] 0.9485 0.9523

CHEN and BLOOM [21] 0.9447 0.9459
BIQI [81] 0.9181 0.9064

BRISQUE [4] 0.9345 0.9329
BLIINDS [104] 0.9105 0.9127

Table 6.2: Comparison of the PCC corresponding to each metric and its frequency-weighted
version for the LIVE database.

Metric Freq-Weight
PCC PCC(Freq-Weight)

PAN et al. [94] 0.8739 0.8917
VLACHOS [135] 0.9063 0.8693

WSB 0.9483 0.9412
WBE [142] 0.9105 0.9091
WSB [141] 0.9348 0.9429
GBIM [152] 0.9186 0.9267
BIQI [81] 0.8475 0.8438

BRISQUE[4] 0.9086 0.9149
BLIINDS [104] 0.8926 0.9193

Table 6.3: Comparison of the PCC corresponding to each metric and its frequency-weighted
version for the CSIQ database.

In the tables, the bold characters indicate the best performance achieved for each of
the single metrics. For the LIVE database, the frequency strategy improve the results for
seven out of the nine metrics considered: improvements are observed for all the specific
JPEG-blockiness metrics and for only one general purpose method. For the CSIQ database,
improvements are observed for five out of nine NR metrics: three JPEG specific and two
general purpose.

6.3 Strategy based on the image complexity

Our working hypothesis is that regression can be improved if performed within a group of
images that present similar contents in terms of low level features (not semantic content).
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The complexity of an image tells many aspects of the image content. Therefore, the criteria
we choose to divide the images in different groups is the image complexity.

The effect of content dependency on objective image quality metrics has been already
addressed in the literature. For example, the authors in [132] have addressed the problem of
scene dependency and scene susceptibility in image quality assessments and have proposed
image analysis as a means to group test scenes, according to basic inherent scene properties
that human observers refer to when they judge the quality of images. Experimental work
has been carried out for JPEG and JPEG2000 distortions. Oh et al. [88] have analyzed
the degree of correlation between scene descriptors (first and second order statistical mea-
surements) and scene susceptibility parameters for noisiness and sharpness. Using different
scene descriptors and applying K-mean clustering, three groups of scenes were successfully
derived, depending on the relationship between the susceptibility to sharpness and noisiness
distortions.

6.3.1 Computing image complexity

There exists no unique definition of the complexity of an image. Researchers from various
fields have proposed different measures to estimate image complexity. Fuzzy approaches [16],
information-theoretical based techniques [101] and independent component analysis [96] have
been proposed in the literature to determine the complexity of an image. Recently, Yu and
Winkler [157] have explored objective measures of complexity that are based on compression.
They have shown that spatial information (SI) measures strongly correlate with compression-
based complexity measures. Among the commonly used SI measures, the mean of the edge
magnitude is shown to be the best predictor. Oliva et al. [89] performed an experimental
session to study the representation of visual complexity for real-world scene images. The
results obtained are consistent with a multi-dimensional representation of visual complexity
(quantity of objects, clutter, openness, symmetry, organization, variety of colors).

In the present work we have performed a psycho-visual experiment: the complexity of
each of the 29 original LIVE images has been judged by four members of our laboratory.
The observers have been asked to classify each of the images in the following groups: high,
medium or low complexity images. The result obtained from the grouping task is shown
in Figure 6.5. Even if the present classification results can be considered as preliminary
because of the small number of participants involved in the experiments, the results and
conclusions achieved in this section are still valid and do not depend on slight variations of
the subjective grouping.

We are interested in finding the low level image features that determine the complexity
level of the images. To this end, for each of the 29 reference images of the LIVE database
we have evaluated first (average, standard deviation, smoothness, skewness, entropy) and
second order statistics (contrast, correlation, energy, spectral texture, coarseness, direction-
ality). Also the complexity index proposed by Chacon et al. [16] has been taken into
account. This method determines the complexity of an image based on the analysis of its
edge level percentages. Using CART method [13], the feature space was built using the
above mentioned statistics plus the complexity index. For the training of the classifier, the
classes indicated in Figure 6.5 have been used. A classification tree is obtained where only
the complexity index is the selected feature that discriminates among the three complexity
classes. This tree is then used to classify the distorted images. As an example, the refer-
ences images of the CSIQ and MICT databases are grouped as reported in Figures 6.6 and
6.7 respectively. In general, the complexity classes assigned to the distorted images are the
same as those corresponding to the original one. In the few cases where this is not true, the
complexity of the distorted image results in the following class: if it was originally classified
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Figure 6.5: Original images from LIVE database grouped in three classes: high, medium
and low complexity.

as low (medium) it changes to medium (high).

6.3.2 Applying the grouping strategy to better correlate data

Let us denote by yi the subjective score (MOS/DMOS) for the i-th image of a given database,
xi the corresponding predicted score from an IQA metric and f(xi) the transformed metric
value. For the transform function f logistic, polynomial or MR functions can be used.

Our proposal is to first classify the images within one of the following complexity groups:
high (H), medium (M) or low (L) complexity and in a second step to perform the regression
within each of these groups separately. Denoting by {yLi }, {yMi } and {yHi } the three sets of
MOS and by {xLi }, {xMi } and {xHi } the corresponding predicted scores, the new proposal
fC for the transformation function is:

fC(x) = {fL(xLi ), fM (xMi ), fH(xHi )} (6.4)

where fL, fM and fH are the transformed functions found for each of the complexity
groups separately.

As an example, we consider the NR metric by [94] and the JPEG-LIVE database. In
figure 6.8 we plot each of the logisitic regression curves fL(xLi ), fM (xMi ) and fH(xHi ). For
a reference, also the function f is included in each of these subfigures. The three regression
functions are also plot simultaneously. The corresponding PCC values obtained are as
follows: PCC(f) = 0.8893, PCC(fL) = 0.9671, PCC(fM ) = 0.9476, PCC(fH) = 0.9407
and PCC(fC) = 0.9568 respectively. With respect to RMSE the values are: RMSE(f) =
12.60, RMSE(fL) = 7.77, RMSE(fM ) = 8.44, RMSE(fH) = 7.72 and RMSE(fC) = 8.01
respectively. As expected, the strategy proposed has improved in terms of both PCC and
RMSE coefficients. Finally, to better visualize the comparison, the MOS vs the transformed
metric using f and fC are depicted in Figure 6.9.
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Figure 6.6: Original images from CSIQ database grouped in three classes: high, medium
and low complexity.

Figure 6.7: Original images from MICT database grouped in three classes: high, medium
and low complexity.

Summarizing: images will be first classified according to their spatial complexity within
one of the following groups: high, medium or low complexity. After this step, the correlation
between objective and subjective data will be implemented within each group separately.
Therefore, three regression functions will be obtained. For each of them, the correlation
coefficients will be calculated and compared with the traditional case (no grouping). Exper-
iments are performed on LIVE, MICT and CSIQ databases.
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Figure 6.8: Logistic regression performed within each of the complexity groups: fL (blue),
fM (green), fH (red), f (black).

Figure 6.9: Transformed Pan metric: using f (triangles blue) and our proposal fC (circles
red)
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6.3.3 Grouping strategy applied to NR metrics

Results on LIVE database for JPEG and white noise distortions

In Table 6.4 the PCC and RMSE are reported for eleven JPEG-blockiness NR metrics
for the case of JPEG - LIVE data. In the first and second row of the tables the values
of the coefficients correspond to the use of Logistic Regression (LR) functions f and fC
respectively. In the third, fourth and fifth rows the coefficients are those corresponding to
the transformed functions for each of the complexity groups, i.e. fL, fM and fH respectively.
Comparing each of the rows with respect to the first one, the best results for each metric
are highlighted and colored.

Table 6.4: PCC and RMSE for JPEG LIVE Logisitic Regression

To better visualize and compare the results presented in Table 6.4 we depict in Figure
6.10 the bar plots of both PCC and RMSE corresponding to f and fC . In the figure it is also
shown the relative increase/decrease for PCC and the absolute difference for RMSE. That
is, ∆PCC = [PCC(fC)− PCC(f)]/PCC(f) and ∆RMSE = RMSE(f)−RMSE(fC).
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Figure 6.10: LIVE JPEG Logistic regression

From Table 6.4 and the corresponding Figure 6.10 we observe that applying the new
transformation fC , improvements are obtained in terms of both PCC and RMSE on nearly
all the metrics, except for M6 and M8. The actual amount of performance gain, however,
depends on the metric. The greatest improvement on PCC results equal to 7.5% for M1.
Metrics M4, M7 and M10 show improvements around 3%. If we focus on the gain in
performance when using fH , fM and fL within the respectively complexity classes we note
that metrics M1, M4, M7 and M10 show performance improvement overall three classes in
terms of PCC. Similar conclusions are achieved if we analyze the RMSE coefficient.

In Table 6.5 and Figure 6.11 the results obtained using MR are shown. In this case
we can observe that there is indeed a gain in performance in terms of both indexes for all
metrics except for M2.

Comparing LR and MR transformations, we recall that the logistic function may vary
if the initial parameters change. Therefore, the nonlinear optimization used in LR does not
always lead to an exclusive result. On the other hand, as pointed out by Han et al. [44], the
MR is not affected by any parameter choice and makes a unique minimum of the prediction
error variance. The smaller the prediction error variance, the larger the PCC. Performance
correlation indexes of MR would not be affected by any parameter. This fact could suggest
MR as a fair benchmark for the performance comparison of the metrics.
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Table 6.5: PCC and RMSE for JPEG LIVE Monotonic Regression

Figure 6.11: LIVE JPEG Monotonic regression

In Table 6.6 the grouping strategy is applied for the subset of the LIVE database distorted
by white noise. In Figure 6.12 the comparisons are shown for PCC and RMSE indexes. The
amount of performance gain in this case is small since the metrics themselves present high
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values of PCC before applying the grouping strategy.

Table 6.6: PCC and RMSE for noise LIVE data and Logistic Regression

Figure 6.12: LIVE noise Logistic regression
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Results on CSIQ and MICT database for JPEG

In Figure 6.13 we compare the results obtained for PCC and RMSE on the JPEG - CSIQ
data and MR. The corresponding results for MICT database are reported in Figure 6.14.

Figure 6.13: CSIQ JPEG Monotonic Regression

For CSIQ data, we observe increasements in PCC for nine out of the eleven metrics.
The greatest perfomance improvement is again observed for metric M1, around 4%. The
metrics M4, M6 M7 show smaller improvements, around 2%. For metrics M5 and M10
the performance is decreased.
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Figure 6.14: MICT JPEG Monotonic Regression

For the MICT data ∆PCC is always positive except for M5. An important gain is
obtained for M2 and M8, around 20%.

Statistical significance

To evaluate the statistical significance of performance on both PCC and RMSE, we evaluate
hypothesis testing. A variance-based hypothesis test is applied using the residuals between
MOS and the quality predicted by the transformed metrics. The test is based on the
assumption of Gaussianity of the residual differences. The F-statistic is used to compare
the variance of two sets of sample points. The null hypothesis is that the residuals from one
metric come from the same distribution and are statistically indistinguishable (with 95%
confidence) from the residuals from another metric. A value of 0 indicates that applying f
or fC is statistically equivalent. Otherwise, the performance improvements are indicated as
1 and the performance decreases as ”-1”. The F-test scores are summarized for JPEG data
in Table 6.7 for the three databases and two regression functions considered.
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Table 6.7: F-test scores for NR metrics for JPEG data

It should, however, be noted that statistical significance testing is not straightforward,
and the conclusions drawn from it largely depend e.g. on the number of sample points, on
the selection of the confidence criterion, and on the assumption of normality of the residuals.
These issues are extensively discussed in [116].

By referring to Table 6.7 we can see that introducing the grouping strategy gives always
better or statistically equivalent results in terms of correlation coefficients. Analyzing the
single NR metrics, the JPEG-blockiness specific M7 is the one that best benefited since im-
proves for nearly all the datasets and regression functions (except MICT MR). On the other
hand, for the general purpose M9 the results are always statistically equivalent. Comparing
the databases, the grouping strategy seems to work better for LIVE data.

For the noise data, the F-test scores indicate that none of the improvements achieved is
statistically significant.

6.3.4 Grouping strategy applied to FR metrics

In this section we perform again experiments on LIVE JPEG and white noise data but now
focusing on FR methods. The MeTriX MuX Matlab package [1] was used for the evaluation
of the following twelve FR metrics:

• Mean-Squared-Error (MSE), Signal Noise Ratio (SNR) and Peak Signal-to-Noise-Ratio
(PSNR)

• Universal Quality Index (UQI) [138], Structural Similarity Index (SSIM) [140] and
Multi-Scale SSIM index (MSSIM) [144]

• Visual Signal-to-Noise Ratio (VSNR) [19]

• Information Fidelity Criterion (IFC) [114], Visual Information Fidelity (VIF) and its
pixel-domain version Pixel-based VIF (VIFP)

• Noise Quality Measure (NQM) [31] and Weighted Signal-to-Noise Ratio (WSNR).

We present results for PCC in Table 6.8 and Figure 6.15 for both JPEG and white noise
data from LIVE.
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Table 6.8: PCC for FR methods, JPEG and white noise data from LIVE, Logistic Regression

Figure 6.15: PCC for FR on LIVE data for JPEG and noise, logistic regression

Considering the results for JPEG distortion we observe that the greatest gain is obtained
for the simplest and most widely used FR approaches like MSE, SNR and PSNR. Other more
complete FR methods like SSIM and UQI that are based on image structure or natural
scene statistics also show performance improvements. For the rest of the methods the
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improvements are smaller, except for VIFP where a performance decrease is observed. The
gains are lower in the case of noise distortion since the metrics themselves already show a
high performance before applying the grouping strategy. On the other hand, MSSIM and
VIFP show a decrease in PCC.

We conclude this section recalling that MSE, SNR and PSNR are appealing because are
simple to calculate and are mathematically convenient in the context of optimization or real
applications. However, they are widely criticized by the image quality community for their
poor correlation with human perceived image quality. Applying the present complexity-
based grouping strategy in the case of JPEG distortion can improve the simple methods’
performances.

We have applied the complexity based strategy to all the distortions present in LIVE
data and in Table 6.9 the statistical significant improvements obtained for the FR methods
are reported.

Table 6.9: Statistical significance tests for FR methods LIVE database - Logistic Regression

Analyzing Table 6.9 we confirm that the grouping strategy is more competitive with
respect to the simpler metrics (PSNR and MSE) than for the more complex ones (MSSIM,
VSNR, VIF, NQM, WSNR). The results depend on the distortion type: JPEG and blur are
the ones that show better and statistically significant performances.

6.4 Conclusions

In order to better correlate objective and subjective data three different strategies have
been proposed and tested on NR JPEG-blockiness metrics. The results are analyzed in
terms of the correlation coefficients PCC and RMSE. The first proposal considers weighting
the distorted image by its saliency map or its complement. Different computational models
of saliency have been considered as well as the saliency map obtained from eye tracking
experiments. However, no performance improvements are obtained. The second proposal
weights each NR metric by a frequency dependent factor. Seven (five) NR JPEG-blockiness
metrics our of nine show performance improvements in PCC when tested on LIVE (CSIQ)
database. Finally, a grouping strategy based on the image spatial complexity is investigated.
The proposal is tested on LIVE, MICT and CSIQ databases for JPEG and noise distortions.
Also FR metrics are considered. The results depend on the NR metric considered and on
the distortion. Statistical significance tests are performed. With respect to the JPEG we
can say that there is indeed a gain in performance: improvements in PCC between 3 and 7%
are observed for several metrics. For noise distortion the improvements are smaller since the
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noise metrics themselves present a good performance before applying the grouping strategy.
For the case of FR metrics, the greatest improvements (between 6 and 10 %) are obtained
for the simplest FR metrics like MSE and PSNR.
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Chapter 7

Conclusions

In this thesis we have discussed the current state of the art in IQA research. Among
all the possible dimensions associated to define IQ, we have positioned here between the
naturalness and fidelity dimensions. We have given a compendium of the available IQA
methods, classifying and summarizing the different metrics. We have hypothesized an image
workflow chain and outlined the relationship with the IQA, how and when the different
kinds of metrics can be applied. The selection and use of the different metrics depend on
the semantic content of the image, the application task, and the particularly imaging chain
applied.

As possible application scenarios we had in mind quality monitoring. For example,
evaluating the IQ of an image before printing it so that the final product reaches the desired
quality level. For example, an IQA metric could be embedded within the printing workflow
chain so that input images of high quality can be directly printed while low quality ones are
discarded. Such application motivated by Océ, who founded this research work.

Different NR metrics are available as well as IQ databases for the validation process.
Focusing on JPEG distortion, several metrics have been considered that show good perfor-
mance in terms of correlation coefficients. However, there is a range of distortions where
it is difficult for the metric to correctly predict the subjective scores. If the images are
highly or slightly distorted, the metrics are in general able to describe the subjective scores
but disagreements have been found in what we called ”intermediate range” of distortions.
Considering an image as a combination of content and distortion signals, in such intermedi-
ate range both content and distortion are significantly present and consequently, not easily
decorrelated to be measured. It is therefore difficult for the metrics to measure the IQ
with precision within the full range of possible distortions and also with respect to different
image contents. The crosstalk between content and distortion signals influences both the
subjective and objective quality assessment.

In general, the distortion ranges of the available databases vary from images of high
quality to images highly corrupted. However, in real applications as the above mentioned
it is not often to deal with so degraded images. Therefore, the IVL database was generated
where the distortion range of JPEG and noise corrupted images has been chosen so as to
represent real data as best as possible. Psychovisual experiments have been carried out with
observers from our laboratory and Océ as well. The subjective scores have been collected
for JPEG and noise distortions.

The principal contributions of this research work can be summarized as follows:

• The IQA field has been investigated focusing on a classification approach: we have
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proposed to apply machine learning methods to classify images within three (classifier
C3) and five (classifier C5) quality classes. The feature space was built with eleven
NR metrics: seven specifically designed for JPEG-blockiness and four general purpose
metrics. The assigned classes were obtained from the subjective scores. Different
databases have been considered for both training and testing phases (LIVE, MICT
and IVL). Training and testing C3 on IVL data, better performance was obtained
compared to C5 when trained and tested on LIVE data. The better correlation of C3
with the subjective data could be attributed to the easier subjective task in the case
of 3 classes. From the observer point of view it seems simpler to judge the quality of
an image within one of 3 classes (Excellent, Fair or Bad) than making a finer analysis
to classify it within 5 classes (Is the image excellent or good? Is the image poor or
bad?). Observers are able to decide almost instantly whether a particular image is of
good or poor quality but to quantify how good an image is, and the scale of quality
to be used is more difficult.

• Different strategies to better correlate the objective and subjective data have been
tested. Two of them, the frequency-based and complexity-based strategies, show
performance improvements when considering NR metrics for JPEG-blockiness dis-
tortion. Different databases have been taken into account (LIVE, MICT, CSIQ). The
complexity-based grouping proposal aims to correlate separately the data within three
different groups of images, classified according to their spatial complexity in terms of
low level image features. Even if the results depend on the metrics considered and the
distortion type, there is indeed a gain in performance in terms of linear correlation
and root mean square error.

The present research was concerned with single distortions. However, consumer images
suffer in general of more than one distortion simultaneously. Although some IQA methods
exist that address combining multiple distortions (most commonly noise and blur), few sub-
jective studies have been performed on multiple distorted databases. Recently Jayaraman
et al. [29] has presented a database of multiply distorted images, where two scenarios are
considered: images first blurred and then JPEG compressed, and images first blurred and
then corrupted by white Gaussian noise. Within this scenario, an IQA algorithm must not
only consider the joint effects of the multiple distortions on the image, but also consider the
effects of these distortions on each other.

As future research it will be considered the case of images corrupted by Gaussian noise
and then JPEG compressed. The goal would be for example to evaluate if and how the
quality perception of images corrupted by noise is modified in the presence of JPEG distor-
tion. Testing the strategy proposals to other kind of distortions and NR metrics will be also
addressed.
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