o
gy]
2
-
»n»
=
=
=

NIVERSITA’
NVTIIN Id

- o
BICOGGA

UNIVERSITA’ DEGLI STUDI DI MILANO — BICOCCA

Scuola di Dottorato in Scienze Sociali (SCISS)

Where sustainable transport and social exclusion meet
Households without cars and car dependence in Germany and Great Britain

First reviewer: Prof. Matteo COLLEONI

Second reviewer: Prof. Dr.-Ing. Christine AHREND

A dissertation for the European Doctoral Programme in Urban and Local
European Studies (URBEUR)

By Giulio Mattioli

May 2013

1






Acknowledgements

Someone said that writing a PhD thesis is a lonely process. It is, and | sometimes felt like it was especially so
for me. Therefore, | bear the sole responsibility for the mistakes, the inconsistencies, the confusion and the
few good ideas that are found in the next 400 something pages. However, a few good people have helped
along the way, and | much obliged to them.

Ever since we first met in 2008, Matteo Colleoni has encouraged me to devote myself to research. With his
pioneering work about mobility and accessibility in Italy, he created a space for transport studies at the
Department of Sociology and Social Research at the University of Milan-Bicocca. Without him paving the
way, none of this would have been possible. During the last three years, Matteo has provided me with
feedback about my work, and has accepted me for the ‘non-typical’ PhD student that | allegedly am (he said
that!). Notably, he supported me when | struggled with PhD ‘depression’, taking the time to talk to me via
Skype or international phone calls. Grazie.

Prof. Serena Vicari, in her capacity of head and coordinator of the URBEUR doctoral programme, has been
an important point of reference for me in the last three years. Notably, she was of great help when | had to
organize my visiting period in Berlin. Grazie. Anna Casaglia, in her capacity as ‘tutora’ has helped and
encouraged me and my colleagues during the first phases of our research projects. Much obliged.

Prof. Christine Ahrend and Dr. Oliver Schwedes at the Fachgebiet Integrierte Verkehrsplannung at the
Technische Universitat Berlin have hosted me as a visiting PhD student at their chair from June 2011 to
February 2012. For a few months, | was able to use one of their offices at Salzufer 17-19: much of this thesis
has been written there. | am very grateful for these opportunities. In five occasions between June 2011 and
May 2013 | have had the chance to present my work to Prof. Ahrend, Dr. Schwedes and other PhD
candidates (including Uwe Bdhme, Stefan Daubitz, Jérg Leben, Melanie Herget and Holger Jansen) in the
context of a two-hour Doktorandenseminar. Their criticism was hart aber gerecht and — what matters the
most — always very useful. Notably, Dr. Oliver Schwedes has taken the trouble to read early versions of my
research project, and to comment on them. To all of them a big Danke.

| am very grateful to Elizabeth Shove for inviting me to be a visiting PhD student at Lancaster University. The
three months that | spent there (February-May 2012) were probably the most fruitful time of my PhD. The by-
weekly meetings that | had with Elizabeth were extremely useful, and led me to develop a lot of ideas. Some
of them ended up in this thesis. | am also obliged to Prof. Colin Pooley at Lancaster University for taking the
time to discuss my work with me and inviting me to present my work at the CeMoRe Annual Research Day
2012.

| am of course indebted to the institutions that have granted me use of the data sets. The MiD 2008 and MiD
2002 data sets of the German Federal Ministry of Transport, Building and Urban Development were kindly
provided by the Clearing House of Transport Data at the DLR Institute of Transport Research in Berlin.
Additional geographical variables were kindly provided by the German Federal Ministry of Transport, Building
and Urban Development. The NTS 2002-2010, NTS 2002-2008 and NTS 1995-2001 data sets of the British
Department for Transport were kindly provided by the Economic and Social Data Service (ESDS) through
the UK Data Archive at the University of Essex, Colchester.

Dr. Karen Lucas and Dr. Gordon Stokes of the University of Oxford took two hours of their time to meet me in
Oxford and answer my questions about transport and social exclusion. | was impressed by their kindness,
and their advice has been very helpful. Thank you so much.

Gianluca Argentin has provided me with informal advice about quantitative data analysis techniques, and he
did it out of sheer generosity. My dear friend Giovanni Abbiati also took interest in my data analysis
problems, helping me when he could. Grazie.



| am also obliged to Prof. Allan McCutcheon, who taught me latent class analysis at the 44" Essex Summer
School in Social Science Data Analysis, for taking the time to give me early advice on my latent class
models.

This thesis greatly benefited from the criticism of three anonymous reviewers of an article on the same topic
submitted to the Journal of Environmental Policy & Planning in 2012, as well as from the observations of the
anonymous reviewer of a book chapter for the soon to appear book “Mobilitdten und Immobilitaten”,
published by the Technische Universitat Dortmund.

For a few months | shared a co-working space with the guys at 120 /guft in Berlin (Tim Werremeyer, Simon
Schnepp, Morgane Renou, Sebastian Kretz, David Schelp, Simon Hufeisen, Jan Schaefer and Mounia
Meiborg). | am very grateful to them for this opportunity that saved me from the work-from-home blues. | am
much obliged to my dear friend Sebastian Kretz for making this possible.

My father Mauro Mattioli is one of the few people on this earth who read this thesis in its entirety.. and
certainly the only one who did for the fun of it (although | suspect that parental pride might have played a
role). | hope it helped him to kill time. It certainly made me feel less lonely.

Last but not least: Romy Fischer is probably the single most important reason why | chose to go down this
path in 2009. Three and half years later, | am not sure whether | made the right choice, but | would probably
do it again.



Contents

INTRODUGCTION......cccoeerissemrerssssmrrressssmnmssessssses s eassnsesssesssnseseassanssssassssnsnes eassasneseassssnnenessssnnenessssnsenmessannensasss 11
PART | - THEORY

1. Motorisation as a relevant object of study for the Urban and Social Sciences..........cccccccuriiumnrinans 17
1.1. Mobility and mMOtOriSAtION. ... ... 17
1.1.1. Adramatic growth in travel........................ooooeiiiiieeeeee e 17

1.1.2.  The role Of MOLOFISALION. ................coieiiiie e 18

1130 FUIUFE TrONGS. ... 19

1.1.4. A turning point for developed COUNLrIES?...................oveeeeeeeeeeeieeeeeeieeeee e, 20

1.1.5. Travel demand and demographic Change...................cccccovvoiiiinioiiiiiiiiiie s 21

1.1.6. TWO KiNAS OF CONCEOIN. ... 22

1.2. Motorisation as an environmental problem.............cooooii e 23
1.2.1.  Motorisation and its criticism: from local to global....................ccccooviiiiiiiiiii 23

1.2.2. “The end Of CREEP Ol”............oooeeeeeee e 24

1.2.3. CliMate CRANQE. ..............ooeeeeeeeeeeeeeeeeeeeeee e 26

1.2.4. The need for redUCtiONS [N CAI USE...............cccuueiiiiiiiieis e 27

1.3. Mainstream approaches to the study of motorisation.................cccccciiiiiiiiiii 29
1.3.1.  Carownership MOAEING..............cc..eveeeeeieieieee e 29

1.3.2.  How to model @UIOIESSNESS?..............ooiiiie e 31

1.3.3. SAIUIALION. ... e 31

1.3.4. Geographical differenCes................cccoiiii i 33

1.3.5. The ‘stickiness’ of car ownership: asymmetry, hysteresis and ratchet effect.......... 33

1.3.6. The need for complementary approaches................ccccccoovvoeiiciiiiiie e 34
1.4.“Car dependence”: Iterature reVIEW................oooiiiiiiii e 35
1.4.1. Cardependence: a disSpUted term....................oooveeeeeeieeeieeeeee e 35

1.4.2. Newman and Kenworthy: automobile dependence as an urban planning issue....42

1.4.3. Dupuy: the Club €ffecCt.................ooooeiieeieeeeeeeeeee e 44

1.4.4. Urry: automobility @S @ SYSIEM..............cccoeeeeeeeeeee e 45

1.5.  Motorisation, urban structure and the built environment..................cc 47
1.5.1. Motorisation and urban structure in historical perspective...................ccccccccceeiii 47

1.6.2.  Travel and the built @nVironNMEeNt..................c...iiiiiiiiii e 48

1.5.3.  The self-selection debate...................cccccueeiimiiiiiiiiiie e 51
1.5.4. Carownership and the built environment...................c..cccoiviiiiiiiiii e 53

1.6. Policies for environmentally sustainable transport: an overview..............cccccccovviiiie e, 55
1.6.1.  Environmentally sustainable transSport.................cccoooeeeeeiiiieieiieeeeeeeeeeeeee 55

1.6.2.  Improving modal alternatives.......................c.coeeeeeeeeeeee e 56

1.6.3. Changing the built enVIrONMEeNt.....................oveviieiiieiiee e 57

ToB.4. PlICING.......oooooeeeee e 59

1.6.5. Changing individual attitudes and behaviour.......................ccccccceeiiiiieiiieicn 60

1.6.6. The limits of sustainable transport POlICIES. ..................cccciiviiiiiiiiiiii e 61



2. Car-related transport disadvantage...........cocuriiiirmniiinisn i ———— 63

2.1. The field of transport and social exclusion research...................cc.ccooo i, 63
2.1.1. Delimiting the field................oooi e 63
2.1.2.  Different national PerspeCHIVES................ccceiiiiiiieii e 65

2.1.3.  TREOretical CONCEPLS. ...........cccueeii i 67
2.1.4. Empirical MEtROGS. ..............ooiieeeee e 74
2.1.5. Recurring characters in transport and social exclusion research............................ 78

2.2. Car-related transport disadvantage..............coooiiiiiiiii e 82
2.2.1. CardePriVatiON.................coeeieeeeeee e 82

2.2.2. Car-related €CONOMIC SIESS............cccooieiiii e 85
2.2.3.  Car-related time POVEILY..............ooooi oo 88

2.2.4. Ol VUINEIADINEY...........oooeeeeieeeeeeee e 90

2.3. Motorisation, urban structure and car-related transport disadvantage....................ccccco.... 93

2.3.1.  Motorisation, urban structure and transport disadvantage in historical

PEISPECTIVE. ... 93

2.3.2. Changing urban socio-spatial configurations and transport disadvantage............. 96
2.3.3.  What @bout rural @reas?................oooueeeeei i 100

2.3.4. Car-related transport disadvantage across different types of area....................... 101

2.4. Policies to tackle transport disadvantage. ..o 105
2.4.1. Changing transport deciSion Making.................ccc.ueeeeeeieeiieeeeeeeeeeeeeeee, 105

2.4.2. Changing land use and urban planning...................cccccevveeiieieeeeeeeiiiiiieeeeeee 107

2.4.3. Improving modal @lternatives.....................oooiiiiiiiiii s 108

2.4.4. Promoting car ownership @nd USe...................ccooiiiiiiiiiiiiaaiiiee e 112

2.4.5. Virtual MODINILY.........c...oveeiieeeeeeee e 114

2.4.6. Education @and training.................ccoueei i 114

2.4.7. The tension between environmental and social goals in the field of transport...... 115

3. Research questions & hypotheses..........cccccciiiiiiiniiin 123
3.1. Relevance of the reSearch WOrk.............ccooiiiiiiiiii e 123
3.1.1.  Reconciling two contrasting CONCEINS.................cccuviiiiaiiiiiiieeaeiiee e 123

3.1.2. Cardependence: the miSSING lINK................cccoovioeiiiiiiiiiiii e 124

3.2. RESEAICH ODJECL. ... 127
3.2.1 TR CAIESS. ... 127

3.2.2 Autolessness and the spatial dimension of car dependence.............................. 129

3.2.3  Households WitNOUL CarS................coouuiiiiiie e 130

3.3. Specific research QUESHIONS. ..o 132
3.3.1.  Analytical @PPrOACH.................cccoeeeeeeeeee e 132

3.3.2.  Question 1: composition of the carless group across different types of area..... 133

3.3.3. Question 2: changing composition of the carless group over time..................... 134

3.4. Research strategy and methodological design............cccooiiiiiiiiiiiiiii e 135
3.4.1. Secondary analysis of national travel survey data................c.ccccc..cocvvvvrevcnnn... 135

3.4.2.  Case Study SEIECHION.............c..ocii e 136

3:4.3. QUESHION T e 139

344, QUESHION 2. 141



PART Il - COUNTRIES

- o -1 145
4.1. Spatial development and transport in Germany: trends and policies (overview).................... 145

4.1.1. Spatial developmMent.............cc.occoiiiiee e 145

4.1.2. Transport policy and planning................ccocoueiiiiii i 149

4.1.3. Transport and SOCial @XCIUSION.................ccoeiiiiiiiiiiiiiie e 163

4.2. Car ownership in Germany: existing research..............oocoiiiiiii e 154

4.2.1.  Carownership treNds...............cccoiiiii e 154

4.2.2. Households without cars: existing reSearch.................cccccccccoeveeeeeecccieaneee. 157

4.3. “Mobilitat in Deutschland”: the SUNVEY............coooiiiiiii i 160

LR 163
51. Spatial development and transport in the UK: trends and policies (overview).................. 163

5.1.1.  Spatial development................cccoiiiiiiii e 163

5.1.2.  Transport policy and planning.................cccooueiiiiiiiiiiiiiie e 169

5.1.3.  Transport and social €XCIUSION........................cceeeieeeeeeieeeeeeee e 175

5.2. Car ownership in the UK: existing research.............cccocoiiiiiiii 177

5.2.1. Carownership trends................ccooouemeeeeeeeee e 177

5.2.2. Households without cars: existing research......................cceoveveceiiiiiiieeeeenn, 182

5.3. National Travel Survey: the SUMVEY....... ..o 184

PART Il - EMPIRICAL STUDY

6. Carless households in Germany: empirical results............cccouremminininnn i ——— 189
6.1. LO U ToE (oo O PRRUUPPPR 189
6.1.1. Systematic differences between households with and without cars.................. 189
6.1.2. The changing socio-demographic composition of the carless households group
across different types Of @rea..................coooeeeeeeeeeeeeeeeeeeeeeeeee e 204
6.1.3. Reasons for not owning cars: a typology of carless households....................... 218
6.1.4. Travel behaviour and accessibility among the carless across different types of
BEA........ oo 233
6.7.5. CONCIUSIONS...........oooiiieie et 238
6.2. QUUESTION 2. ettt e aa e 241
6.2.1.  EMPIrical F@SUILS.............ccueeeeiie e 242
B.2.2. CONCIUSIONS. ..........ooeei i 248
7. Carless households in Great Britain: empirical results..........ccccccccmriiriiiiiicissseceemrnr s s sssssssssenns 251
7.1. QUUESTION 1.t 251
7.1.1. Systematic differences between households with and without cars.................. 251
7.1.2. The changing socio-demographic composition of the carless households group
across different types Of @rea...............cccoooeoiiiioiiiiiii e 268
7.1.3. Travel behaviour: a typology of carless households.....................ccccccccovee. 280
7.1.4. Accessibility to services and opportunities for carless households across different
BYPES OF @IQ........oo i 298

7.1.5. Conclusions



7.2. QUESTION 2.t 304

7.2.1.  EMPIFCAI FESUILS.......... oo 304
7.2.2. CONCIUSIONS. ...t 313
PART IV - CONCLUSIONS
L0 o 0 T2 11T T T 317
8.1.Bringing together the evidence..................o 31T
81,1, QUESHION T 317
8.1.2. QUESHION 2. 322
8.1.3. Conclusions: car dependence and the socio-demographic composition of the
CAIESS GIOUP........ooe e et 323
8.2. Theoretical relevance and hypotheses for future research...........................................324
8.2.1. CardePONUENCE...............cooiiieeeee e 324
8.2.2. The tension between environmental and social goals in the field of transport...327
8.2.3. Transport and the built environmenNt....................cccovveeeeeeeieeeieieeeiieeeeeee 328
8.2.4. A variety of forms of car deprivation.......................cc.c.cooeeeeeeieiiieeeeeeee 330
8.2.5. A variety of carless households: methodological implications............................ 333
8.2.6. The complementary relationship between car deprivation and car-related
ECONOMUC SETESS. ...t 334
8.2.7. Choice and constraint in car ownership behaviour...................c.c..ccccooeeceivcicnn. 337
8.2.8. Reasons for decreasing car ownership among young adults............................. 338
PART V - APPENDIX
APPENDIX A. Data analysis techniques...............ccovveiiiiiin 341
A1 [WoTo 1] (ol =T [ (=271 o] o PP PR 341
AT 1. MUIEIPIE FEGIESSION. ... 341
A 1.2, LOQGISEIC FE@QIOSSION. ... 342
A 1.3, Interpreting the reSUILS...............cooiieeiee e 343
A.1.4. Standard errors and tests of SIgnificance...................ccc.cocccooiiiiiviiiiiii e 344
A.1.5. Maximum likelihood eStimation......................cccoiiiiiiiiii i 344
A.1.6. Evaluating Model fit...............cco i 345
A2 Multinomial l0giStiC regrEeSSION. ......ccuuiiiiii e 346
A.2.1. Generalizing the logistic regresSsion Model...................ccccccoeeeeeeciiiiieeeeeee 346
A.2.2. The assumption of independence of irrelevant alternatives....................c........... 347
A3 ClIUSEEN @NAIYSIS. ... ittt 347
A.3.1. Classification and cluster @nalysis....................ccooeoeeeeeeeiieeieeeeeeeeeeeeeeeeee 347
A.3.2. Weighting and standardization.....................ccoouuueeeeieiieeieieeeeeeeeeee e 348
A.3.3. ProxXimity MEASUIES. ...........ccoiiiiiie it 349
A.3.4. Clustering MEtNOGS. ..............c.oooieie e 349
A 3.5 MOAEI SEIECHION............ooi i 350
A4 Latent Class @nalySiS...........ooooiiiiiii e 351
A.4.1. Latent class analysis as a clustering tool....................cccccceiiiiiiiiiiiiiiiieeeeee, 351
A.4.2. Parameters and aSSUMPLIONS..................cooeuieeieeieeeeeeee e 352
A.4.3. Estimation and SUIVEY AESIQN................ccooeeemeeeeieeee e 354
A4 4. MOde! €VAlUALION. ............coeeiiiee e 355



A.4.5. Approaches to the analysis of the CIUSLErS..................ccovvmeeeeeeiiiieieieeeeee 357

APPENDIX B. Data analysis for MiD 2002 and MiD 2008............cccvovviiririrerar v rereeenen 359
B.1. ,Mobilitat in Deutschland”: the datasets. ... 359
B.1.1. SUIVEY AESIQN............eeeeeeoeeeeeeeeeeeeeeee e 359
B.1.2. S@mPling AESIQN............ccceeeeeeeeeeee e 360
B. 1.3, DataSet SIUCHUIE.............cc.eeeeieee e 361
B.1.4. Additional geographical variables........................ccccoumeeeiiiieiiiieiiieeeeee 362
B. 1.5, DEefiNItioN OF BID.......c.oee e 362
B.2. Variable manipulation..............ooooieiii e 362
B.2.1. HOUSEROIU TYPE........cceeoeeeeeeeeee e 363
B.2.2. ECONOMUC SEALUS..........cc e 363
B.2.3.  Accessibility to services and OppoOrtUNities...................cccceviviiieeasiiiieiaiiiee 365
B.2.4. Main travel MOGE. ................c..oeiiiiee e 374
B.2.5. Distance residence — public transport StOPS.................cccooveveeeiiiiieieeieee 374
B.2.6. Number of employed adults in the household..............................cccovvvveeeeinee.. 375
B.3. Multivariate models: details and model selection....................ccoiiiiiiiii 375
B.3.1. Logistic regression MOUEIS....................ooooeeeiieieeeeeeee e 375
B.3.2.  Latent class @NalySiS.............coouiuuuiiii e 378
B.3.3.  Multinomial logistic regression MOdelSs....................ccccoiviiimiiiiiiiiiiiiii e 383
APPENDIX C. Data analysis for NTS 2002-2010 and NTS 1995-2001..........cccccvimiernnnnnnnnes 385
C.1. National travel survey: the datasets..............ooooiiiiiii e 385
C.1A. SUINVEY AESIGN........oeeeeeeeeeeeeeeeeeeee e 385
C.1.2. S@MPING AESIGN.........oeoei i 386
C.1.3. WEIGREING.......c.ccooeiieeeeeeeeee e 387
C.1.4. DataSet SIUCHUIE. ................coooieieei e 387
C.1.5. Additional geographical variables..................ccccooociiiiiiiiiiiiie e 388
C.1.6. KEY AEFINItIONS. ...........oo i 389
C.1.7. Differences betWEEN WAVES.................ooeiiiiiiieiieee e 389
C.1.8. NTS 1995-2001........oo oo 389
c.2. Variable manipulation.............ooo e 390
C.2.1. Real household income equivalent QUINtiles.....................cccccccooveeveeiicaieeee 390
C.2.2. MoDbility QIffiCUIHES. ..............ooeiiieiee et 390
C.2.3. Time t0 railway StatiON.............c.ocoooiiiiieeee e 391
C.2.4. Accessibility to services and opportunities....................cccccoeveeiivciiasiiaiiii e 391
C.2.5. Main mode Of tranSPOIT.............ccueeieie e 392
C.3. Multivariate models: details and model selection..............ccccoiiiiiiiiiii 393
C.3.1. Logistic regreSsion MOAEIS..................ccccuuiiiiiiiiiii et 393
C.3.2. ClUSLEr @NAIYSIS. ..........oooeeeeeeeeeeeeeeeee e 395
C.3.3. Multinomial logistic regression MOdEl...................ccccvveeeiiiiiiiieieeiiieiieeeeeeee, 400
REFERENGCES.........ccooeiiiirciersssssrerrssssss e ressssmssssassssnssseassssessessssssenesssansnses sasssnmensssssansenassssnnnssassanmnnsssssnnens 401
LIST OF FIGURES....... .ottt inisses s s s s s sass s s sas s s s s e e s e e £ e e e e e £ e ame e £ Ee e anRn s bn R mne s e b rnns 433
I N I 0 T 7Y = I 439






Introduction

This thesis focuses on households without cars in Germany and Great Britain — but not only. Admittedly, the
conceptual structure of this thesis is quite complex: in this section, | briefly illustrate the interrelationships
between its various elements. Fig. Intro.1 depicts this structure graphically.

Typically, research develops in response to and in conjunction with some kind of problem. By problem, |
mean a process with problematic consequences for human life. The problem that constitutes the background
for this thesis is the dramatic growth in travel demand that has taken place in developed countries in the last
decades, and is gathering speed at the global level. This goes in hand in hand with a dramatic increase in
motorisation and car use. This phenomenon is the object of Chapter 1.

Increasing mobility and motorisation has raised two kinds of concerns, corresponding to two research fields.
Concerns for the environmental consequences of transport are behind the concept of environmentally
sustainable transport. Transport contributes to both climate change emissions and oil depletion, arguably two
of the most important environmental challenges of the 215t century. However, as mobility grows, society (and
urban structure) adapts itself: the result is that being able to cover great distances at sufficient speed has
become paramount. In other words, mobility and accessibility have become key factors for social inclusion,
resulting in new forms of social inequality and/or reinforcing existing ones.

In the theoretical part of this thesis (Part I), these two fields of research are reviewed. Chapter 1 discusses
the environmental consequences of increasing motorisation, as well as policies for environmentally
sustainable transport. Also, different approaches to the study of increasing motorisation (car ownership
modelling, the ‘travel and the built environment’ debate and the concept of car dependence) are reviewed.
Chapter 2 introduces the field of transport and social exclusion research, and reviews policies to tackle
transport disadvantage.

Interestingly, these two fields of research have remained quite separate until very recently. Arguably, this is a
problem, for at least three reasons: firstly both concerns arise from a common problem, i.e. the increasing
demand for (car) travel; secondly, the leading policy concept of ‘sustainable transport’ includes both
environmental and social goals (as well as economic ones); finally, literature in both fields provides
numerous examples of instances where there is a trade-off or a latent tension between environmental and
social goals (as discussed in Chapter 2). This in turn is arguably a strong barrier to the implementation of
sustainable transport policies.

At the theoretical level, the goal of this thesis is to put forward an integrated framework to conceptualise the
social and environmental consequences of increasing motorisation, and their interrelationships. To do this, |
use the concept of car dependence. Since it has mostly been used in studies concerned with the
environmental consequences of increasing motorisation, the notion is introduced in Chapter 1. In Chapter 2,
| put forward a typology of forms of car-related transport disadvantage, and illustrate how they arise from the
process of increasing car dependence. In Chapter 3, | put forward an original working definition of car
dependence, aimed at reconciling the two concerns and highlighting the role that the different forms of car-
related transport disadvantage play in the self-reinforcing cycle of increasing motorisation.

All throughout the theoretical chapters, the emphasis is on the spatial dimension of car dependence: urban
structure and the built environment adapt to increasing motorisation, and this results in further motorisation,
thus creating a self-reinforcing cycle with both environmental and social consequences.
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The research object of this thesis is households without cars. There are two main reasons for this. Firstly, it
is located at the intersection of the two research fields. From an environmental perspective, carless
households have been studied as examples of environmentally sustainable behaviour. Notably, existing
research has sought to identify households who choose to live without cars, exploring their motivations and
trying to understand how to encourage carfree living. By contrast, in transport and social exclusion research,
lack of car access has been considered as the most important form of transport disadvantage in developed
societies. Accordingly, studies have focused on the exclusionary consequences of living without cars.
Overall, studies on environmentally sustainable transport focus on a type of carless that is quite different
from that considered by research into transport and social exclusion: an inadvertent outcome of this situation
is that the overall view of the sheer variety of situations that cause people to live without cars is lost.

By contrast, | argue in this thesis that there is a need to focus on the composition of the carless group as a
whole, and on how it varies over time and space. The empirical work illustrated in Part Ill of this thesis is
organized around two research questions, and both deal with the composition of the carless households
group. Notably, the research questions are derived from the ‘car dependence’ theoretical framework, as
illustrated in Chapter 3. In a nutshell, the idea behind both research questions is that there is a relationship
between the degree of car dependence of a given (local) society and the composition of the carless
households group. This reflects the conviction that, as Lucas and Le Vine argue, “one of the most effective
and immediate ways in which to identify the benefits of transport in general and car ownership in particular,
is to look (at) what happens when people in predominantly car-based societies do not have regular access to
a private motor vehicle” (2009, pp. 8-9).

The two research questions adopt different approaches to explore the relationship between car dependence
and the composition of the carless households group. Question 1 adopts a synchronic perspective, by
comparing types of area with different levels of car dependence at the same moment in time. Differences in
the composition of the carless group across different types of area are explored, with reference to the
following four areas: socio-demographics, reasons for not owning cars, travel behaviour and accessibility to
services and opportunities. Based on the results of previous research, the different types of area are
assumed to correspond to different degrees of car dependence. Question 2 adopts a diachronic perspective
by comparing the composition of the carless households group at different moments in time. The assumption
is that, given the continuing process of increasing motorisation, car dependence is higher at a later moment
in time. In this case, only the socio-demographic composition of the carless household group has been
explored.

In a nutshell, both questions explore the same basic question (the relationship between car dependence and
the composition of the carless households group), but ‘take different roads to get there’. The empirical results
suggest that the approach adopted for Question 1 has been more successful in bringing to light significant
relationships between the two constructs. With hindsight, several limitations to the approach adopted for
Question 2 are apparent: these are discussed in the conclusions.

In accordance with the tradition of the Doctoral Programme in Urban and Local European Studies at the
University of Milan-Bicocca, the empirical work has focused on two case studies: Germany and Great Britain.
Information about the countries (with reference to transport and spatial planning policies and previous
research on car ownership trends and households without cars) is provided in Part Il (chapters 4 and 5).
Both research questions have been explored for both case studies, and the empirical results are illustrated in
Chapter 6 and Chapter 7. The research strategy adopted is quantitative secondary analysis of national travel
surveys (Mobilitat in Deutschland and National Travel Survey). For the synchronic analysis, | used data from
the 2008 wave of MiD and a pooled sample (2002-2010) for NTS. For the diachronic analysis, | compared
data from the 2002 and 2008 waves of MiD, and single waves of the continuous NTS survey over the period
2002-2010.

While the empirical work was conducted for two case studies, no research question adopted a comparative

approach in the strict sense of the word. The reason for this is that travel surveys have not yet been

harmonized at the European level. The approach adopted here is rather to explore the same research

questions for the two countries. Replication of the empirical research has allowed me to provide stronger
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evidence in support of my hypotheses (when corroborated) and to explore a wider range of topics than would
have been possible with a single case study.

The data analysis techniques employed include, beside descriptive analysis, (multinomial) logistic
regression, cluster analysis and latent class analysis. All techniques are described in detail in Appendix A in
Part V. Appendix B and C report the details of the data analysis for both case studies, as well as technical
details for both national travel surveys.

Part IV consists of a single concluding chapter, including two sections. Firstly, the empirical evidence for the
two case studies is brought together and discussed in light of the research questions and hypotheses.
Secondly, the empirical results are discussed in light of the theoretical and policy debates outlined in Part |
and Il.

To sum up, with this thesis | hope to demonstrate two things. First, it is possible to conceptualize the
environmental and the social consequences of transport within a single framework, and to conduct empirical
studies that take into account both sides. The key link between the two concerns is the need to own and
drive cars. Second, focusing on those who do not own cars is a powerful way to understand better what
makes people so reluctant to give up theirs.
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1. Motorisation as a relevant object of study for the Urban and Social
Sciences

1.1. Mobility and motorisation

1.1.1. A dramatic growth in travel

Academic disciplines develop in response to and in conjunction with processes that are relevant for human
life: for instance, Sociology was born with modernity — and the study of the ongoing process of modernization
has always been one of its main tasks; Urban Studies are of course related to the process of urbanization —
which in turn can be conceptualised as one component of modernization. Similarly, the transport sciences
can be seen as a product of the dramatic increase in travel that has accompanied the social and
geographical restructuring of societies in the last two hundred years. Just as there are strong interrelations
between the three processes mentioned above, so there is a great potential for exchange and cooperation
between the aforementioned disciplines.

In order to set the context for the main topic of this thesis, it is first essential to discuss more in depth the
third process, i.e. the dramatic increase in travel over the last two centuries, that has particularly accelerated
in the second half of the 20t century. However, when talking about growth in travel it is important to be
precise: indeed, while some aspects of travel have undergone rapid change, others have barely changed at
all. This intertwining of growth and stability has crucial consequences for the nature and meaning of those
trends. In detail, the increase has involved (Knowles, 2006; Metz, 2008; 2010; Schafer et al., 2009; Scheiner,
2010; Banister, 2011):

- the distance travelled (in terms of aggregate travel distance, per capita travel distance and average
trip distance)

- the speed of travel, as a consequence of the increasing modal share of faster modes of travel (such
as the automobile)

- the affordability of all transport modes, which has increased “despite significant improvements in
speed, comfort, and reliability of transport systems” (Schéfer et al., 2009, p.24-25); moreover, this
has happened during a period when per capita income has grown significantly

By contrast, there has been a remarkable stability in other aspects of travel (Metz, 2008; 2010; Schafer,
2000; Schéafer et al., 2009; Scheiner, 2010):

- per capita trip rates

- the average time spent on daily travel — a fact that has prompted considerable research work and
debate over the concept of a constant “travel time budget” (Zahavi & Ryan, 1980; Zahavi, 1982;
Marchetti, 1994; Schéfer, 2000; Mokhtarian & Chen, 2004)

- the average percentage of income dedicated to travel

Figures from national travel surveys illustrate these trends clearly (DfT, 2010b; Banister, 2011, p. 956): for
instance in Great Britain, in 1972/73, the average distance travelled per year was 4.476 miles, a figure which
has increased to 6.775 in 2009. In the meantime, however the time taken to cover this distance has
remained quite stable at around one hour per day (353 hours per year in 1973/73, 372 in 2009). Similarly,
while the average trip length has almost doubled in the last forty years (4,7 miles in 1972/73, 7 in 2009), the
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average trip time is virtually identical at around 22-23 minutes. This corresponds to an increase in speed of
44%" (DfT, 2010b; Banister, 2011, p. 956).

In sum then, we seem to travel on average further and at greater speed than our parents and grandparents
did when they were our age. However, we do not seem to carry out much more trips, nor to spend more time
travelling than they did. Similarly, we tend to spend (on average) a similar share of our income on travel —
even though this corresponds to a greater sum in absolute terms, because income per capita has increased
significantly2.

As argued by Knowles (2006), the direct cause of these changes is a succession of transport innovations
over the last two centuries that have brought about mechanised and motorised transport. New surface
transport modes have appeared (train, car, etc.) which make it possible to travel at greater levels of speed
and reliability, while at the same time the units costs of transport have reduced as a result of technological
improvements and availability of cheaper energy sources. As a consequence, Knowles argues, “the frictional
impact of distance has generally declined over time with cheaper and faster transport, and created (..)
time/space and cost/space convergence” (p. 407, emphasis added). As people have on average continued
to invest the same amount of time (and an increasing amount of money) in cheaper and faster travel, the
outcome is an increase in distance travelled — and a dramatic expansion of their activity spaces (Scheiner,
2010).

One of the main factors responsible for the processes described above is thus the diffusion of the motor car,
i.e. the process of motorisation.

1.1.2. The role of motorisation

The most striking feature of motorisation is the impressive scale and speed of its development. As Dupuy
wrote in 1995: “at the turn of the last century there were practically no cars: by the next century there will be
half a billion cars driving around the planet” (1995a, p. 24). Actually, the number of light-duty vehicles
worldwide in the year 2000 was 611 million (Schéafer et al., 2009, p.3), and “if nothing changes” it is expected
to reach 1 or 2 billion within a couple of decades, depending on the estimates (Dennis & Urry, 2009; Schéafer
et al., 2009, p. 4, Sperling & Gordon, 2009; Dargay et al., 2007).

Fig. 1.1 depicts the historical growth of the world light-duty vehicle fleet (including automobiles as well as
other light-duty vehicles such as vans and SUVs) since the beginning of the 20t century. It shows clearly
three phases: up to the 1950s, motorisation is essentially an American phenomenon (Jones, 2008); from that
moment on, other industrialised countries start to catch up, soon joined by other, “developing” countries. The
aggregate outcome of these trends at the global level is an exponential growth in the world light-duty fleet.
Projections of these trends into the future show that most of this growth is likely to take place in the
developing world, notably in fast-growing countries such as China and India where motorisation rates are still
low, but increasing rapidly (Dargay et al., 2007; Wright & Fulton, 2005): in that sense, on a global level, “the
largest wave of motorisation is yet to come” (Schéfer et al., 2009, p.3). The astronomic potential for car
growth in developing countries is increasingly seen as problematic since, “if people in these areas (..)
demand ‘western’ levels of private car ownership, this will place enormous strain upon domestic transport
infrastructures, road safety, global world fuel resources and the future climate” (Dennis & Urry, 2009, p. 44).
In developed countries, car ownership has grown less rapidly in the last years, as it is closer to saturation
levels (§1.3.3).

' Similar trends for the last forty years are described for Germany by Scheiner (2010) and for Sweden by Frandberg and Vhilelmson
(2011).

2 |t has to be kept in mind that the stability of travel time, trip rates and expenditure over time does not preclude the possibility of great
variation in individual travel behaviour, as a function of factors such as socio-demographics and geographical location. As argued by
Metz (2010), “travel using the transport system of modern societies is evidently a complex system where a wide range of individual
behaviours aggregate. Average travel time and trip rate can be regarded as emergent parameters which hold constant over long
durations and which are properties of the whole system” (p.664, emphasis added).
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Fig. 1.1 — Historical growth of the world light-duty vehicle fleet, Schafer et al. (2009). Data retrieved from
www.transportandclimate.com

The growth in car ownership has obviously been accompanied everywhere by huge increases in car use: in
Great Britain for example, between 1975/76 and 1999/2001, car use increased by 67%, much to the
detriment of the modal share of walking, cycling and bus (Knowles, 2006, p. 411). In the meantime, car
ownership also increased enormously: there were 2,6 million vehicles in Britain in 1951, and more than ten
times as many (27 million) in 2001, with the share of households without cars also decreasing from 86% to
26% during the same period (Whelan, 2007, p. 41). The research literature on car use has shown time and
again that car ownership is a crucial determinant of modal choice and travel behaviour (Simma & Axhausen,
2001; Kwon & Preston, 2005; Scheiner, 2009a; Van Acker & Witlox, 2010), confirming the common sense
observation that “more vehicles means more vehicle use” (Sperling & Gordon, 2009, p. 1). It is thus apparent
how the historical trend towards greater mobility (in terms of distance and speed) is strongly associated with
the process of motorisation. The continuation of these trends into the future, however, is less than certain —
at least for developed countries.

1.1.3. Future trends

Schafer et al. (2009) have studied passenger travel at the global level for the period 1950-2005. According to
their model, in the second half of the 20t century the main determinants of aggregate travel demand have
been the growth in per capita income and population and the increasing affordability of all modes of
transport. These trends have resulted in rising in passenger kilometres travelled (PKT) and in a shift to faster
modes, that has allowed increase in PKT in spite of constant aggregate travel-time budget. Based on the
same model, the authors have projected the trends of world passenger travel from 1950 to 2005 into the next
five decades (2050), under the assumption that “economic motivations and impediments, technological
advances, environmental influences (..) and other drivers of change are largely consistent with those of the
past” (p. 23-24). On this basis, the authors estimate a substantial increase in transport mobility in 2050, that
is likely to be made possible by an increasing relative importance of faster modes of transport such as car
and air travel. By contrast the share of low-speed public transport modes would have to continue its
historically decline and ultimately tend to zero in the long term (p. 46). As a result, “globally, automobiles are
projected to continue to satisfy the largest share of mobility demand in 2050, followed closely by high-speed
transportation; low-speed public transport modes would supply only a small share of world mobility” (p. 48-
49).
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Even if this Schafer et al. purposely omit several potential limiting factors (such as congestion, lack of
technological opportunities and operational strategies to increase the mean vehicle speed, limited supply
and asymmetric distribution of oil deposits, global warming policies and potential catastrophic events, see
Schafer et al., 2009, p. 51-65), it is a very useful tool for understanding the fundamental dynamics underlying
the evolution of travel demand as of today. As Shove puts it: “exercises of this kind are immensely influential
not, or not only, for the results they produce but for the questions they cast, and the shadows these throw”.
(2003, p. 5). In that sense, business-as-usual transport scenarios such as this (Annema & de Jong, 2011)
highlight how the continuation of current transport trends into the future would lead to substantial increases
in travel demand in the 215t century — provided that there is no dramatic change in the conditions that have
allowed such increases to take place in the past. Framed in this way, the claim by Schafer et al. that “only
radical policies to reduce greenhouse gases emissions or a strenuous response to the risk of oil disruptions
might cause future travel demand to grow less than we project” (2009, p. 67) sounds worrying, notably if the
role of transport itself in causing global warming and oil depletion is taken into account (see §1.2).

For some developed countries, however, such trends might already to have come to halt. Given that the
present thesis focuses on two western European countries, | expand on these recent developments in the
next section.

1.1.4. A turning point for developed countries?

Studies carried out in Britain show that in recent years, the historical trends towards more car ownership, car
use and distance travelled have slowed down and even come to a halt. Kwon and Preston (2005) show how
the growth rates of car trip and car driving distance have slowed considerably in Great Britain in the 1990s,
even though car ownership kept increasing. Similarly, Le Vine and colleagues (2009) find out that, while car
ownership and use have grown steadilliy in Britain in the second half of the 20t century, there is increasing
evidence of a stabilisation in car use. As the British economy has kept growing during the period of study,
these findings suggests the possibility of an unprecented “decoupling” between GDP and car use growth,
that have historically been strongly correlated (OECD, 2006). All in all, these trends prompt Levine et al.
(2009) to ask whether the historical growth in car use has come to an end in Great Britain. Metz (2010) goes
even further, showing how the average distance travelled in Britain (by all modes) has stabilized at about
7.000 miles per person per year in the first decade of the 215t century — the first time such a levelling off is
observed since the beginning of the records in the early 1970s. Accordingly, he argues that we are
witnessing an unprecedented “saturation of demand for daily travel” with far reaching consequences for
transport policy.

International research work seems to suggest the generalizability of these trends to other developed
countries: in the US, Puentes & Tomer (2008) show how vehicle-miles travelled per capita, which grew
steadily during the 20t century, have stabilized after 2000 and started dropping after 2005 — the largest
decline since World War II; they also predict that “amid the current recession and declining gas prices, drops
in driving should continue, creating dramatic impacts in the realms of transportation finance, environmental
emissions, and development patterns” (p. 1). Analyzing travel data for eight high-income OECD countries
(including Germany and the UK), Millard-Ball and Schipper (2011) observe that since 2003 total per capita
travel has stabilized or even dropped in most countries, even though both GDP and car ownership have
generally increased (albeit the latter at slower pace than in the past). Interestingly, it is the first time that such
a levelling-off is experienced across so many countries and, as Schipper (2011) notes, the combination of
such a plateau in car use with improvements in fuel economy has resulted in stable levels of fuel
consumption per capita over the last few years. These facts prompt Millard-Ball and Schipper (2011) to
suggest the possibility that industrialized countries are reaching “peak travel’ — with a decline in passenger
travel expected for the coming years, partly as a result of increasing fuel prices and economic recession. The
possibility that we are witnessing a “peak car’ has also been discussed (Goodwin, 2012). Similarly, Litman
(2006) argues that the factors that caused the tremendous growth of motorized mobility in the 20t century
are unlikely to continue in the next future, and predicts a decline in travelled distance per capita and vehicle
ownership in developed countries. Furthermore, the world economic crisis started in 2008 is likely to have
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important consequences for the transport sector, possibly bringing about further reductions in travel
(Rothengatter, 2011).

Regardless of current economic developments, there thus seem to be increasing evidence to suggest that
the historical trends towards increasing car use and travelled distance might have halted in a number of
developed countries, and that there might be a “decoupling” between economic growth and car use growth3.
This evidence is not conclusive, however, and notably the reasons for this change are widely debated.
Notably, the following explanations have been put forward:

- it might be a by-product of methodological shortcomings in travel surveys (Le Vine et al., 2009; Metz,
2010). As people become more internationally mobile (notably travelling by air), national travel
surveys, which generally do not record international travel, tend to increasingly underestimate
passenger travel per capita. This “unobserved mobility”, if taken into account, might reveal a
scenario where increasing international and air travel offset the current levelling-off of car travel, in
accordance with the historical shift from slower to faster modes of travel (Schafer et al., 2009)

- the sustained rise in oil prices since 2002 might explain at least in part the levelling-off of travel, even
though it is unlikely to be the sole reason for it (Millard-Ball & Schipper, 2011)

- historically, increasing demand for car travel has gone hand in hand with increasing supply of road
infrastructure. This has changed in recent years in a number of countries, partly as a result of limited
public budgets, partly in a deliberate attempt not to foster further growth in car use (see §5.2.2 on the
British case). The resulting capacity constraints and increasing congestion on the road networks, as
well as other policy measures deliberately meant to constrain car use, such as parking restrictions,
might have had the effect of reducing the competitive advantage of the car over other transport
modes in terms of speed (Le Vine et al., 2009; Chlond, 2006; Chlond & Kuhnimhof, 2007).

- Metz (2010) argues that a more fundamental process is at work: the desire for more access and
choice has historically been the main driver behind the increase in travel distance and speed;
however, even access and choice are subject to the principle of diminishing marginal utility, and are
thus expected to eventually reach saturation. This is happening now, and we are thus witnessing an
historical turning point in travel trends, corresponding to a “saturation of demand for daily travel” in
which “daily personal travel has (..) ceased to grow because our need for routine access and choice
has largely been met” (p. 667).

1.1.5. Travel demand and demographic change

According to Metz (2012), if the stabilization of per capita demand for daily travel is going to continue, it
follows that, in developed countries, “demographic change (..) will be the main determinant of future travel
demand and traffic levels” (p. 20). Notably, two developments will be particularly relevant: population growth
and ageing. The impacts of increasing life expectancy and the ageing of the population is particularly
relevant in the context of this thesis, as it brings about two partially contradictory trends:

- for several reasons, older people travel on average less than the rest of the population, and are also
less likely to own a car and drive (Metz, 2000; 2003; Schwanen & Paez, 2010). As a result, an
increase of the share of old people on the total of the population is expected to reduce the average
levels of mobility, as well as to increase the numbers of those who, mainly for reasons of health,
have to give up driving (or have mobility difficulties more in general).

- more importantly, however, new cohorts of older people tend to be more mobile than previous ones,
and this is reflected also in higher driving licence rates and car use (Rosenbloom, 2001; Hjorthol et
al., 2010). Moreover, the travel behaviour of women is gradually converging with that of men in new

Sltis important to emphasise that there is no contradiction between the trends forecasted by Schéfer et al. (2009) discussed in §1.1.3

and the research findings discussed in §1.1.4, for at least two reasons. Firstly, while Schafer et al. (2009) refer to the global level, the

studies suggesting a leveling-off of travel trends refer to developed countries only. Secondly, while Schéfer et al. discuss forecasts

based on the assumption that the impact of past determinants of increasing travel demand (such as rising income) continue unperturbed

into the future, the authors reviewed in §1.1.4 elaborate on recent trends suggesting that there might be a change in the relationship

between travel demand and its determinants (such as the possibility of a decoupling between economic growth and increasing traffic).
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cohorts of elderly, thus bringing about a further increase in travel distances and car use (Donaghy et
al., 2004)

The net outcome of these contradictory trends is complex to ascertain, as it is the cumulative product of
cohort, age and period effects, as well as of the distribution of different cohorts on the territory. It seems
unlikely, however, that the ageing of the population will result in diminishing levels of travel and car use in the
next future (Dejoux et al., 2010; Hjorthol et al., 2010). As a result, it is often concluded that “this demographic
force behind car ownership growth can be expected to remain important in Western Europe for another
couple of decades” (de Jong et al., 2004). At the same time, however, the increase in the number of people
who might be exposed to mobility difficulties and/or transport disadvantage because of old age has caught
increasing attention in recent years (see §2.1.5), for it has great transport policy implications (Metz, 2003;
OECD, 2001), notably if the role of mobility for well-being and quality of life among the elderly is taken into
consideration (Metz, 2000; Banister & Bowling, 2004).

However, it has to be kept in mind that population ageing is not the only demographic development with
impacts on travel demand, as decreasing household size, increasing female participation in the workforce
and the like also play a major role (Giuliano, 1997), even though for the sake of brevity they will not be
expanded upon here. For the purpose of this thesis, however, one recent trend is worth highlighting: both in
Germany and Great Britain (see §4.2.1, §5.2.1), recent travel data show that, among young adults, car
ownership and use as well as licence ownership have reduced or stagnated in the last few years, showing a
trend that is exactly opposite to that illustrated for older people (Lucas & Jones, 2009; Infas, 2010;
Kuhnimhof et al., 2011; Kuhnimhof, Armoogum et al., 2012; Kuhnimhof, Buehler et al., 2012). While the
reasons for this development are still unclear (and under-researched), they are likely to be related to the
costs of motoring and the postponement of adulthood among younger cohorts* (Metz, 2012, p. 24;
Kuhnimhof, Buehler et al., 2012; Le Vine & Jones, 2012).

The findings of the research work carried out for this thesis allow me to explore if and how such trends
(increasing share of old drivers, decreasing share of young drivers) impacts on the changing composition of
the subset of households without cars over time (research question 2, §3.3.3). Also, the findings for research
question 1 provide some clues about the possible reasons for decreasing car ownership among young adults
in Germany (see §8.2.8).

1.1.6. Two kinds of concerns

Even though the possible levelling-off of travel distances pro-capita and current demographic trends will be
crucial to interpret future trends in mobility demand in developed countries, the sheer force of population
growth is likely to determine an increase in total travel even in the industrialized world. Furthermore, while
the historical trend towards more car ownership and use might have slowed down in these states, it is
gaining pace in many developing countries. As a result, trends at the global level are likely to be more in line
with the projections of Schafer et al. (2009) than with the saturation of daily travel demand observed by Metz
for the UK (2010).

But why should this matter? And why should travel figures, traditionally the bread and butter of transport
scholars, be of any interest to the urban and social sciences? The answer has to do with the fact that these
trends have problematic consequences, in at least two respects: first on the environment, since most
motorised transport is based on the burning of oil, which is both a finite natural resource and a major
contributor to global warming. | deal with these implications in more detail in the next section (§1.2). Second,
the increase in travel and car ownership has profound implications for the dynamics of social inequality: in a
more mobile world, the ability to cover greater distances and the access to motorised means of transport
(such as the automobile) arguably becomes a crucial factor for social inclusion, social status and quality of
life.

4 This topic is developed further in the case-study chapters (§4, §5).
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Knowles (2006) illustrates this latter point brilliantly: even though in the last two centuries cheaper and faster
transport have brought about what geographers call time/space and cost/space convergence, reducing the
“frictional impact of distance” this should not be taken as proof of a “uniform spatial collapse in the time and
costs of travel” (p. 407). Indeed, these processes are inherently unequal — in Knowles’ words: “the differential
collapse in time/space, (..) has always been very uneven spatially, economically and socially (and) this has
created a misshapen world in terms of travel time, accessibility and personal mobility” (p. 408). As a matter
of fact, as time/space convergence has gone hand in hand with an increasing dispersal of activity sites on
the territory (see §1.5), transport improvements have never been equally distributed: as a result,
“geographical differences remain” and “location remains all important” — and so do the approaches that focus
first and foremost on differences across space. In that sense, it is true that “as the world shrinks in
time/space and cost/space, economies and societies become more intermeshed and interdependent” (a
process that has been studied by Sociology under the name of modernization), but the downside of this is
that “whilst many people are moving closer together in time/space, others are moving farther apart” (p. 408).

The unequal access to transport networks (and accordingly to services and opportunities), however, does
not depend only on location in space, but also varies greatly according to socio-demographic characteristics,
economic resources, disability and the like. Accordingly, as passenger travel has increased enormously in
the 20t century, the significance of transport and the related patterns of inequality for social inclusion has
hugely increased, catching the attention of both scholars and policy makers. Given the complexity of the
subject, this research field will be the focus of a whole chapter in this thesis (§2).

1.2. Motorisation as an environmental problem

1.2.1. Motorisation and its criticism: from local to global

Motorisation has always been the target of criticism, and the concerns surrounding it have gradually moved
from the local, to the regional and then to the global level (Schéafer et al., 2009). The introduction of the
automobile in U.S. cities for example, even if greeted with enthusiasm by many, led to battles over the use of
street space and the reduction of traffic accidents, which ultimately resulted in broad anti-automobile
campaigns and in the isolation of roads from pedestrians, mainly for safety reasons (Norton, 2008). These
first externalities of the automobile could be managed at a local scale, because they affected mainly drivers
and pedestrians (Jones, 2008, p. 202). By contrast, the problems of congestion have gradually moved from
city centres to a larger geographic scale, now typically affecting entire metropolitan areas and their residents
(Schéafer et al., 2009, p. 4). A similar increase in geographical scale has been observed for air pollution, as
scientist have exposed the effects that automotive emissions (such as NOx, SOz, ROG, CO and PM) have
on health at the regional level. Today vehicles are considered as a major source of air pollution in
metropolitan regions (Schweitzer & Valenzuela, 2004).

More recently, increasing concern has been expressed about the negative impacts of motorisation at the
global scale in relation to major global concerns such as climate change and possible oil depletion. These
concerns are in turn at the basis of the notion of sustainable development (World Commission on
Environment and Development, 1989), and are likely to be of the utmost importance in the present century.
These problems are compounded by the fact that, as illustrated above, the global demand for passenger
travel is on a constant rise, as motorisation is sky-rocketing in several fast-developing countries: this poses
fundamental threats to sustainability, because it threatens to absorb any fuel or emission savings that could
be provided in the future by technological improvements (see Schafer et al., 2009, §1.2.4).

Both of these global issues (oil depletion and climate change) represent a “perfect moral storm” (Gardiner,
2008) that urges scholars to take into account the problematic issue of intergenerational equity. Indeed, as
Vanderheiden (2008b) argues, global climate change is major problem for politics and society, since it is best
defined as a “massive negative environmental externality created by the world’s affluent to be

disproportionately borne by those least responsible for it among the poor and future generations” (p. xiv-xv).
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In that sense, the negative effects of current emissions are likely to fall mainly on posterity, whereas benefits
are primarily felt by the present generation, mostly in form of cheap energy (ibidem). Global problems such
as climate change and possible oil depletion thus entail a social equity dimension that, however, is often not
recognised as such but hidden behind the label of “environmental problems".

1.2.2. “The end of cheap oil”

A heated debate surrounds the possible depletion of oil resources in the twenty first century. Many scholars
and institutions are in fact increasingly worried that oil production may eventually not meet demand in the
course of the present century, bringing about price rises with potentially serious consequences for social life.
Others argue by contrast that these forecasts are too pessimistic and ignore the regulatory role of the market
mechanism, that will bring about the incentives necessary to find new (unconventional) oil reserves and
develop alternative fuels and technologies.

First, it has to be stated that “because fossil oil deposits are a finite resource, there is no question that the
world oil production rate will peak and then go into decline. What is not known with certainty is the year (..)
and what rate of decline” (Krumdieck et al., 2010, p. 308). According to exponents of the peak oil theory
(Campbell & Laherrére, 1998; Deffeyes, 2005), first formulated by Hubbert in the 1950s and 1960s (1956),
the extracting of oil reserves typically follows a bell-shaped curve, since the ability to produce oil is seen as
depending almost exclusively on the unproduced fraction, and not so much on oil price (Deffeyes, 2005, p.
35-42). This implies that when approximately half of the existing reserves have been extracted, the
production reaches maximum output, and subsequently declines. Thus “peak oil” is defined as “the calendar
year in which global conventional oil production reaches a historical high point and there-after declines”
(Krumdieck et al., 2010, p. 308). This is likely to bring about, in a context of soaring world population and
economic growth, “a growing gap between expanding petroleum demand and a gradually declining oil
supply” (Dodson & Sipe, 2007, p. 40). In that sense, “the threat to sustainability is not so much “running out”
of oil, but the increasing costs, environmental and economic, of its use” (Wegener & Greene, 2002, p. 37).
Krumdieck et al. (2010) have proposed a probabilistic approach to identify the likelihood of peak oil occurring
in a given year, that takes into consideration all the different projections produced by experts (petroleum
geologists, oil companies, etc.) so far. The resulting probability distribution (representing expert consensus)
shows that “peak oil predictions cluster around 2010, and all are before 2030”, the year when the cumulative
probability of occurrence reaches 100% (Krumdieck et al., 2010, p. 310). According to Deffeyes, this is an
“unprecedented problem” since, “for the first time since the industrial revolution, the geological supply of an
essential resource will not meet the demand” (2005, p. xi). Moreover, he argues, past peak oil there will
probably be “enormous price volatility”, with bigger and bigger oscillations (p. 31). This is likely to be very
problematic for various sectors of human life, and especially for transport, given that “current transport
systems around the world rely nearly completely on a single form of energy — petroleum” (Fulton, 2004, p.
189).

However, not all scholars share this point of view: others point out that all projections of “oil-peakers” up until
the present have proved to be incorrect, and argue that, since oil reserves are defined as “the quantity of oil
that can be profitably extracted with existing technology at prevailing market conditions”, their quantity may
actually increase over time, as technology improves and prices change (Schéafer et al, 2009, p. 60,
emphasis added). In that sense, they accuse oil peakers of not taking enough into consideration factors
other than geological estimates, such as political and economic factors. Schafer et al. argue for example that
“the principle of demand and supply mandates that the world will never run out of oil. Rising demand causes
the price of oil to rise, which, in turn accelerates the search for alternatives, including unconventional oils (..),
(that) will become ever more profitable” (2009, p. 62). Thus, when the global production of conventional olil
will eventually start to decline, alternative fuels and new technologies will be able to “fill the gap” between
supply and demand.

5 Importantly, they also entail a normative dimension (Walker, 2012 ).
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Still, many are concerned that the transition may not be as smooth as implied by economic theory. According
to Robinson & Powrie, for example “there isn’t anything conceivable that could replace conventional oil, in
the same quantities or energy densities, at any meaningful price” (2004, p. 7; see also Trainer, 2007). This
might be especially relevant for the transport sector, that has a dependency on oil of 98 per cent (Fulton,
2004), representing approximately 50 per cent of all global oil consumption and about 20 per cent of all
energy consumption (Dennis & Urry, 2009, p. 17), and where alternative fuels are unlikely to have a
substantial impact in the short-medium term. Indeed, “most of the increase in global oil use over the past 30
years has been for the transport sector” (Fulton, 2004, p. 190) and the International Energy Agency expects
a continued growth in demand for transport fuels worldwide over the next 30 years (IEA , 2007). Even the
most optimistic forecasts concede that “the demand for petroleum products, especially for transportation
fuels (will) continue to grow (..) on a global scale” (Schafer et al., 2009, p. 10) and that “oil prices hikes (..)
cannot be excluded from happening over the next fifty years” (p. 64).

As Schéfer et al. (2009) argue “the global fuel market is already in transition” (p. 219), and in the transport
sector various alternatives are already under development (biofuels, unconventional oils, natural gas, hybrid
vehicles, electric batteries, hydrogen). However, as Dennis and Urry (2009) argue “each alternative is fraught
with conflict and uncertainties” (p. 65). In fact, as illustrated by Schéafer et al. (2009), oil products have many
favourable transport-related characteristics, that are not easily reproducible: they are liquid at atmospheric
temperature and pressure, lend themselves to rapid and simple fuelling processes and easy storage, have
outstanding weight-volume characteristics necessary for long-vehicle range, store the largest amount of
energy per unit weight of all liquid fuels, and have the highest energy content per unit of fuel volume (p.
164,165). Moreover, a century and a half of investments in oil production “has resulted in a transportation
fuel supply system of enormous scale” that gives a clear advantage to any alternative fuel that is compatible
with the existing infrastructure, such as biofuels (p. 166). For these reasons, the transition to alternative fuels
in the transport sector is likely to be slow and gradual, and to experiment great difficulties and time lags:
Schafer et al. have estimated that only few alternative fuels could achieve 25% of the fuel market by 2030
(2009, p. 215). Moreover, some alternative fuels have other undesirable effects, either environmental
(unconventional oil) or social (biofuels), that might significantly hamper their effective introduction (Schéafer et
al., 2009). For these reasons, “price rise can be on a much shorter time scale than the response of the
market with alternative fuels and vehicles” (Krumdieck et al., 2010, p. 307). On the other hand, according to
some authors “even if energy markets were able to adjust quickly to much higher oil prices, our production
and distribution systems are unlikely to be so responsive” (Dodson & Sipe, 2007, p. 59). This has prompted
some analyst to state that “the most likely alternative for our current cheap plentiful of oil will also be oil, but
much more expensive and less plentiful oil” (Robinson & Powrie, 2004, p. 9).

Arguably, these forecasts are worrying from an inter-generational perspective because continued oil
consumption at this level will have severe consequences on future generations, who will find themselves
dependent on a resource that will be both increasingly scarce and expensive. Accordingly, scholars all
around the world and across disciplinary boundaries are beginning to focus on the economic, social and
spatial impacts of possible substantial rises in oil prices, with a special concern for urban areas and transport
(Gilbert & Perl, 2008; Newman et al., 2009; Dodson & Sipe, 2009; Urry, 2013), especially since the end of
the 1990s, when oil prices started to rise significantly (Fig. 1.2). Urban scholars Dodson and Sipe (2007), for
example, considering that “it is imperative for social scientists to contemplating the risk that either a rising oil
price or oil peak scenario might pose for urban economic and social systems” (p. 40), have tried to assess
“how the impact of recent and future oil prices rises might be distributed across urban areas and which social
groups and localities would be most adversely affected” (p. 38). In the next chapter, | will discuss a selection
of findings from this research strand in more detail, focusing in particular on how rising oil prices might cause
new patterns of transport-related social exclusion in the next future (see §2.2.4).
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Fig. 1.2 — Historical crude oil prices, 1861 to present. Source: BP (2010)

1.2.3. Climate change

After the United Nations Intergovernmental Panel on Climate Change 2007 report (IPCC, 2007) said that
global warming is “unequivocal”’ and that human activity is “very likely” to be its cause, the issue of climate
change is high on the global and the academic agenda. Carbon dioxide (COz) is the most important of the
anthropogenetic greenhouse gases (GHG) that are instrumental in the warming of the earth, and is produced
by many human activities, including transport. According to the IPCC “unmitigated climate change would, in
the long term, be likely to exceed the capacity of natural, managed, and human systems to adapt” (IPCC,
2007, quoted in Vanderheiden, 2008b, p. xi) and thus constitutes the “world’s major threat to human life and
social organization” (Dennis & Urry, 2009, p. 4). In that sense, as stated by Dennis & Urry, “climate change is
no longer simply an environmental issue” (p.137), since its overall consequences, if not reduced, “will very
substantially reduce the standard of living and the capabilities of life around the world”. On the other hand,
they argue that “the nature of ‘social life’ is central to the causes, the consequences and the possible
‘mitigations’ involved in global heating” (p. 8), and thus even attempts to mitigate climate change “are likely
to involve dramatic changes in social organization” (Szerszynski & Urry, 2010, p. 1, see also Urry, 2011).
These latter would have to be important, since climate change imperatives suggest reductions in greenhouse
gases of at least 50 percent by 2050.

In this context, the transport sector is a major contributor to GHG emissions: it currently accounts for about
23 percent of the world’s CO2 (Schafer et al., 2009, p. 64), and within this sector, “the motor car is the
second biggest contributor (..) (behind road freight)” (Chapman, 2007, p. 357). Moreover, the reason why it is
seen as the most difficult and worrying part of the climate change agenda is that — unlike other sectors — its
impact is likely to increase rather than diminish in the next few decades (Chapman, 2007; Johansson, 2009);
transportation is today the fastest-growing source of energy-related GHG emissions, and thus its relative
importance is likely to increase at such a rate that it will be difficult to reverse for technological
improvements alone (see §1.4.2, Schafer et al., 2009, p.vii).

Failure to contain increases in the global temperatures would result in massive environmental externalities

(such as strong storm patterns, and warmer ocean temperatures) that will probably weigh disproportionately

on the most disadvantaged and on future generations (that is, on the most disadvantaged among future

generations). According to the IPCC, in fact, impacts “will fall disproportionately upon developing countries

and the poor persons within all countries, and thereby exacerbate inequities in health status and access to

adequate food, clean water, and other resources” (IPCC, 2007, quoted in Vanderheiden, 2008b, p. xiii).
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However, most GHG emissions are currently originated in the rich countries of the West, especially on a per
capita basis (Schéafer et al., 2009, p. 13,14).

1.2.4. The need for reductions in car use

As illustrated, current transport trends at the global level point at a significant growth in PKM, car ownership
and car use (§1.1). Given that most motorized transport relies on combustion of fossil fuels (mostly oil),
transport is a major contributor to the twin issues of oil depletion and climate change (§1.2.2, §1.2.3), that in
turn raise serious concerns because of their inter-generational and global implications. On the other hand,
this implies that the climate change agenda partially overlaps with the oil agenda, since they both point at the
need to burn less (non-renewable) carbon-containing fuel (Newman et al., 2009, p. 32). For this reason, they
are often subsumed under the label “environmental sustainability”.

Accordingly, in theory it would be possible to solve these problems by intervening only on the technological
side of the equation: if it was possible to use alternative fuels (renewable and non-polluting), or to improve
indefinitely the energy efficiency of existing transport means, the future development of travel trends would
not be of any concern. Unfortunately, this is not the case. Schéafer and colleagues (2009, p. 19-20) provide a
simple way to conceptualize this conundrum for transport and climate and change, using the following
algebraic statement:

In short, the equation shows how passenger travel greenhouse gas emissions (GCE) can be conceptualized
as the product of three factors: first, the type of fuel, “characterized by the amount of GHG emissions (CGE)
per unit of energy consumed (E)” (ibidem). Second, passenger travel energy intensity, defined as the amount
of energy (E) required to cover a certain distance (PKT); this depends mostly on the technological
characteristics of the travel modes, but also on other “non-technological” factors (such as the occupancy rate
of vehicles). Finally, passenger travel demand, here represented in terms of passenger-kilometres travelled.
In more lay terms (Fulton, 2004, p. 190) passenger transport GHG emissions can be thought of as the
product of: “how much travel occurs” (PKT, “largely a behavioral issue”); “how it occurs” (by which mode) and
‘how energy intensive it is” (here conflated in E/PKT, which is a combination of both technical and
behavioural issues); the coefficient of carbon emissions per unit fuel use, by contrast, can be considered as
a purely technical issue.

As this simple equation shows then, in the pursuit of environmentally sustainable transport there is a trade-
off between the three components. Given that the goal is to reduce transport-related GHG emissions, two
“successful”’ scenarios are imaginable:

- a simultaneous reduction in all three factors (less overall travel, more energy efficient travel, less
polluting fuels)
- anincrease in one or two factors, offset by a more than proportional decrease in the other(s)

All alternative scenarios (an increase in all factors, an increase in one or two factors that is not offset by a
more than proportional decrease in the others) obviously result in an increasing amount of emissions. It is
apparent then that the rapid increase in travel distances (PKT) and the historical shift towards faster and
more polluting modes such as the automobile (implying an increase in E/PKT) bring about an enormous
technological challenge: indeed, if these trends were to continue, this would require a more than proportional
increase both in the share of travel propelled by alternative, less polluting fuels (CGE/E) and in the energy
efficiency of travel (also a part of E/PKT), in terms of modal split and/or energy efficiency of vehicles.

In other words, even if various technological improvements could enhance the energy efficiency of the
various components of contemporary transportation, thus reducing our need for oil in the transportation
sector, they are likely to be offset by other non-technology related factors, such as (Schafer et al., p. 68-87):
shift to faster, more energy-intense modes of transport (automobiles and airplanes), increasing share of
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urban driving, shift to ever larger and powerful vehicles, declining occupancy rates (all increasing E/PKT) as
well as by the dramatic increase in PKT. This is not just speculation: this is what has actually happened in
recent decades. Schafer and colleagues (2009) have proven that “human factors” have actually offset
technological improvements in the period 1950-2005 in the USA: as a result, even passenger travel energy
intensity (E/PKT) has remained roughly constant or grown throughout the second half of the twentieth
century. This kind of trend is not peculiar to the transport sector (Rosenfeld et al., 2004): while in the 20t
century the efficiency of energy use has constantly improved, the increase in primary energy use (both in
terms of per capita energy consumption and population growth) has more than offset these gains. As a result
energy demand and related CO2 emissions have increased steadily throughout the century.

As far as the future of transport is concerned, Schafer and colleagues (2009) estimate that, in a scenario
without any technological advances relative to today’s vehicle, current trends will lead globally to a
passenger travel energy intensity to be about 5-20 percent over current levels in 2050, which, multiplied by
the projected growth in travel demand (see §1.1.3) yields a projected increase in passenger travel CO2
between roughly three and five times today’s level - assuming that oil products will continue to fuel nearly the
entire transportation system (p. 98,99). In that sense, the growth in passenger travel demand and other
‘human” factors seriously threatens to offset any efficiency gain that could be attained with improved
technologies and/or alternative fuels. A shift to transportation fuels with lower carbon-to-hydrogen ratio is
highly desirable, but it is likely to be a slow and difficult process and it will require supporting government
policy measures or incentives such as instituting higher gasoline prices (p. 211). However, the authors
estimate that even in a maximum technology scenario, because of strong growth in travel demand in
developing countries, global-mobility related GHG emissions are likely to continue to increase “at least
through midcentury”, even under the most stringent GHG-emission-reduction policies (p. 260-266). Similarly
Fulton, based on IEA forecasts, predicts that “even in Europe and Japan, improvements in fuel economy
probably will not be enough to offset the expected growth in travel activity” and that transport related CO:
emissions will double from 2000 to 2030 (2004, p. 192).

These challenges are compounded by the peculiar nature of environmental issues: while social problems are
generally studied and defined in relative terms (for instance: child mortality rate as an indicator of child
wellbeing, crime rates as an indicator for criminality, etc.), what ultimately matters for environmental
problems is absolute levels. This is because they deal by definition with the finiteness of the earth resources:
in this case oil reserves and the absorptive capacity of the atmosphere. Accordingly, relative improvements,
such as a reduction in per capita PKM (or energy use in general), are not enough in themselves to make a
significant difference, if they are offset by a concomitant increase in population. Recent developments in the
UK illustrate this problem: Lucas and Jones (2009) observe that the historical trend towards increasing car
use per person seems to have stopped in recent years and as a consequence “since the early 2000s annual
car mileage has grown only in line with increases in the adult population” (p. 12). Clearly, this does not
constitute an improvement for transport-related GHG emissions (all other factors equal). Since world
population is increasing at an unprecedented rate, notably in developing countries, this leads to a need for
even greater reductions in travel distance per capita (all other factors equal). Furthermore, one must take
into account how emission reductions will be divided among countries. While this is a very controversial
issue (Walker, 2012) the assumption in most studies is that of a “contraction and convergence” scenario,
whereby “per capita emissions eventually should converge, allowing an initial increase in emissions in
developing countries with a simultaneous reduction per capita in developed countries” (Johansson, 2009, p.
3213). Accordingly, emission reductions in developed countries will have to be larger, in order to
compensate for growth elsewhere. Arguably, this makes it even harder to adress the problem of transport-
related GHG emissions in the “first world”: Johansson (2009) for example estimates that emission reductions
of 70-95% in industrialised countries will be necessary by 2050, meaning “that the transportation and energy
services will have to provide their services with near zero emissions in a 50y perspective” (p. 3212).

Such considerations have prompted scholars to wonder whether restrictions on CO2 emissions will require
reductions in travel demand — or whether technology will be sufficient to solve this problem (Johansson,
1998; 2009). Many studies have tried to answer this question, using very different approaches and producing
diverging results (for a short overview see Johansson 2009): however, there seems to be an emerging
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consensus among transport scholars that “technological innovation is unlikely to be the sole answer (and)
behavioural change brought about by policy will also be required” (Chapman, 2007, p. 354). As a matter of
fact, even though some argue that the possibility of breakthrough innovation in the transport sector (allowing
both continued transport demand growth and massive emission reductions) cannot be entirely ruled out,
“relying solely on technical measures would, however, be risky as there is no guarantee that the technology
will develop at a sufficient rate” (Johansson, 2009, p. 3219). In that sense, trying to reverse the historical
trends towards increasing travel distances and car use would be consistent with a precautionary approach to
climate change.

Accordingly, many industrialized countries have launched comprehensive transport policy packages to
achieve ‘environmentally sustainable transport’. As | illustrate in more detail in §1.6, §4.1 and §5.1, these
generally include various types of measures (including technological improvement, pricing measures,
changes to spatial planning, improvements to alternative modes, etc.). The reason for this is that each of
these measures has serious limitations, and it is assumed that combining them together increases the
chances of success. As Rothengatter et al. argue, “no instrument is capable to solve the problems alone,
while a combination of tools should be preferred which is adjusted to the country situation” (Rothengatter et
al., 2011, p. 5).

Reductions in motorisation rates are rarely mentioned explicitly in policy recommendations, which seem to
favour modal shift and reductions in car use (rather than ownership), probably because the latter option
would be more controversial with the public®. However, existing research shows unambiguously that car
ownership is a crucial determinant of modal choice and travel behaviour (Simma & Axhausen, 2001; Kwon &
Preston, 2005; Scheiner, 2009a; Van Acker & Witlox, 2010). Accordingly, the pursuit of (environmentally)
sustainable transport arguably includes the goal of reducing motorisation in industrialized countries, thus
increasing the share of households and individuals who do not own cars. While | will expand on sustainable
transport policies later on in this chapter (§1.6), the next three sections (§1.3-§1.5) will present and discuss
complementary approaches to the study of motorisation.

1.3. Mainstream approaches to the study of motorisation

1.3.1. Car ownership modelling

As Schwanen and Lucas (2011) argue, while car use has been approached by different theoretical and
disciplinary perspectives (among others: accessibility and time geography, utility theory, social psychology
and the “new mobilities paradigm”), “car ownership has been studied (..) from fewer theoretical perspectives”
(p. 4). Indeed, attempts to understand and predict the level of car ownership date as far back as the 1930s
(Whelan, 2007, p. 206) and, as illustrated by de Jong et al. (2004, p. 379) have a variety of purposes and
publics: for instance, they are of interest to oil companies and car manufacturers (in order to predict future
demand), transport planners (in order to plan future investment in road and parking infrastructure or forecast
the use of public transport) as well as national and local governments interested in forecasting tax revenues.
More recently, in the context of growing concerns about the unsustainability of current trends in transport,
these studies have been increasingly used as tools in order to forecast energy consumption and emission
levels and to determine the extent to which motoring could be reduced by various (mostly price-related)
policy measures (de Jong et al., 2004, p. 379).

In that sense, motorisation has been the focus of much scholarly work along the decades — so much so that
Clark defines it as “probably one of the most popular areas of study (..) within the transport research
literature” (2009, p. 526). However, most of this work consists of econometric modelling studies, which
generally use a multiple regression model to represent the relationship between car ownership and a series

6 A recent exception is the municipality of Milan that has set the goal to reduce the motorisation rate from 55 to 45 cars per 100
inhabitants (AMAT, 2012).
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of independent variables. In this context, as argued by Whelan et al. (2000, p. 255), demand for cars is
studied as a particular case of demand for economic goods, in accordance with product life cycle and
diffusion theories, and the atomistic paradigm of economic theory more in general. Accordingly, rising
income is generally considered to be the main driving force behind car ownership growth, even if other
factors are often taken into account. The main explanatory variables used in this kind of studies are listed
below:

- economic variables of two kinds:

o income: at the aggregate level, per-capita income is generally considered as the main
explanatory variable, even though some studies have shown the relevance of income
distribution (Storchmann, 2005); disaggregate models also invariably include household
disposable income as the main predictor of car ownership

o price factors such as motoring costs (including both fixed costs, such as purchase costs and
car ownership fees, and variable costs such as fuel prices and maintenance expenses, etc.)
as well as the costs of “substitutes” (i.e. competing modes, such as public transport) are
often included as predictors in aggregate models

- socio-demographic variables, such as size and composition of the household (number of adults and
children, number of working members, age and sex of the household reference person, etc.) are
generally included in disaggregate models; even though they might have an independent influence
on car ownership, economists often argue that they capture part of the effect of unobserved
economic variables, such as savings or access to credit, that are in turn correlated with socio-
demographic variables (Gardenhire, 1999). Socio-demographics are also sometimes included in
aggregate models, under the form of age structure of the population, adult/population ratios etc. (see
for example Dargay & Gately, 1999)

- geographic variables, including nature of the residential area (urban or rural), population density,
accessibility to services in the neighbourhood area (including, importantly, access to public
transport), as well as features of the built environment (in terms of density, diversity and design) and
even traffic parameters (Karlaftis & Golias, 2007). In this area, more recent studies have employed
Geographical Information Systems (GIS) tools to better explore the connection between land use
and car ownership (see for example Potoglou & Kanaroglou, 2008; Whelan et al., 2010)

- aggregate models also sometimes include variables related to infrastructure provision, such as road
network density (which generally encourages car ownership) and car parking availability

The main goal of most of these studies is predictive (forecasting future car ownership trends with the
greatest possible accuracy) rather than explanatory, even though they also often draw conclusions about
what are the main drivers of motorisation (in causal terms). In this context, the estimation of the elasticity of
car ownership with respect to changes in other variables (generally income and costs) is of great importance,
as this estimates are then used for forecasting and assessing the potential of transport policy measures
(Goodwin et al., 2004, Litman, 2010a).

Car ownership studies can be classified according to a large number of criteria (de Jong et al., 2004). In this
context, it is sufficient to distinguish between aggregate studies, which generally use time-series data at the
national level in order to predict future trends at the global or world-regional level (see for example Dargay &
Gately, 1999; Ingram & Liu, 1999; Gately & Huntington, 2001; Storchmann, 2005), and disaggregate studies,
in which car ownership is modeled using micro-data, typically at the household level (see for example
Dargay, 2001; Dargay & Hanly, 2007; Karlaftis & Golias, 2007; Whelan, 2007; Matas & Raymond, 2008;
Clark, 2009; Nolan, 2010).

In the context of this thesis, | do not aim to provide an exhaustive review of this area for research (excellent
reviews already exist in the literature, see de Jong et al., 2004). Rather, in the remainder of this section | will
illustrate briefly a selection of empirical findings (mostly from disaggregate studies) that are relevant in the
context of the present research work. The section concludes with the argument that these studies have
theoretical limitations and interpretative shortcomings, which in turn demand the recourse to other kind of
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complementary approaches to the process of motorisation. Such alternative approaches are illustrated in the
next section (§1.4).

1.3.2. How to model autolessness?

In most disaggregate studies, household car ownership is generally modelled as a count variable:
accordingly the models put forward represent in a simplified way how the different values assumed by the
dependent variable (no cars, one car, two cars, etc.) can be predicted as a function of a series of
independent variables (see list above). Some researchers, however, have argued that the factors influencing
“autolessness” (the absence of a household car) are fundamentally different from those driving multiple
ownership: Karlaftis and Golias, for example, observe that:

“a household’s decision to purchase the first automobile is primarily based on socioeconomic factors,
whereas the decision to purchase a second automobile (or more) is largely based on traffic network,
efficiency, and transit level-of services parameters” (2007, p.29)

It is for this reason that researchers have often used discrete choice models where the decision concerning
car ownership is modelled following an ordered response mechanism (that is, where the decision about
owning a second car nests the decision to purchase the first one, see Cohen et al., 2003, p. 519) (de Jong
et al., 2004, p. 9; Matas & Raymond, 2008, p.190). Accordingly, Meurs (1993) argues that policy
interventions should be aimed at influencing second car ownership, rather than decisions concerning the first
car, which seem to be “difficult to affect’ (p.461) — a view shared by Caulfield (2012), who has studied
multiple car ownership households as potential targets for electric vehicles and car sharing schemes.

In a nutshell, then, the mechanisms responsible for the owning of the first car seem to be quite different than
those driving the purchase of a second or third vehicle. In the context of a thesis focused on households
without cars, this is a research finding that is worth keeping in mind.

1.3.3. Saturation

As stated above, econometric modelling of car ownership analyzes demand for cars as a particular case of
demand for economic goods. Accordingly, the relationship between income and car ownership is assumed to
be highly non-linear, following an S-shaped curve similar to that depicted in Fig. 1.3.

As Whelan et al. (2000) observe:

“the economic rationale (for this) is provided by product life cycle and diffusion theories whereby the
take-up rate for new products is initially slow, then increases as the product becomes more
established, and finally the rate of increase diminishes as the market becomes close to saturation”
(p.255)

The S-shaped curve (which in practice is approximated by various specific curves, including the logistic and
Gompertz curves) implies that the elasticity of car ownership with respect to income is low (below 1.0) at low
levels of income, where an increase in (per-capita) income results in a less than proportional increase in car
ownership levels. Elasticity increases rapidly at medium levels of income, where an increase in (per-capita)
income results in a more than proportional increase in car ownership levels. At higher levels, elasticity starts
to decrease before eventually reaching the limit-value of zero: when this happens, saturation in car
ownership is reached. In that sense, most models of car ownership assume that, beyond a certain threshold,
car ownership is not sensitive to further increases in income, because income elasticity declines as
motorisation grows. This phenomenon is hardly observable with time-series data at the national level, but
becomes apparent if different nations with different levels of per-capita income (Dargay & Gately, 1999;
Dargay et al., 2007) or different income quintiles (Collet et al., 2010) are observed. In studies that span
several decades, this evidence is often used to argue that car ownership evolves from a luxury to a
necessary good, which is hard to renounce (Dargay, 2001, p. 808; Goodwin, 1995; Berri & Dargay, 2010).
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Fig. 1.3 — An example of S-shaped curve. Source: own elaboration.

Recent studies have tried to estimate how saturation levels vary for different countries and/or different
groups in the same society. So for example Dargay et al. (2007) have put forward an aggregate model “that
explicitly models the saturation levels as a function of observable country characteristics”, thus allowing this
threshold to be different across countries. The resulting estimates show that “the vehicle saturation levels
vary across countries — from a maximum of 852 (per 1000 people) for the USA (and for Finland, Norway and
South Africa) to a minimum of 508 for Chinese Taipei”. Similarly Collet et al. (2010), using a disaggregate
model on French data, have estimated different saturation levels for different income quintiles, finding
inconclusive evidence.

The notion that motorisation levels will not increase indefinitely is undisputed, and the issue of saturation is
particularly relevant for developed countries, which are likely to be closer to this threshold. However, the
question remains controversial: reviewing aggregate models, Ingram and Liu (1999) observe that more
recent estimates of saturation levels are generally larger than earlier ones, and thus question the validity of
the concept:

“if estimated vehicle ownership saturation levels change over time, they are of little use for
forecasting. In fact, that seems to be the case as there is little direct evidence that saturation levels
are stationary or that they have a straight forward behavioral interpretation” (Ingram & Liu, 1999, p.
13)

Similarly, Chlond (2006) observes that car ownership forecasts in the second half of the 20t century have for
a long time underestimated the development of motorisation, and questions whether, by contrast, current
forecasts might instead have a tendency to overestimate future increases, given recent evidence suggesting
that demand for daily travel might have saturated in a number of industrialized countries (§1.1.4). Millard-Ball
and Schipper (2011), for example, analyzing international time-series data from the 1970s to 2007 find signs
of saturation in vehicle ownership in a number of industrialized countries. Even though the saturation levels
vary across different countries, they are systematically lower than those estimated econometrically by
Dargay et al. (2007).
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1.3.4. Geographical differences

In a disaggregate study focused on cost-elasticity (the extent to which car ownership is sensitive to changes
in motoring costs) Dargay (2002) observes that, in the UK:

“car ownership in urban areas is twice as sensitive to car purchase costs as it is in rural areas (..). In
addition, while car ownership in urban households is mildly sensitive to fuel costs, rural and other
households appear to be totally price insensitive” (p. 361)

Similarly, the study shows that also income elasticity is lower for rural households (all other factors equal).
These differences are ascribed by Dargay to the fact that car ownership is higher (and thus closer to
saturation) in the countryside, as well as to the greater “car dependence” of rural areas: the car is “more of a
necessary good” there (given the poor provision of alternative modes of transport), and thus “the possibility
to adjust to increasing in motoring costs will be more limited” (p. 352). Matas and Raymond (2008), analyzing
car ownership trends in Spain across the period 1980-2000, also observe that income elasticity is lower for
rural households in 2000, although this has not always been so. Similarly Preisendérfer and Rinn (2003),
reviewing car ownership models, point out that a common finding is the existence of interaction effects
between income and type of area, whereby the effect of income is weaker in rural areas (p. 31).

According to Dargay (2002), these findings carry profound equity implications, for they show how policy
measures aimed at reducing car use by increasing motoring costs would hit rural households harder. As a
result, they should be considered as problematic from an equity perspective (see §1.6.6, §2.4.7).

In the context of this thesis this is an important point, as it shows that the drivers of motorisation manifest
themselves in different ways across different types of area: this is something that will be explored in more
depth in the empirical chapters of this thesis (see §6.1.2, §7.1.2). The possible equity impacts of sustainable
transport policies will also be discussed: at the end of this chapter (§1.6) as well as in the next (§2.4.7).

1.3.5. The “stickiness” of car ownership: asymmetry, hysteresis and ratchet effect

While the estimation of elasticities is one of the main goals of car ownership modeling, most studies assume
that the effect of an increase (in, say, income) are equal and opposite to the effects of a reduction (Goodwin
et al., 2004). This is equivalent to assuming that the effects of rising and falling income on demand are
‘symmetrical’. In recent years, however, an increasing number of studies has shown that this assumption
does not hold.

Dargay (2001) applying a pseudo-panel methodology to cohort data for the UK (in the period 1970-1995),
shows that “car ownership responds more strongly to rising than falling income” (p.807). This situation is
defined by the author as one of hysteresis, whereby “the effect of rising income on car ownership is not
totally reversed as income falls”” (2001, p. 809). This “stickiness” of car ownership appears also in relation to
variables other than income: Bjgrner and Petersen (2004), on the basis of a descriptive analysis of a large
household panel data set in Denmark (spanning nine years), show that changes in household size and
location have an asymmetric effect on vehicle ownership: whereas an increase in household size brings
about an increase in the degree of car ownership of the household, equivalent reductions (due for instance
to separation) do not result in a downward adjustment of the same magnitude. The same appears to be valid
for people moving from urban to rural areas and vice-versa. In interpreting the results, Bjgrner and Petersen
suggest the possibility of a “ratchet effect” in car ownership, and refer to the notion of “state dependence”
(whereby “past car ownership increases the probability of car ownership in the future”, p.2)2.

7 There are signs that this might be the case also for car travel, although the evidence on this is inconclusive (Dargay, 2007)

8 At the aggregate level, Gately and Huntington (2001) have studied the effects of changes in income on oil and energy demand in 96
countries across the world for the period 1971-1997. The results also show evidence of asymmetry, whereby oil and energy demand
have increased more following increases in per-capita income than it has decreased following reductions. These findings suggest that
the significance of notion of hysteresis goes beyond the domain of transport, and should be of interest to scholars studying energy
demand.
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In the field of car ownership modelling, the phenomenon of hysteresis has first and foremost a
methodological relevance, because elasticity estimates are biased downwards if this asymmetry is not
properly taken into account, and thus need to be revised upwards (Gately & Huntington, 2001). However,
these findings have also been given substantive interpretations, and these are arguably revealing of the
theoretical limitations of the econometric approach to motorisation. Both this topics will be discussed in the
next section.

1.3.6. The need for complementary approaches
In her first paper on hysteresis in car ownership, Dargay (2001) interprets it as follows:

“Rising incomes make it easier for households to own cars. They become accustomed to car use
and this trend is not so easily reversed as income falls. The acquisition of a car is seen as a luxury,
but once acquired the car becomes a necessity, so that disposing of a car is much more difficult. Car
ownership is clearly associated with habit and resistance to change. Once the habit of motoring is
acquired, it is not so easy to abandon, even if the economic consequences — in terms of alternative
consumption foregone — are greater than previously. The existence of hysteresis is an indication of
the difficulty of reducing car dependence in favour of other transport modes” (p. 819, emphasis
added)

It is indisputable that hysteresis represents a serious challenge to efforts to contain or reduce car ownership.
However, this passage shows clearly how this phenomenon is interpreted primarily in individualistic and
psychological terms: the problem lies with individuals and their propensity to become accustomed to the
convenience of the automobile. In a nutshell, it seems that with cars, as with drugs, “once you try it, you're
hooked”. In this context, both the psychological concept of habit and a micro-social understanding of the
notion of ‘car dependence’ (see §1.4.1) are brought to the fore.

The role of habit in making car use behaviour resistant to change is a well-researched topic (Garling &
Axhausen, 2003), and there would be no point in denying that psychological processes play a role in
explaining why households are reluctant to give up their cars. Economic constraints, such as higher
transactions costs of selling a car as a private seller probably also play a role (Bjgrner & Leth-Petersen,
2004, p.15). However, it is unlikely that this is the whole story, and it is reasonable to suggest that other
relevant factors are at play. Indeed, countless scholars in the transport field have observed that the
acquisition of a car significantly increases the activity space and the “travel horizons” of an household, and
this can result in commitment to new activities — or in the choice of more distant (albeit more convenient)
destinations for previous activities. To exemplify this point, let us consider a fictional example: a couple with
a young child, following a salary raise, buys its first car. This allows them to enroll the kid in a primary school
that is not close to home, and is difficult to access by public transport; however, the school enjoys a better
reputation and thus seems a better choice. At the same time, the car allows the couple to do their shopping
in a superstore that is more distant, but is cheaper and provides more choice. A few years later, the father
loses his job, thus reducing household income considerably. Obviously, the couple will be reluctant to get rid
of the car, as they have commited to patterns of activities that take place in areas that are difficult to access
with other transport means.

This fictional account of how the automobile can change the activity space of an household is deliberately
simplistic, but it helps illustrate why psychological constructs such as ‘habit’ are not sufficient to explain the
‘stickiness’ of car ownership. Indeed, the car allows the carrying out of activities which are inherently social,
as well as located in space and time. However neither the social nor the geographical sides of the question
are given adequate consideration in the psychological interpretation quoted above.

The fact that histeresis is often observed at an aggregate level (using cohort data that span decades, see
Gately and Huntington, 2001) gives further strength to this argument: indeed, just as the activity spaces of
households change with the acquisition of a car, so does society change its spatial and temporal
organization under the influence of increasing motorisation. A wealth of studies in the urban and transport
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sciences have shown how the advent of private motorised transport has brought with it the dispersal of
activities across the territory, as well as the restructuring of services on a larger scale (see §1.5.1, §4.1.1,
§5.1.1). So for example, the increasing concentration of health care services in a few sites makes it more
difficult for carless households to reach the nearest hospital than it might have been a couple of decades
before (see SEU, 2003). In that sense, a single man who bought his first car at the age of 40 in 1970 might
well be reluctant to sell it in 1995, when he experiences a decrease in salary (due to retirement). Even
though it cannot be excluded that habit partly explains this resistance, it would be inaccurate to overlook the
fact that the conditions of accessibility to services and opportunities have changed significantly across the
period of reference.

In sum then, this discussion reveals four theoretical shortcomings of econometric car ownership modelling:

- first, the focus on the individual preferences, which is in accordance with the atomistic paradigm of
economic science, leads to an overlooking of macro processes of change that happen at the societal
level

- second, the focus on psychological (rather than social) explanations for household’s behaviour,
obscures the extent to which social relationships are embedded in car ownership and use

- third, even though geographical differences in elasticity are sometimes pointed out (§1.3.4), the
significance of space for understanding increasing motorisation is not adequately thematized

- finally, car ownership modelling is based on regression models that assume unidirectional causality;
accordingly, it struggles to come to terms with evidence showing that increasing car ownership per
se brings about increasing car ownership, as the example of hysteresis shows (but see Kitamura et
al.,, 1999). In this context, the concept of positive feedback might be an useful complement, as well
as the concept of motorisation as a ‘self-reinforcing’ system (see §1.4.4). Similarly, both the notion of
‘state dependence’ and the observation by the Dargay that “for each income level we have two
rather than one car ownership level”’ (2001, p. 813) reminds the concept of ‘path dependence’ (also
see §1.4.4), which is often used in the social sciences to convey the fact that “history matters”

To conclude then, car ownership modelling has built a considerable body of knowledge, and several findings
from this field are relevant in the context of the present thesis. However, it is my argument here that this
approach to motorisation lacks a specific theoretical conceptualisation of the process of motorisation and its
systemic properties. This is probably the result of the fact that the main goal of these studies has always
been to predict the (ever increasing) levels of car ownership with greater accuracy, rather than achieving a
thorough understanding of the macro-social process that brings about this seemingly endless growth.
Accordingly, in the next section | turn to alternative and complementary approaches to the study of
motorisation, which are able make up for the shortcomings illustrated above by framing ‘car dependence’ as
a macro-social, systemic process.

1.4. “Car dependence”: literature review

1.4.1. Car dependence: a disputed term

The term ‘car dependence’ (also ‘car dependency’ or ‘automobile dependence’) is used in a variety of ways
within the academic and policy literature. In short, while in some cases it is an attribute of individuals, other
times it refers to the dependence on the automobile of society as a whole, or to particular trips, activities or
practices that are difficult to carry out without a car. This co-existence of different meanings has fostered
recurrent complaints among scholars that the concept is not properly addressed or defined (see for example
Gorham, 2002; Mo. Ve Association, 2008, p. 3). Lucas and Jones, for example, complain that:

“the term car dependence is used in a multiplicity of ways in the academic literature to describe a
broad spectrum of quite different kinds of car use behaviours and dependencies — which is confusing
and unhelpful” (2009, p. 110)
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Source Concept Definition Level
Phvsical / “the built environment (..) and the nature or status of collective
v transportation modes (..) causes an individual without a car to feel cut
environmental car . e - . - » | Macro
off from social activities, friends, family, businesses, shops, and work
dependence
(p. 109-110)
Gorham Psycho-social car | “emotional and behavioral associations with the car (that) render the Micro
(2002) dependence individual reluctant to alter his or her association with it” (p. 110)
“the nature of the activities in which a household regularly engages
Circumstancial car | renders it dependent on the car (..) the household adopts its lifestyle to Meso
dependence the technological capacity of the car’ (p. 110) “it might also be called
economic or technological car dependence” (p .113)
“places where there are high per capita motor vehicle ownership, high
per capita motor vehicle use, low land use density, single use-land
Car dependent development patterns, large amounts of land for roads and parking, M
. . ) i . - acro
places road design favouring automobile traffic, large scale signage for high
speed ftraffic, and reduced pedestrian environments” (p. 100-101,
quoting Litman, 2002)
Stradling “we might want to call a person car dependent if they travelled a lot by
(2003) car, or to reserve the term for those who did most or all their travel,
Car dependent however far or often they travelled, distinguishing those who felt they Micro
people had no alternative and were unable to reduce their car dependence and
those who could travel otherwise but eschewed all opportunity to do so,
being unwilling to cut their car use” (p. 102)
Car dependent “the type of trips that is seems it would be the most difficult to transfer M
. ” eso
trips away from the car” (p. 102)
“.. one in which the car is very much the dominant means of transport
A car dependent for people, with public transport, cycle and foot accounting for only
cit P relatively small shares. It is a city which could not function if the use of | Macro
Mo.Ve y cars, but no other vehicles, was suddenly to be severely restricted” (p.
Association 19)
(2008) Car reliance of “.when there is absolutely no alternative to the car for a particular | Micro /
individuals journey” (p. 26) meso
Car dependence “..implies depending on the car regardless of alternatives” (p. 26) Micro
of individuals
A car reliant trip _when thgre is no other form of motorlsed” transport available and the Meso
journey distance is too long to walk or cycle
A car reliant “where it would be very difficult to make the journey another way
activity or journey | because of carrying shopping or other heavy goods or undertaking a | Meso
purpose complex multi-destination trip”
. “where it is virtually impossible to access a given location by any other
A car reliant R - . )
| . mode of transport, or where it is impossible to live in place without a car | Macro
ocation . - S
(e.g. deeply rural village with no local facilities)
A car reliant “where it would be difficult to retain existing activity patterns and M
. o T ) eso
Lucas & lifestyle _ maintain a current way of life without the car _
Jones (2009 A car reliant “someone who would not be able to get around without a car, because Micro
116) | person of his or her limited mobility”
P A . “where the car is most convenient, as the alternatives are perceived as
car convenient . o .
. less attractive or unreasonable, due to additional cost or longer journey | Meso
journey : . - ”
time, or escorting young children
A car dependent “someone who uses their car as a statement of status or for reasons of Micro
person self-esteem or identity”
A car addicted “a car fanatic, who talks incessantly about cars and whose whole life Mi
- icro
person revolves around the need to drive
. “high and increasing levels of car use are observed among the
A car reliant lati hol dwh le with luded f M
society population as a whole and where people without cars are excluded from acro

essential activities”

Tab. 1.1 — Overview of some definitions and different understandings of “car dependence” in international
literature reviews. Sources: Gorham (2002, p. 109-113), Stradling (2003, p. 100-102), Mo.Ve Association (2008, p.
19, 26), Lucas & Jones (2009, p. 116).
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In this section, | will first show that this variety of meanings can be better disentangled by drawing on long-
established sociological concepts such as ‘micro-level’ vs ‘macro-level approach’ and ‘agency’ vs ‘structure’.
In doing that, | will discuss the advantages and the disadvantages of each approach®. Subsequently, | will
argue that a macro-social understanding of motorisation as a systemic process is the more useful in the
context of this thesis. Accordingly, in the following sections (§1.4.2 to §1.4.4), | will extensively review three
bodies of work in this vein. In a subsequent chapter (§3.1) I will put forward an integrated working definition
of car dependence, wich draws largely on these works and has constituted the basis for the empiical work™.

Tab. 1.1 shows some of the different definitions and understandings of car dependence that are found in the
international literature. Although most of the sources quoted in the table consist of literature reviews, meant
to summarize existing definitions and to put forward a few, well-distinct categories, the variety of competing
categorizations is still staggering . In the last column, | indicate whether the definition corresponds to a
micro-, macro- or meso-social level understanding of car dependence, according to my own categorization.

The micro-social understanding of car dependence is perhaps the most widespread, and the closest to
common sense. In this perspective, it is an attribute of the individual, who is considered to rely or depend on
the car. There is no agreement, however, on who should be considered car dependent. Farrington et al.
(1998, quoted in Stradling, 2003), for example, make a distinction between two kinds of (micro-level) car
dependence: structural dependence (for “those who are dependent on the car because there are no viable
alternatives”) and conscious dependence (for “those who rely on their vehicle but could realistically
undertake their journeys by alternative modes”). Similar distinctions are very common in the literature, as
illustrated in Tab. 1.1.

A conceptual discussion of this opposition is instructive about the nature of the micro-social approach to car
dependence. What structural and conscious car dependence (to adopt the Farrington’s terminology) have in
common is that they correspond to resistance to change, whereby individuals are very unlikely to use other
modes of transport. The source of this resistance, however, could not be more different. while a “structurally
dependent” individual might want to use other modes, but can not do it, a “consciously dependent” individual
can travel by other modes, but does not want to. Central to the distinction is the presence or absence of
choice. In sociological terms, then, the micro-social understanding of car dependence is concerned first and
foremost with individual agency (or lack thereof).

Because of its emphasis on choice, the micro-social understanding of car dependence can be considered as
a paradigmatic example of what Shove (2010), with reference to climate change policy, has defined the
“ABC” paradigm. In this perspective:

“social change is thought to depend upon values and attitudes (the A), which are believed to drive
the kinds of behaviour (the B) that individuals choose (the C) to adopt. The ABC model, derived
from a strand of psychological literature grounded in theories of planned behaviour (Ajzen, 1991) and
in variously rational concepts of need (Gatersleben & Viek, 1997), resonates with widely shared,
commonsense ideas about media influence and individual agency” (p. 1274)

If we reinterpret the micro-social understanding of car dependence in the light of this paradigm, we observe
the following: in “conscious” dependence, the resistance to change is motivated by “pro-car” attitudes, that
prompt individuals to choose car use (behaviour), regardless of other circumstances (availability of other
modes, etc.). By contrast, in the case of “structural” dependence, the problem does not lie with attitudes, but
rather on “external” factors that actually prevent choice. Such factors usually appear in the ABC model under

9 Notably, in this section | stress the limitations of the micro-social understanding of car dependence. This rethorical device serves to
introduce the macro-social approach to car dependence that is adopted in this thesis. However, this should not be taken to mean that
there are no merits to the micro-social approach, nor that there are no limitations to the macro-approach. Notably, it is not my intention
to claim the superiority of an ‘old fashioned’ structuralist approach.

101t is important to emphasise that in this section | discuss different theoretical understandings of car dependence, and not different
methodological approaches to the study of car use. In fact, there is no clear correspondence between the two levels. While many
studies focused on pro-car attitudes employ qualitative methods, many others (such as for example the studies on ‘soft transport policy
measures’, see §1.6.5) use the quantitative methods developed by psychologists. On the other hand, while this study adopts a macro-
social understanding of car dependence and employs quantitative methods, other approaches are possible. For instance, most
empirical works inspired by the notion of ‘automobility as a system’ (Urry, 2004) have adopted a qualitative approach.
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the label of ‘contextual factors’, often in the role of ‘barriers to change’ that prevent an effective translation of
pro-environmental attitudes into pro-environmental behaviour!! (Shove, 2010).

It is my argument here that the micro-social understanding of car dependence suffers of several limitations,
many of which it shares with the ‘ABC’ paradigm. First of all, the coexistence of two rival understandings of
the car dependence of individuals (structural vs. conscious) is highly confusing. Indeed, if both being unable
and being unwilling to use alternative modes correspond to ‘car dependence’, the concept loses all
specificity and ends up covering the entire spectrum of ‘car use’.

Secondly, even if one were to opt for one of the two understandings, delimiting the concept of car
dependence is still likely to be extremely difficult. Indeed, in both definitions the availability of alternative
transport modes is crucial. In most concrete situations, however, people will be located somewhere along the
continuum between the two ideal types: that is, alternatives to the car (almost) always exist, but are often
judged not viable, reasonable or convenient by the individuals. As Zhang (20086) puts it:

“If asking an ordinary citizen why she or he drives so much, most likely one would get an answer
such as, “I have to” or “What else can | do?” Lack of viable alternatives to driving is a main reason
(or excuse) for many to drive for their daily activities” (p. 311, emphasis added)

As it is obvious to everyone, judging what is a valid reason and what an excuse is an inherently normative
endeavor, and thus not one that can be settled in an objective way. As Gorham puts it “defining lifestyles that
are “car-dependent” is particularly problematic, since doing so implies value judgements that transport
analysts are frequently reluctant to make” (2002, p. 109). To further complicate things, a wealth of qualitative
empirical studies show that in most cases car use is justified by the need for ‘convenience’, ‘comfort’ and the
like. These notions however are social constructions that are not fixed in time: indeed, they have evolved
spectacularly over the last few decades, together with the practices that they sustain (Shove, 2003).
Crucially, for example, notions of convenience and comfort in travel have evolved hand in hand with the
diffusion of the car, as people have come to appreciate and expect the kind of “semi-private” travelling
environment that the car provides (Urry, 2006). Considerations of this kind, however, are rarely found in
studies with a micro-social understanding of car dependence, that tend to take the meaning of concepts such
as ‘comfort’ and ‘convenience’ for granted. In that sense, as Shove argues, “while social norms are often
cited as driving factors, there is no scope at all for wondering about how needs and aspirations come to be
as they are” (2010, p. 1277). This can be regarded as a first blind-spot of a micro-social approach to car
dependence.

Third, as said, this understanding focuses first and foremost on attitudes, choice and behaviour at the
individual level. While it provides a framework to conceptualize the relationship between these elements, it is
less effective when it comes to deal with other, more structural factors. As Shove argues, the generic
concepts of “contextual factors” and “contextual barriers to change” are “catch-all variables” where very
different factors (virtually everything ranging from the built environment to the ambiguous concept of “habit”)
are blurred together (2010, p. 1275). Of course, it is in the nature of analytical concepts to draw attention to
certain elements, while giving less attention to others: indeed, most human thinking is based on such
processes of simplification. In that sense, framing car dependence in terms of individual attitudes and choice
would be a sensible move if it could be assumed that “other” (so-called contextual) factors have a
negligeable influence on behaviour. This does not seem to be the case for car dependence: indeed, this is
probably the very reason why the concept of car dependence is so widely used and immediately appealing.
As Shove puts it, “by focusing so exclusively on individual action, such enquiries miss the bigger picture”
(2003, p. 4) or, in sociological terms, the excessive focus on individual agency makes this approach ill-suited
for apprehending the complex web of powerful structural constraints that underpin car ownership and use.
Therefore the micro-social understanding of car dependence cannot be the sole approach to car use, and
needs to be complemented by alternative approaches, more suited to shed light on those structural
constraints.

1 Indeed, “contextual factors” is the ‘C’ in the “original” ABC model of environmentally significant behavior put forward by Stern (2000).
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Macro-social understandings of car dependence provide a welcome antidote to the shortcomings of the
micro approach. A typical definition of a “car dependent city” is the following:

“

. one in which the car is very much the dominant means of transport for people, with public
transport, cycle and foot accounting for only relatively small shares. It is a city which could not
function if the use of cars, but no other vehicles, was suddenly to be severely restricted” (Mo.Ve.
Association, 2008, p. 19)

It is apparent that here car dependence is an attribute of a (local) society as a whole, rather than of an
individual. The accent here is on structural factors (in this case the built environment) that sustain and
reproduce increasing reliance on the car of the whole (local) society, and thus explain why it is difficult to
bring about change. In sociological terms, this approach is thus much closer to the paradigm of structure
rather than to the paradigm of agency. Accordingly, the reasons behind individual choices are given little
attention, since it is more or less explicitly assumed that “people drive mostly because they have no
alternative” (Newman et al., 2009, p. 84). Such an emphasis on structural factors has prompted criticism,
which tellingly resonates with the arguments that for decades, in the discipline of Sociology, advocates of the
paradigm of agency have addressed to followers of the paradigm of structure. Gorham (2002) for example
criticizes the work of Newman and Kenworthy on ‘automobile dependence’ (see §1.4.2) in the following way:

“..all of the attributes of the car-dependent city relate in one way or another to the physical
development of the city (..) the implication (..) is that (..) the actual built environment determine
behavior (..). (However) households can be said to be participants in the dynamics of land use
change, rather than passive victims of land use (..) They actively engage in the construction of their
built space, and the more they do so, the more bound they are to the very tool of that construction,
the car. The cycle of dependence is so hard to break precisely because of the active role that
households have in building it up in the first place. In the loop of car dependence, households are
active victims, or passive victimizers, depending on one’s perspective”'? (Gorham, 2002, p. 108-
109).

Most of the research works that employ a macro-social understanding of car dependence focus on the
structural constraints brought about by land-use and the built environment, given their alleged prominence in
determining the mobility of people. So for example Gorham (2002) talks about “physical / environmental car
dependence”, Stradling (2003) points to “car dependent places” and Lucas and Jones (2009) mention “car
reliant locations” (cfr. Tab. 1.1) in their typology of understandings of car dependence. However, it is my
argument here that the approaches that focus exclusively on the built environment should be conceived as
just a subset of the macro-social understandings of car dependence. In the next sections, which present
different contributions in this vein, | will show that while some authors focus predominantly on land-use
(§1.4.2), others take into account a much greater variety of factors (§1.4.4).

Even though micro- and macro-social understandings of car dependence account for the great majority of
the research work carried out on the topic, there is a third understanding that is worth mentioning in this
context. Several authors have used car dependence as an attribute neither of individuals nor of societies, but
of trips and related practices and activities. For example Goodwin (1995) introduced the idea of ‘car
dependent trips’, meaning:

“tightly constrained journeys for which a car is simply the only mode available, or the only one which
is fealt to be feasible, because the traveller is disabled, or has children, or heavy shopping, or feels
insecure, or has no information about alternatives” (p. 151)

While not all the examples mentioned by Goodwin are relevant here, the reference to shopping and travelling
with children is of particular interest. In a similar way, Gorham (2002) cites as an example of “circumstantial

2 Although | do not expand on this point, this quote highlights a major shortcoming of the macro-social understanding of car
dependence, namely that it overlooks the role of individual agency in reproducing and sustaining existing car-oriented social (and
spatial) structures. In that sense, | do not mean to argue that the micro-social understanding should be abandoned in favour of a macro-
social approach. Rather, | argue that the two approaches should be: a) well distinguished from a theoretical point of view b) considered
as complementary in empirical research.
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car dependence” (whereby “the nature of the activities in which a household regularly engages renders it
dependent on the car”, p. 110) the case of a “freelance string bassist’, whose very job is dependent on car
availability, given the weight of the bass and the unavailability of instruments at the workplace (p. 113). In all
such cases, ‘car dependence’ is an attribute of trips or rather, more precisely, of the related activities or
practices. Indeed, several empirical works on car use show how households find it especially hard to give up
the car for shopping trips, regardless of their attitudes towards car use or of the built environment. This
observation invites to research more in depth why and how some activities have become so strictly
dependent on the automobile. In this context, might be helpful to draw on social theories of practice.

The concept of ‘social practice’ has a long history and its origins can be traced back to a number of authors
(Giddens, 1984; Reckwitz, 2002; Shove et al., 2012). While there exist a variety of approaches to social
practices, an essential common feature is that they turn the assumptions of behaviourist approaches upside
down: while in the latter the individual is the main object of study, in the former practices are the primary unit
of analysis, while “individuals feature as carriers or hosts of a practice” (Shove et al., 2012, p.7). From this
point of view:

“understanding social change is in essence a matter of understanding how practices evolve, how
they capture and lose us, their carrriers, and how systems and complexes of practice form and
fragment” (Shove, 2010, p. 1279)

More recently, Shove and colleagues (2012) have put forward a deliberately simple framework for the study
of practices, whereby they consist of three kinds of elements (materials, competences and meanings), which
are integrated when practices are performed. In this perspective, a hypothetical ‘social practices’ approach to
car dependence would imply the study of practices where the car has become an essential element, on the
material side of the integration. Relevant questions in this context could be: how has shopping come to
depend so much on the availability of a vehicle? How have the materials, competences and meanings once
involved in daily shopping changed in this transition? Is it possible to encourage a new transition, in order to
break the links between the car and other elements of shopping as an integrated practice?

While this might sound like an intriguing research direction, it is not one that will be pursued here'3. | mention
it here because it allows me to show how theoretical debates about care dependence mirror broader debates
about the role of agency in structure in society. Indeed, this approach to car dependence would represent a
kind of compromise between the micro and the macro approach described above. As a matter a fact, the
social practice approach makes it “possible to describe and analyse change and stability without prioritizing
either agency or structure” (Shove et al., 2012, p.22), because the agency of individuals is constrained by
the features of existing practices, but these latter are in turn incessantly reproduced (and slightly modified)
by the performances in which individuals take part in everyday life. In that sense | define this as a meso-level
understanding of car dependence.

In the rest of this section, however, the focus will be on macro-social understandings of the process of car
dependence. The reason for this is twofold: first, | believe that, as Lucas and Le Vine (2009) put it:

“we live in a car-dependent society, where many of our daily economic and social activities would be
impossible without the car and it is within the context of this ‘whole system’ that individual car use
behaviours needs to be understood” (Lucas & Le Vine, 2009, p. 41)

Secondly, the macro-social understanding allows to integrate in a single framework the social and the
environmental consequences of increasing motorisation (see §3.1). This would not be possible if | adopted a
micro- or meso-social understanding of this notion.

13 |n this section, for the sake of brevity, | do not elaborate on the limits of the meso approach. However, it is important to stress that the
reason why | do not adopt this approach in this thesis have nothing to do with these limits. The choice of a macro-social understanding
of car dependence is justified by the need to make the connections between the environmental and the social consequences of
increasing motorization.
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Therefore, | will first proceed to review some theoretical contributions to the understanding of car
dependence as a macro-social process. This is a large field, as many scholars in the urban and social
sciences have analyzed the macro-social, systemic and self-reinforcing properties of motorisation: in doing
that, however, they have used a variety of notions, such as ‘automobile system’ (Dupuy, 1995), ‘car system’
(Dennis & Urry, 2009), ‘automobilisation’ (Kuhm, 1997), ‘automobility’ (Urry, 2000; Urry, 2004; Sheller & Urry,
2000; Beckmann, 2001; Béhm et al., 2006) and ‘automobile dependence’ (Newman & Kenworthy, 1989;
1999; Dupuy, 1999a; 1999b; Héran, 2001; Litman, 2002). This understanding is thus not always conveyed
by the term car dependence, as several rival terms exist in the literature, and notably the concept of
automobility (Urry, 2000; 2004; Sheller & Urry, 2000) has been increasingly used in recent years.

For this reason, the choice to use the “old-fashioned” concept of car dependence requires an explanation. |
thus argue that this notion has a number of advantages:

- first, in contrast to other terms, the word ‘dependence’ is particularly appropriate to stress the
dynamic nature of the process. As Goodwin (1995) argues, both at the individual and at the societal
level, “car dependence is a process, not a state” since it “grows, rather than simply existing” (p. 152).
As a consequence, “the idea of car dependence at a point in time is almost meaningless (and) the
concept can only be addressed in terms of change over time” (ibidem). Crucial in this context are the
positive feedbacks and the self-reinforcing dynamics of this process: in societies around the world, it
seems that the sheer force of ‘more motorisation’ creates the preconditions for further motorisation.
This is a crucial point, and one which the concept of car dependence allows to grasp more clearly

- second, concepts are not born in a political vacuum: accordingly, the term car dependence is meant
to stress the resistance encountered by policy measures aimed at reducing car use and ownership.
In that sense, it is generally used “as testimony of the difficulty of moving away from the car system,
despite the increasing awareness of the negative externalities” (Mo.Ve. Association, 2008, p. 3). In
that sense, it is closely related to the notion of “path dependence”, since both convey the idea that
“history matters” and “the extent to which existing technologies and practices structure the avenues
of future development” (Shove, 2003, p. 12). Of course, the path-dependent properties of the
process of motorisation, which account for its resistance to change, are not without relation with the
self-reinforcing tendency illustrated above

- finally, it is often observed that the term ‘dependence’ has a negative meaning. Particularly in the
context of a micro-social understanding of car dependence, this has fulled a recurrent debate: many
scholars have expressed the concern that the term “dependence” may be too emotive and too
“‘demonising”, insofar as it suggests a “pathological behaviour” on the part of car users (Lucas & Le
Vine, 2009, p. 40). For this reason, several authors have proposed to differentiate between “reliance”
and “dependence” on the car (see Tab. 1.1), apparently in order to set apart individuals who deserve
to be morally condemned for their “excessive” car use from those who do not. By contrast, focusing
on a macro-social understanding of car dependence makes these concerns irrelevant: indeed, |
argue that the negative meaning of the term is here well deserved, since it is meant to stress how
society has come to rely on a mode of transport which is responsible for huge externalities (§1.2),
and how such trends prove extremely resistant to change

Having made clear the theoretical implications of using a macro-social understanding of ‘car dependence’ as
a key concept in this thesis, in the next few section | briefly summarize three bodies of work that | consider
particularly relevant: the works of urban planners Newman and Kenworthy, who popularized the term at the
end of the 1980s (1989; 1999); the writings of British sociologist John Urry and his research team on
“automobility” (Urry, 2000; 2004, Sheller & Urry, 2000; Dennis & Urry, 2009); and finally, the work of French
scholar Gabriel Dupuy, who applied the concepts of club and network effects to the automobile sector
(1999a; 1999b).
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1.4.2. Newman and Kenworthy: automobile dependence as an urban planning issue

Although the use of the term ‘automobile dependence’ dates at least from the 1970s (see for example
Carpenter, 1979), environmental scientist Peter Newman and his research group are ultimately responsible
for popularising the term at the end of the 1980s, with the book “Cities and Automobile Dependence. An
International Sourcebook” (Newman & Kenworthy, 1989), that summarised ten years of comparative work on
a database of thirty-two metropolis around the world. This work has subsequently been updated in 1999,
with the publication of “Sustainability and cities: overcoming automobile dependence” (Newman &
Kenworthy, 1999), that has expanded the analysis to sixteen additional towns. In this section, in order to
summarize the approach of Newman and Kenworthy to car dependence, | will refer mainly to the latter work.

Although Newman has often been criticised for not offering a proper definition of the concept (see for
example Gorham, 2002, p. 108; Héran, 2001, p. 3-4), it is possible to detect a very clear understanding of
automobile dependence in “Sustainability and Cities”. Newman and Kenworthy define it explicitly as a “a
situation in which a city develops on the assumption that automobile use will predominate” so that it is given
priority in its design, infrastructure and operation (1999, p. xiii, 60). In that sense, it manifests itself as “a
combination of high car use, high provision for automobiles, and scattered low-density use” (p.124). It is thus
a pathological and addictive state (“an urban sickness”) where “the problem is (..) not the automobile in itself
but an overuse of and dependence on it""* (p. 60). As a result “other modes (..) become increasingly
peripheral, marginal or nonexistent until there are no real options for passenger travel other than the
automobile” (p. 334).

The starting point of the authors’ analysis is the famous Zahavi’s conjecture of (aggregate) travel time budget
(TTB) stability across societies and time periods (Zahavi & Ryan, 1980; Mokhtarian & Chen, 2004).
According to this perspective, at the aggregate level, when travel speeds increase due to the introduction of
a new kind of transportation technology, travel distances tend to increase while travel times remain
approximately constant, because people take advantage of the additional speed to travel further. Newman
and Kenworthy thus identify three main (ideal)types of cities that have followed one another across human
history (1999, p. 27-33): first, the walking city (from the neolithic revolution until the middle of the nineteenth
century), defined by small size, high density, mixed land use and narrow streets. The transit city, that
emerges from about 1860s in the then industrialising countries, is larger in size (up to thirty kilometers wide),
accomodates more people and stretches outwards with train (or tram) routes: along the latter, medium-
density, mixed use nodes are found next to transit stations. When the car becomes the predominant mode of
transport, it gets then possible for cities to increase in size even further and, more importantly, to spread in
any direction: the automobile city is thus defined by a decentralised and dispersed pattern of low-density
(suburban) housing and by the separation of urban functions through zoning. The consequences of this
evolution are enormous, since the automobile city breaks down the connection between land use and
transportation that had been the rule ever since the first cities. In the authors’ words, “for the first time in
history, houses and businesses could be located almost anywhere, because personalized transportation
could be used to join them together” (p. 64); on the other hand, car use is increasingly necessary in order to
overcome the distances produced by this “ungluing” process. Increasing car use then brings about more
pressure to provide for more car-oriented infrastructure, often with the aim of mitigating congestion: this in
turn results in higher speeds and thus in “induced traffic’ and further dispersal of the city. This is the
fundamental mechanism that produces automobile dependence according to Newman and Kenworthy.

Building on this theoretical framework, the authors analyse their database on global cities in order to prove
the link between urban density, car use and transport-related energy use (p. 68-111): their result show
strong correlation between the three factors at the aggregate city level, with sprawling, car-dependent cities
in North America and Australia consuming considerably higher shares of energy for transport, whereas
compact, denser urban areas in Europe and Asia perform better in this respect. In that sense, automobile
dependence constitutes a major threat in the light of issues such as oil depletion, climate change, and thus
urban sustainability.

14 Although Newman and Kenworthy insist that the problem is not car use per se, but rather “excessive use” (1999, p. 60), they do not
provide any clear definition of the threshold that should be used to define car overuse.
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Complementary to this account is the concept of ‘institutionalized automobile dependence’ put forward by
Newman and Kenworthy, which highlights the role of a number of institutions and professional praxis in
constantly re-producing the conditions leading to increasing car use. Examples of the relevance of
institutional arrangements and regulations in fostering car dependence are, among others (p. 62-63, 138-
139): the institutional separation of transportation and planning agencies; mechanisms for funding that are
biased in favour of road construction rather than transit; hidden and taken for granted subsidies to
automobiles and road expansion; a transportation system that is demand-responsive rather than demand-
management-oriented; lack of strategic planning at an appropriate scale; planning processes that have built-
in subsidies in favour of capital investment on the urban fringe.

As far as (modernist) professional praxis is concerned, the authors observe that, since its establishment as a
distinct area of expertise in the 1950s, land/use transport modelling has been strongly associated “with
planning for roads and cars rather than a balance of transportation modes™® (p. 139). The (in)famous
“predict and provide” approach was also born at this time, with the distinctive purpose “to plan for anticipated
growth in population, jobs, and traffic flows as far as ahead as twenty years, so as to ensure an equilibrium
between the supply of transportation facilities and demand for travel as it arises out of land use” (ibidem).
However, failure to recognise the phenomenon of “induced traffic’ has set in motion “a vicious circle or self-
fulfilling prophecy of congestion, road building, sprawl, congestion and more road building” (p. 140), that in
this perspective is a crucial driver of automobile dependence’®. The computerised transportation planning
methodologies that have been exported from the West to the rest of the world since their inception, have
also brought with them a strong bias toward car-oriented mobility (p. 163), compounded by inability to
provide an accurate picture of the travel and environmental consequences of alternative strategies (Wachs,
2002).

Thus, according to Newman and Kenworthy, the “black box” nature of institutional arrangements, regulations
and professional praxis that are “acquiescent to “unavoidable” increases in automobile dependence”
(Newman & Kenworthy, 1999, p. 340) often gives rise to “a situation of “forgotten” alternative options, due to
a quick (a priori selective) generation of options” (van Geenhuizen et al., 2002, p. 9). This is increasingly
seen as problematic, as new, sustainable transport policies meet strong resistance on the part of the
“institutionalised automobile dependence” complex'” (see Newman et al., 2009, p. 142-147).

On the basis of the analysis conducted, Newman and Kenworthy suggest then five main policies in order to
overcome automobile dependence (p. 144): traffic calming; providing alternatives to the car (quality transit,
bicycling and walking); creating dense “urban villages” linked to good transit; growth management to
discourage urban sprawl and redirect development into urban villages; taxing transportation in order to
internalise the externalities of car use and finance the previous policies.

In sum, two features of Newman and Kenworthy’s understanding of car dependence are particularly
prominent: first, the appropriate scale at which to analyse this process is the urban area; the micro-level
choices and behaviours of urban dwellers are by contrast worth little attention, since in this perspective — as
Newman and colleagues explicitly state in a more recent work — “people drive mostly because they have no
alternative” (Newman et al., 2009, p. 84). Second, even though the relevance of economic and cultural
priorities is recognised, the main focus of the analysis is here on the relation between urban land use (form
and density), car use and energy consumption, under the assumption that transportation priorities are one
the (if not the) most important factor in shaping cities (Newman & Kenworthy, 1999, p. xiii, 27). In this
perspective, car dependence is primarily an urban (planning) issue to be resolved as such, and the authors

15 On this point, see for example Brown (2006) and Schmucki (2003).

16 |n short, the notion of “induced traffic’ means that “under certain conditions the provisions of new road space could induce car owners
to make journeys they otherwise would not have made” (Walton, 2003, p. 81). In that sense, it points at the fact that the level of car
usage is not independent of the amount of road space, as generally assumed in the predict-and-provide approach (ibidem, see also
SACTRA, 1994).

7 The remarkable scale of this kind of resistance in the U.S.A. has prompted New-Urbanism activist G.B. Arrington to say that “most
transit-oriented development in the U.S. is illegal’ (quoted in Newman et al., 2009, p. 142). Less emphatically, Schweitzer and
Valenzuela have stated that “the existing legal and planning context of transportation in the United States may not lend itself well toward
the resolution of international environmental problems” (Schweitzer & Valenzuela, 2004, p. 392). For some examples of institutionalized
automobile dependence in the UK, see Docherty & Shaw (2003).
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constantly stress the significance that policies and appropriate planning actions could have in changing the
situation and “overcoming automobile dependence”. In that sense, Newman and colleagues seem to be
driven mainly by what Héran defines “the natural inclination of urban planners to stress the consequences of
choices that concern them directly” (2001, p. 9).

1.4.3. Dupuy: the club effect

French scholar Gabriel Dupuy (part engineer part human scientist) has proposed an original explanatory
model of car dependence, by adapting to the automobile sector the concepts of club and network effects,
usually applied to telecommunications (1999a, 1999b). His main attempt is to measure the positive effects
produced by the automobile system, building on the basic idea that “what a person gains by joining a club (or
a network) depends on all its present members (those already in the network)” (1999b, p. 2) and that “to
belong to the (automobile) system has become essential, and to a large extent it is the fact that many others
are in the system that motivates us to enter it (or to remain in it)” (p. 12). In this perspective, what makes
automobile dependence strong and extremely difficult to overcome, despite its negative effects, is the
cumulative interaction of a club effect, a fleet effect and a network effect, that produces considerable positive
effects to the car driver in terms of accessibility (measured by comparing the situation of non-car users)'®.
This process results in a considerable pressure to enter the automobile system for those who are outside of
it, which in turn increases as the number of members increases, thus bringing about a self-reinforcing
process.

First, the club effect is related to the obtaining of a driver’s licence, and is measured by Dupuy by comparing
the situation of those who do not have it: the related benefits are thus measured by “the increase in
accessibility as shown by the difference between the maximum speed authorized to licensed drivers and that
authorized to non-licensed drivers driving “voiturettes™® (p. 4). It is assumed in this perspective that this
difference depends on the proportion of licensed drivers in the population, since Automobile Clubs
collaborate with public authorities in establishing the highway code. In that sense, Dupuy estimates that “an
increase of 1% in the number of driver’s licence owners (..) leads to (..) an actual accessibility advantage of
approximately 0,8%” (p. 5).

Second, the fleet effect is related to the fact that “the benefit of owning a car increases as the number of cars
already on the road (the fleet) increases” (p. 5). That happens because there is a direct proportionality
between the number of services offered to car drivers and the number of registered cars. Even if Dupuy
limits its analysis to intra-sectorial effects (those internal to the automobile sector, such as car dealers and
agents), he argues that also other services such as car parks, shopping centres and cinema theatres “seem
to spring up according to the same principle” (p.6). In that sense, an increase of 1% in the fleet of cars will
correspond to an increase of at least 1% (but probably much greater) in the accessibility of services provided
to the car owner.

Third, the network effect entails that the benefit that the car driver will gain on entering the road network
depends on the number of drivers already using it. In fact (apart from congestion, which is a relatively minor
and short-term phenomenon) “the denser the traffic on a road network, the more money is devoted to
improving that network” (p. 8), often with the declared aim of easing congestion or improving security or
environment?°. Moreover, the budget for road investment is often supplied, at least in part, by taxes levied on
consumptions (fuel, car, oil, etc.) that are to a great extent proportional to road traffic. Improvements bring
about increased possible speed on those parts of the network with the heaviest traffic, thus resulting in

18 The definition of accessibility provided by Dupuy refers to “both the possibility of reaching a place or specific service within a given
amount of time and the choice of available destinations from a given point within a given travel-time” (1999b, p.3).
19 “Voiturettes” are small cars that, according to French law, can be driven by those who do not have a driver’s license but cannot go
faster than 45 km/h (Dupuy, 1999b, p.3-4). Dupuy justifies this choice by pointing out the technological similarity between the car and
the voiturette and by arguing that “the door-to-door difference in speed between a regular car and a voiturette corresponds, on average,
to the difference of speed between a car and public transportation” (p.4).
20 This is precisely the predict and provide approach that has been described in the previous section (§1.4.2).
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increasing (albeit sometimes temporary) benefits for the car-driver and, accordingly, in an increasing
pressure to join the automobile system (or not to leave it)2'.

Those three effects tend to accumulate and reinforce each other, resulting in a considerable global positive
effect: Dupuy estimates that “all things being equal, in France, a 1% increase in motorization gives the driver
an accessibility gain of close to 1,9%” (p. 11). If it is assumed that demand would react to the increase in
accessibility with an elasticity of 1, the effect would then be much greater than that of factors usually
considered as crucial such as the price of fuel, the cost of using a car or household income (ibidem).

In this context, the term ‘car dependence’ refers both, more generally, to “a virtuous (..) circle of positive
effects spurring from the growth of the automobile system which, in turn, generates negative externalities” (p.
12) and, more specifically, to a extra-sectorial negative externality that affects “those who cannot enter the
automobile system, (..) who are obliged to leave it (and) drivers unable to use their cars because of a serious
and prolonged energy or environmental crisis”?? (ibidem). In that sense, Dupuy puts the question of the
inequity between car drivers and the rest of the population at the very centre of the dynamic process of car
dependence: this is a very important point, that will be further developed in this thesis (§3).

Implicit in this approach is also the idea that car dependence is a phenomenon that spans well beyond urban
boundaries, and should thus rather be studied at a scale appropriate to the size of the car system: that is, the
national or even global scale (1999b, p.15,16). This means that policies that focus on the urban level such as
those put forward by Newman and Kenworthy are unlikely to be effective. Dupuy thus recommends then
three possible alternative ways to reduce automobile dependence (p.15): first, diminishing the club effect by
authorizing different categories of drivers to drive different categories of vehicles (such as mini-cars) at
different speed. Second, implementing short-term rental and car-sharing schemes, in order to reduce the
fleet effect. Third, building a road network with more, but less rapid, roads, that correspond more closely to
the desired lines of travellers: this would be beneficial in order to hamper the network effect. Finally, limiting
the expansion of the road network, thus actually giving up the ‘predict and provide’ approach.

1.4.4. Urry: automobility as a system

British sociologist John Urry and his Lancaster-based research team have put forward the concept of
automobility (or “car system”), which in many ways can be equated to that of car dependence as a macro-
social process (Urry, 2000; 2004; Sheller & Urry, 2000; Dennis & Urry, 2009). In this perspective, the car
system owes its continuing expansion to its being a phenomenon that spans across almost all main spheres
of contemporary social life: production, consumption, resource use, geopolitics, form of human settlements,
state regulations, family life and culture. Particularly relevant in this respect are its ‘mundane’ character and
the spatial and temporal effects on daily lives of the increasing access to car mobility.

In their book “After the Car” (2009), Dennis and Urry situate explicitly their approach at the intersection of
complexity sciences, system thinking and path dependence theory. Complexity thinking, in particular,
“investigates systems that adapt and evolve as they organize themselves through time”, and argues for the
necessity to take into account their processual nature, abandoning the notion that systems naturally tend to
equilibrium (p. 49-52). Accordingly, it is important to focus not only on negative feedback loops (that re-
establish equilibrium within a system) but also on positive-feedback loops (or increasing returns), that “occur
when a change tendency is reinforced rather than dampened down”: as a consequence “over time, networks
may bear no tendency to equilibrium” and produce a long-term irreversibility that is predictable, but extremely
difficult to reverse (p. 54-57).

21 According to Dupuy , already in the 1960s the American oil industry and road engineers were aware of the existence of what they
named the “magic circle” of automobile development. For instance in 1966 Asphalt Institute Quarterly observed that “the increase in
automobile traffic led to the expansion of the road network, thus encouraging car owners to drive more, more people to buy cars, an
increase in traffic was once again followed by the growth of the network and so on and on” (1999a, p. 1).
22 1t s important to state that the three effects described by Dupuy may as well be relevant for other modes of transport (such as public
transportation), provided of course that they reach a critical threshold (Dupuy, 1999a, p. 13; Héran, 2001, p. 6)
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A striking historical example of this dynamic is precisely “the twentieth century growth of (positive)
externalities in the spread of the car system” (p. 55): in this context, the predict and provide approach,
whereby the car “seems to provide the solution to the problems of congestion that it itself generates” (p. 59),
is a prime example of positive feedback. In that sense, the notion of increasing returns is connected with the
concept of ‘path dependence’, that conveys the idea that socio-technical systems often become “locked-in”
on a specific evolutionary pattern as a result of a series of events that, even if maybe minor and contingent,
significantly influence their subsequent development (p. 59).

The car is exactly one of such path-dependent systems, locked-in since the late nineteenth century when
“small causes occurring in a certain order (..) turned out to have irreversible consequences” (p. 63). Even its
petroleum-based domination is, according to the authors, rather accidental, since battery-powered electric
cars were probably more efficient at the time (p. 28-33). However, once locked-in, its system nature has
enabled it “to adapt and to evolve, becoming central to, and locked in with, the leading economic sectors and
social patterns of twentieth century capitalism” (p. 132). In that sense, the car system is paradigmatic of other
related high-carbon systems that, in the light of issues such as oil depletion and climate change, are
perceived today as increasingly problematic.

The key features of the car system, that explain its power and ability to constantly drive out competitors, are
to be found primarily in its many interlocking dimensions. The car is in fact, at the same time (Dennis & Urry,
2009, p. 36-38; Urry, 2000, p. 57-59): a mode of transport; a major manufactured object, crucial for the main
industrial sectors of twentieth-century capitalism; an item of individual consumption; a complex with
countless technical and social interlinkages with other industries and institutions; a dominant culture; the
ultimate cause of massive environmental resource use. In that sense, the car system should be considered
as made up not only of vehicles, but also of things as diverse as “humans (driver, passengers, pedestrians),
machines, materials, fuels, roads, buildings and cultures” (Dennis & Urry, 2009, p. 63), all of which contribute
to its reproduction.

On the other hand, “the absolutely key feature of the car is its mundane character, its significance for
ordinary, everyday social life” (p. 39), i.e. its being “a way of life and not just a means of transport” (p. 35).
The reinforcing pattern of the car system has affected social life so much that the latter is now “irreversibly
connected to the mode of mobility that automobility both generates and presupposes”(p. 57-58). The growth
in automobility has in fact involved new kinds of movement, additional journeys and routes, and is thus to be
considered “much more than the historical replacement of public transport journeys by car journeys”: in that
sense, it is possible to talk of “socializing automobility” (p. 39-40). Particularly important in this context are
the spatio-temporal effects of the car-system: the automobile has in fact brought about increasing
fragmentation (or “disembedding”) of space, which in turn requires the use of a vehicle — and a much more
reflexive organisation of time — to be suitably re-embedded?® (see also Beckmann, 2001).

However stable and unchanging it may seem, according to Dennis and Urry, the current car system has
been moved into “a chaos point, a state of self-organized criticality” (2009, p. 60) and will thus end at some
stage during the current century (p. 12). The reasons for that are four major processes — climate change, oil
peak, increased digitization and massive global urbanization — that are increasingly undermining the
continuation of the high-carbon societies of the twentieth century, and thus also the car system (p. 131-132).
These developments could eventually usher in a new “post-car” system, that would have to be defined,
according to the authors, by new fuel systems, new materials, smart and de-privatized vehicles, digitization,
new transport policies (different from ‘predict and provide’), as well as by new living practices in more
densely organized places (p. 62-107).

The implications of this understanding of car dependence for policy are twofold: first, given the systemic and
path dependent nature of the process it is impossible to bring about change with a single policy (such as
pricing measures or technological fix, etc.), even if each of them may be significant as part of a broader set
of transformations aimed at changing the system as a whole (p. 64). Second, change will not be linear or
incremental, but rather rapid once a certain ‘tipping point’ is reached: for this reason, it is important for

23 On the implications of increasing mobility for socio-temporal coordination see also Shove (2002).
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technical-economic, policy and social changes to be realized in the right order, in order to ‘tip’ the system
into a new state (p. 63). However, the authors fail to provide any more specific clue about how change
should be brought about because, they argue, “the complex interdependencies of systems (makes) it almost
impossible to predict what would effect change in such a system (p. 59).

1.5. Motorisation, urban structure and the built environment

The relationship between mobility and spatial development is arguably one of the most intensively
researched and discussed topics in both the transport sciences and the urban sciences. Accordingly, it is
impossible to provide an exhaustive summary in this section. | will thus limit myself to highlight some points
that are useful to set the context for the remainder of the thesis. In doing that, | argue that it is useful to
analytically distinguish between two different ways in which the relationship between travel and land-use has
been conceptualized: on one hand, historically, the trends towards faster and more car-based travel has
been tightly related with huge changes in the geography of human settlements. On the other hand, from a
synchronic perspective, much effort has been put into investigating the extent and nature of the alleged
causal relationships between the built environment and travel behaviour, primarily in order to assess the
potential of urban planning in curbing travel growth. While the two processes are of course strongly
intertwined, it is useful to analytically distinguish the two debates. Therefore, in the first section (§1.5.1), |
focus briefly on the historical perspective, while studies in the synchronic approach are reviewed in the
following (§1.5.2-§1.5.4).

1.5.1. Motorisation and urban structure in historical perspective

The fact that, historically, changes in travel patterns have gone hand in hand with changes in land-use
patterns is not surprising. Indeed, it can be inferred from the historical travel trends illustrated in the
introduction of this chapter (§1.1.1). As Metz (2008) puts it:

“average trip rate is conserved in the long run. This implies that induced traffic in aggregate does not
arise from increased journey frequency (..). Rather, induced traffic is generally the consequence of
the choice of more distant destinations for the same journey purposes and is associated with
changed land-use patterns” (p. 327)

In other words, the reason why we travel further than our parents and grand-parents did (when they were our
age) is not so much that we are engaged in new activities that make us travel further, but rather that we tend
to cover more distance in order to carry out more or less the same activities as in the past (see also Pooley
et al., 2006). Clearly, the destinations of our activities must have spread out in space over time. This is
consistent with what Knowles (2006) argues: the diffusion of new transport technologies (including the motor
car) has brought about the twin processes of time/space and cost/space convergence; this in turn has
induced a spatial reorganization of human settlements which consists not only of dispersion, but also of
centralisation and specialisation of activity centres. The result is a “more intermeshed and interdependent”
society (p. 408), but also one where the ability to cover greater distances (as well as access to motorised
transport) is paramount.

Such trends have been studied intensively in the urban sciences, where the process of suburbanization that
has taken place in the course of the 20t century has drawn much attention. In this context, the link between
suburban growth and motorisation is generally acknowledged. It would be wrong, however, to see
motorisation as the sole driver of this process: indeed, in many countries the start of suburbanization has
preceded mass motorisation, and in some cases even the invention of the motor car (Jones, 2008; Pooley,
2010; Banister, 2011, p. 952). Indeed, suburbanization has had a number of different drivers, unrelated to
transport, such as (in short) the changing nature of capitalism, the increase in per-capita income (which
contributes to reduce the friction of distance), and, in some context, the flight of the middle-classes from
social problems in inner cities. However, motorisation has arguably contributed to this process in at least two
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ways: first by physically enabling it and accelerating its pace; second, the diffusion of the automobile has
exerted a powerful influence on the density and the design of a new generation of suburbs. As Newman and
Kenworthy (1999) point out (§1.4.2), there is a great difference between star-shaped suburban
developments that are clustered around pubilc transport nodes and the kind of sprawling, low density
suburbs that have sprung up under the impulse of mass motorisation. Moreover, it must be recognised that,
at least for some decades, urban planning has enthusiastically endorsed the motor car, going to
extraordinary length to accomodate car traffic into the city (Norton, 2011): the effects of this endeavour are
more visible in the suburbs rather than in inner cities, where efforts to plan the city around the automobile
have encountered a stronger resistance (Jacobs, 1961).

The car has also been instrumental in bringing about what some scholars see as a new phase of urban
development, at least partially distinct from suburbanisation and characterised by the dispersion of activities
and settlements on an even larger scale. This processs has been studied under different names, such as
(among others) “periurbanisation” (Prost, 2001) and the “boundless city” phenomenon (Martinotti, 1999;
2005; Colleoni, 2011). In this context, it is important to point out that the process of dispersion has not
interested all types of activities to the same extent: the greatest decentralisation is observed for residential
and retail developments, with the latter undergoing a parallel process of centralisation in fewer, larger
centres; by contrast, at least in Europe, jobs and services (notably leisure and third sector services) remain
concentrated to a greater extent in the centre of urban areas (Colleoni, 2011), partly as result of the location
preferences of previous periods and the symbolic value that is still associated with European inner cities
(Neess, 2006, p. 23). Thus suburbanization and periurbanisation have not resulted in an uniform dispersion
of activities, but rather in a differential process that, in turn, is also partly responsible for the increase in travel
distances. Insofar as many new developments at the margins of existing urban area have been low density
and auto-oriented in design, this has also caused an increase in car use and ownership.

While such processes might appear the natural and inevitable product of growing economy and improving
technology, one should not overlook the role that political and economic powers have had in driving urban
development. For example, eco-marxist scholar Gonzalez (2008) has focused on the role of public powers in
shaping urban development in the USA in the course of the 20" century. According to his analysis, the goal
of public powers has been to maximise the economic demand for (single-family) housing and consumer
durables (such as the car), and thus profits. Accordingly, he explains how, in the 1930s, the U.S. Federal
Housing Strategy (FHA) launched a program of new home construction, that was strongly biased towards
predominately single-family housing on the urban periphery while neglecting city cores (p. 158-160). One of
the aims of this big public push for urban sprawl was to revive U.S. capitalism from the Great Depression:
low-density suburban development in fact greatly increases the need for automobiles, consumer durables
and energy consumption, and the industrial bases of the States was by the 1920s particularly geared toward
the production of consumer durables (notably cars) and oil. Thus, the FHA action was highly consistent with
the interests of American economic elites and producer groups (p. 166-167). In this perspective, sprawl and
car dependence are “less the by-product of unplanned urban and suburban expansion than the
consequence of a deliberate economic policy designated to increase consumption, (that) has historically
relied on abundant supplies of cheap oil along with the presumption that its combustion was benign”
(Vanderheiden, 2008b, p. xxi). While Gonzalez’s analysis is focused on the particular case of the american
New Deal, and is thus not directly transferable to the European context, it shows the importance that political
and economic powers can have in promoting car-dependent patterns of suburbanization.

1.5.2. Travel and the built environment

The historical process described in the previous section is not controversial. Much more lively, by contrast, is
the debate which goes under the name of ‘travel and the built environment’ (Ewing & Cervero, 2001; 2010).
This research field is different in two main respects: first, the focus here is not on the interrelations between
the historic trends of travel and urban development, but rather on the synchronic and causal relations
between travel demand and the built environment in the present time. Second, studies in this field are
generally motivated by the attempt to assess the potential of densification strategies in contributing to a more
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sustainable transport. In that sense, while the discussion illustrated in the previous section is focused on past
developments, this debate is more concerned with the present and the future. As Handy (2005) puts it:

“..most participant in the debate agree on the historic strength of the connection between
transportation and land use but diverge on the current and future strength of this connection. How
much impact do new transportation investments have on development patterns? How much impact
do changes in development patterns now have on travel patterns?” (p.148)

This body of quantitative research has grown rapidly over the last three decades: indeed, while empirical
studies on travel and the bult environment were not numerous until the 1980s, they were much more
common in the following decade, when a lively debate has followed the publication of Newman and
Kenworthy’s main work (1989). The intensity of this debate has increased in the last decade: so for example,
while in 2001 Ewing and Cervero reported “more than 50 recent empirical studies” in this vein (Ewing &
Cervero, 2001), in an updated review ten years later the same authors state that “there are now more than
200 built-environment/travel studies, of which most were completed since our 2001 review” (2010, p. 266)
and go as far as to claim that “the potential to moderate travel demand by changing the built environment is
the most heavily researched subject in urban planning” (p. 267, emphasis added).

The debate is particularly lively in the US, where:

“‘emphasizing the policy environment, many researchers have cast their analysis in comparative
terms, noting the differences in automobile use between European countries and the US. It is argued
that US patterns of metropolitan form, with low development densities and dispersed population and
employment, reinforce auto dependence. In contrast, most European metropolitan areas, with higher
densities and more centralized land use patterns, have lower levels of auto use. Stronger controls on
land use employed in many European countries are seen as having preserved the compact form of
metropolitan areas” (Giuliano & Narayan, 2003, p. 2295)

At a broad level, both in the US and in Europe, studies focused on urban areas have repeatedly shown that
“those living in the outer parts travel considerable longer by motorized means of transportation, compared to
the residents of inner and central parts of the city” (Neess, 2006, p. 31). While this makes good sense, a
closer look into the findings of these empirical works reveals a much more nuanced picture, and a
considerable degree of complexity.

A first reason for this complexity is that while it could make sense, on a theoretical level, to talk about the
relationship between “travel’” and the “built environment”, on an empirical level both are very general
concepts, that can be operationalised in a variety of ways. Reviews of the existing literature (Ewing &
Cervero, 2001; 2010; Stead & Marshall, 2001; Handy, 2005) mention the following as the most common
travel-related dependent variables: trip frequencies; average journey distance; travel distance, in terms of
either passenger kilometers (PKT) or vehicle kilometers travelled (VKT); travel time; trip chaining behaviour,;
transport energy consumption. The complexity is further increased by the fact that these variables can refer
to overall travel, but also to travel by specific modes (for example, PKT by car), or to travel for specific
purposes (several studies focus only on commuting). The effect of the built enviroment on these variables
varies considerably, depending on the travel-related dependent variable that is taken into consideration; so
for example Ewing and Cervero conclude their 2001 literature review by observing that:

“trip frequencies appear to be primarily a function of socioeconomic characteristics of travelers and
secondarily a function of the built environment; trip lenghts are primarily a function of the built
environment and secondarily of socioeconomic characteristics; and mode choices depend on both
(though probably more on socioeconomics)” (Ewing & Cervero, 2001, p. 96)

To add a further layer of complexity, there is a staggering variety of spatial variables that are used to assess
the built environment. Tab. 1.2 shows some of the indicators used in the research literature, sorted according
to the typology put forward by Ewing and Cervero (2010).
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Category Indicators

Density residential density; employment density; overall activity density

Diversity mixing of land-uses (entropy indexes); job ratio (jobs/workers in the area); job/housing
balance

Design street network characteristics (e.g. network shape, street connectivity, directness of

routing, block sizes and shapes, sidewalk continuity, proportion of four-way intersections
etc.); urban design features (building orientation, landscaping pedestrian amenities, etc.);
type of residence (e.g. share of single-family detached residences)

Destination regional accessibility (e.g. distance of residence to the urban centre); provision of local
accessibility | facilites and services: number of destinations accessible within a given travel time;
measures of micro-accessibility

Distance to proximity to main transport networks (distance from the residence to the nearest public

transit transport stop, etc.)
Demand availability of residential parking; parking costs
management

Tab. 1.2 — Spatial variables used in travel and built environment studies, sorted according to the ‘six Ds’ (Ewing
& Cervero, 2010). Sources: Ewing & Cervero, 2001; 2010; Stead & Marshall, 2001; Handy, 2005; Giuliano &
Dargay, 2005

The variety of built environment characteristics that are considered in these studies is further increased by
the fact that, while they generally refer to the area of residence (i.e. to the presumed origin of most trips),
some studies have considered spatial features of bounded travel destinations (such as the workplace), as
these can have quite an impact on travel behaviour (e.g. mode choice) (Ewing & Cervero, 2001). Given this
multiplicity of variables, both on the dependent and the independent side of the equation, it is not surprising
that this field of research is still very fragmented, despite the considerable number of studies. As Ewing and
Cervero observe, once studies are segmented by variable type, the number of empirical works reduces
considerably (2010). This is particularly true for studies that focus on design features of the built
environment, which only recently have begun to catch the attention of researchers?.

As a result, several controversies are still going on among researchers. Part of the reason is that while it is
generally accepted that travel patterns in peripheral, low density and auto-oriented developments are quite
different than in central, high density, walkable areas, the exact role of each built-environment characteristics
is much less clear. Most of the problem here is that the variables related to density, design, diversity and the
like are generally strongly correlated. Accordingly, while their cumulative effect on travel behaviour is often
found to be large and relevant, identifying the individual effect of a variable is much more challenging (Stead
& Marshall, 2001). So for example Ewing and Cervero note that “an unresolved issue is how much the
impact of density on travel patterns is due to density itself as opposed to other variables with which density
covaries” (2001, p. 93). Reflecting on this problem of multicollinearity, Stead and Marshall observe:

‘while this may allow reasonable deductions to be made about travel behaviour in existing
neighbourhoods (dense, traditional neighbourhoods being equated with relatively high transit use, for
example), this is not sufficient for predicting the effects of new development forms which may only
have some, or have different combinations of, these attributes” (2001, p. 135)

24 1t must be noted that the interest for design has been much greater in the American scholarship. According to Naess, this is because
“in a European context (..) the location of the residence relative to the main metropolitan centre and sub-centres within the metropolitan-
scale spatial structure have turned out to be more influential on travel behavior, compared to local-scale neighbourhood characteristics”
(2009, p. 295).
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In sum then, the problem for urban planners is to draw from the data indications on how to design urban
areas in the future, in order to foster sustainable transport. While this makes perfect sense from a planning
perspective, in the context of this thesis the multicollinearity of different spatial features is advantageous.
Indeed, the data sources used in this research work (national travel surveys) only provide very general
variables such as settlement size and population density which, however, can be expected to be good
proxies for the cumulative effects of the variables listed in Tab. 1.2.

1.5.3. The self-selection debate

A much more fundamental controversy in the travel and built environment research has to do with the
problem of causality and the possibility of a residential self-selection bias. As Handy et al. (2005) argue,
empirical studies which show the existence of correlation between built environment characteristics and
travel behaviour generally do not prove that the first element causes the second. An alternative explanation
might be that attitudes and preferences about travel are correlated with the choice of neighbourhood, and
this process biases the observed correlation. In other words, the fact that more people drive in low-density,
suburban areas might be due to the fact that people who (for any reason) are more likely to drive also prefer
the kind of single-family detached housing that is found more frequently in the suburbs. As a result, the
observed correlation might be (also) a result of the self-selection of different kind of households in areas that
are consistent with their mobility preferences and needs. If this is true, the impact of changes in the built
environment would be less than otherwise expected. As Ewing and Cervero put it, “more than anything else,
the possibility of self-selection bias has engendered doubt about the magnitude of travel benefits associated
with compact urban development patterns” (2010, p. 266)

The debate concerning residential self-selection is particularly lively in the US, where it often appears to be
quite ideology-driven. On one side, advocates of smart growth and new urbanism strategies (see §1.6.3)
stress the impact of the built environment on travel behaviour and call for more public intervention in
transport and land-use planning, in order to bring about densification and a more European-like urban
development. On the other side, opponents of these policies often present land use and urban form simply
as the result of well-functioning market mechanism of supply and demand, in which consumer’s preferences
for larger (and often cheaper) suburban housing play a key role. In this perspective, the huge level of car
dependence of American urban areas is depicted as “simply a lifestyle choice made by free-willed economic
units maximizing their utility” (Gorham, 2002, p. 107). Accordingly, scholars on this side of the debate often
argue that the only way to curb traffic growth would be to increase motoring costs (particularly low in the US).

In Europe, the debate on residential self-selection is less intense, but both less ideology-driven and more
theoretically grounded (Scheiner, 2009a, p. 41): accordingly, european scholars have often framed this issue
in the context of the long-standing debate about the relevance of agency and structure in constituting society
(Naess, 2006; Scheiner, 2009a). Neess, for example, has argued that, while studies on travel and the built
environment assume that “structural conditions have a potential to influence human actions” (2006, p. 12),
researchers have to take into account the “mutual influences between the urban structural situation of the
dwelling (..) and the individual and household characteristics”. In that sense, while the location of household
residence can be (at least partly) the result of “socio-economic characteristics and attitudes predisposing
them for a certain type of behaviour” (p. 29), there might also be influences in the other direction, as travel
preferences are quite likely to be (at least partly) the by-product of the local built environment. Accordingly,
while scholars ignoring the first process might overstate the impact of the built environment, authors who
take attitudes as given, inherent in people and independent of context run the risk of overlooking it (Naess,
2009). Scheiner (2009a) goes even further, situating this discussion within the framework of individualisation
theory, drawing in particular on the concept of ‘lifestyle’, in accordance with the German social theory of the
1990s (Beck, 1986). In this perspective, because of social change, “transport behaviour is characterised
today by much greater degrees of freedom (than in the past)” (Scheiner, 2009a, p. 17, own translation). This
in turn motivates the need to consider, beside structural factors such as socio-demographic characteristics
and the built environment, also the agency of individuals. Scheiner argues in particular that Giddens’ notion
of a mutual constitution of agency and structure (1984) is very relevant for research on travel and the built
environment, because there are similar mutual influences between the built environment in the residential
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area (which can be the outcome of residential mobility and choice) and travel behaviour (which is
conditioned by the land-use in the area). Accordingly, he argues, daily mobility and residential mobility need
to be studied in conjunction, rather than in isolation.

On a methodological level, the issue of self-selection has prompted several attempts to develop techniques
capable of overcoming the limitations of traditional studies on travel and the built environment. As the latter
generally limit themselves to provide evidence of statistical association, recent work has focused on
satisfying the other three criteria required for establishing causality (Handy et al., 2005):

- in order to prove that the built environment (BE) is the cause behind differences in travel behaviour
(TB), it must be possible to rule out that there is a third factor (associated with both) which accounts
for the statistical association betweeen them. In this perspective, the self-selection argument
amounts to assuming that the relationship between BE and TP is spurious, because unobserved
socio-demographic characteristics or attitudes are ultimately responsible for it. In response to this
limitation, researchers have increasingly include these factors into their multivariate regression
models: while the inclusion of socio- economic characterists of household was already common
practice, more recent research works also include travel-related attitudes among the independent
variables (Bohte et al., 2009). Studies with this approach have often concluded that self-selection
accounts for most of the relationship between BE and TB. However, some authors argue that the
inclusion of attitude variables is also likely to lead to “over-control” and underestimation of the impact
of BE on TB, because there are several indirect effects of BE which are actually mediated by
attitudes (Naess, 2009, p. 314)

- in order to infer causality, there should be an understanding of the mechanism relating the cause
and the effect. The responses to this requirement have been very different methodologically: some
scholars have reccomended the use of forms of path-analysis, such as structural equation modelling
(SEM) (Cao et al., 2009; Scheiner, 2009a), which are suitable for the analysis of complex webs of
cause-effect relationships, since they allow to analyze the relationships between several dependent
and independent variables at the same time. Others have drawn on qualitative methods in order to
highlight how the rationales influencing travel behaviour might explain the relationship between BE
and TP (Neess, 2006; 2009)

- finally, the concept of causality assumes a temporal order whereby causes precedes effect.
However, the kind of cross-sectional models generally used in transport and the built environment
studies are poorly suited to provide evidence on this point. This has prompted different responses: a
panel approach would be ideal, but is very difficult to carry out in practice. Accordingly, researchers
often opt for the inclusion of retrospective questions (assessing for example travel behaviour before
residential relocation) in cross-sectional surveys, which allow the use of quasi-panel data (Handy et
al., 2005; Scheiner, 2009a). This allows better assessment of causal priority: for instance, observing
that car use increases after relocation to the suburbs speaks in favour of a causal effect of BE on
TB; conversely, observing that car-owning households have a greater propensity to move to the
suburbs is consistent with the self-selection hypothesis (Scheiner, 2005; 2009a). More broadly
speaking, the ‘mobility biography’ approach points at the need to analyze the development of travel
behaviour across the life cycle and in relation with key biographical events (ibidem)

As Cao et al. (2009) argue, the ideal method to study travel and the built environment would adress all the
previous limitations at once, i.e. a longitudinal SEM approach wich measures travel-related attitudes at
multiple points in time. However, this is clearly a very demanding survey design: accordingly, it is not
surprising that it has only rarely been tried out. As a result, different findings found in the current research
literature are often the by-product of the different methods used. Handy et al. (2005) illustrate this point
brilliantly: drawing on a multivariate analysis of cross-sectional data, they show that the effect of the BE on
TB is statistically non-significant, once attitudinal variables have been accounted for. However, re-analyzing
the same data with a quasi-longitudinal approach (including retrospective questions about travel behaviour),
it turns out that changes in accessibility due to a relocation are the single most important determinant of
changes in travel behaviour, even after accounting for attitudes and socio-demographics (similar results are
reported by Scheiner, 2009a). These contrasting results might be explained by assuming that people adapt
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their attitudes and preferences to the characteristics of the residential area. Consistently with these results,
the recent literature review by Ewing and Cervero (2010, p. 266) shows that nearly all of the 38 recent
studies that have attempted to control for residential self-selection have found that, even if it does attenuate
the effects of the built environment on travel, there is nonetheless a statically significant association between
travel and the built environment, independent of self-selection influences.

In sum then, the self-selection debate does not challenge the basic assumption of a causal relationship
between the built environment and travel (Cao et al., 2009). Rather, it points at the need to focus on how,
why and to what extent this relationship occurs (Naess, 2006, p. 36). This means:

- focusing on the complex web of interrelationships between the structural contraints of the built
environment and the agency of households (e.g. through residential relocation)

- focusing on the mechanisms through which the built environment influences travel behaviour (Neess,
2006, p. 36)

- focusing on the magnitude (rather than the existence) of the net influence of the built environment, in
order to inform better policy-making?® (Cao et al., 2009)

The discussion presented in this section is relevant for the present research work. Indeed, the main empirical
finding of this thesis is the existence of a significant relationship between the type of area and the
composition of the group of carless households. However, the analysis draws on cross-sectional national
travel survey data, which do not include travel-related attitudinal variables, and does not use a SEM
approach. As a result, every relationship between the type of area and car ownership and/or travel behaviour
that will be illustrated in what follows will be open to interpretation as to to what extent it might (also) be the
product of self-selection. However, it worth keeping in mind that, as Naess argues “built environment
characteristics is a variable prior to residential self-selection in the causal chain” (2009, p. 298), since:

“the fact that people to some extent ‘self-select’ into areas matching their transport attitudeds and car
ownership is in itself a demonstration of the importance of urban structure to travel behaviour. If
there were no such influence, people who prefer to travel by non-motorized modes might as well
settle in the peripheral part of the metropolitan area, far away from public transport stops and and the
concentration of workplaces and services facilities found in the central and inner cities” (Neess, 2009,
p. 298)

1.5.4. Car ownership and the built environment

As argued in the previous section, the relationships between travel, the built environment and individual
attributes and preferences are very complex. In this context, taking into consideration the role of car
ownership (or availability) adds another layer of complexity?8. Indeed, in transport studies car ownership has
an ambiguous status: while it is sometimes considered as a socio-economic factor (see for example Stead &
Marshall, 2001, p. 131-132), other times it is reffered to as a ‘transport resource’, similarly to access to public
transport (Giuliano & Dargay, 2005). All in all, it appears that, while studies on travel and built environment
have focused on different aspects of travel behaviour, they have paid much less attention to the role of car
ownership. Perhaps a division of labour is at work here, as car ownership has been intensively studied with
an econometric approach (§1.3), where the focus is more on the influence of income than on the built
environment.

As argued by Van Acker and Witlox (2010), most empirical studies under the heading of ‘travel and the built
environment’ have studied car ownership in either one of the following two ways: first, car ownership has

25 ps Handy (2005) puts it: “although the connections between transportation and land use at first brush seem both obvious and simple,
our appreciation of the complexities of these connections increases as the research on these connections progresses: the more we
know, the least we seem to know. Researchers have made more progress on some of these propositions than others, but even in the
best cases, our ability to predict the impact of different policies remains limited” (p. 149).

26 As illustrated later (see §2.2.1, §3.2.3), there is obviously a difference between car ownership and availability, with the first implying
the latter but not vice-versa. In this section, however, | will use the two terms interchangeably.
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been studied as a dependent (endogenous) variable that is explained by socio-economic characteristics as
well as by the built environment. As far as the latter is concerned, it is generally observed that each of the six
D’s listed by Ewing and Cervero (2010, see Tab. 1.2) is associated with car ownership (Van Acker & Witlox,
2010): car ownership is lower in higher densities areas, as well as in more diverse areas and where spatial
design is more suitable for modes alternative to the car; similar effects are generally observed for destination
accessibility, distance to public transport networks and demand management measures (such as restrictions
to parking availability). Second, several studies use car ownership as an independent (exogenous) variable,
often in order to control for its effect while assessing the net influence of the built environment on travel
behaviour (see above). In this context, it is generally concluded (unsurprisingly) that more car ownership is
associated with more car use. In reviewing this literature, Van Acker and Witlox argue that the specific role of
car ownership as a mediating variable between the built environment and car use has been generally
overlooked: in this perspective, the spatial characteristics of the residential location (which is the outcome of
a long-term decision) influence the medium-term decision to own a car, which in turn strongly affects daily
travel behaviour (i.e. short term decisions about travel) (2010, p. 65). This happens because car ownership
is best conceived as “a commitment to a specific mode” which reduces the usage of other modes (Simma &
Axhausen, 2001, p. 287). Accordingly, built environment has two kind of effects on travel behaviour: direct
and indirect (i.e. via the effect on car ownership), and the latter can be very significant (Van Acker & Witlox,
2010; Neess, 2006). Moreover, car ownership appears to mediate also the effect of socio-economic
variables, such as income (Van Acker & Witlox, 2010; Scheiner, 2009a).

Scheiner (2009a) goes even further, by considering not only socio-economic characteristics (i.e. life
situation), built environment and car ownership but also lifestyle and location preferences, with the explicit
aim of adressing the issue of residential self selection. The result is a very complex web of relationships
among the elements, and a myriad of both direct and indirect effects between the elements (see for example
the graph in Scheiner (2009b, p. 531). Notably Scheiner (2009a) illustrates how:

- the socio-economic situation impacts on car ownership both directly and via its influence on lifestyle:
the empirical data analyzed by Scheiner using SEM, however, show a much stronger direct effect of
the life situation, while the relationship with lifestyle apperars to be weak and unclear

- car ownership is strongly related to both the built environment and location preferences, even though
the first relationship appears to be stronger; moreover, car availability can in turn influence the
choice of the residential location, both directly (because car owning households have, all other
factors equal, access to a bigger share of the housing market) and indirectly (possibly by inducing
preferences towards more car-oriented areas, as argued by Naess, 2006; 2009)

- in accordance with what argued above, car ownership is a crucial mediating variable both between
life situation and travel behaviour and between built environment and travel behaviour (Scheiner,
20093, p. 178)

Concerning the issue of residential self-selection, further work carried out by Scheiner with a mobility
biography approach in the Cologne area (2005; 2009a) shows that:

- the built environment influences car ownership, even after controlling for residential self-selection:
this is demonstrated by the fact that household moving from inner city to suburban areas increas
their motorisation after the residential relocation, while households who move in the other direction
reduce it

- on the other hand, residential self-selection mechanisms are at work: this is shown by the fact that
households who move from inner city to suburban areas, even before moving, already had higher
levels of motorisation (if compared to households who did not move); conversely, households
moving from the suburbs to the inner city already had lower levels of motorisation (if compared to
‘stayers’) when they were living farther away from the city centre

To sum up, in the last few sections | have shown that disentangling the relationship between travel and the

built environment is considerably complex, both theoretically and empirically, given the multiplicity of factors

involved and the abundance of interrelations among them. In the context of a thesis that is focused on

households without cars, it is important to note both the importance of car ownership in determining travel
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behaviour and its role in mediating the influence of both the built environment and socio-economic
characteristics. Both of these findings highlight the relevance of focusing on car ownership, even when the
primary concern is car use and its the negative externalities. Finally, previous research indicates that the
varying degree of car ownership across different types of areas has to be interpreted as both the result of the
causal influence of the built environment on car ownership and of residential self-selection.

1.6. Policies for environmentally sustainable transport: an overview

1.6.1. Environmentally sustainable transport

In the context of this thesis, the analytical concept of car dependence is crucial: it would thus make sense, in
the closing section of this chapter, to focus on policies meant to contrast and reverse the systemic process of
car dependence, as defined in this chapter (§1.4). However, this would be misleading, since most policies in
this area have instead been framed by the concept of ‘sustainable development’. This notion, as originally
defined in the Brutland Report (World Commission on Environment and Development, 1989), comprises
three dimensions: economic growth, social inclusion and environmental balance. In this context, the major
innovation brought about by the report was its focus on intergenerational equity, as shown by the title (“Our
Common Future”) and the famous definition of sustainable development as “the development that meets the
needs of the present without compromising the ability of the future generations to meet their own needs” (p.
43).

Similarly, even though several definitions of ‘sustainable transport’ have been put forward (Black, 2010), they
generally comprise three goals (see for example Commission Expert Group on Transport and Environment,
2000):

- the environmental externalities of transport should be limited, in order not to compromise the welfare
of future generations

- transport policy should be consistent with the goal of economic growth

- intra-generational equity should be promoted

Providing a comprehensive review of policy measures for sustainable transport is a huge task, and one that
cannot be accomplished in the context of this thesis (for updated reviews see Banister, 2005; Holden, 2007;
Black, 2010; Schwanen et al., 2011). Accordingly, | will narrow the scope of this section in several ways:

- the focus here is only on the first goal, i.e. on environmentally sustainable transport; a review of
policies which tackle the ‘social equality’ side of transport is provided at the end of the next chapter
(§2.4)

- in accordance with the rest of this chapter, | limit my focus to surface passenger transport in
developed countries, thus excluding both freight and air transport

- | do not consider technological solutions to the problems of unsustainable transport; accordingly, |
concentrate on policy measures meant either to reduce the demand for travel or to reduce the
energy intensity of travel by intervening on human factors (for example by promoting modal shift
away from the car) (see §1.2.4)

- 1 will make only scant reference to the institutional and organizational issues related to achieving an
environmentally sustainable transport system (Rietveld & Stough, 2005)

The focus of the remainder of this section will thus be mostly on policy measures meant to directly reduce
car travel and/or ownership. For the sake of brevity, | will limit myself to provide a very general description of
five broad areas of intervention?” (improving modal alternatives, changing the built environment, pricing

27 | also do not consider the possible role of information and communication technologies (ICT) in reducing travel demand (Andreev et
al., 2010).
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disincentives, changing individual attitudes and behaviour). More concrete examples of policy measures are
provided in the chapters focused on the case studies (§4.1, §5.1). Given the focus of this thesis on car
dependence, | will consider in particular the limitations of each bundle of policy measures. In the last section
(§1.6.6), | will briefly elaborate on the limits of environmentally sustainable transport policies more in general.

1.6.2. Improving modal alternatives

A first, obvious approach to curb car use and ownership is to get people to use other modes of transport
instead. As Schwanen et al. (2011) explain:

“the rationale underpinning this focus is that by extending in space and time the availability and
accessibility of more sustainable forms of transport, such as walking and cycling, local public
transport, high-speed trains (HST) and freight transport by rail, the choice sets available to persons
and firms becomes larger. They are offered more and better opportunities to switch from high to low-
carbon forms of transport” (p. 995)

As far as public transport is concerned, improvement policies have targeted the following areas:

- from a spatial point of view, efforts to increase the supply of public transport might take the form of
network extensions, as well as of better route penetration

- from a temporal point of view, it is often argued that both higher service frequencies and longer
operating hours might contribute to a modal shift

- in terms of quality, it is often argued that rail-based public transport is a better solution than buses,
and one more capable to generate a shift from private cars to public transport (Newman &
Kenworthy, 1999, p. 154), even though this is sometimes disputed (Prud’homme et al., 2011). In this
context, Bus Rapit Transit (BRT) systems, such as those pioneered by Latin American cities, are
increasingly considered as an alternative, because they combine the quality of rail-based networks
with the affordability of bus-based systems (Wright, 2002). Broadly speaking, efforts to improve the
quality of public transport in urban areas have often resulted in the prioritization of buses
(segregated lanes). Besides this endeavours, improving the spaces of public transport vehicles in
terms of comfort and convenience is seen as a promising way to improve their attractiveness,
particularly when they allow travellers to use travel time in a meaningful way

- in terms of costs, reducing fares is generally assumed to foster more public transport ridership, by
counteracting historical trends towards increasing relative affordability of car travel; accordingly,
public transport providers have often tried to reduce the prices of monthly or annual tickets, in order
to encourage travellers to commit themselves to this mode of transport. Free (tax-funded) public
transport services, by contrast, have been only rarely implemented on a large scale (Steenberghen
et al., 2006)

Promoting cycling and walking is also seen as a priority in order to achieve environmentally sustainable
transport: indeed, non motorized modes of transport offer, at least in theory, a promising alternative if the
goal is to reduce fuel consumption and polluting emissions (Tolley, 2008). Their potential appears greater in
urban areas, where ‘slow’ modes of transport have more chances to compete with the motor car for short
journeys, and where they seem capable to provide the same level of flexibility as private motorised transport.
Efforts to increase the modal share of walking and cycling have generally resulted in the provision and/or
improvement of dedicated infrastrucure, such as bike lanes, cycle parking and sidewalks, as well as in traffic
calming measures wich aim to make cycling and walking safer (Newman & Kenworthy, 1999; Litman,
2010b). Such interventions on street design often go hand in hand with more wide-ranging efforts to change
the built environment in order to reduce car use (see below). However, it is sometimes observed that the
provision of adequate infrastructure is not enough to bring about the desired modal shifts, which might
therefore require a more fundamental change in the willingness of individuals to use those modes of
transport (Pooley, 2011).
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Other ways of providing an alternative to car use are subsumed under the label of Flexible Transport
Services (FST), that is:

“an emerging term in passenger transport which covers a range of mobility offers where services are
flexible in one or more of the dimensions of route, vehicle allocation, vehicle operator, type of
payment and passenger category. This encompasses traditional dial-a-ride/paratransit services
which have existed for over 40 years, more recent telematics-based Demand Responsive Transport
for the wider public, taxis, and informal transport solutions mainly associated with developing
countries. Importantly the definition of FTS also includes car sharing and lift sharing services”
(Nelson & Wright, 2012, p. 1)

While FTS have a variety of goals (among others, allowing people with mobility difficulties to travel, see
§2.4.3), they are increasingly seen as a way of providing an alternative to private motorised vehicles while
offering the same degree of flexibility (unlike traditional public transport). In this context, car sharing is
promoted as a way to decouple car use from car ownership, since the latter tends to make the choice of the
car a matter of habit (Barter, 2008), and particularly as a way to reduce multiple car ownership (Caulfield,
2012).

However, improving modal alternatives has several limitations, among others:

- providing additional public transport services is expensive, notably when it implies extending the
service to areas and/or times of day where ridership is expected (at least initially) to be low. FTS in
particular might be particularly expensive (Nelson & Wright, 2012)

- in some kind of areas, such as car-oriented suburbs or rural areas, it can be extremely challenging to
provide public transport services that are competitive with the car. In particular low density and
certain street design features (such as cul-de-sac streets) make it difficult to provide convenient
public transport in these areas, even though some argue that there is scope for improvement (Mees,
2010). The cost of providing public transport in these areas are also likely to be higher. On the other
hand, given the right conditions, investment in public transport (especially in light rail systems) is
likely to increase densities on the medium-long term (Handy, 2005)

- with regard to walking and cycling, the modal share of non motorised modes of transport (notably in
terms of travel distance) is quite low in most developed countries, including those (such as
Germany) renowned for the walkability and cyclability of their cities (see §4.1.2). Accordingly, most
transport scholars see promoting walking and cycling as only a small part of the solution to
unsustainable transport

- more broadly speaking, alternative modes, almost by definition, compete with the automobile for the
same resources: street space, public investment, etc. Accordingly, improvement to modal
alternatives might need to be complemented by measures directly constraining car use and
ownership, as well as by a draining away of resources from motoring

1.6.3. Changing the built environment

As illustrated in §1.5, the existence of a relationship between the built environment and travel behaviour has
resulted in attemps to use urban and territorial planning in order to achieve sustainable transport. In this
context, compact, mixed-use and public transport oriented urban developments are promoted as a tool to
reduce car use and the associated environmental externalities. In the US, these strategies are commonly
referred to as New Urbanism, Transit Oriented Development (TOD) and Smart Growth (Leinberger, 2008). In
Europe, where urban development is generally more dense, it is more common to talk about ‘compact city
policy’ (OECD, 2012, see also §4.1.1 and §5.1.1). ‘Car free’ or ‘low car developments have also been
promoted in Europe (Glotz-Richter, 1995; Ornetzeder et al., 2008; Morris et al., 2009; Melia 2010; Melia et
al.,, 2010; Ghent, 2012; see §3.2.1).

Another way to promote sustainable transport is to realize traffic calming measures such as (among others)
speed limits, restrictive measures against private traffic and parking restrictions (Newman & Kenworthy,
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1999). These are often implemented in combination with densification measures and the provision of
facilities for cycling and walking. More broadly speaking, advocates of sustainable transport often suggest to
limit the provision of new road infrastructure to the minimum, in order not to fuel the self-reinforcing dynamic
of the predict-and-provide paradigm that has dominated transport policy for a long time (Goodwin et al.,
1991; SACTRA, 1994; Walton, 2003; Parkhurst & Dudley, 2008)

It is important to observe that implementing this agenda has wide-ranging institutional and organisational
implications: as a matter of fact, car-oriented development of the past are (at least in part) the consequence
of a lack of coordination between local policies of urban development and public transport planning.
Accordingly, it is usually agreed that a greater level of coordination between transport and land-use policies
is required if public transport oriented developments have to be realized (Kaufmann & Sager, 2006; Gallez &
Kaufmann, 2010). However, the need for coordination is not limited to these sectors, nor to the local level: as
shown in Britain by the Social Exclusion Unit (SEU, 2003), the location decisions of a number of key pubilc
services (for example, health care services) have for long been taken with little (if any) concern for their
accessibility by modes alternative to the car. Accordingly, providers of public services also need to be
involved in coordination processes, if the trends towards increasing car use have to be reversed.

While sustainable transport strategies that intervene on the built environment might appear more radical and
effective than simple improvement to modal alternatives, they also have several limitations:

- first, the built environment changes only very slowly. This means that, on one hand, existing car
oriented developments will continue to exercise their effect for the foreseeable future. On the other
hand, realizing new, more sustainable areas (and redevelop existing ones) is likely to require a great
deal of time. Accordingly, changing the built environment is best seen as a long term strategy,
unlikely to make a difference in the short term

- the implementation of changes in land-use and transport policies is likely to meet a lot of institutional
and organisational resistance, because of what Newman and Kenworthy (1999) call ‘institutionalized
car dependence’ (§1.4.2) and of path dependencies in transport and urban planning policies
(Pflieger et al., 2009)

- while there is a broad agreement among scholars that the built environment influences travel
behaviour (§1.5), it is much less clear to what extent the implementation of ‘smart growth’ strategies
does effectively lead to reduction in travel distances, car use and the like (Handy, 2005). As a result,
the effectiveness of changing the built environment is often called into question, quite apart from the
ease of their implementation

- even assuming that densification strategies bring about reductions in car travel on a sufficient scale
and speed, they are likely to result in collateral effects, which could ultimately undermine their
effectiveness and/or their acceptability. An example of this is ‘the paradox of intensification’ (Melia,
Parkhurst, and Barton, 2011) whereby densification results in greater concentration of traffic in the
local area, with associated impacts in terms of noise, local air pollution and safety. In that sense
there is a risk that densification might increase environmental problems at the local level, even while
reducing them at the global level. This, in turn, can offset the gains at the global level, in at least two
ways: first, increased congestion in the local area might increase emissions and energy use; second,
worsening local environmental conditions might result in further demand for suburban housing.
Moreover, local residents might oppose intensification strategies on the ground that they increase
traffic, and this can be an important obstacle for their implementation. Accordingly, Melia and
colleagues suggest that intensification strategies should be accompanied by more radical policies to
constrain car use (e.g. pricing measures, increased supply of public transport)

- the impact of public transport oriented development on intragenerational equity is somewhat
controversial: indeed, TOD policy documents often include the promotion of mixed-income
communities among their goals (Talen, 2002); yet, successful TODs are likely to result in increased
land values and housing prices (Cervero, 2004c), with potential knock-on effects in terms of
gentrification (Kahn, 2007), displacement of poor households and segregation (Newman et al., 2009,
pp. 47-51). Theoretically, these negative impacts are not inevitable, as several strategies exist to
reconcile TOD with social equity goals (Policy Link, 2008). However, in practice, such countervailing
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actions generally require high levels of effort and commitment on the part of the public sector
(Downs, 2004). As a result, the impact of densification on social equity is often controversial, and this
can undermine their acceptability

More broadly speaking, reducing car use by means of changes in the built environment is probably a
‘sisyphus work’, given the historical trend towards a decrease in the ‘friction of distance’ (Knowles, 2006). As
Fulton (2004) puts it:

“one of the principal challenges in slowing — and perhaps eventually reversing — travel growth is
encouraging people in an increasingly wealthy world to reorganize their lives as to be closer to their
destination of choice (..) despite their increasing ability and apparent inclination to arrange these
activities farther and farther apart” (p. 190)

Similarly, Weinberger and Lucas (2011) observe that:

“despite (..) increasing evidence of connectivity between urban form, people’s travel choice and the
level of their automobile use, land-use planning policies have proved to be extremely difficult to
deliver in practice. (..) It is also clear that the opportunity to build new towns and cities or to
significantly redevelop existing urban areas to make them more compact and transit oriented is
limited, long term and also costly to deliver” (p. 74)

For these reasons, scholars and policy makers generally agree that changing the built environment is not
enough, and that more short-term measures are needed. In this context, pricing disincentives are frequently
mentioned.

1.6.4. Pricing

Many scholars have argued for the need to use economic instruments in order to reverse the car
dependence process. The main argument is generally that, as of today, “the car is on welfare” (Newman &
Kenworthy, 1999, p. 142). According to Newman & Kenworthy, “many studies in different parts of the world
have found that the subsidy provided to the car is about US$3,000 to 4,000 per vehicle per year for roads,
parking, health costs, pollution costs and so on” (ibidem). In that sense, it is often argued that current levels
of car use are not an accurate reflection of consumer choice, since the market fails to take into account the
true costs of car use, and thus stimulates demand for this mode of travel above the level that would be
expected otherwise (Litman, 2002; Mo.Ve. Association, 2008). According to Dupuy (1995a), the car system
owes much of its success and endurance precisely to its ‘public-private mixed economics’, whereby “the
individual pays for the car, upkeep, insurance and fuel (while) various public bodies pay for the network of
roads and streets” (p. 26-27). Even if taxes on motoring exist, in fact, until now, they have rarely been used
in order “to make the motorists pay the real costs of the advantages which they gain from the system”, but
rather to “mantain a certain fluidity in traffic and parking”, thus playing a role of active accompaniment for the
expansion of the automobile sector (ibidem).

In short, then, pricing measures (such as road pricing, congestion pricing, emission charging and increases
in fuel or other motor-related taxes) can be used to fullfill at least four different goals: first, internalise the
costs of the externalities produced by the car and thus, arguably, enhancing equity between those who are
responsible for them and the others (Musso & Burlando, 1999, p. 6; Docherty, 2003, p. 16); second, increase
the perceived costs of car driving for the user, in order to bring it closer to the perceived price of other modes
and thus reduce demand; third, to gather resources in order to finance the improvement of alternative modes
(such as public transport), or other policies aimed at reducing car use (Newman & Kenworthy, 1999, p. 142-
144); fourth, higher fuel taxes may be required in order to allow the introduction of new, highly fuel-efficient
vehicle technologies or alternative fuels (Schafer et al., 2009, p. 236).

Interventions aimed at changing the cost structure of car-based travel generally focus either on increasing
the fixed costs of vehicle purchase and ownership, or the marginal costs of vehicle use (Weinberger &
Lucas, 2011). Pricing car use can also have a variety of forms, such as: fuel taxes; parking charges; road
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pricing, tolling schemes and congestion charging (particularly in urban areas). Moreover, the case for the use
of carbon taxes has often been made, even though actual implementations are still rare (Litman, 2010c).

The case for pricing motoring is strong, and it generally features prominently in most sustainable transport
agendas. However, it is not devoid of limitations:

- the price increases required to bring about the necessary changes are likely to be very high, at least
as far as car ownership is concerned. Indeed, Ingram and Liu (1999), in their comprehensive
econometric study of the determinants of motorisation worldwide, find that income elasticities are
about double than price elasticities. In a context of continuning economic growth, this means “prices
would have to grow twice as fast as incomes to stabilize vehicle ownership” (ibidem). This is likely to
be unpopular and difficult to implement

- it is often suggested that these measures are potentially threatening to intragenerational equity, as
they might be punitive and regressive towards low-income car-owning households (Huby and Burkitt,
2000; Lucas et al., 2001), especially in suburban and rural areas (Gray et al., 2001). The equity of
transport pricing measures is a highly debated and controversial subject, which has produced a vast
quantity of literature that it is impossible to expand on here. In a nutshell, pricing measures have
raised concerns about equity among both scholars and the general public, and these concerns may
effectively hamper their implementation. The main issue is that, as motorisation has increased, car
ownership and use, which used to be a luxury good (in economic terms) have become a necessary
good: as a result, motoring taxes tends to have a regressive effect (Berri & Dargay, 2010). The issue
is compounded in rural areas, where the elasticity of car ownership is lower (Dargay, 2002).
Accordingly, the Mo.Ve. Association has explicitly recognised that “the introduction of coercive
measures could generate significant economic and social impacts, particularly within specific groups
of the population and within certain areas of the country” (2008, p. 35). Also Newman & Kenworthy
admit that the implementation of economic instruments “will have immediate social and equity
impacts” unless they are part of a broader strategy aimed at reducing the need to travel: otherwise,
“with no other option provided, the increased costs of driving can only be punitive and regressive”
(1999, p. 142-143). Similarly, Lucas et al. (2001) have conducted a study of transport and
accessibility from the perspectives of disadvantaged groups and communities in the UK, collecting
data by means of focus groups: they have observed a “surprising” level of animosity towards pricing
policies to restrict car use, even among those without cars (p. 38), while local authorities have often
expressed their uneasiness in implementing such measures. Accordingly, the authors conclude that
“policies to ‘cost the environment’ into car use are essentially inequitable in that they effectively ‘pull
the ladder up from the bottom’, have a disproportionate negative impact on low-income car-owning
households and increase the travel poverty of non-car-owning households who rely on lifts from
others”. Lucas & Le Vine thus warn politicians against “enter(ing) blindly into policy or scenarios that
run the risk of undermining the very basis of people’s economic and social well-being"?® (2009).

1.6.5. Changing individual attitudes and behaviour .

The previous three kinds of policy measures are often referred to as ‘hard’, because they act on structural
factors behind car use and ownership (transport supply, built environment, prices). By contrast, ‘soft
transport policy measures’ may be defined as those which:

“try to influence individual decisions making less by using force and restrictions, but rather by
persuasion that is by changing people’s perceptions and motivations. For this purpose soft transport
policy measures sistematically use social marketing technologies in which psychological concepts
like perceptions, values, attitudes, social norms or perceived self-efficacy play an important role”
(Méser & Bamberg, 2008, p. 11)

28 An interesting example of how equity concerns may effectively hamper the implementation of the sustainable transport agenda is the
UK Fuel Tax Escalator on petrol (see §5.1.2).
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In that sense, soft transport policy measures can be seen as the application to transport of a more general
approach to promoting pro-environmental behaviour (Lucas, Brooks et al., 2008). This corresponds to what
Shove has critically defined as the ‘ABC’ paradigm, whereby policy makers aim to change the attitudes of
individuals in order to get them to choose behaviours that are more environmentally benign (Shove, 2010).
Examples of soft transport policy measures are the following (Cairns et al., 2004; Méser & Bamberg, 2008;
Black, 2010; Weinberger & Lucas, 2011): advertising and awareness campaigns; demonstrations providing
environmental information and/or personalised motoring information; personalised travel planning; marketing
campaigns to promote modal alternatives.

Often included in this field are workplace and school travel plans, often referred to as ‘mobility management’
in mainland Europe (Senn & Ravasio, 2002): such plans aim to reduce the car use of employees (or, in the
case of school travel plans, pupils’ parents) but usually include a variety of measures, not all of which can be
defined as ‘soft’. They tipically include (among other measures): public transport incentives, personalised
journey plans, car sharing or car pooling schemes, car parking restrictions, as well as the provision of new
dedicated buses. The bottom line is generally to achieve a modal shift away from the car by getting people to
voluntarily choose other means of transport.

The main limitation of soft transport policy measures is the same that | have outlined above (§1.4.1) for the
‘ABC’ paradigm more in general (Shove, 2010): by focusing on individual attitudes and behaviour, such
measures tend to be ineffective when structural factors (such as, for example, limited availability of modal
alternatives, car-oriented built environment, or low motoring costs) are the main cause of car use. Moreover,
they also tend to obscure the role of public powers in sustaining those structural factors (Reigner et al., 2009;
Shove, 2010). This does not mean that soft transport policy measures cannot be effective in particular
contexts such as, for example, compact urban areas with good public transport networks. In that sense,
while the effectiveness of soft transport policy measures is a much debated issue (Cairns et al., 2004; Mdser
& Bamberg, 2008), there is an urgent need to “increase (the) understanding of which contextual factors
promote or impair the effectiveness of a specific soft transport policy measure and how they do this” (M&ser
& Bamberg, 2008, p. 21).

1.6.6. The limits of sustainable transport policies

As illustrated in the previous few sections, every kind of policy measures to reduce car use and ownership
has important limitations. Accordingly, it is not surprising that most scholars and policy makers argue that an
integrated set of policies is required if enviromentally sustainable transport is to be achieved (see Givoni et
al., 2013). A typical example is Naess’ claim that:

“it is not reasonable to expect any single instrument to be able in itself to induce the necessary
reduction of emissions. If the reductions of transportation’s environmental loads necessary to make a
difference in relation to the global climatic challenges are ever to be possible, there will probably be a
need to combine both more energy-efficient vehicles, fuel taxes, road charges, improved public
transport in cities, and a spatial planning limiting the needs for transport” (20086, p. 5)

On the other hand, however, there is a widespread impression that current policies for sustainable transport
are falling far short of their goals. The European Commission, for example, reviewing more than ten years of
european policies on transport, has recently admitted that “the european transport system is still not on a
sustainable path in several aspects” (European Commission, 2009, p. 3). In that sense, as observed by
Schwedes, “the field of transport policy (..) is characterized by extraordinary discrepancy between
programmatic goals and real transport development” (2011a, p. 7). In this context, several scholars have
noted that the loose concept of sustainable transport is interpreted in very different ways by various social
actors: as a result, behind the apparent agreement lay powerful, contrasting interests and hidden agendas
(Cucca, 2009; Schwedes, 2011b). Accordingly, Schwedes argues that in order to understand the
aforementioned discrepancy it is necessary to analyse the field of transport policy with a political science
approach, capable of shedding light on the vested interests that stand in the way of a radical change in
current transport trends (2011a, 2011b).

61



In this context, it is interesting to discuss one example of conflict that the consensual notion of sustainable
transport contributes to hide, i.e. the tension between the environmental and the social goals of transport
policies. Indeed, it is worth reminding that the roots of the sustainability concept “did not come so much from
academic discussion as from a global political process” (Newman and Kenworthy, 1999, p.1). In that sense,
it is probably better seen as comprising three meta goals (rather than analytical dimensions): growth, intra-
generational equity and intergenerational equity (environmental protection) (Feitelson, 2002, p. 142).
Accordingly, sustainable development that simultaneously achieves all three meta-goals seems to be more
of a political goal than a scientific notion. In this context, the potential trade-offs between growth and
environment and between growth and intra-generational equity have been frequently addressed; by contrast,
the third potential trade-off, between intragenerational and intergenerational equity, has received only limited
attention (Feitelson, 2002, p.142). Similarly, in the field of transport, the tension between economic growth
and environmental sustainability has been widely discussed, leading to the debate about the possibility of
“decoupling” the environmental impacts of transport from economic growth (OECD, 2006); however, the
tension between the environmental and the social agenda in this context has been studied less often (Lucas
etal., 2001; Lucas, 2006; Cucca & Tacchi, 2012; Mattioli, 2013).

The review of policy measures carried out in this section has shown that changes to the built environment
(§1.6.3) and pricing measures (§1.6.4) have a limitation in common, as they both might worsen existing
social inequalities. As a matter of fact, while pricing disincentives can disproportionately disadvantage low-
income car-owning households, densification strategies can result in gentrification and increased urban
segregation. Accordingly, it makes sense to assume that concerns for possible negative social impacts of
these policies can make their implementation difficult. The existence of this trade-off might help us make
sense of why, in spite of increasing awareness, it is so difficult to tackle the environmental externalities of
transport. The latent tension between social and environmental goals in the context of sustainable transport
will be dealt with again in the closing section of the next chapter (§2.4.7), which is entirely focused on the
relationship between transport and social exclusion.
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2. Car-related transport disadvantage

2.1. The field of transport and social exclusion research

The first chapter of this thesis focused on increasing levels of mobility, motorisation and car dependence.
Notably, | have highlighted the consequences that this process has on the environment, why they are of
concern and the policies generally envisaged to achieve environmentally sustainable transport. It has been
pointed out, however, that the growth of car ownership and use has also profound implications for the
dynamics of (intra-generational) social inequality (§1.1.6): in a nutshell, it appears that in a more mobile
world, the ability to cover greater distances and the access to motorised means of transport (such as the
automobile) is increasingly important for social status and participation in society (Knowles, 2006). In this
second chapter | focus on this topic, by discussing the various ways in which car ownership and use (or lack
thereof) are related to patterns of social inequality (§2.2). The spatial dimension of this phenomenon (§2.3)
and the policies aimed at reducing (car-related) transport disadvantage (§2.4) are also discussed. This sets
the context for the empirical work, focused on households without cars, that is the object of the remainder of
this thesis.

In this first section (§2.1), however, | focus more generally on the field of transport and social exclusion
research. While it is beyond the scope of this chapter to provide a full review of this literature (for recent
overviews see Currie & Delbosc, 2011a; Lucas, 2012), it is necessary to give a sense of the issues and
complexities that it involves. This sets the context for the rest of the chapter, that is focused more specifically
on ‘car-related’ transport disadvantage.

2.1.1. Delimiting the field

From the outset, it is necessary to delimit the scope of the discussion. Indeed, in recent years there is
increasing interest for the interface between transport and social equity: this can be described as a “complex
and wide-ranging topic area, with a common focus on social impacts, distributional and social equity effects
of the transport system and the policy decision process” (Lucas & Jones, 2012, p. 1). This research field
includes very different topics (Jones & Lucas, 2012), including (but absolutely not limited to): road casualties
and injuries (Fleury et al., 2010; Haddak et al., 2010), air pollution (Schweitzer & Valenzuela, 2004) and
forced residential relocation (Geurs et al., 2009; Jones & Lucas, 2012)

In a nutshell, there are several ‘goods and bads’ associated with transport and both are distributed unevenly
across society. Accordingly, some authors argue that there is a need for comprehensive approaches that
take them all into account (Lucas & Jones, 2012, p. 1). Notably, researchers often argue that disadvantaged
groups in society suffer from both a lack of access to ‘transport goods’ and a disproportionate exposure to
‘transport bads’. In the UK, the Sustainable Development Commission recently argued that:

“the inequality is two-fold. In general the people experiencing the worst access opportunities also
suffer the worst effects of other people’s travel. They are both ‘less travelled’ and ‘travelled-upon™
(Sustainable Development Commission, 2011, p. 8)

When talking about the field of transport and social exclusion research, however, the reference is generally
to studies focused on the distribution of what is arguably the main good that transport is expected to deliver:
accessibility. While accessibility is a notion with a long history and a variety of competing definitions
(Farrington & Farrington, 2005), in “its broadest interpretation” it provides

“measures of the degree to which people can reach the goods and services that society considers
are necessary for them to live their daily lives, but with an emphasis on potential/capability rather
than actual behaviour” (Jones & Lucas, 2012, p. 6)
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A lack of accessibility (at the individual, household or local community level) is generally considered as being
negative, insofar as it can contribute to bring about social exclusion. Therefore, before introducing the notion
of transport disadvantage, it is necessary to discuss the notion of ‘social exclusion’. While the precise
definition of what is meant by social exclusion is the subject of a complex and ongoing debate, a satisfactory
definition in this context is the following:

“the unique interplay of a number of factors, whose consequence is the denial of access, to an
individual or group, to the opportunity to participate in the social and political life of the community,
resulting not only in diminished material and non-material quality of life, but also in tempered life
chances, choices and reduce citizenship” (Kenyon et al., 2002, p. 209)

The definition provided above has several defining features, which can be contrasted with the (more
traditional) notion of ‘poverty’:

- instead of focusing on only one aspect such as insuffient income, social exclusion is conceived
as a multidimensional construct, highlighting the variety of contributing factors that may lead to
non participation in society, as well as their inter-relationships. In this context, “the issue
becomes one of (..) understanding what these factors are and how the impact of improvement in
one area affects the system as a whole” (Stanley, 2011, p. 29)

- instead of narrowly focusing on material aspects, a framing in terms of social exclusion stresses
non-material dimensions, such as participation in social and political life: in that sense, the
concept has “drawn attention to the fact that being part of society and having good well-being is
a lot more than material and economic gains” (Stanley, 2011, p. 34)

- instead of focusing on a state or outcome (such as poverty), this approach focuses on the
processes that bring about exclusion from society

- the concept is meant to stress that exclusion is the emergent property of the interaction between
individuals and households, on one hand, and society on the other. In that sense, “in highlighting
the denial of access to opportunity, (it) places emphasis upon structural constraints to
participation, removing the individual culpability that is implied by definitions suggesting an
inability to participate in society” (Kenyon et al., 2002, 209). This is often contrasted with the
stigma attached to the notion of poverty

- the notion of ‘participation in society’ highlights the inherently relational nature of the social
exclusion concept (Litman, 2003). With regard to transport, this implies that “what is necessary
for full ‘social’ inclusion varies as the means and modes of mobility change and as the potential
for ‘access’ develops with the emergence of new technologies” (Cass et al., 2005, p. 542)

While the concept of social exclusion was first put forward in the French context in the 1980s, it has been
increasingly adopted as a framework for social policy internationally (Council of the European Union, 2010).
According to Smyth “for researchers on transport and disadvantage (..) this approach represents what has
become the new mainstream in terms of thinking about poverty in contemporary developed economies”
(2007, p. 02.5). In this context, several authors have put forward the concept of ‘mobility- (or transport-)
related social exclusion’. One possible definition is the following:

“the process by which people are prevented from participating in the economic, political and social
life of the community because of reduced accessibility to opportunities, services and social hetworks,
due in whole or in part to insufficient mobility in a society and environment built around the
assumption of high mobility” (Kenyon et al., 2002, p.210-211)

While a great variety of theoretical constructs (beside social exclusion) is used in the literature (see §2.1.3),
this definition is still useful to identify a research area. This, however, is not equally developed all over the
world: indeed, while some countries have led the way, in others the study of the relation between transport
and social exclusion is still in its infancy. Moreover, in countries where a wealth of studies have been
conducted, this has sometimes happened under other theoretical frameworks. In the next section, | provide a
brief account of this variety.
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2.1.2. Different national perspectives

The UK is generally considered the leading country in the research on transport and social exclusion. In this
context, the surge in interest for the topic in the last 10-15 years has been policy-driven. According to Lucas
and Markovich, most studies “emerged in response to the social welfare concerns of the then newly elected
Labour administration” (2011, p. 225). Indeed, with the election of the first New Labour government 1997,
‘social exclusion’ became a key policy concept in Britain, as shown by the launch of the Social Exclusion Unit
(SEU) that very same year. The remit of the unit (now disbanded) was to advance knowledge about social
exclusion and promote solutions to the associated problems (Lucas, 2004a, p. 40): given that a first report
the following year (SEU, 1998) highlighted the importance of transport problems for social exclusion, in 2001
the then Prime Minister Tony Blair asked the SEU to start a wide-ranging study on this topic involving
literature reviews, public consultations and local area research studies. The results of this research effort
were made public in 2003 with the publication of ‘Making the Connections: Final Report on Transport and
Social Exclusion” (SEU, 2003). This has been a turning point for the research on transport and social
exclusion, in at least two respects. Firstly, it has improved the quantity and quality of British research by
leaps and bounds: indeed, while transport inequalities had been studied in the UK since the 1970s, these
efforts had been “fragmented and piecemeal”’ (Lucas, 2004b, p. 145). After 2003, more concerted research
efforts have considerably advanced both the theoretical and the empirical understanding of transport and
social exclusion in the UK (Lucas, 2012). Secondly, the SEU has raised academic and policy interest in the
issue in other countries such as, among others, France (Orfeuil, 2004a) and Australia (Currie et al., 2007;
Currie, 2011a).

In the case of Australia, most research efforts have been conducted in the state of Victoria. Similarly to the
UK, the main driver has been the interest of governmental institutions: as reported by Morris and Kinnear
(2011), in recent years the Victorian government has developed an interest in the social impacts of transport,
notably in relation with the low-density nature of many settlements on its territory. Accordingly, the Australian
Research Council has funded a five-year research program (‘Investigating Transport Disadvantage, Social
Exclusion and Well-Being in Metropolitan, Regional and Rural Victoria’) whose results have been recently
internationally published (Currie, 2011a). A defining feature of the project is the effort to draw lessons from
the UK, which has been accomplished with the involvement of leading British scholars (Lucas & Currie,
2012).

In the United States, considerable research efforts have been devoted to investigating the links between
transport and employment. However, this has generally happened under other theoretical frameworks such
as the spatial mismatch hypothesis (McLafferty, 2001), which has prompted studies on the role played by
public transport and car availability in the welfare-to-work transition (Taylor & Ong, 1995; Cervero et al.,
2002; Ong, 2002; Blumenberg, et al., 2003; Kawabata, 2003; Lucas & Nicholson, 2003; Blumenberg &
Manville, 2004; Ong & Miller, 2005; Grengs, 2010, see §2.2.1 below). Studies in this vein are also
sometimes seen as part of a broader ‘environmental justice’ agenda, and as such they have received
increasing attention in recent years?® (Kennedy, 2004). According to Lucas, while “US policy and practice is
more advanced” than the British in this field (2004d, p. 291), there are limits to existing research and policy
approach, namely the excessive focus on certain disadvantaged groups (racial minorities and the
unemployed) and on the welfare-to-work transition, while access to other services and opportunities is only
rarely considered, and the lack of consideration of the influence of land-use planning (Lucas, 2004c; 2004d).
In this context it is revealing that (unlike the UK and Australia) the issue has not been framed around the
concept of social exclusion - a term which is rarely used in US policy and research®® (Rosenbloom, 2007).

29 The term ‘environmental justice’ has a long and complex history, and a variety of meanings (Walker, 2012). According to Kennedy
“(it) has been used to embrace notions of discrimination, equity, denial of benefits, adverse effects, initially to people of color and other
minority populations, but more recently to low-income populations. In relation to transportation issues, this would include consideration
of the effects from road building and other transportation infrastructure, transportation-related air and noise pollution, congestion, denial
of access to transportation and community severance” (2004, p. 157).
30 However, there are signs that this might be changing: for example a recent study by Casas et al. (2009) focuses on children access
to urban opportunities in the State of New York and makes reference to the notion of ‘transport-based social exclusion’.

65



The situation is partially different in Canada: even though also here the concept of social exclusion is not
widely used (Litman, 2003), recently a large research project called ‘Mobility and social exclusion in
Canadian communities. An empirical investigation of opportunity access and deprivation from the
perspective of vulnerable groups’ (Paez et al., 2009) has been launched, whose results have been
internationally published (Paez et al., 2010a; 2010b; Roorda et al., 2010; Morency et al.,, 2011). In this
context, Canadian researchers have paid particular attention to the temporal aspects of transport-related
social exclusion (Farber & Paez, 2009; 2011a; 2011b; Farber et al., 2011, see §2.2.3).

In mainland Europe, France is probably the country where the most research efforts have been undertaken
in this field, since the early 1990s (Conseil National des Transports, 1991). In this context, there have been
attempts at drawing lessons from the British approach (Orfeuil, 2003; 2004a), and the concept of social
exclusion is widely used, having been introduced in French policy since the 1980s. However, much research
has been framed by the geographical notion of accessibility (MSFS, 2011) or by the concept — very popular
in the french-speaking context — of ‘motility’ (Kaufmann et al., 2004). Some peculiar features of French
research in this field are a recurrent concern for ‘sensitive urban zones’ (ZUS), where poverty and social
problems are often concentrated, and a particular focus on how lack of skills and competences can be an
obstacle to the use of transport (see for example MSFS, 2011). Comparatively, the interest for transport and
social exclusion in Italy is much weaker than in France, both in academic and policy-making circles.
However, in recent years the Department of Sociology and Social Research at the University of Milan-
Bicocca has made research efforts to fill this gap (Colleoni, 2008; Borlini & Memo, 2009; Melzi, 2011; Borlini
et al.,, 2011; Castrignand et al., 2012): in this context, a three-year ‘National Research Project on spatial
mobility, accessibility and social equity’, focused on the metropolitan areas of Milan, Turin and Bologna has
been launched in 2008 (Melzi, 2011; Borlini et al., 2011; Castrignanoé et al., 2012; Colleoni, 2013). Also, the
National Association of Italian Municipalities (ANCI) has recently commissioned a report on ‘Rethinking
urban accessibility’ (Borlini & Memo, 2009), revealing a growing interest for the issue on the part of local
policy-makers. At a theoretical level, however, the debate in Italy has been informed by the French literature
as well as by the concepts of ‘accessibility’ and ‘socio-spatial exclusion’ (Cass et al., 2003), rather than by
the British debate on transport and social exclusion as a whole. Finally, in Spain, research work has been
undertaken recently on mobility and labour-market exclusion in Barcelona (Cebollada, 2009), revealing that
interest for the topic is growing in several European countries.

In this context, it is surprising to observe the lack of interest paid to the issue in Germany. When in 2002-
2003 the Transport Studies Group at the University of Westminster undertook a scoping study “to compare
the position of the G7 countries in relation to transport and social exclusion” (Lucas, 2003), the German
paper (Kemming & Borbach, 2003) acknowledged that “social exclusion connected with the field of transport
is not a topic at all” in the national debate (p. 26). In the last ten years, not much has changed: even though
a few research efforts have been undertaken (Hesse & Scheiner, 2009; Daubitz, 2011; 2012; Wolter, 2012),
in 2011 German researchers still observed that “studies on the travel behaviour of low-income people are
unfortunately still the exception” (Daubitz, 2011, p. 81, own translation), academic interest for the topic is
“still in its infancy” and a policy debate is still lacking (Scheiner, 2009a, p. 186, own translation). Kemming
and Borbach (2003) put forward some possible reasons for this lack of interest: firstly, the lack of public
debate about poverty and the ‘social question’, partly as a result of assumptions about the efficiency of the
well-functioning German social securty system (p.3) (at least until the ‘Hartz IV’ reform of 2004, cfr. Daubitz,
2011, p.192). Secondly, “the concept of social exclusion so far has received only relatively little attention in
German academic and political debate, (that) is dominated rather by the concept of poverty” (Kemming &
Borbach, 2003, p. 3); arguably, such a narrow focus does not facilitate the taking into account of the
multidimensional determinants of social disadvantage, including transport. Finally, “an explicit spatial
dimension has been missing from German poverty research for a long time” (ibidem); accordingly, unlike for
example in France and the UK, disadvantaged urban areas have not attracted much research interest until
quite recently. While this might be related to factual differences in the (less unequal) German society and in
the urban housing market and policy, it certainly does not help the establishment of a ‘transport and social
exclusion’ research agenda: indeed, in several countries (UK, France, US) concerns for disadvantaged and
segregated urban areas have been instrumental in bringing this issue to the fore.
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2.1.3. Theoretical concepts

The reader who approaches the literature about transport and social exclusion is confronted with a complex
and sometimes confusing variety of theoretical concepts. Indeed, according to Lucas and Markovich, given
that “the conceptual development of transport-related social exclusion is still in its infancy (..) core definitions
and theoretical explanations of the phenomenon are still being elaborated and refined” (2011, p. 225).
Similarly, they observe that “whilst the concept of transport-related social exclusion is broadly accepted as a
useful approach by scholars from different disciplinary perspectives (..) exactly how this is understood and
conceptualised varies greatly across the literature” (p. 226). Accordingly, “there is a need to establish a
“lexicon of definitions” to ensure a greater degree of clarity and consistency within and between the
academic and policy literature” (p. 233).

While establishing such a lexicon is clearly beyond the scope of this thesis, in this section | briefly review
some theoretical concepts that are used in transport and social exclusion research, as well as their
interrelationships?'.

The notion of ‘transport disadvantage’ is one of the most common in the literature (see for example Hine &
Mitchell, 2003; Dodson et al., 2004; Currie et al., 2007; Currie, 2011a). Currie and Delbosc, drawing on a
framework put forward by Lucas (2004a), have defined it as a “complex, multidimensional construct brought
about by the interaction between land use patterns, the transport system and individual circumstances”
(2011a, p. 15). In this understanding, the notion of transport disadvantage is strongly related to ‘accessibility’,
or rather the absence of it.

Land-use

(settlement type,
infrastructure, level and quality
of local facilities, etc.)

Transport

disadvantage Individual
Transport (income,
(Mode, age,
availability, gender,
cost, disability,
information household,
, etc.) ethnicity,

etc.)

Fig. 2.1 — First diagrammatic representation of factors affecting transport disadvantage. Source: adapted from
Lucas (2004a) and Currie and Delbosc (2011a).

As llustrated in Fig. 2.1, in this perspective lack of access to services and opportunities (transport
disadvantage) is conceived as arising from the interaction of three set of features. Firstly, individual or
household attributes: indeed, it is intuitively obvious that factors such as low income or disability can make
access to desired services and opportunities problematic. Similarly, transport-related factors such as low
levels of public transport provision are clearly very relevant. Finally, factors related to land use (such as
population density, diversity, etc.) play a central role, insofar as they determine the distance to desired
activity locations.

31 Throughout all this chapter, | refer to an ‘individual’ understanding of ‘transport disadvantage’, i.e. as an attribute of individuals.
However, in §2.3, the transport disadvantage of local areas (‘collective’ understanding) is also discussed.
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The apparent preminence of individual and land-use related factors in determining accessibility problems has
led some scholars to distinguish between two types of ‘transport disadvantage’: for example Betts (2007)
puts forward the concept of “locational transport disadvantage”, occuring when “there is very little or a
complete absence of publicly funded transport choices”, as opposed to “personal disadvantage”, occuring
when “ a person’s mobility is affected by age (including youth), disability, frailty, poor health or language
barriers” (p. 12.2). Similarly, Hine and Grieco have put forward the idea that transport disadvantage takes the
form of “scatters and clusters” (Grieco et al., 2000; Hine & Grieco, 2003), meaning that transport
disadvantaged groups are not only found clustered in transport disadvantaged areas, but also scattered over
space, for example when mobility problems are due to personal characteristics (e.g. age). Cass et al. (2003)
(2003), presenting the results of interviews with officials and policy makers about transport-related social
exclusion, observe that “there was a persistent tendency to think of a) the socially excluded as a category of
person and/or, b) to think of social exclusion as the property of particular geographical areas” (p. 6).

While the notion that transport disadvange is both clustered and scattered in space is valuable, | argue here
that it would be wrong to postulate the existence of two different types of transport disadvantage: indeed,
accessibility problems always arise from the interaction of several factors, as illustrated in Fig. 2.1. For
instance, while disability can be seen as a personal attribute, the difficulties that disabled people experience
in using public transport can be considered as also the by-product of the shortcomings of public transport
infrastructure in accommodating disabled users (Currie & Allen, 2007). Similarly, teenagers are often
considered at risk of transport disadvantage, because they cannot drive cars (see for example Currie, 2007);
however, this is likely to result in accessibility problems only in areas where desired activities are difficult to
reach by other transport means (such as low-density suburban areas). Accordingly, | argue that transport
disadvantage is always to be considered as the result of an interaction between different factors, and can
rarely be attributed to just one of them.

In this context, another factor of interest has to do with the skills and competences of individuals. The key
insight here is that even when transport linkages exist, individuals might not be aware of them, lack the skills
required to use them, etc. French scholars have been perhaps the most active in exploring the socio-
cognitive dimensions of transport disadvantage (Le Breton, 2004a; Allemand, 2008; MSFS, 2011): in this
context, they often make reference to the concept of ‘motility’. In the framework put forward by Kaufmann et
al. (2004), motility “encompasses interdependent elements relating to access to different forms and degrees
of mobility, competence to recognize and make use of access, and appropriation of a particular choice” (p.
750). With regard to competence, they write:

“Competence includes skills and abilities that may directly or indirectly relate to access and
appropriation. Three aspects are central to the competence component of motility: physical ability,
e.g. the ability to transfer an entity from one place to another within given constraints; acquired skills
relating to rules and regulations of movement, e.g. licenses, permits, specific knowledge of the
terrain or codes; and organizational skills, e.g. planning and synchronizing activities including the
acquisition of information, abilities and skills. Competence is multifaceted and interdependent with
access and appropriation.” (Kaufmann et al., 2004, p.750)

In a similar way, Dijst and Vidakovic (1997, quoted in Borlini & Memo, 2009, p.27) distinguish between
‘potential accessibile’ and ‘perceptual accessibile’ activity spaces, higlighting the fact that objective
assessments of activity spaces can overestimate their size, since only the part that is perceived as such by
the subject (the intersection of the two activity spaces) will be actually accessible.

The issue of ‘limited travel horizons’, often referred to in the British literature, can be associated with the
discussion on competence and transport disadvantage. For example, the SEU report on transport and social
exclusion states that:

“people on low incomes can be reluctant to travel long distances for a long time. This is a particular
problem for jobseekers, who may be unwilling to look for or consider job vacancies outside a narrow
geographic area, even where opportunities appear to be accessibile. (..) Individuals’ travel horizons
can be limited because of: trust — they lack confidence that the bus will get them to places on time.
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(..) Knowledge — poor knowledge of how to get to places using the transport network. (..) Familiarity
— a tendency to look for work in, or travel to, places that are familiar” (SEU, 2003, p. 31)

Similarly, Lucas observes that “long-standing (sometimes intergenerational) and inculcated activity patterns,
illiteracy and language barriers, limited travel horizons, low expectations and reduced aspirations” can result
or contribute to transport disadvantage (Lucas, 2004b). This can happen even in contexts where suitable
transport infrastructure is available, although as Farrington and Farrington observe “people’s wants are
actually quite well tuned to the realities of their situation, especially in so far as it is determined by location”
(2005, p. 7). Overall, there seems to be growing recognition of the need to take into account the socio-
cognitive aspects of transport disadvantage.

Scholars at the Department of Sociology at Lancaster University have put forward the concept of ‘socio-
spatial inclusion/exclusion’ (Cass et al., 2003; 2005). Since the authors explicitly state that “by socio-spatial
we refer to those forms of inclusion/exclusion that are specifically related to access and mobility”, the notion
can be considered as equivalent to ‘accessibility’ and ‘transport disadvantage’. However, their framework
has some peculiar features, that are useful to expand and integrate the conceptualisation of transport
disadvantage put forward in Fig. 2.1.

As illustrated in Fig. 2.2, according to Cass et al. socio-spatial inclusion/ exclusion is “an emergent property
of interaction between a) social obligation and associated requirements for proximity and mobility, b)
individual resources (..) and c) the physical infrastructure” (2003, p. 5). The element of novelty here is the
first factor. Drawing on the notion of ‘compulsion to proximity’ (Boden & Molotch, 1994) the authors argue
that co-presence is a requirement for a wide range of human interactions: accordingly, it is this ‘compulsion
to proximity’ that explains most of the travel undertaken by people (Urry, 2002).

This framework has several major implications: firstly, it highlights that different people need to access to
different things: “exclusion arises when people cannot meet what they take to be obligations of co-presence”
(Cass et al., 2003, p.31, emphasis added). In doing that, the authors stress the “relative and contextual
nature of inclusion/exclusion”, whereby “rather than (..) a fixed attribute (..) being included or excluded is a
function of the groups and situations to which different people belong and/or want to be a part of, and their
means to realise these ambitions” (p. 7). This in turn highlights the “need for a better understanding of
peoples’ social networks and of whether and how these are changing” (p. 9) and the impossibility of
assuming that certain categories of people or certain areas are jpso facto excluded.

Social obligations
Compulsion to proximity

Physical
infrastructure
Roads,
parking
spaces, costs
Destinations/
planning

. . Individual
Socio-spatial resources

Time, money,
etc.

Inclusion/
Exclusion

Fig. 2.2 — Diagrammatic representation of factors affecting socio-spatial inclusion/exclusion. Source: adapted
from Cass et al. (2005, p. 28).

The second major implication is that obligations to proximity are not only individually varied, but also socially
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defined: from this it follows that, as society changes as a result of various processes (including increasing
levels of car dependence), new obligations to proximity are likely to arise. To cite but one of many possible
examples, older people today engage in a wider range of leisure activities than it was a case some decades
ago: accordingly, while difficulties in accessing these activities might not have been a problem then, they are
likely to have an impact on social exclusion now, given how obligations to proximity have changed for this
group. As the authors argue then, “the relation between social exclusion, mobility and access (is) a dynamic
one, and one that plays at the level of society as a whole” (Cass et al., 2005, p. 553).

A third implication of this conceptualization is that researchers should not limit themselves to address access
to public and formal services — as it has often been the case in accessibility research — but should rather
address the whole range of obligations to proximity. As the authors argue:

“...analyses of transport-related social exclusion are typically based upon a model that views
inclusion in terms of people being able to ‘get at’ pre-defined ‘public’ goods and services located
within pre-determined ‘formal’ locations/destinations. This model rests on a definition of what
excluded people should want or need and obscures the role that social networks play in maintaining
a ‘good life’ and in structuring the meaning of inclusion and participation” (Cass et al., 2005, p.551)

In a nutshell then, Cass et al. encourage transport and social exclusion scholars to adopt a broader
understanding of ‘what people needs to access’, stressing notably the need to take into account friend and
family networks. This feature of their approach resembles the work of scholars who have investigated the
relationships between transport disadvantage, social exclusion and social capital, as it will be illustrated
below.

The final defining feature of the ‘socio-spatial inclusion/exclusion’ framework is the emphasis placed upon
temporal aspects of accessibility. Indeed, Cass et al “take the temporal to be at least as important as the
spatial in characterising mobility related exclusion and inclusion” (2003, p.8): this is in stark contrast with
most transport and social exclusion research, where the spatial dimension of accessibility often ends up
catching most of the attention. Cass et al. move from the premise that, as a result of social and technological
innovations (motorisation, mobile communication devices, etc.) there is “an apparent breakdown of what
used to be predictably scheduled events” in contemporary societies, whereby “the scheduling of social life
appears to be an increasingly ‘do-it yourself operation” (p. 37). As a result, ‘time sovereignty’, i.e. “the
degree to which people do or do not have control over, or flexibility into, their temporal regime” (2005, p. 551)
is a crucial resource for accessibility, at least as important as the amount of time available. As Shove (2002)
argues, this happens because social interactions are increasingly built around the premise of this temporal
flexibility: as a result, not being able to reach opportunities ‘at a moment’s notice’ can be a sufficient reason
for socio-spatial exclusion. Overall, the emphasis that Cass et al. place upon the temporal aspects of
accessibility makes their approach similar to that of scholars who, moving from a time-geography approach
(Hagerstrand, 1970) have used the concept of ‘activity-spaces’ to study transport disadvantage (see for
example Schwanen, 2011; Farber & Paez, 2011a).

Of course, the socio-spatial inclusion/exclusion framework is not devoid of limitations: notably, while taking
into account the variety of obligations to proximity among individuals makes perfect sense from a theoretical
standpoint, it is probably too much of an ambitious task for empirical research. Nevertheless, the framework
put forward by Cass et al. is useful to integrate common conceptualisations of transport disadvantage with a
more sociological perspective: Fig. 2.3 is an attempt to do just that, updating Fig. 2.1 to include the additional
factors (competences and obligations to proximity) discussed in the above.

One of the major ambiguities of the transport and social exclusion literature is whether transport
disadvantage should be considered as one of several dimensions of social exclusion or as a separate
theoretical construct that is causally associated with social exclusion. The first position is taken for example
by Kenyon et al. (2002) who include ‘mobility’ in a list of “potential exclusionary factors of social exclusion”
including also: economic; societal, social networks; organised political; personal political; personal; living
space; and temporal factors (p. 210). Lucas, by contrast, argues that:
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“it is important to establish that transport disadvantage and transport-related social exclusion are not
necessarily synonymous with each other, i.e. it is possible to be socially excluded but still have good
access to transport or to be transport disadvantaged but highly socially included” (Lucas, 2012, p.
106)
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Fig. 2.3 — Second diagrammatic representation of factors affecting transport disadvantage. Source: adapted and
integrated from Lucas (2004a), Currie and Delbosc (2011a) and Cass et al. (2005).

In this perspective, adopted among others by Currie (2011a), it is crucial to investigate the causal
relationships between two different constructs: transport disadvantage and social exclusion. Indeed, the
research and policy interest for transport disadvantage is based on the assumption that this has negative
consequences on (other) dimensions of social exclusion. A typical quote is the following:

“Poor mobility options place people at risk of being excluded from important aspects of society (..).
Many young people, older people, people with a disability, those on low incomes and Indigeneous
Australians experience transport disadvantage. The consequences of transport disadvantage can
include reduced educational achievement, poorer job opportunities, less social engagement, less
involvement in recreational and leisure pursuits, greater difficulty in obtaining medical services when
required, as well as many similar impacts” (Stanley et al., 2007, p.16.1, emphasis added)

However, it is important to note that the cause-effect relationship between transport disadvantage is likely to
be bidirectional: for example, the lack of a car can be the reason for unemployment, which in turn results in
low income; however, low income is also one of the main determinants of non-car ownership (see §1.3).
Similarly, poor public transport provision can indeed contribute to reduced educational achievement, but low
education levels can also contribute to transport disadvantage, insofar as they might result in the lack of
skills and competences that are required to use public transport. Furthermore, the possibility of self-
reinforcing feedback loops cannot be excluded. This is hardly peculiar to the transport disadvantage debate:
indeed Stanley, in a discussion of factors “holding back the efficacy of the concept of social exclusion”,
observes that “often (it) is used in a circular sense as both a cause or driver of a lack of personal
opportunities and the outcome of a lack of opportunities” (2011, p. 32).

While most literature in this field focuses on the relationship between transport disadvantage and social
exclusion, recent research developments have expanded the range of theoretical constructs to be taken into
consideration. For example, recent work in Australia (Currie, 2011a), has pleaded for the introduction of the
concept of ‘well-being’ in transport and social exclusion research. The psychological notion of well being,
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roughly synonymous to the lay concept of happiness, has been increasingly debated in recent decades
(Vella-Brodrick, 2011). In a recent review of literature, Vella-Brodrick distinguishes two understandings of
well-being (2011, p. 46-49): subjective well-being, wich refers to the maximisation of positive emotions, the
minimisation of pain and an evaluation of life satisfaction; and psychological well-being, associated with
factors such as autonomy, personal growth, purpose in life, positive relations with others and the like. In both
cases, the emphasis is on the non-material determinants of happiness, stressing the fact that higher income
does not necessarily result in greater satisfaction. Indeed, the main determinants of happiness are believed
to be genetic factors, personality traits, as well as contextual and activity-based factors: in that sense
transport, in enabling access to essential services and activities is likely to have a positive impact on well-
being (Stanley & Stanley, 2007a; Vella-Brodrick, 2011; Delbosc, 2012).

In reviewing existing research on transport and well-being, Vella-Brodrick and Delbosc (2011) observe that
most of it has focused on the mobility of older people; moreover, in this context, the mediating role of social
exclusion has also generally been neglected (Delbosc & Currie, 2011a). By contrast, Australian researchers
have strongly argued that studies of transport and social exclusion should take it into consideration as a
crucial dependent variable. For example Stanley and Stanley, in a critical discussion of existing transport and
social exclusion research, argue that:

“(A) shortcoming of the present approach is that reducing social exclusion is effectively seen as the
end-point goal of a policy process. The authors believe that reducing social exclusion per se is not
the ultimate policy goal, which should instead be couched in terms of enhancing
individual/community wellbeing” (Stanley & Stanley, 2007a, p. 13.6)

Transport disadvantage Social exclusion

Low income
Unemployed

Political disengagement
Lack of participation
Lack of social support

Well-being

Fig. 2.4 — Diagrammatic representation of the relationships between transport disadvantage, social exclusion
and well-being. Source: adapted from Delbosc and Currie (2011a)

In theoretical terms, Currie and colleagues assume that transport disadvantage has two kind of effects on
well-being (Fig. 2.4) (Delbosc & Currie, 2011a). Firstly, it increases the chances of social exclusion and this,
in turn, reduces subjective well being (indirect effect). It must be noted that in this context social exclusion is
defined as multidimensional concept but does not include a mobility-related dimension, in order to distinguish
it clearly from transport disadvantage. Secondly, transport disadvantage also has a direct effect on well-
being: this can be explained by the fact that (actual or potential) mobility can improve feelings of autonomy,
freedom, and psychological security, quite apart from the access to services that it provides (Vella-Brodrick &
Delbosc, 2011, p. 94-95).
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Another concept that is frequently discussed in the context of transport and social exclusion research is that
of ‘social capital’. Just like social exclusion, this notion has a long history and a variety of competing
definitions: in this context, the works of Granovetter (1973), Bourdieu (1986), Coleman (1988) and Putnam
(1995) are usually cited (for an overview see Portes, 2000). In this section, | adopt a minimal definition of
social capital as a concept describing “the advantages individuals and communities can gain from social
participation, mutual assistance and trust’” (Currie & Stanley, 2008, p. 529). When using this concept,
sociologists often stress how access to social networks can be considered as a form of capital, sitting
alongside and strictly related to the possession of other kinds of capital (economic, cultural, etc.) (Bourdieu,
1986).

Several authors in the field of transport and social exclusion research have hinted at the relevance of social
networks in influencing the degree of transport-related social exclusion. | have already noted how the notion
of socio-spatial inclusion/exclusion put forward by Cass et al. (2003; 2005) stresses the importance of
creating and maintaining relevant social networks by means of occasional co-presence, in order to achieve
full participation in society. Earlier work by Urry (2002) has emphasised how social capital is increasingly
dependent on “the range, extent and modes of mobility, especially vis-a-vis the mobilities of other social
groups” (p. 265), while later work has focused on the notion of ‘network capital’ in order to stress how
physical travel and/or mobile communication are “central to contemporary relations of power” (Urry, 2012, p.
24). French scholars (Coutard et al., 2004; Fol, 2009) have argued that low-income low-mobility households
in French suburban areas are better off than their American and British counterparts, partly because they
can rely on family support networks in the local area: in this ‘local dependence’ model, local social capital
balances out the constraints associated with poverty and non-car ownership, protecting them from the worst
effects of car dependence. By contrast, Gray et al. (2006), in a study focused on poor, non-car owning
households in rural areas, have emphasised how “strong local social capital appears important in conferring
mobility to certain social groups” (p. 89), especially if the common practice of lift-giving is taken into account.
In a study on the size and spread of social contacts in Switzerland, Frei et al. (2009) conclude that “size and
spatial dispersion of social network geographies differ according to various stratification dimensions, which in
turn are related to various mobilities and inequality patterns” (p. 116). Similarly, Viry et al. (2009) have
investigated the impacts of commuting on the structure of social capital, and the associated implications in
terms of social inequalities. In the light of these developments, in a recent literature review Lucas and
Makovich observe that:

“the links between social exclusion, social networks and social capital are starting to receive
attention (and this) goes some way towards bridging the disciplinary divide that currently exists
between transport studies and the social sciences, because most of these studies have adopted the
theories and methods that have been previously applied to other areas of scientific enquiry by
sociologists” (Lucas & Markovich, 2011, p. 229)

More recently, Australian scholars have put forward a comprehensive framework for studying social capital
and its interrelationships with social exclusion and well-being (Stanley & Stanley, 2007; Currie & Stanley,
2008; Stanley et al., 2010). According to them, existing research on transport and social exclusion has
overlooked the ‘mediating role’ of social capital (Stanley et al., 2010). Such a mediating role is apparent from
the following quote:

“the provision of transport may be the means to directly link an unemployed person with
employment. Alternatively, transport accessibility may enable people to form associations or
relationships and engage with other people and groups. This, in turn, may lead to increased job
prospects, as most employment is obtained through personal contacts. This can be understood in
terms of the development of social capital, which, in itself, leads to improved health, wellbeing, and
happiness” (Stanley & Stanley, 2007a, p. 13.6)

In a nutshell, then, transport disadvantage is identified as having a causal effect not only on social exclusion,
but also on social capital. The latter, in turn, is assumed to have a causal effect both on well-being and on
social exclusion (and thus indirectly on well-being) (Stanley & Stanley, 2007a). However, there are good
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reasons to believe that the relationship between transport disadvantage and social capital may be of a more
complex nature than simple unidirectional causation. As Viry et al. argue:

“the links between geographic mobility and social capital (..) should not be understood as merely as
an univocal effect of the first factor on the second one. Dynamics between spatial dimension and
relational dimension are certainly more interactive: both dimensions may reinforce each over the life
course. If high mobility fosters a more widespread social network, this latter may lead to new forms
of spatial mobility, given the less localised relational anchoring” (Viry et al., 2009, p.140)

In conclusion, this section has shown that there is a wide range of theoretical concepts that are being used in
transport and social exclusion research. To complicate things further, definitions are often elusive and
disputed, and the direction of the relationships between constructs is often unclear. Fig. 2.5 provides a
diagrammatical representation of this complex web of relationships, integrating the various frameworks
discussed in this section.

Social
obligations

Transport
disadvantage

Social capital ]

Social exclusion ]

[ Well-being ]

Fig. 2.5 — Diagrammatical representation of factors affecting transport disadvantage and of its interrelationships
with other theoretical constructs. Source: own elaboration, adapted and integrated from Lucas (2004a), Cass et
al. (2005), Stanley and Stanley (2007a) and Currie and Delbosc (2011a).

2.1.4. Empirical methods

As illustrated in the previous section, transport and social exclusion research has gradually evolved towards
greater theoretical sophistication: in this context, while some concepts have been better defined, the greater
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number of theoretical constructs that are used has considerably increased the complexity of this field of
research. The same is true for empirical research: indeed, in the last 10-15 years, the range of methods
used has considerably broadened. According to some scholars, this represents a progress. For example
Currie, in the introduction of a recent book on “new perspectives and methods in transport and social
exclusion research” (2011a) argues that:

“‘many of the pre-existing methods used to explore these areas have been useful in developing our
understanding of the field. However, they involve qualitative and anedoctal evidence which limits our
ability to prioritise and value the impacts of transport on social exclusion and vice versa. The
methods described in this book aim to provide quantification to enable more powerful analytical
approaches with make it possible to value and prioritise links, influences and effects” (Currie, 2011b,

p- 3)

In this section, | provide a summary of this evolution, starting from what Delbosc and Currie (2011a) define
“anectodal evidence”. A more precise definition is provided in the following quotation:

“‘most studies use comparative or category analyses whereby the characteristics of groups are
compared based on socio-demographic, mobility, access or spatial differences. (They) identify
transport disadvantage based on distance from or travel time to important destinations (..), levels of
car ownership, licensing rates or public transport service levels” (Delbosc & Currie, 2011a, p. 158)

In a nutshell then, studies in this vein make use of quantitative data (sometimes derived from secondary
analysis of existing datasets) in order to show patterns of inequality in travel behaviour and access, with a
particular eye for spatial differences and social groups traditionally considered at risk of social exclusion. In
this context, the comparison between different groups and areas is based on the descriptive analysis of
indicators of travel behaviour, access to mode of transport and to services and opportunities. Indicators of
travel difficulties and problems in accessing services are also often investigated.

Hine and Mitchell (2003), for example, based on a household survey of three case study areas in Scotland
(urban, peripheral and a free-standing town) compare indicators of car access, access to public transport
and to local services, transport expenditure, travel time and frequency of trips, across a number of social
groups (with an emphasis on low income households, the disabled, women, older people and children) and
different types of area. They conclude that there is evidence of transport disadvantage for non-car owning
households, low-income households and women, based for example on the longer time they spend to
access key services (p. 96). With a similar approach, the SEU report (2003) presents a wealth of indicators
of travel behaviour and access, often based on secondary analysis of existing datasets: they conclude that a
significant part of the population experiences difficulties in accessing work, learning, healthcare, food shops
and social, cultural and sporting activities, and that these problems are particularly severe for households
without cars, jobseekers and young people. Clifton and Lucas (2004), examine “the empirical evidence of
transport inequality in the US and UK”, using indicators related to travel distance, travel time, car availability
and distance to local facilities and discussing their distribution by income quintile, gender, age and ethnic
origin. They conclude that “the poorest sector of the population travel far less (both in terms of distance and
numbers of trips) than the average population” (p. 32) and suggest that this might be due to affordability
factors.

While these studies provide invaluable information for the study of transport and social exclusion, they also
have several limitations. The main problem is that descriptive analysis is rarely sufficient to properly establish
the existence of a relationship between transport disadvantage and the negative consequences that are
assumed to arise from it. As Lucas observes:

“almost every National Travel Survey (NTS) identifies significant inequalities in the travel patterns
and access to transport of lower income populations (..). What is less clear from this statistical
evidence is the extent to which this reduced mobility and access to services leads to the social
exclusion of affected individuals and/or reduces their social capital, life chances and overall well-
being” (Lucas, 2012, p. 106-107)
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The problem is compounded when indicators of travel behaviour are used: indeed, in such a case the data
are open to interpretation, and can be used to support different arguments. For example, transport and social
exclusion scholars often interpret lower mobility levels (in terms of trip rates and/or travel distance, but not
journey times) as a sign of disadvantage. However, a deeper look at the data shows that car owning
households in low-density areas are those who travel the furthest: this is far from being a proof of privilege,
as it is likely to be the result of the greater distances that they have to cover in order to reach the same
services and opportunities than their urban counterparts. Similarly, lower trip rates are sometimes assumed
to be an indicator of disadvantage: however, the argument could be put forward that higher trip rates (all else
equal) indicate a fragmentation of mobility behaviour that can be experienced as unpleasant. Also, longer
travel time is sometimes taken to indicate disadvantage, assuming that it is the result of forced reliance on
slower travel modes (see for example Hine & Mitchell, 2003, p. 96); however, a situation of severe isolation
and inaccessibility (for instance due to disability) is likely to lead individuals to give up entirely on activities,
and thus to reduced travel time. In a nutshell, the complex nature of transport disadvantage “makes the
empirical measurement of behaviour, such as travel, inappropriate as a means of assessing people’s
accessibility opportunities” (Farrington & Farrington, 2005, p. 2). Similarly, Jones and Lucas observe that:

“interpretation is much more difficult, particularly regarding the measures of movement. The problem
is that — unlike most social indicators — it is not always evident in which direction a benefit or
disbenefits lies” (Jones & Lucas, 2012, p. 7)

Notably, there is a danger in this approach: using travel behaviour as an indicator of disadvantage might
amount to equating “more mobility” with “more inclusion”. As observed by Fol:

“some approaches seem to move from the unproven assumption that mobility is positive value, and
that this is true for everyone in the same way, whatever the social position. In doing that, they
overlook the costs, constraints, nuisances and risks associated with increasing mobility. In addition,
they assume that the groups who do not have the same level of mobility are condemned to isolation
in devalued spaces” (Fol, 2009, p. 52, own translation)

In a nutshell then, the empirical approach based on the use of descriptive quantitative data falls short of
establishing clear links between transport disadvantage and social exclusion, even though it is essential to
set the context for more in-depth analysis. In this context, several studies have used qualitative methods to
explore how transport disadvantage is experienced at the individual level and what its consequences are.

Hine and Mitchell (2001) for example studied the travel experiences of public transport users, in the belief
that “individual accounts of travel are important, as they provide information on the many levels at which
transport disadvantage and exclusion can occur” (p. 320). Fol (2009) interviewed low-income households
living in disadvantaged areas in Paris, London and San Francisco, in order to explore their mobility practices
in depth without assuming that more travel necessarily corresponds to greater levels of inclusion. Cass et al.
(2003) conducted interviews with users of demand responsive transport schemes, as a means of addressing
the question of ‘blocked’ demand (e.g. potential travel demand that is hindered by the lack of public transport
provision). Owen et al. (2012) conducted semi-structured interviews and focus groups with representatives of
employers and labour market intermediaries in order to explore the impact of transport disadvantage on skills
development and the uptake of education in a rural area in England. Daubitz (2012) conducted problem-
centred interviews with low-income households in German urban areas in order to explore the relevance of
mobility for the poor, as well as the strategies that they deploy to be mobile, despite the scarcity of economic
resources. In the UK, researchers working on the definition of a minimum income standard showed that
there are only two types of households who in focus groups agree that the car is part of a minimum
acceptable living standard: rural households (Smith et al., 2012) and families with children (Davis, Hirsch et
al.,, 2012). The SEU report (2003) used interview excerpts to complement the descriptive quantitative
evidence on transport disadvantage, in order to illustrate concretely how this can result in non-participation in
society.

While qualitative methods can go some way in complementing the decriptive approach to quantitative data
illustrated above, they are also affected by limitations, mostly in terms of generalizability: indeed, even when
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they succeed in making visible the mechanisms through which transport disadvantage has an impact on
social exclusion at the individual level, they are unsuitable to reveal systematic patterns of variation in these
processes across different groups and/or types of area. This is compounded by the fact that qualitative
studies usually focus on certain groups (such as low-income households) who are assumed to be the
hardest hit by transport disadvantage. A further limitation has to do with the fact that transport planning and
decision making rely on evaluation tools (such as cost-benefit analysis) that require quantitative information
as an input (Stanley & Stanley, 2007a). Accordingly, if transport and social exclusion research is to make a
difference on transport policy, qualitative methods are not going to be sufficient.

Moving from this premise, the research group led by Currie (2011a) has conducted a large survey on a
representative sample of households in the Australian state of Victoria, and then has used Structural
Equation Modelling (SEM) to assess the causal relationships between various theoretical constructs. These
included transport disadvantage (operationalised as the subjective difficulty to carry out mobility-related
activities), social exclusion (including five dimensions: income, employment status, political activity, social
support and participation), social capital (operationalised as frequency of contact with different social
networks) and well-being (see §2.1.3). In this way, Currie et al. are able to estimate that transport
disadvantage has both a (small but significant) direct effect and an indirect effect on well being: the latter is
due to the fact that transport disadvantage has a small effect on social exclusion, and this in turn is a strong
predictor of well-being (Delbosc & Currie, 2011a). Further disaggregate analysis shows that the relationship
between transport disadvantage and well-being is strongest in regional and fringe urban areas (Delbosc &
Currie, 2011b), thus confirming an assumption often found in the literature. Furthermore, using regression
and mediation analysis, the research group concludes that the number of trips act as a mediating variable
between social capital and social exclusion (Stanley & Vella-Brodrick, 2011). Accordingly, using econometric
modelling, Stanley and Hensher (2011) are then able to impute an economic value on additional trip making,
based on the effect that it has in reducing social exclusion, and to show that this value is higher for low-
income individuals. Accordingly, testing the method in a case study application in Melbourne, they estimate
that the reduction of social exclusion is the greatest single benefit associated with a new route bus service
(greater than, for example, travel time savings and emission reductions). With regard to this innovation,
Currie argues that:

“from a policy perspactive, the impact of this development could be significant. For the first time, a
creditable valuation of social access benefits is possible. Economic appraisals of transport projects
sent to treasury departments for funding can have a tangible valuations rather than less intangible
text-based arguments to support the value of access benefits” (Currie, 2011c, p. 302)

In a nutshell, then, a methodological approach based on large-scale surveys and sophisticated multivariate
modelling techniques has the main advantage of making it easier to use the results to inform transport
planning and decision making. However, these methods are not devoid of limitations. Firstly, the
operationalisation of the theoretical constructs (transport disadvantage, social exclusion, etc.) is likely to
remain the subject of controversy: indeed, some scholars of transport disadvantage even question the very
possibility of measuring social exclusion “despite the political (and academic) expediency (of doing so)”
(Kenyon et al., 2002, p.209). Quite apart from that, the boundaries between the different concepts (such as
for example social exclusion and social capital) are often blurred: therefore, it is unlikely that any
single definition will be universally accepted. Secondly, and related to this, the need to take into account a
great number of different constructs, as well as all of their possible predictors, runs the risk of making
questionnaires cumbersome to complete, much to the detriment of the quality of data. A third limitation, as
acknowledged by Currie (2011c) is related to the fact that household travel surveys “provide a weak basis for
sampling disadvantaged households at risk of social exclusion” (p. 301) — a typical example of ‘hard to reach
population’ — even though additional ad-hoc surveys can be used to make up for this problem (ibidem).

A final limitation of the approach described above is related to the fundamental question of causality. Indeed,
as discussed in the previous section (§2.1.3) social exclusion can be both the consequence and the cause of
transport disadvantage. In the work of Victorian scholars (Currie, 2011a) there is little recognition of the fact
that cross-sectional survey designs and SEM are ill-suited to ascertain the direction of causality between the
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constructs (but see Vella-Brodrick & Delbosc, 2011). By contrast in the US, considerable research efforts
have been put into trying to ascertain whether car ownership increases the chances of employment, or
whether it is the higher income associated with employment that brings about increasing likelihood of car
ownership (Raphael & Rice, 2002; Cervero et al.,, 2002; Ong, 2002). To solve this dilemma, scholars have
drawn on data-analytical strategies such as: using panel data on welfare recipients (Cervero et al., 2002);
conducting longitudinal analysis of commute patterns (Taylor & Ong, 1995); using aggregated data (Raphael
& Stoll, 2001; Raphael & Rice, 2002; Ong & Miller, 2005; Grengs, 2010); using instrumental variables (Ong,
2002); and analyzing the effectiveness of vehicle subsidizing programs (Lucas & Nicholson, 2003). In that
sense, it seems likely that the next step for transport and social exclusion research, after having ascertained
the existence of a relationship between these two constructs, will be to address the question of causality.
This would mirror the development of research in the ‘travel and the built environment field’ in the last two
decades, as illustrated above (§1.5.3).

2.1.5. Recurring characters in transport and social exclusion research

Most studies of transport and social exclusion acknowledge that certain groups in society are more at risk of
experiencing transport disadvantage. Indeed, in the literature there is a high level of agreement as to who
these groups are (see for example Hine & Mitchell, 2003; SEU, 2003; Lucas, 2004e; Kennedy, 2004; Currie
& Allen, 2007; Denmark, 2007; Currie & Delbosc, 2011a; Sustainable Development Commission, 2011;
Hine, 2012). The following ‘recurring characters’ are usually mentioned:

low income households

older people

women

ethnic minorities and immigrants

young people

disabled

the unemployed

households without cars

residents of low-density urban peripheral or rural areas
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In this section, | provide a brief overview of research findings illustrating the forms of transport disadvantage
experienced by each of the first seven groups. The issue of the disadvantage associated with non-car
ownership will be dealt with more at length in the next section (§2.2.1), while the relationship between
transport disadvantage and territorial structure will be the object of §2.3. It is worth noting that the first seven
groups mentioned above are also the social groups who are usually assumed to be more at risk of social
exclusion at large, as well as the most likely not to own a car. Also, it must be noted that these categories
are not mutually exclusive — quite the opposite: indeed, older households are likely to be composed of single
women, being unemployed is generally associated with low-income, and so does being a lone mother, etc.
Accordingly, there is a considerable degree of overlap between the social groups listed above, as well as
between the problems that they experience.

With regard to low-income households, predictably most concerns have to do with the problem of
affordability. Since income is a main determinant of car ownership (see §1.3), poor households are the least
likely to own a car. In car-dependent contexts, where the car is essential to access services, opportunities
and networks, this puts them at considerable risk of transport disadvantage (see §2.2.1). For example, in
Britain the SEU has highlighted how non-car owning low-income households often have no choice but to buy
food from expensive local shops, and this in turn can compound their financial problems. (2003, p. 15).

However, given their limited economic resources, low-income households are likely to experience transport
disadvange even when owning a car: indeed, the high cost of purchasing, running and maintaining a vehicle
can lead to economic stress. Studies in Britain have shown that low-income households spend a greater
proportion of their income on travel (SEU, 2003; Bayliss, 2009; Sustainable Development Commission,
2011; Stokes & Lucas, 2011; see §5.2.1). This condition as been referred to in the literature as ‘forced car
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ownership’ or ‘transport poverty’, and will be discussed in greater detail in the next section (see §2.2.2). As a
result of financial constraints, low-income households with cars generally have to limit their travel, and this is
reflected in lower distance travelled (Clifton & Lucas, 2004, Stokes & Lucas, 2011). Research and policy
interest for this problem has increased in recent years, as the motorisation rate of low-income households
has significantly increased (Lucas, 2011b; Stokes & Lucas, 2011, see §5.2.1), and is likely to intensify even
more in the future, as fuel prices keep rising (Dodson & Sipe, 2008a, see §2.2.4). The cost of public
transport is also a cause for concern, especially in countries where this has increased considerably over the
years such as the UK (SEU, 2003). Furthermore, the high cost of motorised transport can lead the poor to
walk very long distances, and this can be experienced as a problem (Fol, 2009; Sustainable Development
Commission, 2011), especially if one takes into consideration that lowest income groups are more likely to
report mobility difficulties, even when age is held constant (Stokes & Lucas, 2011).

Other concerns are related to the concentration of low-income households in disadvantaged areas (Power,
2012). In the UK, these are often poorly served by public transport (SEU, 2003) even though in other
European countries such as Germany this is not necessarily the case (Kemming & Borbach, 2003). In
Britain, according to the SEU report, people in the most deprived areas are more likely to be concerned
about safety and crime in their area, and this can discourage them from undertaking travel (2003, p. 28). The
process of urban change is also seen as a major threat to the living conditions of low-income, in terms of
transport disadvantage. Changes in the labour market have often reduced the number of employment
opportunities in the neighbourhoods were low-income households live; concomitant changes in urban
structure have led to the relocation of low-skilled jobs in more distant locations, but poor households often
lack the transport means and/or the competences and skills to reach these new destinations (SEU, 2003, p.
31-32; Orfeuil, 2004a; Fol, 2009). Furthermore, at least in European and Australian cities, the increasing cost
of housing in inner cities is pushing low-income households to outer suburbs and in these areas poor public
transport provision is likely to compound the affordability problems described above (Dodson & Sipe, 20083a;
Polacchini & Orfeuil, 1999). Moreover, living in the suburbs generally corresponds to longer travel distances,
thus increasing the expenses for mobility, regardless of the mode of transport (Orfeuil, 2004c).

With regard to older people, there are two main kinds of problem. Firstly, because of a cohort effect, older
people are less likely to own cars and to be licensed drivers, and this is especially true for women (Metz,
2000; 2003; Schwanen & Paez, 2010). Even though this gap is closing (Rosenbloom, 2001), older people
who never learned how to drive a car can find themselves disadvantaged, as the car dependence of cities
and societies has increased in recent decades. For example in Britain, a recent report on the social
exclusion of older people (SEU, 2006) has concluded that “on all dimensions of exclusion, older people with
no use of a car or van are more likely to be excluded than older people as a whole”, especially when residing
in peripheral or rural areas (p.33-34). Accordingly, the condition of older people living in low-density areas
has attracted considerable research attention (Lord & Després, 2002; Berger et al., 2010; Pochet & Corget,
2010; Shergold & Parkhurst, 2010; Engels & Liu, 2011).

Secondly, because of an age effect, older people report more mobility difficulties, and this can hinder the use
of motorised transport means, as well as walking and cycling. This can result in reduced travel, which in turn
can considerably reduce quality of life (Mollenkopf et al., 2005; Spinney et al., 2009). In this context, existing
research has focused not only on access to basic services such as health care facilities (Paez et al., 2010b),
but also on the participation of elderly people in social relationships (Mollenkopf et al., 1997) and leisure
activities (Kasper & Scheiner, 2002; Scheiner, 2006b), in the belief that such activities contribute significantly
to quality of life (Davey, 2007). Also, a question that has attracted considerable attention is driving cessation
and its potential negative effects in terms of transport disadvantage (Whelan et al., 2006): the key point here
is that “as older people have come to depend on the car to maintain their lifestyles, they have made
themselves increasingly vulnerable to serious drops in mobility when they can no longer drive” (Rosenbloom,
2011, p. 175). In this context, the need to support the transition from driving to driving cessation has been
highlighted (Browning & Sims, 2007). Furthermore, given their mobility limitations, older people are more
likely than the rest of the population to rely on car lifts: while this can partially offset their transport
disadvantage, it can be a burden for those who offer lifts (generally family and friends) (Rosenbloom, 2010)
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and it challenges the sense of indipendence of the elderly (Davey, 2007), with potential knock-on effects in
terms of reducing their well-being (Currie, 2011a).

Since most older people experience a reduction in income with the transition to retirement, the elderly are
more likely to experience the kind of affordability-related problems of low-income households (see above).
They are also more likely to report security fears while travelling, and this can hinder their public transport
use (SEU, 2003; Sustainable Development Commission, 2011). Given the rapid ageing of the population in
most developed countries, the mobility and accessibility problems of the elderly are gathering increasing
attention, with scholars suggesting “the prospect of more social exclusion emerging within our cities over the
coming decades” (Engels & Liu, 2011, p. 995) and thus stressing the need for a “transport policy for an
ageing population” (Metz, 2003).

With regard to women, a considerable number of studies have focused on gender inequalities in transport
(Law, 1999; Ortoleva & Brenman, 2004). In this context, it has been observed that women are generally less
likely to be licensed drivers and to have access to a car than men (SEU, 2003), even though this gap is
narrowing down in younger cohorts (Kuhnimhof et al., 2011; Kuhnimhof, Armoogum et al., 2012). Similarly,
they are also less likely to commute by car (Schwanen, 2011). Men, by contrast, are both more likely to live
in households with cars and to be the main users in households with less vehicles than licensed drivers.
Indeed, a recent study by Scheiner and Holz-Rau on the intra-household allocation of cars in car-deficient
households in Germany (2012a) shows that women generally have less access to the vehicles, and suggest
that both patriarchal structures and gender preferences might play a role. In contexts where car dependence
is high, the lower access to automobility by women is likely to result in greater levels of transport-related
social exclusion. Dobbs (2007), for example, drawing on primary research undertaken in the North East of
England argues that women’s mobility deprivation restricts their employment opportunities — a crucial
component of social inclusion.

These problems are compounded for older women, who are still considerably less likely than older men to be
licensed drivers. While this is the product of a traditional household division of labour, where the husband
“did the driving”, it can result in a drastic reduction of mobility when the husband dies before the wife, as it is
often the case (Hensher, 2007; Ahern & Hine, 2012). Even when women are licensed, they are likely to stop
driving earlier, and this can have negative impacts on their well-being (Ortoleva & Brenman, 2004).

A particular feature of female transport disadvange is that, while women have less access to the car (as
compared to men), the nature of their mobility patterns tends to make them more dependent on the
automobile. Indeed, current gender roles result in women having to juggle different responsibilities, including
(but not limited to) work and family care. This results in time-poverty and a higher degree of trip-chaining
(Turner & Grieco, 2000; Borlini & Memo, 2009), which in turn foster reliance on the car, given the flexibility
that it provides (Heine et al., 2001). According to some authors (Dowling, 2002; Schwanen, 2011) there is
also a cultural dimension to female preference for the car, as this helps women to implement notions of
‘good mothering’. Conversely, public transport is often ill-suited to the needs of women: Dobbs (2005), based
on a large-scale study of women’s mobility in England, has found them “particularly critical of the way in
which the current (public) transport infrastructure provides them with the opportunity to negotiate this
increasingly complex spatial links” (p. 272). Similarly, a recent report by the Victorian Council of Social
Services on young mothers and public transport (Fritze, 2007), ironically titled “You might as well just stay at
home”, points at “very high rates of difficulty accessing services and social networks” for those reliant on
public transport, mainly as a result of “physical inaccessibility of the public transport system” (p. 4). Similarly
Hurni (2007), in a study of transport disadvantage in Sidney, observes that the suitability of public transport
is a particular concern for sole parents travelling with children.

A final aspect of female transport disadvantage is related to personal safety issues: indeed, women are
much more likely than men to indicate that safety concerns as a reason to avoid public transport (Ortoleva &
Brenman, 2004; SEU, 2003) and this, combined with lower levels of car access, can result in further
transport disadvantage.
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With regard to ethnic minorities, transport disadvantage is often related to lower income and the associated
affordability problems. A recent report by the British Sustainable Development Commission (2011) identifies
Black, Asian and minority ethnicity groups as among the most affected by transport disadvantage: the key
point here is that while people belonging to ethnic minorities are less likely to own and use cars, and thus
more reliant on public transport (Raje, 2004), they are also “more likely to encounter problems using it”
(Sustainable Development Commission, 2011, p. 34). There are several reasons for this: the mobility needs
of ethnic minorities are often too varied and complex to be met by public transport (Rajé, 2004). Lack of
competences and skills (for example language and cultural barriers, difficulties in reading maps and
timetables, etc.) can be a major obstacle, as well as fear of discrimination and safety concerns (Currie &
Senbergs, 2007; Blumenberg & Smart, 2011; Sustainable Development Commission, 2011).

Blumenberg and Smart (2011) argue that immigrants are even further disadvantaged: firstly, they face
greater barriers to auto ownership, because they lack a credit history and are often put off by the
bureaucratic steps required to obtain a driving licence and to buy a vehicle. Furthermore, when they are
undocumented they experience an additional “fear factor” that can lead them to reduce their mobility.

These problems are compounded when ethnic minorities are concentrated in remote areas (like Indigenous
Australians, see Currie & Senbergs, 2007) or segregated in urban areas: in these cases, a ‘spatial mismatch’
(McLafferty, 2001) can occur, whereby ethnic minorities find themselves cut out of access to employment
opportunities. As illustrated by a number of studies in the US, this can result in higher unemployment rates
and thus in social exclusion (Blumenberg & Manville, 2004).

With regard to young people, much research has focused on lack of access to cars and its consequences,
particularly in low-density, car dependent areas. However, problems differ according to age. At a younger
age, the main concern is the reduction of the area that children are allowed to travel alone (as compared to a
few decades ago), as a result of growing safety concerns about traffic (Sustainable Development
Commission, 2011). The importance of independent mobility increases in adolescence, when both distance
travelled and the range of destinations increase, as do aspirations for personal independence (Currie, 2007):
in this phase, the availability of public transport services is considered to be crucial to avoid transport
disadvantage among teenagers. When this is lacking, the consequences can be serious: Currie (2007), in a
review of evidence about the transport-related social exclusion of young people in the Australian context,
concludes that “access to education, employment and social and recreational activities are the major areas
of limitation as a result of transport issues” (p. 08.10). For young people who have reached the age of
driving, other forms of inequality have been observed: in France Licaj et al. (2012) have highlighted the
“considerable impact (that) socioeconomic factors and gender have on inequalities of access to car driving”
(2012, p. 26). In this context, affordability problems can have a crucial role, and have been put forward as an
explanation for low levels of licence holding among younger cohorts in recent years (Sustainable
Development Commission, 2011). Young people are also more likely to be employed in casual or part-time
jobs, which often have an early start or a late finish, and are thus difficult to access by public transport (Betts,
2007). All of these problems are compounded in car dependent contexts, such as rural areas, where car
ownership and use are considered as essential for youth employment and skills development (Cartmel &
Furlong, 2000; Currie, 2007; Owen et al., 2012).

With regard to the disabled, transport issues can be varied: indeed, there are different forms of disability, and
each has its consequences in terms of transport disadvantage (Currie & Allen, 2007). For example, while
people with vision impairement are often prevented from driving vehicles, they might be able to use public
transport, provided that adequate infrastructure is in place. By contrast, paralitic polio can make people very
dependent on car use. Broadly speaking, however, disability tends to increase transport disadvantage: in
Britain, a recent report by the Sustainable Development Commission has concluded that “many disabled
people are restricted in their travel options” and this limits their ability to get a job, access health care, attend
education and training and social functions (2011, p. 32).

With regard to job seekers and unemployed, a huge body of research in the US has shown how car

ownership is a crucial factor in facilitating the transition from unemployment into work (cfr. §2.2.1 below).

While the American situation is peculiar in several respects, there is growing body of research in Europe that
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shows how transport disadvantage is an obstacle to employment for many people. For example Cebollada,
in a recent study on the Barcelona Metropolitan Region, concludes that “the predominant car-based mobility
model and the secondary role of public transport discriminate against non-car users when it comes to job
opportunities” (Cebollada, 2009, p. 226). In France, scholars have shown how transport disadvantage is a
key concern for both jobseekers and job agencies (Le Breton, 2004b). In the UK, the SEU report has shown
the scale of the problem, with 38% of jobseekers reporting that “lack of transport is a barrier to getting a job”
(2003, p. 9). While lack of public transport and the cost of transport are the main factors, there is also
concern about the limited travel horizons of jobseekers (p. 31). As argued above, these problems are
compounded by structural trends towards increasing distance between low-income workers’ residences and
low-skilled jobs (SEU, 2003; Orfeuil, 2004a; Fol, 2009).

2.2. Car-related transport disadvantage

Given the focus of this thesis, in this section | put forward a tentative typology of different forms of car-related
transport disadvantage. To be clear, the goal here is not to put forward a notion of car-related transport
disadvantage as opposed to other mode-specific forms of transport disadvantage (such as, for example,
‘public transport-related’). Instead, the aim is to show how forms of transport disadvantage vary considerably
in relation with car ownership and use, as well as other intervening factors. Based on a review of the relevant
literature, | argue that four main forms of car-related transport disadvantage can be distinguished: car
deprivation (§2.2.1), car-related economic stress (§2.2.2), car-related time poverty (§2.2.3) and oil
vulnerability (§2.2.4).

2.2.1. Car deprivation

In this first section, | focus on car deprivation, defining it as the form of transport disadvantage that might
derive from not having access to a car. In this context, it is assumed that car deprivation has, at least
potentially, a negative impact on social exclusion, social capital and well-being, insofar as it may limit access
to essential services, opportunities and networks. To be clear, this does not mean that the lack of a car
always corresponds to transport disadvantage, nor that having access to a vehicle is an absolute defence
against it. However, a considerable amount of research shows that in certain contexts and for certain
categories of people, lack of car availability is a crucial determinant of transport disadvantage.

It is important to state that lack of access to a car is not the same as non-car ownership, even though of
course there is a great degree of overlap. Indeed, non-drivers in car-owning households (such as children
under the age of driving or non-licensed adults) are to a certain extent excluded from the mobility and
flexibility that the automobile provides and have to rely on other household members in order to take
advantage of the household’s vehicle(s). Furthermore, households with less cars than licensed drivers —
variously defined as ‘car-deficient’ (Anggraini et al., 2008; Scheiner & Holz-Rau, 2012a; 2012b) or ‘low-car
ownership’ (Delbosc & Currie, 2012) households — are regularly confronted with the question of which
household member is entitled to use the vehicle; this process of allocation can result in considerable
inequality in car availability, notably along gender lines (Anggraini et al., 2008; Scheiner & Holz-Rau, 2012a;
2012b). Accordingly, even licensed adults in car-owning households have sometimes ‘restricted access to
cars' (Vandersmissen et al., 2004). Delbosc and Currie (2012), based on a study conducted in Victoria
(Australia), show that ‘involuntary low-car ownership households’ (i.e. those that cannot afford another
vehicle) are more likely to report transport disadvantage, score higher on measure of social exclusion and
lower on well-being, than their ‘voluntary’ counterparts.

On the other hand, individuals in non-car owning households can make use of the automobile, whether as

passengers or as drivers of borrowed or rental cars. For example, Paaswell and Recker, in a study

conducted in Buffalo (New York) in the 1970s, found out that “less than a quarter of the households that

owned no car never had a car available” (1976, p. 5). Although these figures are not generalizable to other

contexts, they point at the fact that non-car ownership does not necessarily entail lack of access to a car. In
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a nutshell, then, car deprivation is best assumed to derive from a lack of car availibility, rather than simple
ownership.

There is little doubt that car deprivation is the form of transport disadvantage most intensively investigated in
transport and social exclusion research. As Currie and Delbosc observe in a recent literature review (2011a,
p. 23), “lacking access to a car is perhaps the most common situation that is said to produce transport
disadvantage”. In this context, it is sometimes argued that car availability per se is a necessary requirement
for social inclusion. For example Lucas, synthesizing the results of a scoping study on transport and social
exclusion in the G7 countries, has argued that:

“there is general agreement (..) that, in the highly mobile and car-dependent societies under
analysis, lack of access to a car is the main transport factor in the social exclusion of low-income
households and other marginalized groups (..). The question is raised as to whether public transport
services, however good, can hope to provide an adequate level of transportation for social inclusion.
The implication is that, in the context of G7 countries at least, a car is essential to full participation in
economic and social life” (Lucas, 2003, p. 13, emphasis added)

The United States is an example of a country where lack of car access generally results in transport
disadvantage. Indeed, the US were the first country to reach mass motorisation (Jones, 2008), and currently
have the highest motorisation rate in the world, with 812 motor vehicles per 1,000 people in the 2010 (Davis,
Diegel et al., 2012). Accordingly, it is not by chance that the first studies focused on car deprivation were
conducted here. For example, in a report on the “Problems of the carless” prepared for the US Department
of Transportation in the 1970s (Paaswell & Recker, 1976), the authors equated lack of access to a car with
‘transportation disadvantage’:

“This unique phenomenon of American society, the car, is so ubiquitous (..) that is nearly
incomprehensible to imagine that there are those in the U.S. that don’t have one available whenever
they want and for wherever they wish to go. (..) Cities and towns have been developed based on
accessibility to a car, and public transportation has failed because of accessibility to a car. If it is
possible to find a single expression that could most clearly describe a fundamental reason for being
disadvantaged with regard to getting around, that expression would be carless” (Paaswell & Recker,
1976, p. 1, emphasis added)

Accordingly, based on a survey conducted in Buffalo (New York), Paaswell and Recker found that carless
households reported problems visiting friends outside the neighbourhood, as well as accessing clothes and
grocery shopping, parks and recreation activities. Similarly, Nutley observed in 1996 that while “in the UK it is
generally assumed that with few exceptions car owners in the countryside have no significant problems of
mobility” in the US even “the-one car household (..) is seen as a potential problem” and “indicative of
disadvantage” (p. 97), thus confirming the high level of car dependence in the American context.

Starting from the 1990s, an increasing number of studies in the US has focused on the role of the car in the
transition from welfare to work (for a review see Blumenberg & Manville, 2004). Taylor and Ong (1995) for
example, based on a longitudinal analysis of the metropolitan samples of the American Housing Survey,
have argued that the reason for the persistent higher unemployment rates among minority workers in central
cities is not so much a spatial mismatch between their residence and employment opportunities, but an
“automobile mismatch”, i.e. the lower rates of car ownership among minority workers, in a context where
public transport is generally not suitable for the journey to work. Raphael and Stoll (2001), based on the
analysis of data aggregated at the metropolitan level, have found strong evidence that having access to a
car is crucial to explain the higher rates of unemployment among minority workers, and argue that boosting
minority car-ownership rates would go a long way in narrowing inter-racial employment gaps, especially in
metropolitan areas that are more car dependent. Cervero et al. (2002), based on the analysis of panel data
on welfare recipients in a Californian county, have studied the relative influence of public transport versus car
ownership in helping the welfare to work transition, concluding that the latter is considerably more important.
Lucas and Nicholson (2003) have analyzed the effectiveness of a vehicle subsidizing program in Vermont,
concluding that it resulted in a significant increase in both the probability of employment and earned income.
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The American situation is peculiar in several respects, given the strong suburbanisation of employment,
racialisation of space and segregation of minorities. However, it is indicative of how, in the most car
dependent society of the world, car ownership is unanimously seen as an essential precondition to
employment — a crucial dimension of social inclusion. In this context, then, lack of access to a car is virtually
synonymous to car deprivation. Broadly speaking, however, car deprivation should be considered as an
emergent property of interaction between four factors (cfr. Fig. 2.3):

- Individual characteristics, such as certain types of disability, can make the car the only viable
means of transport. When this happens, however, the shortcomings of alternative modes (such
as public transport) in accommodating disabled passengers should be considered as a
contributing factor

- transport-related factors, such as the lack of public transport in the area, are obviously crucial in
making lack of access to a car equivalent to transport disadvantage. Even in this case, however,
other factors (such as the absence of services at walking or cycling distance in the area) should
be considered as a contributing factor

- accordingly, the characteristics of land-use in the area are crucial: low-density built environment
increases the distance to destinations, and thus makes the car more of a necessity for access to
essential services, opportunities and networks. However, even here the lack of competitive
modal alternatives may be seen as a contributing factor

- finally, the nature of the obligations to proximity of the individual can be a crucial contributing
factor in making lack of car access a condition of disadvantage. To mention but one example,
transport research has shown how women ‘trip-chain’ more than men, due to their multiple
responsibilities, corresponding to a greater number of obligations to proximity in daily life (see
§2.1.5). This condition is likely to exacerbate the disadvantage associated with the lack of car
availability, even though other factors (such as the physical separation of different activities in
the built environment) contribute as well

Finally, two remarks need to be made about the nature of car deprivation. Firstly, it must be noted that
disadvantage can arise (in a rather direct way) by the fact that accessing certain services, opportunities or
networks without a car is difficult, and this discourages participation. However, it can also be the outcome of
an indirect process whereby, for example, access to employment is possible with modes alternative to the
car, but commuting is so time-consuming that little time is left for other activities that are essential for social
inclusion, thus resulting in time poverty. In this case, of course, the assumption is made that commuting by
car would be considerably faster, thus leaving enough time for other activities. So, for example Farber and
Paez (2011a), in a study focused on Canadian metropolitan areas, have shown that non-drivers with long
commute times face difficulties in participating in discretionary activities (such as visiting friends and relatives
at their home). This highlights the complexity involved in the notion of car deprivation, as well as the
importance of the temporal dimension.

Secondly, empirical research on car deprivation can be complicated by the fact that the social groups who
are more likely to lack access to a car (low-income households, older people, young people, women, etc.)
are also the groups that are commonly considered as at higher risk of social exclusion — for reasons largely
unrelated to transport. As Clifton and Lucas put it:

“since non-drivers and people without regular access to a car tend to be concentrated among
households in the lowest-income groups and in the most deprived neighbourhoods, they are already
at risk of social exclusion” (Clifton & Lucas, 2004, p. 28)

In that sense, disentangling the net effect of the lack of car access on specific outcomes in terms of social
exclusion, social capital and/or well-being from the effect of other possible contributing factors (such as lack
of income) is likely to be very difficult — regardless of the method used.
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2.2.2. Car-related economic stress

While car deprivation has undoubtedly attracted most of the attention in transport and social exclusion
research, there is increasing recognition that there are forms of transport disadvantage associated with car-
ownership. As Currie puts it: “having a car can imply a form of transport disadvantage as much as not having
mobility” (2011c, p. 301).

In this context, different terms have been used to indicate the financial stress associated with owning,
maintaining and running the household car(s) and its potential consequences in terms of social exclusion
and reduced well-being. Currie for example uses the term ‘forced car ownership’, drawing it from UK
research on rural areas and defining it as:

“a term that has been used to describe low-income car users located in areas with poor accessibility
and limited mobility alternatives (..). The high costs of car ownership are said to be forced on
households with a limited capacity to afford them were no cheaper mobility alternatives are available”
(Currie & Delbosc, 2011c, p. 193)

Another term used in this context is ‘transport poverty’ (Gleeson & Randolph, 2002; Stokes & Lucas, 2011),
that has been defined as occurring “when a household is forced to consume more travel costs than it can
reasonably afford, especially costs relating to motor car ownership and usage” (Gleeson & Randolph, 2002,
p. 102, emphasis added). The reason why this should be considered as a form of transport disadvantage is
that excessive expenses for car ownership and use can lead households to cut spending in other essential
areas, with knock-on effects on social inclusion and well-being. In a recent qualitative study on the travel
needs of low-income households in the UK, Taylor et al. have observed that:

“car costs were attributed a consistently high level of priority compared to other household costs.
Some people indicated that they would be willing to cut other household costs in order to retain the
car in the face of increased car costs or a reduced income” (Taylor et al., 2009, p.7)

Alternatively, households may choose to allocate enough money to other activities (considered as essential),
and reduce travel spending accordingly: this in turn can restrict their activity spaces and the opportunities to
participate in mainstream society. Moreover, when financial resources are limited, individuals have to
prioritise between different travel destinations: so for example, a costly commute may lead them to curtail
leisure travel. In most cases, all these negative effects (reductions in travel and limited spending in other
essential areas) will be present at the same time.

Despite its prevalence in the literature, | argue that the term ‘forced car ownership’ is potentially misleading.
Indeed, in stressing the lack of choice of households (who would like to give up the car, but cannot do it
because of external constraints), this notion is close to the micro-social understanding of car dependence,
whose limitations | have pointed out in the above (cfr. §1.4.1). In that sense, it is misleading in two respects.
First, it might seem to suggest that wealthier households, who do not experience economic stress as a result
of car-related expenses, are in a position where they can freely choose whether to own a car or not. This is
unlikely to be true, since the number of households who consider themselves as car dependent is arguably
much larger than the subset of those who experience economic stress as a result. Therefore, as | will
illustrate in more detail later on (§2.2.4), many household who cannot be considered as transport
disadvantaged today, are potentially vulnerable to fuel price hikes that would considerably increase the cost
of driving in the future. Therefore, the concept of ‘forced car ownership’ runs the risk of inadvertently
overestimating the agency of wealthier car owning households.

Conversely, the concept tends to underestimate the agency of low-income, ‘forced car ownership’
households, assuming that they have no choice but to own a car, and suffer the associated financial
consequences. This obscures the fact that low-income households often have to choose between ‘two evils’,
namely the lack of access arising from lack of car access (car deprivation) and the economic stress
associated with car ownership and use. This is precisely what is meant by Currie and Delbosc when they
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argue that “those on low incomes (..) face a greater trade-off between transport costs, affordability, mobility
and accessibility” (2011c, p. 194).

In a nutshell then, | argue that there is nothing distinctive about the ‘lack of choice’ of ‘forced car ownership’
households. Rather, what is distinctive about them is the fact that they own and use cars despite the
negative consequences that arise from it in terms of financial stress. For this reason, | argue that it is
preferable to use the notion of ‘car-related economic stress’.

Currie and Delbosc (2011c), in a study focused on low-income households in urban fringe Australia, have
observed that most ‘high-car ownership’ households made a conscious decision to locate in car-dependent
areas, because other benefits, such as affordable housing and proximity to green spaces, were felt to
“outweigh the cost of travel” (p. 200). Therefore, the authors argue that the question of whether these
households are ‘forced’ into car ownership should be answered with “a fairly conclusive ‘no” (p.204).
However, most poor households with two or more cars also reported that transport expenses were
substantial, and two in five acknowledged that they overlooked the scale of the problem when they decided
to move to the urban fringe. Accordingly, they adopted a range of cost-saving coping strategies including
combining different activities into one trip, limiting travel to distant destinations and buying second hand cars.
Overall, they seemed to be limiting car use considerably, despite high levels of car ownership (2011b). By
contrast, low-income households without cars reported that, while this significantly limited the activities that
they could undertake, it freed up money for other activities (2011c).

Overall, the results of the study cited above point at two important conclusions. First, households who
experience car-related economic stress have a certain degree of agency in deciding where to live and how
much to spend on motoring. Second, and relatedly, the financial stress deriving from car ownership and use
cannot be studied in isolation, as households trade-off different areas of expenditure when deciding where to
live. Notably, the cost burden of car ownership should be studied in conjunction with the cost of housing —
and daily travel in relation with residential mobility.

In France, a number of studies have focused on this interrelationship. Polacchini and Orfeuil (1999), in a
study focused on expenditure on transport and housing in the Paris Region, have observed that

“there is a marked rise in the proportion of the household budget spent on transport as one moves
from zones with expensive housing (where travel accounts for just 6% of the household budget) to
the zones with the cheapest housing where travel accounts for 27% of household expenditure for
tenants and 30% for homebuyers” (Polacchini & Orfeuil, 1999, p. 46)

By contrast, expenditure on housing is found to never exceed 30% of household income, partly as a result of
the precautionary mechanisms implemented by landlords and banks, who do not rent flats or lend mortgages
to households who are considered as unable to afford them. However, there is no control on the share of
household income that is spent on transport, and this allows low-income households to adopt the following
strategy: moving to more peripheral locations, where they are able to afford bigger flats and keep housing
expenditure under the 30% threshold, even though greater transport expenditure more than offsets the
financial gain. As a result of this strategy, low-income households in cheap housing but car-dependent areas
end up experiencing great financial stress, as the overall expenditure for housing and transport can be as
high as 50% of the household budget. This might lead to households cutting spending in other essential
areas, as well as to limit their car use for discretionary trips (Orfeuil, 2004c). However, there is some
evidence to show that, when the cost burden of motoring becomes too high, low-income households tend to
relocate in less car-dependent areas (Motte-Baumvol et al., 2010). Overall, the study by Polacchini and
Orfeuil (1999) seems to suggest that, even when housing costs are taken into account, higher motoring
costs tend to create a situation of transport disadvantage for the households involved; on the other hand,
however, it shows how increasing transport expenditure can be a rational response to the conditions that
low-income households face on the housing market.

British transport scholars (Stokes & Lucas, 2011; Sustainable Development Commission, 2011) have argued
that it is instructive to discuss this issue in the light of the debate on ‘fuel poverty’ that has taken place in the
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UK in the last two decades (Boardman, 1991; 2010). ‘Fuel poverty’ has been defined as the situation
occurring “when a household could not have adequate energy services for 10 per cent of income”
(Boardman, 1991, p.227, quoted in Boardman, 2010, p.22). Recent studies have argued that 20% of British
households (corresponding to 5 million households) were in fuel poverty in 2008, and this could lead them to
cut spending in other essential areas and/or to suffer the consequences of an insufficient energy
consumption — for example by living in ‘cold houses’, with the associated health risks (Boardman, 2010).

There is indeed some similarity between the issue of fuel poverty and the economic stress related to car
ownership and use. However, there also several crucial differences. Firstly, the definition of fuel poverty is
based on a normative definition of what a household ‘needs’ in terms of energy consumption: so, for
example, the definition assumes that it is necessary to have a temperature of 18-21°C for 9-16 hours a day
at home (Boardman, 2010, p. 23). Accordingly, figures on fuel poverty are based on modelling, whereby an
household is considered to be disadvantaged if it needs to spend more than 10% of its income to satisfy its
energy needs within the home. This allows to exclude from the definition those who actually spend more
than 10% (even though they do not need to) and to include those who spend less than 10% but are not able
to satisfy their energy needs (ibidem). Such a normative definition is difficult to apply in the domain of
transport; as Stokes and Lucas argue:

“..the same consensus does not exist for transport and a measurement of transport poverty or
affordability is seldom attempted. (..) the prime difficulty relates to how we define the need for travel,
which relates to the activities that a person ‘needs’ to carry out, and the distribution of places where
they can be carried out” (Stokes & Lucas, 2011, p. 56)

In a nutshell then, the variability of obligations to proximity across different social groups and individuals is
arguably much greater than that of energy needs in the house. Similarly, people live in different types of
area, and this can make a big difference in terms of the amount of travel required to access essential
services and opportunities; this variability is arguably greater (and less amenable to change) than that
observed for the energy efficiency of home heating systems. This complicates considerably the definition of
a ‘transport poverty’ measure.

Given the difficulties involved in defining the transport needs of households, it might be tempting to rely on
figures of actual expenditure on transport. Indeed, the debate on fuel poverty was borne out by the simple
observation that low-income households spent 10% of their income on energy within the home, while other
households did not exceed 5% (Boardman, 2010). Similarly, in the domain of transport, the SEU has
observed that:

“motoring costs account for 24 per cent of the weekly expenditure of households in the lowest
income quintile who have cars, compared with 15 per cent for all households in the UK. So, although
poorer people spend less money on travel than the rest of the population, this often accounts for a
far greater proportion of their income” (SEU, 2003, p. 29)

However, relying on figures of actual expenditure is also fraught with difficulties, as there seems to be much
more variation in spending on transport at the household level than there is for energy use within the home
(see also Serebrisky et al., 2009). As Stokes and Lucas argue, there seem to be “a large element of choice
on levels of expenditure” on transport, while:

“..for fuel poverty there is much less variation in what is spent, and much less ‘status’ attached to
different heating systems — the definition of fuel poverty can safely assume that no one would wish to
spend more than 10% of their income on heating” (Stokes & Lucas, 2011, p. 56)

To sum up then, discussing car-related economic stress in the light of the debate on ‘fuel poverty’ illuminates
the complexity of the former issue: in that sense, investigating empirically the financial stress associated with
transport is likely to be a challenging endeavour.
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2.2.3. Car-related time poverty

Experiencing economic stress is not the only way in which individuals with access to a car may experience
transport disadvantage. In this section, | focus on a second form of ‘problematic car ownership’, related with
the temporal consequences of car dependent activity patterns. From the outset, it must be said that this is
the least researched and more controversial form of car-related transport disadvantage. The reason for this
is the scant attention given to the temporal dimension of disadvantage in transport and social exclusion
research. As Farber and colleagues argue:

“an important characteristics of much of the research in the literature to date (..) is a central concern
with the spatial aspects of transportation and accessibility. (..) While research on the topic in the field
of transportation has generated valuable information regarding access to opportunities, there have
only been glimpses so far regarding the potential of more in depth investigations of the temporal
dimension of mobility and exclusion” (Farber et al., 2011, p. 20-21, emphasis added)

The notion of ‘time poverty’ has been defined as “the fact that some individuals do not have enough time for
rest and leisure after taking into account the time spent working, whether in the labor market, for domestic
work, or for other activities” (Bardasi & Wodon, 2006, p. 77). In this context, with the term ‘car-related time
poverty’ | refer to the transport disadvantage associated with the lack of time deriving from spending an
excessive amount of time for car travel. This lack of time can result in lack of participation in essential
activities, and thus in reduced social inclusion, social capital and well-being. A typical example in this context
is how a long-distance car commuter might give up participating in leisure activities, because of the priority
accorded to travelling to and from work.

In the Canadian context, Farber and Paez have conducted studies on whether car travel negatively impacts
participation in social and leisure activities (2009; 2011a; 2011b). A first study, based on a travel survey
conducted in Portland in 1994 (Farber & Paez, 2009), has shown that ‘auto-reliant’ individuals (those who
used the car as a driver for 100% of the trips recorded in the travel diary) were likely to travel more, but less
likely to participate in visiting and out-of-home amusement activities than other (‘mixed mode’) individuals,
even after controlling for other factors such as residential location and socio-demographics. Conversely,
automobile reliance was found to have a positive effect on participation in in-home amusements. Overall, the
authors conclude that “the automobile reliant respondents with both urban and suburban locations of
residence are found to participate in significantly fewer social activities” (p. 224). In a subsequent study,
Farber and Paez (2011a) have found evidence that, over the period 1992-2005, while urban sprawl, car
dependence and traffic congestion have increased, travel durations for mandatory activities such as work,
shopping and childcare have increased significantly for residents of Canadian metropolitan areas. In the
meantime, the participation in discretionary out-of-home activities (such as visiting social contacts and
volunteering activities) has declined in favour of participation in in-home activties and time spent alone. As a
result, while average travel durations have declined across the period of interest, this is due to a reduction in
participation in out-of-home activities, rather than to an increase in travel speeds and accessibility.
Accordingly, even though the authors are not able to establish causality, they put forward the hypothesis that
“mandatory trip durations have grown at the expense of participation in other types of activities” (p. 788).
Similarly, they are able to show that those who commute by car participate in less discretionary activities
than non-car commuters, even though this might be due to socio-demographic differences between the
groups. In a nutshell, Farber and Pdez aim to show how suburban “drivers may suffer considerable
accessibility losses in comparison to residents of compact walkable cities” (p. 790).

Research findings from other studies confirm that spending too much time commuting can have negative
effects on social participation. In a research focused on Swiss metropolitan areas, where metropolisation and
long distance commuting are increasing, Viry et al. have investigated how commuting affects social capital,
observing that:

‘commuting distance negatively influences the proportion of significant others who give (the
commuter) support. This deficit can be interpreted as an effect of the commuter’s mobile living
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arrangement, since increasing time spent travelling may foster a weaker involvement in the activities
with significant others (relatives, close friends)” (Viry et al., 2009, p. 131, emphasis added)

Overall, even though the authors conclude that “commuting is indeed associated with a structural
recomposition and not a weaking of interpersonal relationships”, they also warn that “time spent travelling
can (..) be an hindrance to more involvement in social life” (p. 136). Insofar as long-distance commuting is
often made by car, these findings provide an illustration of the disadvantage associated with car-related time
poverty.

In the context of their wider research project on transport disadvantage in Australia, Currie and Delbosc
(2010) have also tackled the issue of time poverty. Firstly, they found out that in their sample “not having
enough time” was the most common reason for people to feel “isolated or cut off from society”. In a
subsequent step, using SEM, they ascertained that feelings of time poverty, associated with transport
disadvantage, tend to reduce well-being, thus mediating the relationship beween the two constructs. The
authors attribute this result to the “links between long distance commuting, lack of time and mobile working
people in congested cities” (p. 962).

Overall, the research findings illustrated above show the relevance of the concept of car-related time
poverty. There are, however, several observations to be made. Firstly, this form of car-related transport
disadvantage is inherently independent from the lack of economic resources that is usually associated with,
for example, both car deprivation and car-related economic stress. Accordingly, several authors have
observed that it is actually the middle classes who are the most affected by these problems32. For example
Cass et al., in arguing that the temporal ordering of society is very relevant for transport-related social
exclusion, observe that “in socio-spatial terms, low-income groups may be less excluded than those who are
locked into demanding routines of regular travel” (2003, p. 8). Similarly, the work of Currie and Delbosc cited
above (2010) has moved from the observation that people with high trip rates were as likely as less mobile
people to report subjective transport disadvantage, a phenomenon that is explained by the greater incidence
of time poverty among the former. Therefore, the authors conclude that “people who are not commonly seen
as disadvantaged (the employed and those with higher incomes) can have feelings of isolation associated
with time poverty, and that time poverty can reduce their well-being” (p. 962).

Overall, this observation illustrates the importance of taking into account the differing obligations to proximity
of people when thinking about transport disadvantage (cfr. §2.1.3). Indeed, it is arguably the different
obbligations to proximity of the middle classes that explains why they appear to suffer more time related
problematic car owneship. For example, it is generally observed that qualified workers tend to travel greater
distances to work, because the jobs they aspire to are generally concentrated in a few geographic locations,
rather than spread out on the territory (Neess, 20086, p. 30). In that sense, as Cass et al. have argued:

“if the ‘need’ to be mobile in order to participate effectively in society is unequally distributed, and if
the middle classes are under increasing pressure to travel in order to ‘belong’ it is they who are at
greatest risk of socio-spatial exclusion” (Cass et al., 2003, p. 14, emphasis added)

Taking into account the differing obligations to proximity of people also suggests that groups with more
complex space-time activity schedules such as women (Schwanen, 2011), single-parents (Farber et al,,
2011) and precarious workers (Borlini & Memo, 2009, p. 33) might be more likely to experience car-related
time poverty, even though there is so far no evidence to substantiate this claim.

Secondly, and relatedly, the fact that car-related time poverty seems to affect more those who are better off
economically, might lead us to question whether it is in fact a form of transport disadvantage. Indeed, several
research findings from the studies cited above suggest that individuals who have shortage of time due to
long car commutes are actually considerably better off than people who, all other things equal, lack access
to a car. For example, Farber and Paez (2011a) show that the impact of lenghty commutes on participation

32 This is consistent with the notion of time poverty, that has been used to highlight how people can be “work rich but time poor” in the
liberal market economy (Sullivan & Gershuny, 2004).
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in discretionary activities is actually worse for non-car drivers, who also tend, on average, to have longer
commutes. Overall, the authors conclude that their results indicate “the relative benefit of being a non-driver
in a compact urban form, versus being potentially excluded from participation as a non-driver in an urban
spatial structure supportive of and constructed for the automobile” (2011a, p. 782). Similarly, the study by
Viry et al. (2009), while suggesting that long-distance commuters might suffer the relational consequences of
time poverty, also shows that commuters are more likely to develop bridging social capital (p. 136-137), with
potential beneficial consequences for social status. So, is car-related time poverty a form of transport
disadvantage? To answer this question, one should acknowledge that disadvantage is a relational concept:
while long-distance car commuters might have greater levels of accessibility than their carless neighbours,
one might argue that in fact they “suffer considerable accessibility losses in comparison to residents of
compact walkable cities” (Farber & Paez, 2011a, p. 790, emphasis added).

Another problem in this context is the fact that many households seem to actively pursue a life in the
conditions (suburban residence, car dependence, lengthy commute) that have here been defined as
potentially exclusionary. In doing that, they clearly trade off the risk of time poverty against other things they
value such as: affordable and spacious housing, proximity to green spaces, reduced levels of congestion
and pollution, etc.. In that sense, as Lucas observes, “the transport disadvantage or time-poverty that they
experience may be the product of self-enforced, rather than externally imposed, physical isolation and
exclusion” (2012, p. 109). This again raises the question of whether car-related time poverty should always
be considered as form of transport disadvantage, especially in policy terms. Moreover, the exclusionary
effects identified by the literature might not be perceived as such by the disadvantaged themselves: for
example, lack of participation in out-of-home leisure activities as that identified by Farber and Paez (2009;
2011a) might be the result of a preference towards in-home leisure activities on the part of long-distance car
commuters. In that sense, the debate on lengthy commutes and time poverty would benefit from a framing in
terms of ‘lifestyles’ (cfr. Scheiner, 2009a), that would highlight how different preferences (e.g. for spacious
housing, car travel and in-home leisure activities) are often strongly correlated: this would help reducing the
risk of mistaking lifestyle preferences for transport disadvantage.

A final observation that has to be made on the existing literature on car-related time poverty touches on the
distinction between social cohesion and social inequality. Indeed, some of the authors quoted in this section
seem more concerned with a process of anonymization at the societal level, rather than with an actual
increase in social inequalities and exclusion. So for example Farber and Paez situate their research in the
context of the debate on “the atomization and fragmentation of social life and the potential decline of
community cohesion and social capital caused by life in suburbia and cars” (2011b, p. 90). While such a
process might be a cause for concern (Putnam, 1995), it does not necessarily entail an increase in social
inequality and exclusion, that are relative concepts. Indeed, while we might all be worse off in a less
cohesive society (where nobody volunteers anymore because of car-related time poverty) this does not
mean that, in such a society, more people would experience social exclusion. In that sense, | argue that the
literature on time-related problematic car ownership would benefit from a clearer distinction between these
two concerns.

2.2.4. Oil vulnerability

This last form of car-related transport disadvantage is both unique and similar to one of the above mentioned
types. It is unique in that it refers to people who are not necessarily experiencing transport disadvantage
now, but are likely to do it in the future in the event of increasing fuel prices. Indeed, as illustrated above
(§1.2.2), the peak oil phenomenon makes it very likely that fuel prices will be considerably higher in the
future: accordingly, an increasing proportion of the population is likely to face affordability problems in
running their cars.

In that sense, even though oil vulnerability refers to a potential rather than actual situation, there is arguably
a great degree of overlap between this concept and that of car-related economic stress (§2.2.2). Indeed,
households who experience car-related economic stress today are even more at risk in the event of a
sudden spike in oil prices. Therefore, it is no chance that research efforts on ‘forced car ownership’ and ‘ol
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vulnerability’ have intensified following the increase in oil prices in the first decade of the 21st century (see
Fig. 2, Chapter 1), that has made the problem more visible.

The most significant research effort on this topic has been carried out by scholars at Griffith University in
Brisbane (Australia) (Dodson & Sipe, 2006; 2007; 2008a; 2008b). In a first study, Dodson and Sipe (2007),
using Australian Census data, have developed a ‘vulnerability index for petrol expense rises’ (VIPER), aimed
at identifying the areas where people would suffer the most from fuel price hikes. The index covers two
dimensions: economic resources (assessed through a socioeconomic index for areas) and car dependence
(assessed through the proportion of households with two or more cars and the modal share of the car for the
journey to work in the area). The assumption here is that households who have low income and live in car
dependent areas would be the worst hit by petrol expense rises, because they would have no choice but to
cut spending for travel and/or for other essential areas of expenditure. By contrast, high-income households
living in areas where alternatives to the car exist would be able to choose whether to pay the additional costs
of car driving or switch to other modes of transport. In both cases, they are less likely to experience social
exclusion as a result. In a nutshell then, as Dodson and Sipe argue, in a world with oil prices substantially
higher than today, “a household’s ability to choose viable alternative modes will soon shape its social and
economic status” (2008a, p. 61).

The empirical findings of this first study (Dodson & Sipe, 2007) show that a substantial proportion of the
population in Australian metropolitan areas is vulnerable to petrol expense rises, particularly in Melbourne
where in 2001 slightly more than 50% of the population (1.82 million people) lived in areas that scored high
on the VIPER index (p. 55). Moreover, the study results show that “low socioeconomic status and high car
dependence are strongly co-located in Australian cities” (p. 57): accordingly, the authors conclude that the
impacts of rising fuel costs are likely to fall disproportionately on lower socioeconomic suburban groups in
outer suburban areas, where housing is cheaper but both socioeconomic vulnerability and dependence on
the car are highest. By contrast, high-income households tend to live in central areas, where there are more
alternatives to car travel, thus reducing their oil vulnerability.

In this context, it is important to acknowledge that fuel price hikes would bring about more than a mere
increase in the number of people affected by car-related economic stress. Indeed, as noted in the above,
households generally trade-off costs and benefits when deciding where to live, whether or not to own a car
and how much to use it. The outcome of this decision process can be car-related economic stress, either
because households overlooked the scale of the problem (Currie & Delbosc, 2011c), or because they are
willing to experience transport disadvantage in exchange for other benefits such as lower housing costs
(Polacchini & Orfeuil, 1999) or access to employment (Blumenberg & Manville, 2004). However, households
experiencing car-related economic stress in a context of stable prices should always be considered as
having at least some agency. By contrast, fuel price rises change the structural constraints that households
have to face: so, for example, an household might have chosen residential location so as to achieve a good
balance between housing, transport and other expenses. A substantial increase in the price of fuel can alter
this fragile equilibrium, and households may struggle to cope with an unanticipated situation: this is a
defining feature of ‘oil vulnerability’.

The research team led by Currie (2011a) has studied how Victorian households have coped with the fuel
price rises that have taken place in the first decade of the 215t century, finding that nearly half of respondents
had changed their travel habits as a result (Currie & Delbosc, 2011b): in this context, the most common
‘coping strategies’ were reducing the number of car trips, trip chaining and travelling less overall (p. 139).
Similarly, Dodson and Sipe (2006), reviewing ‘anecdotal reports’ on the impacts of rising fuel costs on
household travel patterns have found evidence that “households are cutting back on expenditures for non-
essential items and trying to use their motor vehicle less” (p. 12). In a subsequent report, they quote findings
of opinion polls showing that in 2006 11 per cent of Australian households were cutting down on food in
order to cope with higher fuel prices (2008b). Similarly, in the UK, the Sustainable Development Commission
has argued that rising oil prices suggest that “growing numbers of people will find it more and more difficult to
access essential services and educational and employment opportunities” (2011). These findings highlight
how rising fuel prices can have a negative impact on social inclusion for households with high levels of oil
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vulnerability, at least in the short term. In the longer term, as shown by Motte et al. (2010), moving to areas
with better public transport provision is a valid strategy to ‘escape car dependence’ for suburban low-income
households.

Subsequent studies by Dodson and Sipe (2006; 2008b) have moved from the premise that the economic
stress resulting from rising fuel prices is compounded by parallel increases in housing costs. With reference
to the Australian case, they observe that rising oil prices have had an inflactionary effect, and this in turn has
promted the Reserve Bank of Australia to increase interest rates substantially. This ‘compounding pressure’
is likely to have increased the financial stress of households with variable mortgage rates (2008b, p. 6). To
better account for this process, Dodson and Sipe (2006) have put forward an updated version of the VIPER
index, the ‘vulnerability assessment for mortgage, petrol and inflation risks and expenditure’ (VAMPIRE).
This new index covers the same two dimension of the VIPER (income and car dependence), with the
addition of an indicator of exposure to mortgages (assessed through the proportion of dwelling that are being
purchased in the area). On the basis of their findings for the year 2001, the authors conclude that “the
VAMPIRE represents a different, albeit more spatially extensive, phenomenon than the VIPER” (2006, p.
29). However, both indexes show that, generallly speaking, low-income peri-urban areas are the most
vulnerable; accordingly, the authors conclude that:

“the distribution of oil and mortgage vulnerability is highly inequitable because the impacts of higher
fuel and home purchase are borne most greatly by those in outer suburban tracts. As a result the
households that will face the greatest adaptive task in coping with higher transport and housing costs
are among those with the least resources and weakest acces local infrastructure that could assist
them in the adjustment process. Under current conditions (..) higher fuel prices and higher mortgage
interest rates are a highly regressive phenomenon within Australian cities” (Dodson & Sipe, 2008b,
p. 37)

A further study (2008b) has updated the results for the VAMPIRE index using Census Data for the year
2006, showing that virtually all Australian metropolitan areas became more oil and mortgage vulnerable
between 2001 and 2006, with very vulnerable zones in the outer suburbs “joined by increasingly vulnerable
neighbouring middle suburban areas”, reflecting “the inward encroachment of increasing oil and mortgage
vulnerability inwards” (p. 36).

Despite repeated calls by Dodson and Sipe, to the knowledge of this author only a few studies have focused
on car-related oil vulnerability outside Australia. In this context, alternative methods for assessing
vulnerability have been proposed: Verry and Vanco (2009) for example, define as vulnerable households
those who own cars and currently spend more than 18 per cent of their income for travel. By contrast,
Lovelace, in a recent study focused on the vulnerability of commuter patterns to oil shortages in Yorkshire
(2012), has tested different measures of vulnerability and concluded that the most satisfactory option is a
composite index taking into account distance from employment, the proportion of trips made by car, public
transport service and the percentage of active transport trips.

While oil prices keep rising, it is likely that oil vulnerabilty will attract more attention in the future. In this
context, a few observations are relevant. Firstly, this issue provides a concrete illustration of why
environental problems are nothing but the social problems of the future: in other words, one of the reasons
why resource depletion should be of concern to social scientists is that it will have a disproportionate impact
on some sectors of society. In that sense, the problem of car-related oil vulnerability highlights the
convergence between the environmental and the social agenda in the field of transport. On the other hand,
however, the findings of the studies cited above point at a latent tension between concerns for transport
disadvantage and (certain) policies aimed at reducing the environmental impact of transport (more on this
below, §2.4.7). Indeed, while such studies show that the impacts of rises in the cost of motoring would be
unevenly distributed and socially regressive, this conclusion is quite independent of the cause of such rises.
In that sense the logic of Dodson and Sipe’s analysis could be extended to the case of increases in the costs
of car travel induced by policy measures (such as fuel taxes, road pricing, etc.) aimed at reducing car
dependence and its negative effects (see §1.6.4). Moreover, increases in the cost of motoring might also
result from the introduction of alternative fuels or technologies (Schéfer et al., 2009). Finally, it has to be
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observed that most studies discussed in this section move from the assumption that, while the cost of
motoring will rise, the cost of alternative modes of transport will be unchanged. However, this assumption is
questionable: in Germany, for example, Hunsicker and Sommer (2009) have recently ascertained alternative
scenarios for cost increases for cars and public transport, observing that, while the cost of motoring is likely
to go up by 60% in the next 25 years, forecasting public transport costs is much more complex, given the
wide range of determinants. They conclude that while “at best, public transport ticket prices will increase less
than the cost of using private cars, (..) different scenarios may still emerge”, notably as a result of austerity
measures enacted in response to the recent financial crisis (p. 367). Indeed, the UK case study shows how
the cost of public transport has increased much faster than the cost of motoring in recent decades (SEU,
2003). In the current research literature on oil vulnerability, however, there is little recognition of the
possibility of rises in public transport costs.

2.3. Motorisation, urban structure and car related transport disadvantage

In the previous sections, | have given little attention to the spatial dimension of transport disadvantage. This
has been deliberate: given the importance of the interrelationships between transport disadvantage and
urban structure, in this section | focus exclusively on this issue. In doing that, | first deal with the
relationships between motorisation, urban structure and transport disadvantage in historical perspective
(§2.3.1, §2.3.2), and then with the issue of rural transport disadvantage (§2.3.3). In the last section (§2.3.4), |
expand on the relationship between transport disadvantage and the built environment in a synchronic
perspective.

2.3.1. Motorisation, urban structure and transport disadvantage in historical perspective

As illustrated in the previous chapter (cfr. §1.5.1) it is generally accepted that, in the last two centuries,
motorisation and the related changes in travel patterns have gone hand in hand with changes in land-use
patterns, as the destinations of activities have spread out in space. The result of this development is a more
mobile society, and one where the ability to cover great distances and access to motorised transport are
essential (Knowles, 2006). As argued by Farber and Paez (2011a), land-use and transport are:

“intimately linked in a cycle of reinforced urban expansion and development of automobile-oriented
transport and land-use infrastructure. Automobility makes far-off places reachable, attractive, and
therefore developable. These areas are then only feasibly reached by automobiles, therefore
enticing, or rather, inducing the adoption of the automobile by residents, and the promotion of
automobile infrastructure” (Farber & Paez, 2011a, p. 790)

In the remainder of this section, | will show the relationships between this historical development and the
different forms of car-related transport disadvantage illustrated above (§2.2). In this context, my goal is to
highlight how such forms of transport disadvantage have emerged as result of the processes of increasing
motorisation and land-use change.

To illustrate this dynamic, it is useful to refer to the macro- social understanding of ‘car dependence’ put
forward in the previous chapter (§1.4): there, it was argued that car dependence is best conceived as a self-
reinforcing, path dependent process resulting in incresing levels of car ownership and use. The works of
scholars such as Newman and Kenworthy (§1.4.2) show that there is a crucial spatial dimension to this
process, as increasing motorisation brings about changes in land-use patterns, which in turn bring about
increasing levels of motorisation. In the context of this chapter, it is interesting to observe that transport
disadvantage is a crucial intervening factor, as illustrated in Fig. 2.6. Over time, increasing car ownership
and use (also determined by exogenous factors such as technological diffusion and increasing income) have
resulted in more dispersed settlement patterns and in the separation of land uses, often actively promoted by
automobile oriented transport planning. This brings about a decline in the quantity of services in the local
area: while on one hand this results in increasing distance travelled, it also tends to reduce accessibility
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levels for non-car users. This in turn results in an increased pressure to own a car, despite the financial
burden associated with it, notably for low-income households. Once more people adopt car-oriented travel
patterns, this results in land-use change, thus fuelling the vicious cycle illustrated in Fig. 2.6. This illustrates
how the spatial changes associated with increasing car dependence are strongly related to an increase in
both car deprivation and car-related economic stress, to adopt the terminology proposed in the previous
section (§2.2).

Increasing car
ownership and use

7 N

Automobile oriented,
dispersed land-use
patterns,
suburbanisation and
decline in quantity of
local services

Increased pressure
to own a car with
accompanying
increased financial
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Increase in
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Fig. 2.6 — The cycle of car dependence, spatial dimension. Source: adapted from Clifton & Lucas (2004, p. 16),
Litman (2003, p. 8)

As argued by the British Social Exclusion Unit:

“over the last 50 years the need to travel has become greater and more complex as society became
organised around the car and average distances to work, learning, hospitals and shops increased.
(..) While the majority of people have successfully adapted to the rising need to travel through
greater car use, for those without a car the ability to travel has failed to keep pace in a number of
respects” (SEU, 2003, p. 21)

While the cycle of car dependence is a compelling framework to illustrate the relationships between urban
structure change and car-related transport disadvantage, it would be wrong to see the development of car-
dependent suburban areas merely as a result of this self-reinforcing system. In fact, from an historical
perspective, other factors have been at work. As argued by Gonzalez (2008) with reference to the American
context, sprawl and car dependence have been actively promoted by public authorities in order to push
forward the interests of economic elites and producer groups, who benefited from the resulting increase in
the demand for automobiles, consumer durables and energy consumption (pp. 166-167). On the other hand,
it should not be forgotten that suburbanization has also been considered as a way to alleviate other social
problems of industrial 20t century cities. As argued by Dodson (2007) with reference to the Australian case:

“from a transport disadvantage perspective the early Australian city provided what would today be
considered relatively good accessibiliy for most residents, with all but a few trips made on foot. The
disdvantage of this arrangement however was that housing prices were often high relative to
household incomes, while quality was low” (Dodson, 2007, p. 11.2)
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Accordingly, suburbanization was widely perceived at the time as a way to solve this major social
disadvantage problem:

“Housing shortages during the Great Depression to the end of the war had generated high levels of
social disadvantage. Post-war planning sought a major increase in the supply and quality of housing
in Australia to reduce the social disadvantage caused by housing shortages (..) Much of this new
housing was to be provided by an expansion of home ownership in the suburbs” (Dodson, 2007, p.
11.2)

In a nutshell then, in many industrialised countries increasing suburbanization and car dependence have
also been a way to alleviate a ‘social emergency’ related to housing cost and quality (see also Kesteloot,
2005). Indeed, much urban theory of the 20t century has built on the premise that the ‘social pathologies’ of
the industrial city had to be cured, and in this context the kind of suburban development afforded by new
transport technologies has often been seen as a solution (Choay, 1965). With hindsight, however, it is clear
that this has resulted in new forms of social disadvantage, namely an increasing relevance of transport-
related social exclusion (Dodson, 2007, p. 11.3)

In this context, it is important to note that all four forms of car-related transport disadvantage can be
considered as an outcome of this historical coevolution between transport and land-use. It is quite
straightforward to understand how, in an increasingly motorised society, lack of car access gradually
becomes a factor of disadvantage; by contrast, the other forms of car-related transport disadvantage require
a more detailed explanation. With regard to car-related economic stress, there is considerable research
evidence to suggest that low income households are often “forced by residential housing markets to ‘trade-
off’ outer suburban transport accessibility against other objectives such as home ownership” (Dodson, 2007,
p. 11.4); accordingly, while a greater proportion of the population can afford suitable housing today,
“achieving this goal clearly comes at the risk of significant transport disadvantage for some groups” (p. 11.5).
In that sense, car-related economic stress has arisen historically as a result of the trends towards increasing
motorisation and suburbanisation.

Given the strong similarity between car-related economic stress and oil vulnerability, the same applies for the
latter. Indeed, car-dependent suburban development is inherently based on the availability of cheap energy,
as it was generally the case in the 20t century. If, as it seems likely, fuel prices will go up considerably in the
future, this will result in an aggravation of car-related economic stress in these areas, with knock-on effects in
terms of social exclusion (Dodson & Sipe, 2008a). Indeed, the research work conducted by Dodson and Sipe
on oil vulnerability in Australian cities (2008a) has shown a contrast between high vulnerability areas in the
middle and outer suburbs (both more car dependent and poorer) and minimal and low vulnerability areas in
inner cities, where a wealthier population has better access to public transport and services and
opportunities in the local area. Similarly, the work of Verry and Vanco (2009) on French cities shows that oil
vulnerability varies according to the urban structure of the metropolis: indeed, their study shows that
vulnerability is considerably higher in the metropolitan area of Marseille than in Lille, because of the more
dispersed structure of the former. To sum up, then, the twin processes of motorisation and suburbanization,
by creating the need for longer travel distances and reliance on cheap fuel, have created the premises for
the oil vulnerability concerns of today. In that sense, as it has been observed for fuel poverty, the issue of oil
vulnerability points at “society’s failure to plan for an age of high-cost fuels” (Boardman, 2010, p. 18). In a
future perspective, this calls for better taking into account possible fuel price rises in urban planning
(Krumdieck et al., 2010); as Naess (2006) argues:

“...precisely because it takes a long time to change the built environment it is important to avoid
creating a future pattern of development dependent — perhaps to an even higher degree than today —
on ample supply of cheap energy. Such a structure will be highly vulnerable to any future limitation
on energy use (as well as) to failing supply stability” (Neess, 2006, p. 5)

Finally, from an historical perspective, also car-related time poverty can be seen as the inadvertent outcome
of a self-reinforcing dynamic between motorisation and more dispersed land-use patterns. Farber and Paez
(2011a) have provided a formal description of this development, by drawing on time-geographic concepts.
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They argue that, while on the short term and at the individual level the car leads to faster travel speeds, an
expansion of the person’s space time prism and thus greater accessibility, on the longer term and at the
macro level, cities expand in response to faster travel speeds and this tends to offset any accessibility gain
achieved with car access. To understand how this happens, it is necessary to take into account the time
dimension of access: indeed, while car drivers are able to reach more distant locations, in a car-oriented city
they still have the same amount of time to perform activities. In that sense, “greater spatial accessibility (..)
may in fact not be accompanied by a sufficient amount of free time to make participation in various activity
possible” (p. 784). On the whole, Farber and Paez aim to demonstrate how, at the collective level, there are
no accessibility benefits associated with increasing mobility, because the self-reinforcing cycle of increasing
motorisation and more dispersed land-use patterns is ultimately self-defeating and “running to stay place”
(2011a). Indeed, this process can even result in lower accessibility levels, because the phenomenon of
congestion (widespread in car-oriented cities) can give rise to time poverty problems: people might miss out
on participating in discretionary, leisure activities, because they spend too much time commuting (2011a). In
that sense, the spatial changes brought about by the macro-social process of car dependence, as well as the
inability of infrastructure provision to keep pace with increasing car use, should be considered as the cause
for the emergence of car-related time poverty in contemporary cities.

2.3.2. Changing urban socio-spatial configurations and transport disadvantage

In the previous section, | have focused on the evolution of urban structure in contemporary cities, with little
attention for the patterns of spatial distribution of different social groups in urban areas. However, the
historical evolution of urban social morphology has to be taken into account, if contemporary forms of
transport disadvantage are to be understood.

Indeed, the recent surge in interest for transport disadvantage might be considered as the last episode of a
growing concern in urban studies for socio-spatial differentiation in cities. Several popular research themes
in the urban sciences of the last few decades such as the global city (Sassen, 2001; Hamnett, 1994), urban
segregation and the related neighbourhood effects (Musterd & Ostendorf, 1998; 2005; van Kempen, 2005)
and gentrification (Slater, 2006; Simon, 2005) are concerned with the question of whether contemporary
urban areas are becoming more unequal, and whether there is a spatial dimension to this process. In this
context, the relevance of transport has only recently been taken into account. As observed by Dodson and
colleagues (2004):

“there is a substantial scholarly literature concerning patterns and dynamics of socio-economic
disadvantage and advantage within cities. The processes of urban economic and social change that
impact upon lower socio-economic status groups have been the focus of much research and
analysis. (..) One aspect (..) that has not been comprehensively addressed through research is that
of transportation. The extent to which different social groups are able to negotiate urban space to
access goods, services and socio-economic opportunities remains underdeveloped as a research
consideration” (Dodson et al., 2004, p.1)

In this perspective, the main assumption is that, as a result of global economic change, disadvantaged
groups are increasingly concentrated in specific areas within cities. Urban spatial segregation can, in turn,
compound their inability to participate in mainstream society. In this context, “transportation systems have a
role in mediating these dynamics” (Dodson et al., 2004, p.48): indeed, if disdavantaged areas are poorly
served by public transport, lack of car access (due to low incomes) is likely to result in transport
disadvantage.

As far as urban social morphology is concerned, any generalization is problematic. Indeed, while the trend
towards suburbanization has been observed for all cities of developed countries (even if to varying degrees,
with North American and Australian cities considerably more dispersed than their European and Asian
counterpars, cfr. Newman & Kenworthy, 1999), the urban socio-spatial configurations are often very country-
, region- or even city-specific (Kesteloot, 2005). Differences between countries might be explained by the
fact that different ‘models of capitalism’ have an impact on urban social morphology, through mediating
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factors such as welfare, housing and land-use policies. Therefore, it is only possible to describe ideal-typical
cities, specific to certain world regions.

With regard to the American city, starting around mid-century, suburbanization has led to the flight of the
white middle classes to car-dependent suburban areas, while low-income minorities have remained in
decaying inner cities; later on, retail and service jobs have also been decentralised to the suburbs, and this
to a greater extent than in other countries. As a result:

“unlike most European, Canadian and Australasian cities, US cities typically contain a disadvantaged
core region — with low quality housing stock, and limited employment opportunity — surrounded by
more affluent middle and outer suburbs. Combined with these housing and labour market pattern are
ethno-spatial arrangements that reflect the strong racial divisions in US societies. Such divisions
have resulted in concentrations of disadvantaged minority groups in the inner areas of many US
cities” (Dodson et al., 2004, p.13, emphasis added)

This situation gives rise to particular problems, that have been studied under the label of “spatial mismatch”.
This term describes:

“a broad set of geographical barriers to employment that stem from a disparity, or mismatch,
between where people live and where appropriate job opportunities are located. A more specific form
of spatial mismatch, the spatial mismatch hypothesis, argues that the combined effects of residential
segregation and economic restructuring limit geographical access to employment opportunities for
black, inner city residents” (McLafferty, 2001, p. 14807-14808)

In a nutshell, in the American context, the spatial mismatch hypothesis assumes that, historically, the
changing spatial distribution of social groups and jobs within urban areas has resulted in increasing
distances between low-income minority workers living in inner cities and suburban employment
opportunities. This, in turn, explains part of the higher unemployment rates for this group: in that sense, the
spatial mismatch hypothesis is equivalent to arguing that there is a spatial dimension to the disadvantage of
low-income minority households in US cities.

This has been contested by some scholars (Taylor & Ong, 1995; Ong & Miller, 2005; Blumenberg &
Manville, 2004), who have argued that suburbanization has increased the distance to employment for all
metropolitan residents, including suburban residents. Therefore, the key to explain higher levels of
unemployment among inner city minority workers is lower levels of car ownership, rather than the greater
distance to jobs. Indeed, accessing employment opportunities in the suburbs by public transport (‘reverse
commuting’) is problematic in a car-dependent urban structure. This argument suggests that the problem is
not so much the ‘spatial mismatch’ but the ‘automobile’ (Taylor & Ong, 1995) or ‘transportation mismatch’
(Ong & Miiller, 2005). Interestingly, this is equivalent to denying that there is a spatial dimension to the
discrimination of low-income inner city residents, and arguing that the transport dimension is the crucial
factor at play.

More recently, scholars outside the US have investigated whether the concept of ‘spatial mismatch’ is a good
framework to analyze the effects of urban socio-spatial change in other parts of the world. With reference to
the Australian context, Dodson (2005) has explored whether there is a spatial mismatch between locations of
greater housing affordability and locations of employment opportunity in Melbourne, concluding that, while
unemployment is concentrated in outer suburban locations (notably declining industrial areas), spatial
mismatch is unlikely to be a relevant factor, since suburbanization has increased the number of employment
opportunities in these areas. In that sense, the historical evolution of Australian cities (where middle and
upper classes have moved back to central cities since the 1970s, Dodson 2007; Dodson & Sipe, 2008a) has
resulted in an socio-spatial configuration that appears to be more spatially equitable than that of the racially
divided American city.

In the European context, Fol (2009) discusses how post-industrial change has transformed working-class
neighbourhoods in French cities, where traditionally the proximity between employment and residence
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resulted in short commutes and small activity spaces for the inhabitants. This was often the result of social
housing policies aimed at providing affordable housing in proximity to major employment centres. Starting
from the 1970s, as a result of economic restructuring, low-skilled jobs have dispersed across wider areas,
and this has increased commuting distances for the residents of working-class neighbourhoods. In this
context, an increasing number of studies has focused on the lack of mobility of low-income households living
in these areas, and how this impacts negatively on their social inclusion, drawing on the concept of spatial
mismatch and putting forward the hypothesis that French cities are developing ‘american-style’ ghettos.
Contra this hypothesis Fol (2009) argues, on the basis of a qualitative comparative study, that the mobility
practices of low-income households in France are characterised by ‘local dependence’, thanks to the greater
availability of services and public transport in the local area, which offsets the lower levels of car ownership
in working class neighbourhoods. This is the opposite of the ‘car dependence’ model (where lack of mobility
necessarily entails social disadvantage) epytomised by the situation of cities in the US and the UK (Fol,
2009).

This work resonates with that of other European urban scholars (Les Gales, 2002; Kazepov, 2005a), who
have highlighted how the social morphology of European city type is profoundly different from that of its
American counterpart. The reason for this is ultimately higher levels of public expenditure in European cities,
that have three kinds of effects: firstly, they imply “a relatively high share of employees in the public sector,
who make the city’s economy — in contrast to US cities — less dependent on market forces” (Kazepov,
2005b, p. 13). Secondly, they are also associated with a greater supply of public services and infrastructure,
such as public transport (ibidem). Finally, public landownership, regulation and the tradition of town planning
are stronger, and have successfully limited the impacts of market-led urban development (Hausserman &
Haila, 2005). For example, regulation of housing markets and social housing programs are common in most
European municipalities (Les Galés, 2002; Murie, 2005). Overall, a greater level of ‘decommodification’ in
European cities has resulted in lower levels of socio-spatial segregation, as compared to the American city-
type (Kazepov, 2005b; Murie, 2005; van Kempen, 2005). Accordingly, while problems of social exclusion
exist in European cities, the spatial dimension of disadvantage seems much less important than in the US3
(Musterd & Ostendorf, 2005).

However, it is important to acknowledge that public policies have not always resulted in a reduction of spatial
and transport-related disadvantage. For example, Power argues that

“the framework of urban planning, housing policy and and welfare systems within which low income
neighbourhoods have evolved over the twentieth century has taken little account of transport
connections or long-run economic viability. (..) Modern, subsidised estates, invariably built by social
landlords, creating at least thirty million high rise dwellings in Europe, were built without adequate
funding for the transport connections that would make them work” (Power, 2012, p. 40, 42)

As a result, in Europe, living in a social housing estate is a factor that can be conducive to transport
disadvantage, for reasons other than simple market-driven dynamics (Power, 2012). This is of course
compounded when estates are located in outer areas.

Another defining feature of European cities is their long history. Indeed, most important European cities of
today were already major centers in the Middle ages. Accordingly, ‘historic city centres” often correspond to
the perimeter of the pre-existing, preindustrial city (Les Galés, 2002). Starting with the industrial revolution
"the socio-spatial history of European cities has been characterized by tensions between centrifugal and
centripetal forces that (..) can be termed suburbanization and gentrification” (Kesteloot, 2005, p. 126). In that
sense, while in some phases the middle classes have tended to leave the city centre (suburbanization), at
other times they have been attracted back to the inner city (gentrification). From an historical perspective, as
Kesteloot argues, “the persistence of past socio-spatial configurations, their change over time and the
appearance of new configurations result in a growing complexity of the urban socio-spatial structure”
(Kesteloot, 2005, p. 132, emphasis added). Similarly, from a synchronic perspective, this results in a

33 |n this context, several authors have highlighted that the ‘liveral’ model of the UK is an intermediate case between the US and
mainland Europe (see for example Les Gales, 2002).
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“complex and historically rooted mosaic, which varies across cities, regions and countries” (Kazepov, 2005b,
p. 21, emphasis added). As Kesteloot observes:

“Most European cities will (..) display a dominance of center-periphery contrasts. North and south of
the European core, including its south end with relatively late industrialization, one still finds a
significant presence of the upper-and middle-income classes in the inner cities. Despite
suburbanization, cities such as Stockholm (..) or Milan (..) still present a broadly concentric socio-
spatial structure, with the rich residing in the center and the poor in the periphery. (..) In Belgium (..)
cities look very like US ones, with immigrants in the former nineteenth century working-class areas
and the middle class sprawled in the suburbs. (..) In some cases one can find rich and poor
configurations in both the center and the periphery” (Kesteloot, 2005, p. 136)

Overall then, the socio-spatial configurations of European cities are more varied than for the American and
the Australian city type, at least with respect to the residential location of different classes. However, one
common trait of European cities is the enduring symbolic and economic importance of the city centre. As
Neess argues, this is also related to the long history of European cities:

“Most European cities still have a higher concentrations of workplaces, retail, public agencies,
cultural events and leisure facilities in the historical urban centre and its immediate surroundings
than in the peripheral parts of the urban area. (..) (This) is partially a result of the location
preferences of previous periods. (..) Enterprises and institutions established 100 or 200 years ago
were to a higher extent than today compelled to choose a central location, because they would be
otherwise too difficult to access (..). This can in itself explain why the urban core often has a
concentration of historical buildings and institutions. In many cases, important symbolic value is
attached to these buildings. (..) The established, material structures thus represent an inertia tending
to sustain the importance of the inner city, also in the present situation where mass automobility has
reduced the need to locate workplaces and services at locations easily accessible by public or non-
motorized modes of transport” (Naess, 2006, p. 23-24)

Similarly, as argued by Martinotti, the medieval or Roman kernel of many European cities “contains portions
of land that are not marketable (and) this provided substantial stability, attraction for the elites and overall
ballast for the functions of the city core” (Martinotti, 2005, p. 95). Overall then, workplaces and services are
generally more concentrated in the city core in European than in American or Australian cities (Colleoni,
2011; Borlini & Memo, 2009). While this is beneficial to the poor when they are concentrated in the inner city
(Kesteloot, 2005), it can give rise to problems of transport disadvantage for low-income households when
they are pushed to outer suburbs by increasing housing prices in the city centre (Polacchini & Orfeuil, 1999).
For example, in the case of Paris, Beaucire and Saint-Gérand have observed that “nearly 60 per cent of
Paris area employment is found 10km radius from the city centre, whereas only 40 per cent of the working
population lives there” (2003, p. 111). As a result:

“better-off social groups, more or less clustered in the Paris area, enjoy good access to a spatially
extensive labour market. Underprivileged groups are far more scattered and, despite the efficiency of
the public transport system, have less access to that system and, hence, to the labour market’
(Wenglenski & Orfeuil, 2003, p. 116)

In a nutshell then, being a low-income suburban resident is perhaps more dangerous in Europe, where many
jobs and services are still clustered in the urban core, than in the American or Australian context. However, it
must be remembered that residential suburbanization has been less intense in European cities, that are still
considerably more compact than their American and Australian counterparts (Newman & Kenworthy, 1999).
Moreover, middle-sized cities (from 200,000 to 2 million inhabitants) are the dominant form of city in Europe
(Les Gales, 2002): as a result, the distance to the city centre is often quite short, even for residents of
suburban areas.
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2.3.3. What about rural areas?

The urban studies literature discussed in the previous sections (§0, §2.3.2) pays virtually no attention to rural
areas, reflecting an entrenched division of labour between urban and rural disciplines. However, in transport
and social exclusion research, the issue of rural transport is generally considered as crucial (Banister, 2009).
Indeed, many concepts (such as accessibility, forced car ownership, etc.) have been originally developed
with reference to rural areas (Farrington & Farrington, 2005). As of today, scholars agree that “access to
health care, education, work, and other services (..) for people living and working in rural areas is a key issue
around the world” (Velaga et al., 2012, p.102).

From an historical perspective, how can rural transport disadvantage be explained? Two kinds of answers
are possible. Firstly, from a sociological perspective, scholars have acknowledged that in the last decades
transport and communication technologies have gradually reduced differences between the urban and rural
way of life. Indeed, while Wirth (1938) described urbanism as a way of life defined by the size and density of
the settlement and the heterogeneity of its inhabitants, contemporary urban sociologists have argued that the
urban / rural dichotomy is less pertinent, at least in terms of mode of life. As Hausserman & Haila argue:

“the contrast that Simmel made between big and small cities (..) soon lost its validity and in the
modern world communication technologies spread urban culture around the human landscape. “The
urban” was no longer bound to a specific geographic type of space — dense and heterogeneous”
(Hausserman & Haila, 2005, p. 45)

Similarly, Fol argues:

“while density was a necessary condition for the intensity of social interactions, the increase in travel
speed allows people to have the same potential for contacts allowed by density. Automobility is the
main driver of this process. Every person builds its own social and physical geography, increasingly
independent from residential location” (Fol, 2009, p. 60, own translation)

In a nutshell then, while the ‘central place theory’ put forward by Christaller (1933) assumed that a more
peripheral location and smaller settlement size necessarily corresponded to less specialised services, the
increasing speed and flexibility brought about by motorisation increasingly put this principle into question. As
a result, it is increasingly possible — and expected — to live in an ‘urban’ way in rural areas. However, this
possibility is dependent on the ability to cover great distances — which generally means owning a car and the
economic resources necessary to running it and maintaining it. In that sense, the expansion of the activity
spaces of rural residents has its downside, namely an increase of car-related transport disadvantage.

A second way of interpreting the historical emergence of transport disadvantage in rural areas is to take into
account the changes that increasing motorisation has brought about in the spatial distribution of activities
and services. Indeed, as Farrington and Farrington argue, ‘accessibility’ was originally “a rural idea”:

“particularly, though not exclusively, based on the recognition of a post 1950s rural Britain where bus
and rail services, and other public service facilities such as schools and hospitals, were in decline,
leaving some groups in rural society with fewer opportunities to access opportunities and activities,
despite an overall increase in car ownership and car-based commuting” (Farrington & Farrington,
2005, p. 2)

To sum up then, increasing motorisation in rural areas has deeply transformed both the rural way of life and
the spatial distribution of activities. The outcome is an increasing dependence on the automobile to
participate in the activities that people consider essential for living a decent life. In that sense, this historical
process has paved the way for the rise of car-related transport disadvantage. As of today, rural areas are
generally considered as those where car dependence and transport disadvantage are most severe (Gray et
al., 2001; 2006; Gray, 2003; McDonagh, 2006; Owen et al., 2012; Smith et al., 2012).

100



2.3.4. Car-related transport disadvantage across different types of area

In the previous sections (§2.3.1-§2.3.3) | have shown how in the last century car-related transport
disadvantage has emerged as a result of motorisation and the associated changes in urban structure and
social morphology. In this section, by contrast, | expand on the relationship between transport disadvantage
and the built environment in a synchronic perspective. In this context, my goal is to show how the intensity of
the different forms of car-related transport disadvantage varies systematically between different types of
area.

A caveat to this discussion is that it would be wrong to think of car-related transport disadvantage as
inherently clustered in certain types of area. Indeed, as argued by Hine and Grieco (2003) there are both
‘scatters’ and ‘clusters’ of transport disadvantage. As illustrated above (§2.1.3), this is due to the fact that
transport disadvantage emerges from the interaction of several factors (cfr. Fig. 2.3), only some of which
have a spatial dimension. So for example, when transport disadvantage is mostly due to individual
characteristics (such as disability or old age resulting in mobility difficulties), it is likely to be found
everywhere, regardless of the density of the built environment and of the social status of the area (Hine &
Mitchell, 2003, p. 3). In this context, Lucas and Markovich have criticised studies that “concentrate on
geographical or spatial-based exclusion, such as that experienced by suburban or rural communities” (2011,
p. 226), because:

“in doing so (they) sometimes entirely overlook the ‘poverty’ dimension of the social exclusion policy
agenda (..), which tends to undermine, rather than enhance, the previously unique contribution of the
UK research to social policy understandings of the role of transport” (Lucas & Markovich, 2011, p.
226)

There is however considerable research evidence to demonstrate that transport disadvantage is more
severe in certain contexts, notably suburban and rural areas. For example, Delbosc and Currie (2011c) have
studied the impacts of transport disadvantage on social exclusion and well-being across different types of
area in Victoria, Australia, exploring the hypothesis that these are greater in remote than in accessible urban
areas. Although they do not find significant differences between types of areas in subjective, self-reported
measures of transport disadvantage, they are able to demonstrate that high levels of transport disadvantage
are more strongly correlated with low levels of well-being in rural areas. As they argue:

“this means that even though regional residents did not always report higher levels of transport
disadvantage, those who do experience it are likely to experience worse well-being outcomes than
people in urban areas. Conversely if residents of urban areas experience transport disadvantage this
is less likely to have a major impact on their well-being” (Delbosc & Currie, 2011c, p. 1136)

To sum up, then, even though transport disadvantage is found in every type of area, the number of people
that experience it and the intensity of disadvantage (in terms of negative impacts) are likely to vary
systematically across different types of area. In the remainder of this section, | illustrate this for the different
forms of car-related transport disadvantage put forward in §2.2. In doing so, | refer exclusively to the
European city type described in §2.3.2. There are two reasons for this: first, it allows me to simplify the
discussion. Second, the empirical work presented in this thesis is focused on two European case studies.

Tab. 2.1 further simplifies the picture by assuming the existence of only two types of area, defined by
population density and location within the urban area: a high-density historic city centre and a low-density
suburban area. These ideal-types should be considered as polar extremes on a continuum, with most
European city neighbourhoods located somewhere between these poles. For the purpose of this
(deliberately simplistic) discussion, it can be assumed that rural areas are very similar to low-density
suburban areas, as far as car-related transport disadvantage is concerned. This assumption is justified on
the basis of the similar degree of population density and the peripheral location with respect to city centres.
Furthermore, the findings of transport and social exclusion research have shown similarities in how the
problem manifests itself in these two types of area. Another assumption in Tab. 2.1 is that employment
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opportunities and services are quite concentrated in and around the city centre — a common trait in the
European city type, as illustrated above (§2.3.2).

High density historic city centre Low-density suburban area
Car deprivation More people affected Less people affected
Minimum intensity Maximum intensity
Car-related economic stress & Less people affected More people affected
Oil vulnerability Minimum intensity Maximum intensity
Car-related time poverty Less people affected More people affected
Minimum intensity Maximum intensity

Tab. 2.1 — Forms of car-related transport disadvantage across different types of area in the European urban
structure. Source: own elaboration.

With regard to car deprivation, existing research shows that lack of car access is more of a problem in low-
density suburban areas (where modal alternatives are often virtually absent) than in historic city centres,
where public transport provision, walkability and cyclability are better. Even more importantly, higher
population density and the concentration of jobs and services in the city centre tend to reduce distances to
key destinations, thus making the car less of a necessity in central areas. The opposite is true in low-density
suburban areas, where the intensity of car deprivation is at its peak. However, the opposite is true for the
number of people that experience this kind of transport disadvantage. Indeed, the greater need for
automobility in peripheral areas results in higher car ownership rates: as a result, less people lack access to
a car, even though those who do are arguably in a very difficult situation. As Delbosc and Currie argue with
reference to Australian rural areas, “transport disadvantage may be minimal for households with car access
but the small proportion of households without a car are likely to suffer much greater deprivation than their
urban counterparts” (2011c, p. 1131). By contrast, even though lack of car access in central areas arguably
corresponds to only a minor disadvantage, much more people experience it, given the lower car ownership
rates. In a nutshell then, car deprivation has a peculiar relationship with population density: the lower the
density, the lower the chance to find individuals without access to cars, but the higher the likelihood that this
results in serious disadvantage.

This pattern is typical of car deprivation, and is not generalizable to other forms of car-related transport
disadvantage. Indeed, existing research shows that car-related economic stress and oil vulnerability are
experienced by more people in low-density suburban areas (where car ownership and use are higher)
(Polacchini & Orfeuil, 1999; Dodson & Sipe, 2007). Also the intensity of car-related economic stress is
higher, given the relative lack of modal alternatives, resulting in price inelasticity in the demand for car travel
(Dargay, 2002), and the longer distances to key destinations, resulting in higher expenditures for transport,
all other factors equal. The opposite is true for high density city centres, where car-related economic stress is
both less intense and experienced by less people (the same applies to oil vulnerability).

Finally, car-related time poverty affects mostly the residents of low-density suburban areas, as compared to
people living in walkable compact urban areas (Farber & Paez, 2011a). Similarly, it is reasonable to assume
that the intensity of car-related time poverty would be lower in historic city centres. Indeed, car-related time
poverty is the result of the combination between the great amount of time required for commuting and the
travel time required to access leisure activities. While commuting time might be excessive also for inner-city
residents (even though they are less likely to have to cover great distances, given the concentration of
employment opportunities in the urban core in Europe), the accessibility of leisure activities is likely to be
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much better. Overall then, they are both less likely to experience car-related time poverty and, when they do,
it is arguably less intense34.

To sum up, then, all four forms of car-related transport disadvantage — with the partial exception of car
deprivation — are assumed to have a negative relationship with population density and distance to the city
centre. To put it simply, in low-density peripheral areas both living with and without a car are more likely to be
associated with transport disadvantage: indeed here we find more people struggling to cope with motoring
costs, more people vulnerable to increases in fuel prices and more people who are time poor because of
lengthy car commutes. Even though we find less people lacking access to a car, those who do are more
likely to suffer the negative impacts of car deprivation.

However, an important feature of this deliberately simplistic scheme is the assumption that there are no
systematic social differences (in terms of income, social status, etc.) between residents in the two types of
areas. This is unlikely to be true — even in the case of European cities, where residential location is
determined to a lesser extent by the housing market, as compared to American and Australian cities (see
§2.3.2). In that sense, it is crucial to acknowledge that urban socio-spatial configurations can either
compound or reduce the spatial patterning of car-related transport disadvantage illustrated in Tab. 2.1.

In the following, | illustrate the relevance of urban socio-spatial configurations for all four forms of car-related
transport disadvantage. For the sake of simplicity, | assume that only two ideal-typically opposed urban
socio-spatial configurations exist, as illustrated in Fig. 2.7. Using the terminology put forward by Kesteloot
(20095), city-type A is the ‘dramatic city’, where both employment and services and lower classes are
concentrated in the urban core, while middle and upper classes live in the suburbs. City-type B is a ‘topologic
city’ with a concentric socio-spatial structure, where middle and upper classes live in the urban core, while
the poor are concentrated in the suburbs.

City-type A City-type B

_ Employment and services

Lower classes

|:] Middle and upper classes

Fig. 2.7 — Ideal-typical urban socio-spatial configurations for the European city-type. Source: adapted from
Kesteloot (2005)

With regard to car deprivation, the urban socio-spatial configuration B tends to compound the spatial
patterning illustrated in Tab. 2.1: indeed, the problem of car deprivation would be even worse in low-density
suburban areas, because many low-income people would not be able to afford a car, despite the fact that it
is virtually a necessity in these areas. By contrast, car deprivation would be residual in the urban core,
because everyone who needs a car would be able to afford it. The opposite urban socio-spatial configuration
(city-type A) would instead result in a mitigation of the spatial patterning of car deprivation: indeed, suburban
residents would be able to offset the greater need for automobility with higher levels of car ownership, given

34 1t must be noted however, that inner city residents are arguably more likely to experience time poverty as a result of long commutes
by alternative modes (walking, cycling, public transport). In this context, however, this form of transport disadvantage is subsumed
under the category of ‘car deprivation’. This observation helps explain why — as argued above — car deprivation affects a greater number
of people in central areas, even though the intensity of disadvantage is lower.
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their higher economic status. By contrast, the consequences of low car ownership rates among the poor in
the city centre would be mitigated by the higher accessibility with alternative modes3.

The same applies to car-related economic stress and oil vulnerability. Indeed, in city-type B, housing prices
push low-income households to suburban areas, where they have to struggle with higher motoring costs and
greater vulnerability to increases in fuel prices, and this is only compounded by low economic status. By
contrast, the middle and upper classes concentrated in the urban core are doubly advantaged: they do not
need to spend so much for car travel, and they have higher income. In that sense, urban socio-spatial
configuration B compounds the spatial patterning of car-related stress and oil vulnerability. The opposite is
true for the ‘dramatic city’ model (A), where centrally-located lower classes are less exposed to car-related
financial stress and fuel price increases, while the suburban middle and upper classes are able to offset
these problems with higher income. Overall, urban socio-spatial configuration A mitigates the spatial
patterning of three forms out of four of car-related transport disadvantage. The relevance of the different
social morphologies of cities in this context is reflected in the findings of Verry and Vanco (2009): in a study
focused on oil vulnerability (defined as spending more than 20% of income on motoring), they have been
able to show that the problem is more serious in Marseille (a city with sprawling, low-income suburbs) than in
Lille (where suburbs are both more compact and wealthier). Similarly, the works of Dodson and Sipe have
consistently shown that “low socioeconomic status and high car dependence are strongly co-located in
Australian cities” (2007, p. 57): this implies that the urban socio-spatial configuration typical of Australia
(middle and upper classes in the urban core, lower classes in cheap housing areas in the urban fringe) is
compounding the spatial patterning of car-related economic stress and oil vulnerability.

In a sense, this discussion mirrors what has been observed in studies on fuel poverty (§2.2.2), where
Boardman has observed that:

“if the amount of money that is affordable is fixed (..) and there is a defined standard of energy
services to be obtained, then the only way these can be brought together is through the energy
efficiency of the home and the equipment inside. This means that the lower the income of the
household, the more energy efficient the property has to be to ensure that they are not in fuel
poverty. Although counter-intuitive, the poorest people should have the most energy-efficient homes.
This is certainly not the situation in 2009” (Boardman, 2010, p. 35-36, emphasis added)

If we substitute the notion of “fuel efficient cities” put forward by Newman and Kenworthy (1988) for the
notion of “energy efficiency”, it is apparent that the problems are similar. Given the spatial patterning of car-
related economic stress, the poorest people should live in the most ‘fuel-efficient’ (i.e. compact) areas: this
happens in city-type A, but not in B.

The exception in this context is car-related time poverty. Indeed, as illustrated in §2.2.3, this form of transport
disadvantage tends to affect more the working middle classes, given that their workplaces are on average
more distant from home. In that sense, urban socio-spatial configuration B would arguably help to mitigate
the spatial patterning of car-related time poverty, by reducing the length of the commute for middle-upper
classes. Low income workers in suburban areas would arguably be less likely to experience time poverty,
because of shorter commutes to local workplaces. By contrast, city-type A compounds the spatial patterning,
because the concentration of middle and upper classes in the suburbs results in a further increase in
commuting distances, with knock-on effects in terms of participation in leisure activities.

To sum up, then, urban socio-spatial configurations should not be overlooked when studying transport
disadvantage. Indeed, while all forms of car-related transport disadvantage show some degree of spatial

35 This conclusion arises from the assumption that in European cities jobs and services are not strongly suburbanised. When the
opposite happens, like in the typical US city, the concentration of lower classes in the city centre results in spatial mismatch and car
deprivation (see §2.2.1).
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patterning (being generally worse in low-density suburban areas), urban socio-spatial configurations can
either compound or reduce it%.

2.4. Policies to tackle transport disadvantage

In this section, | review the policies that have been proposed and implemented in many countries in order to
tackle transport disadvantage (§2.4.1-§2.4.6). At the end of this review (§2.4.7), | discuss the latent tension
between these policies and the measures aimed at reducing the environmental impact of transport, reviewed
in the previous chapter (§1.6). This is aimed at bringing together the two strands of research, by making
explicit the connection between them at the policy level.

2.4.1. Changing transport decision making

In the context of transport and social exclusion research, scholars and policy makers have argued that the
characteristics of transport decision-making tend to produce situations of transport disadvantage. Indeed, as
argued by Hine and Mitchell, “transport planning has traditionally been concerned with approaches that
downplay the importance of social impacts of transport infrastructure” (2001, p. 320). In turn, these
approaches inadvertently result in transport-related social exclusion (Markovich & Lucas, 2011; Jones &
Lucas, 2012; Litman & Brenman, 2012). In the last decades, similar criticism has been directed at transport
planning for its inability to take into account the environmental impacts of transport. However, as Martens
(2006) observes:

“transport modelling and cost-benefit analysis (..) have been adapted substantially to cope with the
challenges posed by the goal of sustainable development. However, the changes have primarily
focused on the negative environmental impacts of the transport sector. Hardly any attention has
been paid to another key dimension of sustainable development: social justice” (Martens, 2006, p. 1)

In this context, a typical example is cost and benefit analysis (CBA), that can be defined as the procedure
whereby “quantified effects are assigned a monetary value and included in overall economic appraisal of the
total value of the project in monetary terms” (Geurs et al., 2009, p. 80). CBA is frequently used for evaluating
transport projects and assisting decision-making, and has been criticized for inherently working to the
advantage of higher-income, motorised population groups (Martens, 2006, p. 10). More broadly speaking, it
has been argued that “current policy and planning biases (..) in various and often subtle ways tend to favor
mobility over accessibility and automobile travel over other transport modes” (Litman & Brenman, 2012, p. 2).

To counter this bias, scholars and policy makers have proposed different ways to adapt transport decision
making, taking into account its social impacts so as to promote transport projects that help reducing
transport-related social exclusion. For example, as illustrated previously in this chapter (§2.1.3, §2.1.4),
Australian researchers (Currie et al., 2007; Currie, 2011a) have attempted to produce measurements of the
social impacts of transport, in order to feed them into existing transport-decision making tools such as CBA
(Stanley & Hensher, 2011; Stanley & Stanley, 2011). This move allows the appraisal of the value of policy
measures (such as public transport improvements) meant to tackle transport-related social exclusion.
Moreover, it also helps showing that “individual benefits of reduced social exclusion to the people involved
are likely to be many times greater in ultimate value than those derived from transport initiatives that focus
on people who are already included” (Stanley & Stanley, 2007a, p. 13.15). This, in turn, is likely to result in
the prioritization of targeted, ‘social transit’ improvements over ‘mass transit’ improvements (see §2.4.3
below). Overall, this shows that:

36 In the empirical work of this thesis, it is not possible to take into account of the effect of urban socio-spatial configurations, because |
use national travel survey data that allow only to distinguish different ‘types’ of area.
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“the traditional economic cost-benefit approach to transport policy becomes much closer to a social
policy approach when the research results about the value of improved trip making, as it affects risks
of social exclusion, are incorporated in the analysis” (Stanley & Stanley, 2011, p. 277)

While integrating social impacts into CBA is a possible way to correct biased transport decision-making
processes, it is not necessarily the only one. Indeed, in recent years an increasing number of authors has
proposed corrections or alternatives to existing tools (Martens, 2006; Martens et al., 2012; Geurs et al.,,
2009; Litman, 2012) In this section, it is impossible to provide a review of these studies. However, it is
important to acknowledge that current transport decision-making tools tend to worsen the problems of
transport disadvantage: solving them in turn requires the use of improved or alternative procedures. In this
context, the role of quantitative empirical research on transport disadvantage is crucial.

However, transport disadvantage arises not only from biased transport planning tools, but is also the result of
particular institutional arrangements. In the UK, this idea has inspired a new framework of ‘accessibility
planning’ (AP) (SEU, 2003). This approach moves from the premise that, if past policies have contributed to
the rise of transport-related social exclusion, this is also because of an institutional problem, namely that
historically, “no single public body has had overall responsibility for accessibility” (p. 39). Therefore, the
solution is to “ensure that there is a clear responsibility and accountability for identifying accessibility
problems and deciding how to tackle them. In practice, in the UK AP has three main goals:

“to ensure that there is a clear process and responsibility for identifying groups or areas with
accessibility problems; (to ensure that) in developing and delivering their Local Transport Plans,
authorities have improved information on barriers to accessibility and the areas where accessibility is
poorest; and (to ensure that) local authorities work with other agencies to consider a wide range of
solutions to accessibility problems including changes to the location and delivery of services and
measures against crime around transport, as well as improved mainstream and specialist transport”
(SEU, 2003, p. 61-62)

Therefore, the responsibility to lead the process of AP is assigned to local transport authorities, that are
encouraged to involve local planning authorities and other agencies in ‘Local Strategic Partnerships’ (SEU,
p. 62). In that sense, AP is a paradigmatic example of a place-based approach in the context of the “place
versus function dilemma” (Stanley & Stanley, 2011, p. 281-282). In the words of Stanley and Stanley:

“government administration (..) has traditionally been structured on functional lines, with separate
transport agencies and land-use agencies and also separate agencies with functional
responsibilityies to deliver many of the other services to which people require access (e.g. education,
health, and medical services). Place-based approaches to tackle needs related to transport
disadvantage seek to bring relevant functional agencies together to work in a place-based mode with
local communities, to identify the most suitable combinations of transport, land use an outreach
solutions” (Stanley & Stanley, 2011, p. 281)

The accessibility planning approach has had great resonance across the world, and its adoption has been
proposed by scholars in countries such as Australia (Stanley & Stanley, 2007; Lucas & Currie, 2012) and
Italy (Borlini & Memo, 2009).

Also, several scholars and policy makers have argued that allowing the general public (and notably
disadvantaged groups) to participate to transport decision-making would improve the outcome of the process
in terms of social equity and transport disadvantage®’. Indeed, Lucas argues that in the transport domain,
low-income communities not only “are disproportionately denied the benefits of public resources”, but also
“full and fair participation in the decision-making process” (2004d, p. 297). To adopt the terminology
proposed by Walker (2012), there is an issue of ‘procedural justice’, whereby lack of participation results in

37 More broadly speaking, the issue of participation in sustainable transport policy making is attracting increasing research attention
(Cucca, 2009).
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distributive injustice with regard to access to services and opportunities. In the US, starting from the 1990s
this idea has inspired Community impact assessment (CIA) analysis, that can be defined as:

“an approach that a number of agencies (..) have adopted in recent years to ensure the voices of
local people are heard during the transportation planning and implementation phases of projects. It
includes such approaches as community profiling, meaningful community involvement, consensus
building, decision making, education, training and implementation” (Morris, 2004, p. 197)

In the context of CIA, public involvement exercices are carried out, with the expliciting goal of encouraging
the participation of “traditionally underserved populations” (Kennedy, 2004, p. 164). Also outside the US, the
importance of involving the general public in transport decision-making has been acknowledged. For
example, Merseytravel, the Public Transport Authority of the Liverpool city region, has sought to adress the
transport and social exclusion agenda, by adopting a participative approach, with a commitment “to fully
engage and consult with the local community and to attempt to meet their aspirations” (Grant, 2004, p. 67).
More in general, in the UK the Social Exclusion Unit has identified public consultation and participation as a
key to the progress of the transport and social exclusion agenda (Lucas , 2004b, p. 148). Some authors have
gone even further, arguing that, since some population groups (such as women) are more likely to
experience transport disadvantage because of their special needs, public involvement exercices should
target them directly (Ortoleva & Brenman, 2004; Turner & Grieco, 2006).

While including disadvantaged groups in the decision-making process is a good antidote to the biases of
current transport planning tools, their participation might be difficult to achieve. Indeed, as Lucas and Currie
argue:

“people who are experiencing social exclusion are likely to be disengaged from the formal political
process and institutional structures of the society in which they live and so are unlikely to be directly
involved in formal transport decision-making and are likely to feel alienated and disempowered by
the whole decision-making process” (Lucas & Currie, 2012, p. 155)

Therefore, public participation techniques “need to be adapted if they are to secure the participation of
disadvantaged groups and low-income and minority communities” (Lucas, 2004c, p. 286). This, in turn, is
essential if their transport disadvantage problems are to be addressed.

2.4.2. Changing land-use and urban planning

The need to cover increasingly long distances in order to access essential services and opportunities is at
the root of transport disadvantage (see §2.3). Therefore, a possible solution is to try and reduce these
distances, by promoting new approaches to urban planning and land-use. In this context, compact, mixed-
use and public transport oriented urban developments have been advocated. As Stanley and Stanley argue:

“land use improvements that aim to tackle transport disadvantage generally seek to improve people’s
access to activities through better structuring of land uses, to reduce the need to travel. For example,
mixing of land uses may reduce the travel distances/costs for some people to accomplish some
activities (as compared to land use arrangements that separate different kinds of activities)” (Stanley
& Stanley, 2011, p. 280)

Moreover, modal alternatives to the car are more competitive over shorter distances: as a result, the need to
own and use cars is reduced in compact and mixed-use areas, and this reduces all forms of car-related
transport disadvantage (§2.2). In addition, this might also reduce the negative environmental externalities of
transport, as noted in the previous chapter (§1.6.3).

However, as noted above (§1.6.3) this agenda has wide-ranging institutional and organisational implications,
because it requires a greater level of coordination between transport and land-use policies (Kaufmann &
Sager, 2006; Gallez & Kaufmann, 2010). Moreover, the need for coordination is not limited to these sectors,
nor to the local level: as shown in Britain by the Social Exclusion Unit (SEU, 2003), the location decisions of
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a number of key public services (for example, health care services) have for long been taken with little (if
any) concern for their accessibility by modes alternative to the car. As observed by Lucas:

“while the problem is usually described in term of land-use planning, solutions are rarely within the
power of local authority land-use planners to effect. Many planning decisions are taken out of their
hands by the private sector and other more powerful public sector agencies with an influence over
location decisions, such as the health and education sectors. These do not include transport and
accessibility as essential criteria in their location assessments. As such, planners are regularly
forced to bow to the pressures of other more compelling considerations, such as private profit, job
creation and value for money” (Lucas, 2006, p. 802)

Accordingly, providers of public and private services also need to be involved in coordination processes, if
the trend towards increasing intensity of car-related transport disadvantage is to be reversed. In the UK,
accessibility planning (see §2.4.1 above) includes also the goal of bringing together spatial planning and
transport planning in order to improve accessibility. Notably, AP moves from the premise that in the past
“services have been developed with insufficient attention to accessibility” (SEU, 2003, p. 3) and that
“accessibility (should) be given greater weight in land-use planning decisions” (p. 5).

Overall, there are several limits to land use solutions to the problems of transport disadvantage:

- firstly, as noted in the previous chapter (§1.6.3), changing the built environment is inherently a long
term strategy, unlikely to make a difference in the short term. Therefore, it is unlikely to be the sole
solution to transport disadvantage problems, and it needs to be complemented by other short-term,
transport-based strategies (see §2.4.3, §2.4.4)

- secondly, as noted above (§1.6.3), the implementation of changes in land-use policies is likely to
meet considerable institutional and organisational resistance, because of path dependencies in
transport and urban planning policies (Newman & Kenworthy, 1999; Pflieger et al., 2009)

- thirdly, place-based approaches may not adequately address forms of transport disadvantage that
are inherently ‘scattered’, rather than ‘clustered’ (Hine & Grieco, 2003; Hine & Mitchell, 2003, p. 120)

- finally, as acknowledged by Lucas if “land-use developments continue to be located in places that
people without cars find difficult to reach” (2004b, p. 148) this is not just the result of lack of
coordination between land use, transport planning and other agencies. Importantly, the problem is
also that “these decisions are often out of the hands of planners themselves, who are regularly
forced to bow to the pressures of other more powerful interests such as private profit, job creation
and cost-efficiency savings” (ibidem). If this is true, bringing about real change in patterns of land use
will require more than just encouraging integrated planning at the local level: arguably, it will be
necessary to counteract the vested interests that stand in the way of radical change in this domain
(Schwedes, 2011a; 2011b).

Overall, land-use solutions to transport disadvantage are difficult to deliver, and are effective only over the
long term. Therefore, scholars and policy makers generally agree that this strategy is hardly sufficient, and
that more short-term measures are needed. These are reviewed in the following sections (§2.4.3-§2.4.6).

2.4.3. Improving modal alternatives

As illustrated above (§2.2) many forms of transport disadvantage derive from the increasing need to own and
use cars. Therefore, an obvious solution to such problems is to improve the performance of alternative
modes of transport. This section reviews this strategy, focusing mostly on public transport improvements.
Indeed, as Lucas observes, “currently, the policy agenda places heavy emphasis on the public transport
network” to provide access to goods and services (2004d, p. 293). The reason for this is that in industrialised
countries, the introduction of motorised modes of transport, increasing motorisation and associated land use
changes have resulted in increasing distances between residences, services and opportunities. These in
turn are not easy to cover by non-motorised transport modes such as walking and cycling. However,
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improvements to ‘slow’ transport modes can be a valuable solution in some contexts: this will be discussed
at the end of this section.

To adopt the terminology proposed in this chapter (§2.2), public transport improvements reduce the intensity
of car deprivation, car-related economic stress and oil vulnerability. First of all, scholars and policy makers
often point out that improvements to mainstream public transport services are crucial to reduce transport
disadvantage. Broadly speaking, this means supply increases, from a spatial perspective (network coverage,
better route penetration, etc.), as well as from a temporal point of view (higher service frequencies, longer
operating hours, etc.). Quality improvements (substition of bus services with rail-based public transport, Bus
Rapit Transit systems, bus priority measures such as segregated lanes, etc.) are also often advocated for
the same purpose. Improvements to public transport vehicles in terms of accessibility, comfort and safety are
particularly important for transport disadvantaged groups such as older people (Hensher, 2007). Finally,
providing better information is also considered as crucial (Cass et al., 2003, p.23), given the lack of skills and
competences of some transport disadvantaged (cfr. §2.1.3).

A recent report by Lucas, Tyler et al. (2008) has provided evidence about the value of providing new public
transport in deprived areas: based on findings for four British case studies, the authors demonstrate that
increased public transport supply resulted in more travel, better access to work, more social capital and
expanded travel horizons for residents. Moreover, additional public transport brought huge cost savings to
service users, as well as wider social benefits, as “new services have created the opportunity for people to
undertake wholly new activities through improved accessibility” (p. xiii), thus generating new trips previously
suppressed. Similarly, Australian researchers have used structural equation modelling and CBA to impute
the value of the additional trips that transport disadvantaged people would be allowed to make if a new
public transport service was implemented, showing that the reduction of social exclusion is the major single
benefit of public transport services (Stanley & Hensher, 2011).

With regard to the cost of public transport, reducing fares is considered not only as a way to increase
ridership and encourage modal shift (see §1.6.2), but also as a solution to some forms of transport
disadvantage. Indeed, the cost of public transport is a cause for concern in transport and social exclusion
research, notably in countries where this has increased considerably over the years, such as the UK (SEU,
2003). Internationally, attempts to address this issue have taken three main forms:

- offering discounted or free fares to groups deemed to be disadvantaged is by far the most common
measure. For example in Britain the SEU report indicated “concessionary fares for particular client
groups or journeys” as a valuable policy instrument to make travel more affordable®® (2003, p. 6).
Similarly, in France, local authorities have implemented “special pricing policies designed to help the
most disadvantaged groups” for several years (Diaz Olvera et al., 2004, p.153). In this context, the
targeted categories generally include some of the following: pensioners, disabled, jobseekers, lone
parents, workers on low-income, war veterans, children and students (Hine & Mitchell, 2003; SEU,
2003; Diaz Olvera et al., 2004; Serebrisky et al., 2009; Morris & Kinnear, 2011). The same result is
sometimes achieved with demand-side subsidies such as transport vouchers and direct transfers
using the welfare system (Serebrisky et al., 2009)

- a progressive pricing policy according to household income is a more radical solution to the
affordability problems of low-income households. This has been proposed for example in France
(Diaz Olvera et al., 2004)

- supply-side subsidies to public transport allow to reduce fares, and are very common in developed
countries (Serebrisky et al., 2009). An extreme case of subsidization is the so-called “free public
transport” concept, which actually refers to a system that is entirely funded from general taxation.
Even though it has been rarely implemented on a large scale (Steenberghen et al., 2006), free public
transport has been proposed as a way to ensure equality of opportunity in terms of accessibility
(Piratenpartei Berlin, 2011)

38 In the British context, ‘concessionary fares’ means that “local authorities reimburse operators for offering discounted fares to
particular groups” (SEU, 2003, p. 44).
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Overall, improving mainstream public transport services is considered as an effective way of tackling
transport disadvantage. However, there are two main limitations to this approach. Firstly, as argued in the
previous chapter (§1.6.2) providing convenient public transport in low density car-oriented areas is extremely
challenging, as well as expensive for the public purse (especially if subsidized services with low fares are to
be provided). In that sense, where land-use patterns are car dependent, improving modal alternatives can be
ineffective as a way to tackle transport disadvantage. Secondly, as argued by Betts, the choice “to expand
‘mainstream’ transport services rather than provide targeted services (..) is based on the premise that
disadvantage is experienced broadly and solutions need to be broad and inclusive” (2007, p. 12.14). This is
not necessarily true, given the complex nature of transport disadvantage (cfr. §2.1.3). Indeed, particular
groups of transport disadvantaged (such as disabled people) might benefit more from targeted service (such
as a dedicated minibus) rather than from marginal improvements to the existing bus network. In that sense,
as Lucas argues

“if properly designed and delivered, public transport can provide a part of (the) solution (to the
problem of transport-related social exclusion), but it is most likely that other forms of more flexible
(and often informal) transport services will be needed to complement these mainstream services”
(Lucas, 2012, p. 112, emphasis added)

In the UK, these form of complementary transport services have been studied under the label of ‘community
transport’3®. This term describes a “wide variety of community ad voluntary-run and owned transport
services” (Jones, 2004, p. 119) that are “usually provided for specific groups of people with particular needs
or accessibility difficulties” (Stanley & Stanley, 2007a, p. 13.10). The aim of these schemes is to provide
inclusive transport services by increasing access to essential services and opportunities (such as health,
education and employment) (Jones, 2004). While some community transport schemes offer access to private
vehicles such as cars and scooters (cfr. §2.4.4), ‘public’ community transport schemes generally take the
form of ‘flexible transport services’ (§2.4.3) such as group hire bus services or demand responsive services
(Hine & Mitchell, 2003, p. 24). Typical examples in this context are: door to door services for disabled;
minibus services for jobseekers and parents of young children in deprived areas; dedicated services to take
people to healthcare facilities (Jones, 2004).

Overall, there are three fundamental differences between ‘mainstream’ public transport and the flexible
public transport services provided by ‘community transport’ initiatives:

- the flexibility of services. From a temporal point of view, instead of running on fixed schedules,
community transport schemes generally provide demand reponsive services (‘dial-a-ride’), often
using ICTs (Velaga et al., 2012). From a spatial point of view, they provide door-to-door service,
rather than following a set route. This flexibility makes them better suited for people with particular
needs that are not well served by traditional public transport. It also makes them more suited to low-
density, car dependent areas where traditional public transport is not convenient (see above). For
these reasons, flexible public transport services have been proposed as solutions to the problems of
the disadvantaged since the 1970s (Paaswell & Recker, 1976; Hine & Mitchell, 2003, p. 25;
Kemming & Borbach, 2003)

- instead of being available for general use, ‘community transport’ is generally targeted at specific
population groups. Also, it is often targeted at specific access needs (e.g. access to employment, to
health care services, etc.). This is an asset because it focuses on groups and needs that are not
satisfied by mainstream public transport services

- as the name indicates, ‘community transport’ is generally provided by grassroot initiatives. As argued
by Stanley and Stanley, often it is the “result of an initiative by a non-transport sector, which
recognises that transport is a basic requirement to enjoy the services provided by that sector’ and
therefore “it can be seen as a response to policy failure on the part of the transport sector in meeting
the transport needs of some groups of people” (Stanley & Stanley, 2007, p. 13.10, emphasis added).
In that sense, ideal-typical ‘community transport’ consists of specialist services, provided by the

39 While the term ‘community transport’ is used in the UK and Australia, the term ‘paratransit’ is used in the US (Stanley & Stanley,
2007a, p. 13.10).
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voluntary sector “to address those gaps in provision not filled by mainstream transport providers”
(Hine & Mitchell, 2003, p. 24). However, it must be acknowledged that flexible public transport
initiatives may also be initiated by local public institutions, such as job agencies in France (Le
Breton, 2004b) and the US (Cervero, 2004a) or local authorities in Denmark (SEU, 2003, p. 51) and
France (Fol, 2009). The common trait here is the local, small scale nature of the schemes
implemented, at least in an initial phase. Arguably, while the grassroot nature of these
programmmes is a major strength of community transport, as it enables it to detect provision gaps, it
is also one of its major weaknesses, because of the resulting uncertainties in funding (Jones , 2004,

p. 141; Access Exchange International, 2012)

Mass transit Social transit Source
Modal shift: diverting trips from | Generating more travel: satisfying
more polluting transport modes | suppressed demand or diverting trips
to alternatives from walking to faster modes
patronage goals: “maximize | coverage goals: “provision of service | (Walker,
patronage of all types” in order to | despite low patronage — to achieve | 2008, p.
achieve environmental benefits | social inclusion objectives (..) such as | 436-437)
(through vehicle trip reduction) | accessibility for persons who cannot
and maximizing financial return | drive”; provision of an “equitable”
or efficiency (thus minimizing | service that meets the “social needs of
subsidy) disadvantaged populations”
G Economic and environmental | “(to) improve mobility opportunities so | (Stanley &
oals : )
benefits as to reduce the risk that people are | Stanley,
socially excluded” 2007, p.
288-289)
Improving “the efficiency of | “serving markets that are not well | (Morris &
public transport in transport | addressed by the mass transit agenda, | Kinnear,
markets that support high- | principally to achieve social inclusion | 2011, pp.
volume operations”; addressing | objectives”; addressing the demands | 260, 270)
the demands of peak period | of the socially disadvantaged
travelers
“encouraging car users to opt for | “meeting the mobility needs of the | (Pflieger et
public transport” carless population” al., 2007)
“Frequent all-day service in | “Devoted to low-density areas”; | (Walker,
dense and walkable areas”; | “infrequent because services are | 2008, p.
Characteristics | “frequent all-day connections | spread out over the largest possible | 437-438)

n.oou

of service between major activity centres”; | area”; “circuitous (..) because covering
“peak-period service in commute | an area is more important than speed”
markets”
Rapid transit commuter routes; | New fixed-route services in deprived
Examples high-speed commuter rail links; | areas; specialist services; demand-

BRT; tramways

responsive services

Tab. 2.2 — Public transport improvements with ‘mass transit’ and ‘social transit’ purposes: goals and examples.
Source: own elaboration, adapted from Pflieger et al. (2007), Walker (2008), Stanley and Stanley (2007; 2011),
Morris and Kinnear (2011).

At a superficial look, public transport improvements may seem a win-win solution, that achieves reductions in
the environmental impacts of transport (by encouraging modal shift), while at the same time tackling
transport disadvantage. However, a closer look at the public transport improvements motivated by the
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environmental imperative (§1.6.2) and by transport disadvantaged concerns (reviewed in this section),
reveals that the two do not completely overlap. In fact, there even seems to be a conflict between the two
agendas. As Pflieger et al. argue:

“today, public transport policies in most industrialized countries are under enormous pressure to
satisfy often contradictory demands: meeting the mobility needs of the carless population while
encouraging car users to opt for public transport. In such instances, the divergence between
objectives and means can be considerable” (Pflieger et al., 2007)

This opposition is illustrated in Tab. 2.2, which adopts the terminology proposed by Stanley and Stanley
(2011, p. 289-290), who argue that “public transport services and service-level improvements can be largely
classified as being for either ‘mass transit’ or ‘social transit’ purposes” (2011, p. 289-290). The same
distinction has been discussed by other scholars in recent years (Pflieger et al., 2007; Betts, 2007; Walker,
2008; Morris & Kinnear, 2011), albeit with different terminologies, as illustrated in Tab. 2.2.

Accordingly, scholars of transport and social exclusion often complain that too much attention is given to the
first approach, much to the detriment of the second. For example Lucas, reviewing the UK experience
(2004b), points at “under-resourcing and competing funding priorities” as one of the “significant barriers and
risks that could undermine the delivering of the new (transport and social exclusion) agenda” (2004b, pp.
145-146), arguing that “current policies to improve public transport services primarily do so with the aim of
encouraging modal shift from cars. This (..) fails to benefit the travel poor” (p. 147). Similarly, Hine and
Mitchell observe:

“a fear is that current policy (..) will be more effective in dealing with the modal shift question rather
than with povery reduction and creating transport opportunities for socially excluded groups. (..)
Policy tools that (..) encourage modal shift (..) may also inadvertently promote a realignment of public
transport services on corridors away from and towards the edge of areas where socially excluded
groups reside” (Hine & Mitchell, 2003, p. 4)

Overall, Morris and Kinnear, with reference to the Australian experience, have argued that there is a need to:

“recognize that there are two equally valid and parallel, but sometimes conflicting agendas for
providing public transport services. (..) Balancing the competing demands of peak period travellers
and those of the socially disadvantaged gives rise to a fundamental tension in transport policy and
planning” (Morris & Kinnear, 2011, p. 260, 270, emphasis added)

To conclude this section, it is important to note that also improvements to non-motorised modes of transport
can help tackling transport disadvantage, insofar as they reduce the need to use other modes of transport
(car, public transport). A particular advantage of walking and cycling is “their generally low barriers to entry”,
that can be supported by “policy measures that make it easier and safer to utilise (them)” (Stanley & Stanley,
2011, p. 280). Accordingly, the British Social Exclusion Unit lists “improving road safety for pedestrian and
cyclists” as one of the strategies to reduce transport disadvantage (2003, p. 93) and so do Hine and Mitchell
(2003, p. 127) and Orfeuil (2003, p. 22). Similarly, Litman argues that improving walkability contributes to
achieving a variety of accessibility and equity-related objectives (2010b). However, it should be kept in mind
that improvements to walking and cycling can alleviate transport-related social exclusion only in contexts
where distances between residences, jobs, services and opportunities are not too great. In all other contexts
(such as low-density peri-urban and rural areas), improvements to public transport and/or promoting access
to car use will be necessary.

2.4.4. Promoting car ownership and use

A common claim in transport and social exclusion literature is that improvements to modal alternatives are
not always sufficient to provide access to essential services and opportunities: accordingly, actively
promoting the car ownership and use of carless individuals is often proposed as a solution to transport
disadvantage.
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As noted above (§2.2.1), this argument this argument is particularly common in the US — unsurprisingly,
given that it is the most car dependent society in the world. In this context, researchers who have studied
transport and the welfare-to-work transition broadly agree that car availabilty is an essential precondition for
job access (Blumenberg & Manville, 2004). For example, Taylor and Ong have argued that their findings on
race, residence and commuting point “to policies to help carless job-seekers get access to automobiles”
(1995, p. 1471). Similarly, Raphael and Stoll conclude that “policies geared towards fostering greater auto
access should most definitely be considered in any comparative benefit-cost analysis of policy initiatives
designed to alleviate the spatial concentration of joblessness” (2001, p. 145).

In Australia, Lucas and Currie (2012) have argued that, given the dispersed spatial structure of settlements
outside of inner cities, Australian policy-makers should explore the transferrability of American programmes
aimed subsidizing car access, rather than adopting the public transport focus of the UK, if they aim at
tackling transport disadvantage. However, even in the UK there have been repeated calls for policy
measures that improve access to cars among transport disadvantaged groups. For example, Lucas et al.
(2001) have denounced the “policy ignorance of the car as a basic need for some low-income groups (..) and
in some areas (..)” (p. vi). Accordingly, Lucas has argued that “unless there are significant improvements to
the public transport network and road safety in deprived areas, many people will need to drive cars in order
to secure social inclusion” (2004b, pp. 149-150). Similarly, a report by the Joseph Rowentree Foundation on
rural exclusion (Shucksmith, 2000) has urged the British government to “give help with car ownership”
(Joseph Rowntree Foundation, 2000).

Also in France there have been repeated calls for the implementation of aids to car ownership and use. For
example, transport scholar Mignot has argued that “the analysis of travel inequalities inevitably leads to the
question of car access and use. (..) If public powers aim to reduce travel inequalities (..) it is necessary to
help poor households to have access to cars” (2004, p. 131, own translation). This conclusion seems to be
shared by policy makers, with the then prime minister Jean-Pierre Raffarin going as far as to argue that “a
driver’s license, just like proper housing or a job, is an essential factor in social integration, insofar as it
represents the principal means of autonomous travel for our citizens” (Bertrand, 2005, p. 3, quoted in Fol et
al., 2007, p.811).

In all these countries, a variety of measures to promote car ownership and use have been considered and/or
implemented at the local level (notably in sparsely populated areas), and sometimes incorporated into
national programs; overall, they are mostly focused on work-related travel needs (Fol, et al., 2007; Fol,
2009). In the US, auto programs have existed since the 1980s (Fol, 2009, p. 194) and have mostly taken the
form of low-interest ‘car loans’ to subsidize vehicle acquisition (Cervero & Tsai, 2002; Cervero, 2004a; Lucas
& Nicholson, 2003; Blumenberg & Smart, 2011). In France, since the 1990s, social benefits aimed at
facilitating the welfare to work transition can be claimed in order to cover travel expenses related to car trips;
other forms of auto-programs in France include short-term loans of vehicles and subsidised driving lessons
(Le Breton, 2004b; Fol et al., 2007; Fol, 2009, p. 198-203). This latter initiative has been scaled up to the
national level, with the drafting of a national plan to provide help with obtaining a driver’s licence in 2005
(Bertrand, 2005). More recently, Motte-Baumvol et al. have reported that “when France was confronted with
a significant increase in petrol prices in 2008, the solutions proposed (included) the creation of a transport
voucher for car mobility (which was never actually implemented)” (2010, p. 14). “Mobility vouchers’,
expendable for public transport, taxis, but also for fuel, have recently been discussed also in Germany
(Ahrend & Herget, 2012, p. 44). In the UK, auto-programs are less common than in France and the US (Fol
et al., 2007), although the SEU report mentions the existence of car clubs, discounted leasing of cars, minor
repair and maintenance grants, subsidised driving lessons and Wheels to Work schemes (2003).

As argued above, providing access to cars is often presented as a more effective solution to transport
disadvantage than improving modal alternatives. However, despite their appeal, car-based strategies have
several limitations, that prevent their diffusion (Fol et al., 2007):

- afirst concern is the cost of these programs. Indeed, Fol and colleagues (2007), on the basis of a
review of auto-programs for the poor in France, the US and the UK, conclude that they are simply
“too costly to be generalized” (p. 813)
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- moreover, auto-programs are unlikely to be a suitable solution for all transport disadvantaged.
Indeed, as Lucas argues “a huge proportion of people experiencing transport poverty are too young,
too old or simply unable to drive. For this reason alone, car-based strategies cannot be seen as the
only solution” (2004d, p. 295). Moreover, to adopt the terminology proposed in this chapter (§2.2),
they only address the problem of car deprivation, while they have no effect on car-related economic
stress, oil vulnerability or car-related time poverty. In fact, they might even make them worse

- indeed, a widespread criticism of auto-programs is that, given the significant costs associated with
car ownership and use (cfr. §2.2.2), encouraging car ownership is unlikely to solve the transport
disadvantage problems of poor households. Indeed, as argued by Currie and Delbosc “there is a
danger that such programs could place low-income groups in financial stress” (2011c, p. 205).
However, such consequences are rarely taken into consideration by policy makers (Fol, 2009, p.
206). To adopt the terminology put forward in this chapter, auto-programs seem to move people from
one form of transport disadvantage (car deprivation) to another (car-related economic stress)

- finally, the main reason why auto-programs are considered as a “highly controversial issue and one
that generally does not sit easy with transport professionals” (Lucas, 2004d, p. 294) is that they go
against the environmental imperative to reduce car use (Fol et al., 2007). Moreover, they would “risk
destabilizing the mechanisms for funding public transit and weakening their social legitimacy” (Fol et
al., 2007, p.802), thus further deteriorating the condition of carless people: to adopt the terminology
put forward by Dupuy (1999a), car-based strategies would reinforce the “car dependence spiral” (Fol
et al., 2007, p.814), thus aggravating the intensity of all forms of car-related disadvantage.

2.4.5. Virtual mobility

Some authors have discussed the implications of recent developments in Information and Communications
Technologies (ICTs) for measures aimed at tackling transport disadvantage. For example Kenyon et al.
(2002) argue that “the use of ICTs could enable a new, virtual mobility, enabling an Internet-based increase
in accessibility as an alternative to an increase in physical mobility” (2002, p. 207): in this context, the
authors mention job search online, as well as the role of ICTs in providing virtual access to ‘bonding’ social
capital (ibidem). According to Grieco et al. (2000) there is great potential in innovations such as home
banking and home shopping for tackling accessibility problems. Hine and Mitchell have argued that
‘scattered’ transport disadvantaged (see above) “can be better served through new information technologies
where reservation systems can be used for demand responsive transport’ (2003, p. 129). This latter example
shows how ‘virtual mobility’ policies may interact with the provision of ‘flexible’ public transport (see §2.4.3).
The British Sustainable Development Commission (2011, p. 55) has argued that universal broadband
provision would allow home-working and ‘work-hubs’, reducing commuting costs considerably, thus
addressing car-related economic stress, and public provision of technologies such as video-conferencing
“could potentially enable public sector services such as health care to be delivered remotely (..), helping
those who have limited transport options” (ibidem).

While there is certainly much scope for ‘virtual mobility’ solutions to transport disadvantage, this approach
has a number of limitations. Firstly, as acknowledged by Kenyon et al. (2002), there is probably also a ‘virtual
mobility-related dimension’ of social exclusion, as access to ICTs is uneven across the population.
Therefore, there is a need to study how “transport poverty meets the digital divide” (Velaga, 2012): existing
evidence shows that transport disadvantage problems are often compounded by lack of access of ICTs, as
for example in rural communities where broadband supply coverage is rare (ibidem).

2.4.6. Education and training

As illustrated in §2.1.3, several scholars in transport and social exclusion research have highlighted the role
of individual competences, skills and travel horizons in determining transport disadvantage (Dijst and
Vidakovic 1997; SEU, 2003; Lucas, 2004b; Le Breton, 2004a; Kaufmann et al., 2004; Allemand, 2008; Borlini
& Memo, 2009; MSFS, 2011). Accordingly, several policy measures have addressed the socio-cognitive
dimension of transport disadvantage. These have mostly taken the form of education and training initiatives.
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In the UK, the Social Exclusion Unit (2003) has listed “widening travel horizons” among the five key
“measures that can help tackling accessibility problems”: this implies “helping people know and understand
the travel options available to them”, notably through “travel and advice, personal travel plans and better
travel information” (p. 6). For example, the SEU argued in favour of the generalisation of “mobility and
indipendence training” programmes, aimed at overcoming the lack of skills and confidence that cause people
to experience travel difficulties (p. 57). Similarly, the report argued that the TravelSmart technique, pioneered
in Australia with the aim of reducing car use, could be adapted to the goal of reducing transport
disadvantage:

“similar ‘individualised marketing’ techniques could be aimed specifically at people on lower incomes
from deprived communities. The aim would be to increase their use of public transport, walking and
cycling, and so widen the number of services and job opportunities to which they have access”
(SEU, 2003, p. 57)

Westwood (2004), reported how, in the municipality of Halton, the concept of ‘personalised journey planning’
(PJP) has been adapted to the goal of meeting the needs of the ‘transport poor’. PJP is a technique aimed at
enabling transport disadvantaged people to reach crucial opportunities (e.g. employment, education), by
providing them with tailored travel advice. In the Halton case study, this measure proved successful, as 40%
of PJP recipients “had gone on to access education, training or employment opportunities using the plan” (p.
78). Overall, according to Westwood, the Halton experience shows that “through a combination of personal
contact, encouragement and advice that is specifically relevant to needs, (..) restricted travel horizons can be
overcome” (p. 91). In recent years, PJP initiatives have been implemented in several towns in Great Britain
(Kilby & Smith, 2012).

Also in France, many initiatives have tried to tackle the socio-cognitive dimension of transport disadvantage.
For example, Le Breton (2004b) reports the experience of a municipality that has implemented a training
programme addressing various travel difficulties, including orientation in space, public transport use, and
learning to drive a moped (pp. 117-118). Other programs have targeted disadvantaged women who needed
a driving licence in order to find employment (p. 132). In Paris, the local public transport operator (RATP) has
organised “teaching mobility” workshops aimed at providing people with the basic skills (reading a public
transport map, a timetable, etc.) required to travel by public transport (Allemand, 2008). In Australia, Morris
and Kinnear (2011) have argued that, in order to facilitate the transition to driving cessation, there is a need
to provide older people with “specific and individualised information” about existing public transport services
exist and how to use them (p. 263).

2.4.7. The tension between environmental and social goals in the field of transport

In the previous sections (§2.4.1 — §2.4.6), different policy measures aimed at tackling transport disadvantage
have been reviewed. Before concluding, it is important to observe that some, though by no means all, of
them are detrimental to the goal of reducing the environmental impacts of transport. This is most obvious for
measures aimed at promoting car ownership and use (§2.4.4), but it is also true for some kinds of
improvement to modal alternatives (see below).

Accordingly, several transport and exclusion scholars have expressed concern that policy efforts to tackle
transport disadvantage might be hampered by environmental concerns. This is for example one of the
reasons why auto-programs are unlikely to develop on a large scale (Fol et al., 2007, cfr. §2.4.4). Similarly,
competing funding priorities such as ‘mass transit’ programs aimed at achieving modal shift are one of the
reasons why ‘social transit’ programs are chronically under-resourced (§2.4.3). This ‘latent tension’ between
environmental and social goals in the domain of transport has been noted by several authors. For example,
Currie concludes his recent volume on “New perspectives and methods in transport and social exclusion
research” by arguing that:

“it is now clear that increasing mobility is unsustainable due to its impacts on congestion and the
environment and because the fuel resources that provide mobility are finite. Although reducing
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mobility has been suggested as a new objective, it must be considered in the context of the impacts
restricted mobility can have on well-being” (Currie, 2011c, p. 306, emphasis added)

Indeed, early research on transport and social exclusion in the UK was motivated by concerns for the
potential social impacts of the New Labour ‘sustainable transport’ agenda (see §5.1.2). For example, Huby
and Burkitt (2000) reviewed the “social policy implications of the UK 1998 White Paper on Transport’,
concluding that it was “likely to have differential effects on different types of people”, with disproportionate
impacts on low-income households (p. 379). The report “Changing Infrastructure, measuring socio-spatial
inclusion/exclusion by Cass et al. (2003) was originally motivated by the “concern that (..) measures (such as
road user charging or place parking levies) might have a disproportionate effect on those already
disadvantaged in socio-spatial terms” (p. 5). Similarly, Rajé (2003) focused on how the introduction of road
user charging (widely debated in the UK at the time) might have impacted on transport-related social
exclusion. Early work by Lucas et al. (2001) also focused on the intersection between transport, the
environment and social exclusion, concluding that “in some instances the policies that are currently being
promoted may even serve to perpetuate inequality and undermine social inclusion” (p. vii). This has also
been argued with reference to specific groups: for example Dobbs (2005), based on a study of the mobility
behaviour of women in England, has warned that “the development of sustainable transport systems may
have serious gender implications” (p. 266). Overall, Lucas (2006) has argued that, while there is potential
sinergy between environmental and social goals in the field of transport, “currently there is a serious policy
conflict between these agendas within the UK policy framework” (p. 801). Accordingly, she argues, this
represents “a fundamental dilemma for future transport policy in the UK, namely, how to control traffic
growth, without denying people on low incomes the right to own and drive cars” (2004b, p. 150).

Also outside of the UK, recognition of the tension between social and environmental goals in transport policy
is common. However, this is generally condined to brief remarks in either theoretical introductions or the
concluding sections of books and research papers (see for example Lucas 2004d; Currie, 2011c). Only
rarely has this trade-off been the main focus of attention. However, there are a few exceptions: the
pioneering work of Lucas et al. (2001) has discussed in a systematic way the relationship between social
and environmental goals, pointing at the existence of both win-win and win-lose measures. More recently,
Cucca and Tacchi (2012) have analyzed “the trade-offs between the environmental and social dimensions in
sustainable mobility policies” in Italy (p. 70), concluding that accessibility and social justice are often absent
from policy initiatives aiming at containing the environmental impacts of transport. Lucas and Pangbourne
(2012) have focused on the “social dimensions of the relationship between transport and climate change”,
assessing “the potential for unintended negative consequences to (..) arise from policies to reduce the
climate change impact” (p. 287). Also at the policy level, the issue is attracting increasing attention: the
British Sustainable Development Commission (2010) has recently published a report titled “Fairness in a
Car.dependent Society”, aimed at integrating the two agendas by proposing a “sustainable transport
hierarchy” (see below).

In this section, | discuss this tension by putting forward a deliberately simple framework to conceptualize the
social and environmental consequences of the transport policy measures reviewed in §1.6 and §2.4. This
framework is illustrated in Fig. 2.8 — Transport policies with social and environmental impacts.
Source: adapted from Mattioli Fig. 2.8 and is adapted from a previous publication (Mattioli, 2013). The
diagram uses a bi-dimensional space to illustrate the tensions underlying transport policies with both
environmental and social equity consequences. Axis x shows the expected environmental impacts of the
depicted policies, ranging from very negative (i.e., greater environmental damage) to very positive (less
damage). Axis y does the same for social impacts, ranging from very negative (more transport disadvantage
and related social exclusion) to very positive (less). Accordingly, the first quadrant (upper right) contains ‘win-
win’ measures that are assumed to be beneficial for both goals. The second quadrant (upper left) contains
measures assumed to have a positive social impact (reducing transport disadvantage), but a negative one
on the environment. The third quadrant (lower left) contains measures that are detrimental to both goals,
while the fourth shows ‘environmentally sustainable transport’ policies that are assumed to have a negative
social impact.
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Public transport improvements have been discussed both as policy measures for environmental
sustainability (§1.6.2) and as a way of tackling transport disadvantage (§2.4.3). This discussion has shown
that ‘public transport improvements’ is a generic term covering very different policies. Indeed, as Walker
argues, “public transport providers and funding agencies may try to present themselves as serving all the
diverse purposes of public transport, but in fact they must make hard choices between competing goals”
(Walker, 2008, p. 436). As discussed in §2.4.3, there is a contrast between ‘mass transit' improvements,
aimed at achieving modal shift away from the car, and ‘social transit’ programs aimed at increasing the
number of trips and distances travelled by low-mobility, ‘transport disadvantaged’ people. The first are
assumed to have a positive impact on the environment, but tend to divert resources away from ‘social transit’
programs. The latter, by contrast, may reduce transport disadvantage and social inequalities, but are likely to
increase the number of trips and the distances covered by transport disadvantaged individuals. Overall, this
is likely to result in more motorised transport use, thus contributing to unsustainable trends in travel demand
(§1.1). For this reason, in Fig. 2.8 ‘public transport improvements’ are located in the first quadrant (between
brackets), but are connected by dashed lines to ‘social transit’ in the second quadrant and ‘mass transit’ in
the fourth.
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Fig. 2.8 — Transport policies with social and environmental impacts. Source: adapted from Mattioli (2013)

Improving other modal alternatives, such as walking and cycling, is arguably beneficial to both goals (§1.6.2,
§2.4.3). However, given the spatial structure of many areas, it is unlikely to be an effective solution. For this
reason, in Fig. 2.8 it appears in the lower left corner of the first quadrant.

Changing land-use and the built environment has also been discussed both as a a way to tackle the
environmental consequences of transport (§1.6.3) and transport disadvantage (§2.4.3). In that sense, it can
be considered as the best ‘win-win’ solution. However, as discussed in §1.6.3, urban planning policies aimed
at ‘densification’ and ‘transit oriented development’ have been criticised because they can have negative
social impacts, as increased land values and housing prices tend to result in gentrification, displacement of
poor households and segregation. This is not taken into account in Fig. 2.8, that considers only the social

impacts related to accessibility and transport disadvantage.
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Pricing strategies, (such as road pricing, congestion pricing, emission charging and fuel or other motor-
related taxes) are assumed to have a positive impact on the environment, but a negative social impact, as
discussed in §1.6.4. Notably, increases in the cost of motoring are likely to aggravate the problem of car-
related economic stress (§2.2.2). Therefore, pricing measures have raised concerns about equity among
both scholars and the general public, and these concerns may effectively hamper their implementation, as
was the case in the UK with the Fuel Tax Escalator on petrol (see §5.1.2). In that sense, economic
instruments might seem to trade off environmental goals against social goals. For this reason, pricing is
represented in the fourth quadrant in Fig. 2.8.

‘Soft transport policy measures’ (§1.6.5), are assumed to have a (small) positive impact on the environment,
as they aim to change individual attitudes and behaviour in order to achieve a modal shift away from the car.
With regard to transport disadvantage and social equity, there is no reason to assume that they might have
any impact. For this reason, they are located on the right half of axis x in Fig. 2.8.

Promoting car ownership and use through auto-programs such as those illustrated in §2.4.4 is likely to have
a positive (albeit limited) impact on the reduction of transport disadvantage and social inequality. However, it
goes against the goal of ‘environmentally sustainable transport’, and this explains why such programs have
failed to proliferate (Fol et al., 2007). For this reason, ‘auto programs’ are depicted in the second quadrant of
the coordinate plane.

Two other strategies, not reviewed in the preceding sections, are worth discussing here®: firstly, the
“technological fix” strategy aims to achieve sustainable transport through improvements in road vehicle
technology, rather than through reductions in the overall level of road traffic. Fig. 2.8 suggests that one of the
reasons why this strategy is particularly appealing for governments is because it promises a large, positive
impact on the environment, with no apparent consequence on transport disadvantage and social equity.
However, it must be noted that this might be wishful thinking, since fuel taxes would probably be necessary
in order to successfully introduce new vehicle technologies and alternative fuels with a substantial impact on
CO2 emissions. (Schafer et al., 2009, p.236). Secondly, the impacts of a “business as usual” transport policy,
which allows the continuation of current trends, is likely to result in an aggravation of both the environmental
and the social impacts of transport. Indeed, as it will be argued in the next chapter (§3.1.2), allowing car
dependence to tighten its grip on society will arguably increase the intensity of all forms of car-related
transport disadvantage. On the other hand, this strategy would certainly bring about a negative impact on the
environment. However, the largely invisible and taken for granted social impacts may nonetheless make it
attractive for policy-makers.

In a nutshell, Fig. 2.8 graphically illustrates the latent tension between environmental and social goals in the
field of transport, as shown by the clustering of measures along the diagonal arrow. This is equivalent to say
that some (though by no means all) of the illustrated transport policy strategies tend to trade off
environmental and social goals against each other. The main exception here are strategies aimed at
changing the built environment, that stand out as a prominent example of win-win strategy. However, as
argued above, this strategy is effective only in the long term, and is likely to have other negative social
impacts, unrelated to transport (§1.6.3; §2.4.3). As | have argued elsewhere (Mattioli, 2013), this situation
might bring about a ‘transport policy stalemate’ for policy makers interested in both the environmental and
social consequences of transport. Indeed, as (almost) any move seems to go against their declared political
goals, immobility is likely to be the answer. In practice then, no serious attempt will be made to reduce car
use and all hopes will be concentrated on a ‘technological fix’ (occasionally complemented by ‘soft’ transport
policy measures) to eventually solve environmental problems. In this scenario, environmental sustainability is
likely to be sacrificed in favour of other, more pressing goals. The UK experience provides a good case in
point (see §5.1.2, Docherty & Shaw, 2003; 2008): having abandoned their radical sustainability agenda for
transport put forward in 1998, Labour governments have subsequently adopted a “pragmatic multimodalism”

40 Three policy measures aimed tackling transport disadvantage are not depicted in Fig. 2.8: in fact, changing transport decision-making
(§2.4.1) does not identify a policy strategy, but rather a meta-policy that is likely to result in concrete policy measures that reduce
transport disadvantage, such as ‘social transit’ programs. By contrast, ‘virtual mobility’ and ‘education and training’ measures are
currently still quite rare, and their impact in reducing transport disadvantage is likely to be limited. For this reason, in order to improve
the readability of the diagram, they are omitted from Fig. 2.8.
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approach, “where high(er) levels of road building are pursued alongside enhanced public transport
investment to produce a policy compromise based on what it is politically realistic to deliver” (Docherty, 2003,
p. 19). It is probably not by chance that the only sustainable transport policy left in this new approach is
improvement to public transport: that is, one of the few “win-win” transport strategies represented in Fig. 2.8
(at least on superficial consideration).

If one accepts that there is at least some tension between environmental and social goals in the field of
transport, the next step is to ask how, and to what extent, it is possible to reconcile these concerns. This
question has been recently discussed by the British Sustainable Development Commission (2011), in a
report titled ‘Fairness in a Car-dependent society’ (2011). The commission moves from the premise that

“our right to freedom of movement must be exercised without unduly compromising the rights of
others to live free from the negative consequences that travel imposes. The challenge for
Government is to create a framework and introduce policies, which achieve a better balance
between potentially conflicting rights and freedoms in a way that is equitable for both this and future
generations, and which respects environmental limits” (Sustainable Development Commission, 2011,

p-7)

As shown by this quotation, the Commission frames the problem in a normative manner: this allows to
integrate the issue of inter-generational equity associated with global environmental change (Vanderheiden,
2008a), into a discussion of the social impacts of transport. Accordingly, the report lists “future generations
and poorer nations” among the groups most affected by the negative social impacts of transport, alongside
recurring characters of transport and social exclusion research such as those reviewed