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Abstract

The fivefold increase in the price of crude oil in 1973, accompanied

by an increased awareness of environmental problems associated with

global warming, resulted in an upsurge of scientific activity to identify

and develop environmentally friendly sources of electrical power. The

large amount of generated energy (almost 60%) is actually rejected

in the form of heat. The ability to harvest even a small fraction of

waste heat could have a huge impact on energy efficiency, leading to

savings on fuel and reducing in CO2 emission. Thermoelectric devices

are among the systems which can be used for this purpose.

Thermoelectric efficiency of a material is described by the so-called

thermoelectric figure of merit ZT = S2σκ−1T , where S is the Seebeck

coefficient, σ and κ are correspondingly the electrical and the total

thermal conductivities. Nanostructuring has opened new ways to im-

prove thermoelectric performance of a material either by decreasing

κ or by increasing S2σ.

We have studied thermoelectric properties of two nanostructured sys-

tems: heavily-doped polycrystalline silicon films with embedded nanocav-

ities and InGaAs films with high concentration rare-earth TbAs em-

bedded nanoparticles.

In the first system, we have analysed the effect of the formation of

nanocavities, which were expected to act as efficient phonon scattering

centres, thus reducing the thermal conductivity. The thermal conduc-

tivity was about half of the reported value in bulk polycrystalline sili-

con, however, the same low value was measured in the samples without

nanocavities. This might suggest that the film microstructure domi-

nates the thermal conductivity in all cases. The material also showed



outstanding thermoelectric properties. Upon thermal treatments at

temperatures above 800◦C we measured higher Seebeck coefficients

than those normally found in monocrystalline silicon at corresponding

doping level. This increase was found to be connected to the electron

energy filtering by the potential barriers at the grain boundaries which

accumulated dopant precipitates during the thermal treatments. As

the result we have obtained a maximum ZT of 0.18 at room temper-

ature.

In the second system, we studied the effect of embedded TbAs nanopar-

ticles on the thermoelectric properties of InGaAs. In this group

of materials, the nanoparticles serve to reduce thermal conductiv-

ity (through phonon scattering), increase Seebeck coefficient (through

electron energy filtering), and increase of electrical conductivity (through

nanoparticle donation of electrons). Both presence of the electron fil-

tering and decrease of the thermal conductivity was experimentally

observed. The electrical conductivity, however, drastically decreased

and no enhancement of ZT was achieved.
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Chapter 1

Introduction

1.1 Energy at the crossroads

Human advances during the twentieth century were closely bound with an un-

precedented rise of total energy consumption. This growth was accompanied by a

worldwide change of the dominant energy base to hydrocarbons and rising share

of fossil fuels used indirectly as electricity.

Substantial improvements of all key nineteenth-century energy techniques and

introduction of new, and more efficient, better extraction and transportation pro-

cesses resulted in widespread diffusion of labour-saving and comfort-providing

conversions available at impressively low prices. Technical advances also ushered

in an unprecedented mobility of people and goods. As a result, widespread own-

ership of private cars and mass air travel are among the most important social

transformations of the second half of the twentieth century. Emergence of exten-

sive global trade opened the paths to affluence even to countries lacking adequate

fuel resources.

Even though many of the key twentieth-century trends, such as high reliance

on fossil fuels, slow diffusion of renewable energy techniques, efficiency gains in

all kinds of energy conversions, and rising per capita use of energy in low-income

countries, will continue during the coming generations, there will have to be also

some fundamental changes.

The key reason for these adjustments is the necessity to minimize environmen-
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1. INTRODUCTION

tal impact of energy use in general, and potentially very worrisome consequences

of anthropogenic generation of greenhouse gases in particular. Extraction, trans-

portation, and conversion of fossil fuels and generation and transmission of elec-

tricity have always had many local and regional environmental impacts ranging

from destruction of terrestrial ecosystems to water pollution, and from acidify-

ing emissions to photochemical smog. Carbon dioxide from the combustion of

fossil fuels poses a different challenge: it remains the most important anthro-

pogenic greenhouse gas, and its rising emissions will be the main cause of higher

tropospheric temperatures.

Consequently, the future use of energy may not be determined just by the

availability of resources or by techniques used to extract and convert them and

by prices charged for them - but also by the need to ensure that the global energy

consumption will not change many other key biospheric parameters beyond the

limits compatible with long-term maintenance of global civilization. Prevention,

or at least moderation, of rapid global warming is foremost, although not the

sole, concern in this category, and it may turn out to be one of the most difficult

challenges of the twenty-first century. Loss of biodiversity, human interference

in the biogeochemical cycle, and health of the world ocean are other leading

environmental concerns associated with the rising use of energy [26].

In this regards energy policy of Denmark implemented since the first oil crisis

in 1973 presents an interesting case.

The Danish miracle

Like many other Western countries Denmark was totally dependent on the import

of oil at the time of the first oil crisis in 1973. Almost all transport and residential

heating was based on oil. Furthermore, 85% of the electricity supplied in Denmark

was produced from oil. Altogether, prior to the oil crisis, more than 90% of the

primarily energy supply was based on oil.

Denmark, like many other countries, was unprepared for the sudden rise in

oil prices. Danish energy planning had been based on the principle of supplying

whatever was demanded. Power stations were planned and built on a prognosis

based on the historical development of needs. Denmark had no minister of energy

2
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Figure 1.1: Danish primary energy supply [1]

and no energy department, no action plans in the case of being cut off from

oil supplies, and no long-term strategy for the future in case oil resources were

depleted.

Nevertheless, more than 30 years later, Danish society has proved its ability

to implement rather remarkable changes. Fig. 1.1 shows the development of

the primary energy supply of Denmark since 1973 and illustrates two important

factors:

• Half of the oil consumption has been replaced by other fuels, e.g. coal,

natural gas, and, to some extent, renewable energy.

• Denmark has managed to stabilize the primary energy supply at the same

level as in 1973. This stabilization is unique compared to other countries,

as it has been achieved simultaneously with a ”normal western European”

economic growth. Indeed, since 1980, the Danish economy has grown by

78%, while energy consumption has remained almost unchanged.

The primary means have been energy conservation and efficiency improve-

ments in supply. Buildings have been insulated, and combined heat and power

production has been expanded. Thus, 30 years later, the primary energy supply

for heating has been reduced to two-thirds of what was used prior 1973, even

though the heated space area has increased by more than 50% in the same pe-
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riod. The renewable energy share of the primary energy supply has increased

from around zero in 1973 to 16% in 2007 [27].

1.2 Thermoelectric power generation

It can be seen in Fig. 1.2 that the large amount of generated energy (almost 60%)

is actually rejected, usually in the form of heat. This loss is largest in electrical

power generation and transportation.

The ability to harvest even a small fraction of waste heat could have a huge im-

pact on energy efficiency, leading to savings on fuel and reducing in CO2 emission.

For very large scale waste heat recovery, traditional mechanical heat engines such

as Rankine, Brayton, or Stirling engines can be used; these offer higher conversion

efficiency than thermoelectric devices. However, these systems do not scale easily

for small system applications and do not function well at temperatures <140◦C.

Thermoelectric devices can be competitive in the case of small systems where the

size, reliability, and maintenance-free aspects are major factors.

A thermoelectric generator (TEG) is a solid-state heat engine in which the

electron gas serves as the working fluid and converts a flow of heat into electricity.

It has no moving components, is silent, totally scalable and extremely reliable.

In a working thermoelectric device, segments of p-type and n-type semicon-

ductor materials are connected by shunts to form a thermocouple. The shunts

are made of an excellent electrical conductor, such as copper. The voltage output

from semiconductor thermocouples remains relatively low, hundreds of micro-

volts per degree, and in practice a large number of thermocouples are connected

electrically in series and thermally in parallel by sandwiching them between two

high thermal conductivity but low electrical conductivity ceramic plates made of

aluminium oxide or nitride to form a module (Fig. 1.3). When the temperature

gradient is applied this device generates electricity which can be used to power

an electric load through the external circuit.
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Figure 1.2: Estimated U.S. energy use in 2009 [2]
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Isotopic powered thermoelectric generators

Thermoelectric power generation has its largest success in space applications.

In 1961, the first radioisotope thermoelectric generator (RTG) used in a space

mission was launched aboard a US Navy transit navigation satellite. The electri-

cal power output of this RTG, which was called Space Nuclear Auxiliary Power

(SNAP-3), was a mere 2.7 watts. This power was just a fraction of the satellite

requirement and during the first decade of space exploration solar photovoltaic

supplied the primarily electrical power to earth orbiting space crafts such as

Explorer and numerous other space vehicles in programmes such as Ranger, Sur-

veyor, Luner Orbiter, Pioneer and Mariner. However in 1970’s attention turned

towards the distant planets and in deep space missions to Jupiter and beyond

where TEG power offers distinct weight advantages over solar cells. Since 1961

the United States has deployed 41 RTG’s and one nuclear reactor powered gen-

erator providing power for 25 space systems. The most memorable of these were

Apollo moon missions, the first Earthman on the moon and the Voyager deep

space probes with the remarkable views of Saturn and its rings [28].

Although not as well documented as United States activities, the former USSR

has also an impressive catalogue of TEG applications in space [29]. The first gen-

erators Orion-1 and Orion-2 employed a Polonium-210 heat source and powered

the onboard equipment to artificial satellites Cosmos-84 and Cosmos-90. However

the majority of Soviet thermoelectric reactors deployed in space relied on small

nuclear reactors referred to as nuclear power plants (NPP) to provide heat. The

first system in combination with thermoelectrics took the designation NPP-Buk.

Typical reactors output were 100 kW thermal producing 2.5 to 3 kW electric.

More than 30 Buk systems were launched within the period 1970-1988. The

major draw-back of these systems was a short operational lifetime of 1-2 years.

In addition to space application isotopic powered TEGs are usually the most

desirable power source for robotic or unmanned situations needing a few hundred

watts (or less) of power for durations too long for fuel cells, batteries, or generators

to provide economically, and in places where solar cells are not practical. However,

employing radioisotopes as sources of heat has remained restricted to specialized

applications where the thermoelectric generator’s desirable properties listed above

6



Figure 1.3: Schematic illustration of thermoelectric module. Source:
www.newswireless.net

overweight its relatively low conversion efficiency (typically 5%).

Waste heat recovery

The fivefold increase in the price of crude oil in 1973, accompanied by an increased

awareness of environmental problems associated with global warming, resulted in

an upsurge of scientific activity to identify and develop environmentally friendly

sources of electrical power. Thermoelectric power generation in applications,

which employ waste heat as a heat source, is a totally green technology and when

heat input is free, as with waste heat, the system’s generating power density is

of grater importance than its conversion efficiency in determining the system’s

economic viability.

Thermoelectric waste heat recovery for automobiles is a typical case that is

being explored by several major car manufacturers. In a typical vehicle engine

with a brake output power of 50 kW, an additional 35 kW of heat is generated and

released to the atmosphere in the form of hot exhaust gases and another 35 kW is

generated and released to the atmosphere through the engine cooling system. The

exhaust flow is at a high temperature and represents a substantial loss of available

or useful energy that could be harnessed. The techniques available to convert

heat into shaft work include expansion devices, vapour power cycles, and solid

7
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1. INTRODUCTION

Figure 1.4: TEG prototype inserted into the exhaust system of Chevrolet Sub-
urban. Source: General Motors

state and chemical regenerative techniques. However, in automotive applications,

the simplicity of construction and light weight are important parameters. These

criteria point to a solid-state solution and thermoelectric devices in particular

[30].

Over the past 10 years, within multimillion-dollar/per year funding support

from governments of major car manufacturing nations, a number of large R &

D consortia have been formed to develop a thermoelectric recovery system from

vehicle exhaust. The original TEG prototypes used stacks of thermoelectric ma-

terial in box-shaped modules and were fitted into the exhaust lines of boosted

gasoline engines. Test units has been installed in Chevrolet Suburban (Fig. 1.4)

and increased its fuel economy by about 5% [31].

In the latest design, developed with Emitec and Benteler, the TEG has been

integrated into the exhaust gas recirculation (EGR) cooler, used for reducing NOx

emissions at warm-up. Test units have been fitted to BMW’s 5 Series diesel engine

(Fig. 1.5(left)). The thermoelectric material was sandwiched inside double-walled

tubes inside the EGR cooler: exhaust gas flew through the inside of the former;

coolant around the outside of the latter (Fig. 1.5(right)). This system was able

to generate about 250 W under optimum operation conditions, which is about

half of the electrical demand for this particular car [32].

Thermoelectric power generation systems can be used for a wide range of

other waste heat resources, such as hot water waste from steel plants, geothermal

8



Figure 1.5: TEG prototype integrated into the EGR cooler of BMWs 5 Series
diesel engine (left) and its structure (right). Source: BMW Group

energy from hot springs, hot surfaces of furnaces, incinerators and other industrial

processes, and remote subsea oil wells [28, 33].
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Chapter 2

Background

There are two familiar methods for investigating the properties of electrical con-

ductors. One may apply an electric field, then an electric current will result,

and the ratio of current density to electric field when no temperature gradient

is present defines the electrical conductivity, σ, of the material. On the other

hand, if one applies a temperature gradient and measure the flow of heat which

results when no electrical current is allowed to flow; under this conditions the

ratio of heat flow per unit area to the temperature gradient defines the thermal

conductivity, κ, of the material. There is, however, a third phenomenon which, at

least until rather recently has been less studied. This is thermoelectricity. When

we apply a temperature gradient to a conductor without an electric field, this of

itself tends to produce not only the heat flow, but also an actual electric current,

which is a thermoelectric current [34].

2.1 Thermoelectric and related effects

In 1794 - 1795 an Italian scientist Alessandro Volta wrote to a professor of physics

in Royal University of Torino Anton Maria Vassali three letters entitled ”A new

paper on the animal electricity” [3]. In the first of these three letters Volta

describes the following experiment:

”So, having bent an arc from 3 thick iron wires (Fig. 2.1), coarse and flexible,

and having immersed its both ends into two glasses with water where carefully

11
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constructed, Leyden jar and other electric devices were invented. 

Volta did not pass by these events either. At the age of 18 he came to conclusion that some 

electrical phenomena are attributable to Newton‘s law of universal gravitation. Volta wrote of his ideas to 

known at that time French scientist abbot Jean Antoin Nollais and received an approving answer. Inspired 

by this support and recognition, Volta developed further his research on electricity. In particular, he found 

a new way for electric charge excitation using the phenomenon of electrostatic induction. 

Beside electricity, A. Volta, professor of experimental physics in Como, member of Zurich 

physical organization, professor of physics in Pavia, was engaged in research on chemistry and physiology. 

He also contributed to the study of atmospheric electricity [6]. 

Volta invented electrophorus, sensitive electroscope, eudiometer; discovered contact electromotive 

forces between two metals, as well as between metal and electrolyte. He established electromotive series 

for metals, introduced a concept of electron and ion conductors. Volta expressed the ideas of conservation 

of energy, studied electrophysiological effects in organs and tissues of human and animal, and, what is 

most important, he created a pile called after his name Voltaic pile the first source of direct electric current. 

Alessandro Volta entered the history of science as a famous physicist and physiologist, a pioneer 

of genius in electric current investigation. It is common knowledge that the unit of electrical voltage ~ one 

Volt- was called after his name. 

 

3. Discovery of thermoelectricity by Alessandro Volta 

However, little is known to scientific community that the name of Alessandro Volta is also related 

to discovery of thermoelectricity.  

The facts given below prove the priority of 

Volta in the discovery of thermoelectric effect of EMF 

generation due to temperature difference. 

In his book "Geschicte der Physik" M. Laue [7] 

indicated that in the early periods of physics 

development scientists used to declare and describe 

their discoveries either in the books or letters to other 

scientists. Such was the case with Volta’s experiments 

that resulted in the discovery of thermoelectricity. 

In 1794 — 1795 A. Volta wrote to professor of 

physics in Royal University of Turino abbot Anton 

Maria Vassali three letters entitled “A new paper on the 

animal electricity» [8]. 

In the first of these three letters Volta describes 

the following experiment: 

«So, having bent an arc from 3 thick iron wire 

(Fig. 2), coarse and flexible, and having immersed its 

both ends into two glasses with water where carefully as-prepared frog was placed in such a way that its 

hind legs were in one glass, and its V back or spine (if spine alone was left) in the other glass, I managed to 

make it contract and jump. 

Fig .2. Scheme of Volta’s experiment that resulted 

in the discovery of thermoelectricity. 

A –metal (iron) arc, B –glasses with water, 

C and D – frog parts placed in glasses with water.  

Figure 2.1: Scheme of Volta’s experiment that resulted in the discovery of ther-
moelectricity. A - iron arc, B - glasses with water, C and D - frog parts placed
in glasses with water [3]

as-prepared frog was placed in such a way that its hind legs were in one glass and

its V back or spine (if spine alone was left) in the other glass, I manages to make

it contract and jump. ... I immersed for a mere 30 seconds the end of such arc

into boiling water, removed it and allowing no time for it to cool down to cool

down, resumed the experiment with two glasses of cold water. It was then that

the frog in the water started contracting, and it happened even two, three, four

times on repeating the experiment till one end of the iron previously immersed

into hot water did not cool down due to such more or less durable re-immersions

or due to rather long stay in the air.”

This experiment presenting a discovery of the thermoelectromotive force aris-

ing under the influence of temperature difference, however, remained little known

to scientific community and the thermoelectric effect was named after German

physicist Thomas Seebeck, who, 26 years later in 1821, discovered that a com-

pass needle would be deflected by a closed loop formed by two metals joined

in two places, with a temperature difference between the junctions (Fig. 2.2).

Seebeck did not recognize there was an electric current involved, so he called the

phenomenon the thermomagnetic effect. Danish physicist Hans Christian Ørsted

rectified the mistake and coined the term ”thermoelectricity”. The voltage cre-

ated by this effect can be derived from Eq. 2.1.
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Figure 2.2: Seebeck experiment, 1821. c©Liszt Collection

V =

∫ T2

T1

(SB(T )− SC(T ))dT (2.1)

where SB and SC are the thermopowers (Seebeck coefficients) of metals B and

C as a function of temperature, and T1 and T2 are the temperatures of the two

junctions. The Seebeck coefficients are non-linear as a function of temperature,

and depend on the conductors absolute temperature, material, and molecular

structure. If the Seebeck coefficients are effectively constant for the measured

temperature range, the absolute formula can be approximated as

V = (SB − SC)× (T2 − T1) (2.2)

Thirteen years after Seebeck made his discovery, Jean-Charles Peltier, a French

watchmaker,observed that the passage of an electric current through a thermo-

couple produces a small heating or cooling effect depending on its direction. The

Peltier heat Q generated or absorbed by the junction per unit time is equal to

∂Q

∂t
= (ΠB − ΠC)I (2.3)

where ΠB and ΠC are the Peltier coefficients of materials B and C and I is the

electric current.

However, it was not immediately realized that the Seebeck and Peltier phe-
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nomena are dependent on one another. This interdependency was recognized by

William Thomson (who later became Lord Kelvin), in 1855. By applying the

thermodynamic theory to the problem, he was able to establish a relationship

between the coefficients and describe the Seebeck and Peltier effects. His theory

also showed that there must be a third thermoelectric effect, which exists in a ho-

mogeneous conductor. This effect consists of reversible heating or cooling when

there is both a flow of electric current and temperature gradient. If a current

density J is passed through a homogeneous conductor, the heat production q per

unit volume is:

q = ρJ2 − µJ ~∇xT (2.4)

where ρ is the resistivity of the material, ~∇xT is the temperature gradient along

the wire and µ is the Thomson coefficient. The first term is the Joule heating,

which does not change in sign; the second term is the Thomson heating, which

follows J changing sign. The relations between the three coefficients come as

follows:

µ = T
dS

dT
(2.5)

Π = S × T (2.6)

where T is the absolute temperature.

The fact that the Seebeck and Peltier effects occur only at junctions between

dissimilar conductors might suggest that they are interfacial phenomena but they

are really dependent on the bulk properties of the materials involved. Nowadays,

we understand that electric current is carried through a conductor by means of

electrons that can possess different energies in different materials. When a current

passes from one material to another, the energy transported by the electrons is

altered, the difference appearing as heating or cooling at the junction, that is as

the Peltier effect. Likewise, when the junction is heated, electrons are enabled to

pass from the material in which the electrons have the lower energy into that in

which their energy is higher, giving rise to an electromotive force [35].
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2.2 Boltzmann transport and thermoelectric co-

efficients

The transport of electric charge in solid is due to quasi-free electrons. In metals

and semiconductors electrons carry not only the charge, but also the thermal

energy. Through the interaction of the electrons with the periodic potential of the

crystal lattice the energy of electrons must lie in discrete bands that are separated

by forbidden regions of energy gaps. The lowermost, almost fully occupied band,

is called the valence band by analogy with the valence electrons of individual

atoms. The uppermost, almost unoccupied band is called the conduction band

because only when electrons are excited to the conduction band current can flow.

According to quantum statistical mechanics, the probability that an electron

state of energy, E, will be occupied is given by the Fermi distribution:

f0(E) =
1

exp
(
E−EF

kBT

)
+ 1

(2.7)

The quantity EF has a value that depends on the total number of electrons

that have to be accommodated, and kB is Boltzmann’s constant. The Fermi

distribution function has the property that it is equal to zero when (E −EF )�
kBT and equal to unity when (E − EF ) � kBT . The transition from zero to

unity takes place over a very narrow range of energy (∼ 2kBT ). The energy, EF ,

at which the Fermi distribution function is equal to 1/2 is known as the Fermi

level. If the number of permitted electron states in the energy range between E

and E + dE is represented by g(E)dE, the total number of electrons is

n =

∫ ∞
0

f0(E)g(E)dE (2.8)

It must be noted that electron conduction can take place only when the elec-

trons in a band can move from one energy state to another. This, of course,

cannot happen in an empty band since there are no electrons at all. It also can-

not happen when a band is completely full, since there are then no free states

into which an electron can move. Conduction is, therefore, entirely due to those

electrons whose energy is such that the states are partially filled.
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The density of electron states, g(E), is small near the conduction band edge

but rises rapidly within the band. Thus, if the Fermi level lies well within the

conduction band, there will be a large number of electrons located near vacant

states and the solid will be highly conducting. On the other hand, if the Fermi

level lies within the energy gap, there will be virtually no electrons in the con-

duction band and the material will be an electrical insulator. When the Fermi

level is close to the conduction band edge, there will be only few electrons but

they will all be able to contribute to the conduction process. Because of their

relatively small number, the conductivity will not be large and the material is

called a semiconductor.

Before discussing the transport effects in a semiconductor, we shall introduce

the concept of a relaxation time, τ , for the charge carriers. If the distribution

function, f , is disturbed from its equilibrium value, f0, it is assumed to relax

towards f0 according to

df(E)

dt
= −f(E)− f0(E)

τ
(2.9)

The transport coefficients can be found by solving the Boltzmann equation

that relates the effects of the applied fields and the scattering of the carriers. Con-

sidering transport processes that occur much slower than the relaxation process

and assuming that the local deviation from equilibrium is small, the Boltzmann

equation can be expressed as:

f(E)− f0(E)

τ
= ~υ

df0(E)

dE

(
~∇rEF +

(E − EF )

T
~∇rT

)
(2.10)

Here, ~υ is the carrier velocity and EF is the Fermi energy. The two terms in

the brackets are associated with the electric field and the temperature gradient,

respectively. We may use Eq. 2.10 to obtain the electric current density, j. The

current density can be found as:

j = ∓
∫ ∞

0

e~υf(E)g(E)dE (2.11)

where e is the electronic charge. The upper and lower signs apply for electrons

and holes respectively.
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In using the Boltzmann equation 2.10 to determine the transport coefficients,

we can replace f by (f − f0) since there is no flow of any kind when f = f0.

Thus, Eq. 2.11 can be written in the form

j = ∓e
∫ ∞

0

τυ2df0(E)

dE

(
~∇rEF +

(E − EF )

T
~∇rT

)
g(E)dE (2.12)

In order to determine the transport coefficients, we must use the appropriate

boundary conditions. For simplicity we assume that both the current flow and

the temperature gradient are in the x-direction. Thus, the electrical conductivity

is given by the ratio j to the electric field ε = −1
e
~∇xEF when the temperature

gradient ~∇xT is zero. The Seebeck coefficient is equal to the ratio of the electric

field ε to the temperature gradient when the electric current is zero:

σ =
j

ε

∣∣∣∣
~∇xT=0

= −e2

∫ ∞
0

τυ2
x

df0(E)

dE
g(E)dE (2.13)

S =
ε

~∇xT

∣∣∣∣
j=0

= ±1

e

e2
∫∞

0
τυ2

x
E−EF

T
df0(E)
dE

g(E)dE

e2
∫∞

0
τυ2

x
df0(E)
dE

g(E)dE
(2.14)

Eqs. 2.13 and 2.14 can be re-written as follows:

σ = −
∫ ∞

0

σ(E)dE (2.15)

S = ±kB
e

∫∞
0
σ(E)E−EF

kBT
dE∫∞

0
σ(E)dE

∝ 〈E − EF 〉 (2.16)

where we introduce the differential conductivity,

σ(E) = e2τυ2
xg(E)

df0(E)

dE
(2.17)

σ(E) is a measure of the contribution of electrons with energy E to the total con-

ductivity [9]. The Fermi window factor df0(E)
dE

is a bell-shaped function centred

at E = EF and has a width kBT . It means that at a finite temperature only

electrons near the Fermi surface contribute to the conduction process. In this

picture the Peltier coefficient (the Seebeck coefficient multiplied by absolute tem-
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Figure 2.3: Density of states g(E) and differential conductivity σ(E) versus elec-
tron energy E for metals and semiconductors

perature) is the energy transported by the charge carrier measured with respect

to the Fermi energy and averaged with σ(E)df0(E)
dE

. To achieve the best thermo-

electric properties, σ(E), within the Fermi window, should be as big as possible

to increase the electrical conductivity and, at the same time, as asymmetric as

possible with respect to the Fermi energy to enhance the thermopower (Fig. 2.3).

For any typical 3D thermoelectric material there is always a trade-off between

electrical conductivity and the Seebeck coefficient. It can be easily explained of we

consider the concept of differential conductivity. When the Fermi energy is close

to the band edge, the density of states is asymmetric with respect to the Fermi

level. This means that, e.g., for an n-type material, more states are available

for transport above the Fermi energy than below it, so the average energy of

the carrier will be higher than the Fermi energy. The electrical conductivity

can be increased by doping. As we increase the doping in the material, the

Fermi energy moves deeper in the band, the differential conductivity becomes

more symmetric with respect to the Fermi energy. As the result the average

energy of the carrier will be close to the Fermi energy, and the value of the

Seebeck coefficient will be low. As the doping increases further, the symmetry of

the differential conductivity remains constant, however, the Seebeck coefficient

will still keep decreasing. This is because the denominator of the Eq. 2.16 is

proportional to electrical conductivity. As the doping in the material and the
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conductivity increases, we need a larger asymmetry in the differential conductivity

if we want to keep the Seebeck coefficient high [9].

2.3 Heat transport

Heat energy can be transmitted through solids via electrical carriers (electrons or

holes) and lattice waves. The total thermal conductivity κ can be thus written

as a sum of the components:

κ = κe + κl (2.18)

where κe and κl are the electrical and lattice component, respectively.

Lattice thermal conductivity is the dominant thermal conduction mechanism

in non-metals including semiconductors and alloys. In solids atoms vibrate about

their equilibrium positions. The vibrations of atoms are not independent of each

other, but are rather strongly coupled with neighbouring atoms. The crystal

lattice vibration can be characterized by the normal modes, or standing waves.

The quanta of the crystal vibrational field are called ”phonons”. In the presence

of a temperature gradient, the thermal energy is considered as propagating by

means of wave packets consisting of various normal modes, or phonons.

The average number of phonons n0
~q with wave vector ~q is given by Bose-

Einstein distribution:

n0
~q =

1

exp
(

~ω~q

kBT

)
− 1

(2.19)

Once again employing the relaxation time approximation, the Boltzmann trans-

port equation can be expressed as:

n~q − n0
~q

τq
= −(~υg · ~∇rT )

∂n0
~q

∂T
(2.20)

where ~υg is the phonon group velocity and τq is the phonon scattering relaxation

time. The heat flux due to a phonon mode ~q is the product of the average phonon

energy and the the group velocity.
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~Q =
∑
~q

n~q~ω~q~υg (2.21)

We can replace n~q by n~q − n0
~q since there is no flow of any kind when n~q = n0

~q.

Substituting Eq. 2.20 into Eq. 2.21 yields

~Q = −
∑
~q

~ω~qυ2
g〈cos2 θ〉τq

∂n0
~q

∂T
~∇rT = −1

3

∑
~q

~ω~qυ2
gτq

∂n0
~q

∂T
~∇rT (2.22)

where θ is the angle between ~υg and ~∇rT . The lattice thermal conductivity is

κl = −
~Q

~∇rT
=

1

3

∑
~q

~ω~qυ2
gτq

∂n0
~q

∂T
(2.23)

Eq. 2.23 can be simplified using the assumptions of Debye theory. An average

phonon velocity υs (approximately equal to the velocity of sound in solids) is used

to replace υg, and the phonon velocities are the same for all polarizations. The

summation can be replaced by the integral:

κl =
1

3

∫
~ω~qυ2

sτq
∂n0

~q

∂T
g(~q)d~q (2.24)

where g(~q) is the phonon density of states. For a 3D case g(~q)d~q = (3q2/2π2)dq,

and therefore g(ω)dω = (3ω2/2π2υs
3)dω [36]. Using the Debye assumptions and

Eqs. 2.19 and 2.24 leads to

κl =
1

2π2υs

∫ ωD

0

~ω3τq(ω)
(~ω/kBT 2) exp(~ω/kBT )

(exp(~ω/kBT )− 1)2
dω (2.25)

where ωD is the Debye frequency such that the total number of phonon modes

equals to

3N =

∫ ωD

0

g(ω)dω (2.26)

Making the substitution x = ~ω/kBT and defining the Debye temperature ΘD =

~ωD/kB, Eq. 2.25 becomes
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κl =
kB

2π2υs

(
kB
~

)3

T 3

∫ ΘD/T

0

τq(x)
x4ex

(ex − 1)2
dx (2.27)

Within the Debye approximation the differential lattice specific heat is

C(x)dx =
3kB

2π2υ3
s

(
kB
~

)3

T 3 x4ex

(ex − 1)2
dx (2.28)

Defining the mean free path of phonons as l(x) = υsτq(x) [37], the lattice thermal

conductivity can be written as:

κl =
1

3

∫ ΘD/T

0

υs
2τq(x)C(x)dx =

1

3

∫ ΘD/T

0

C(x)υsl(x)dx (2.29)

2.4 Thermoelectric efficiency and figure of merit

A thermoelectric converter is a heat engine and like all heat engines it obeys

the laws of thermodynamics. If we consider the converter operating as ideal

generator in which there are no heat losses, the efficiency is defined as the ratio

of the electrical power delivered to the load to the heat adsorbed at the hot

junction:

η =
energy delivered to the load

heat energy absorbed at hot junction
(2.30)

Conveniently the efficiency can be expressed as a function of the temperature

over which it is operated and a so called ”goodness factor” or thermoelectric

figure of merit Z:

Z =
S2σ

κ
(2.31)

where S, σ and κ are the Seebeck coefficient, the electrical and the total thermal

conductivity, respectively. The figure of merit is often expressed in its dimension-

less form, ZT where T is absolute temperature.

The conversion efficiency as a function of operating temperature difference

and for a range of values of the material’s figure of merit is displayed in Fig.

2.4. Evidently an increase in temperature difference provides a corresponding
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Figure 2.4: Generating efficiency as a function of temperature and material’s ZT
[4]

increase in available heat for conversion as dictated by the Carnot efficiency, so

large temperature gradients are desirable. As a rough figure a thermocouple

fabricated from thermoelectric materials with an average ZT = 1.5 would have

an efficiency of around 10% when operated over a temperature difference of 500

K.

2.5 Directions of thermoelectric research

In recent years, it has been found convenient to introduce a quantity known as

the power factor that contains both the Seebeck coefficient and the electrical

conductivity. The power factor is defined as S2σ and is useful because S and σ

are the parameters that are most strongly dependent on the electron transport

properties. The other quantity that is involved in the definition of the figure of

merit is the thermal conductivity, κ. κ is less dependent on the electron transport

since in the promising thermoelectric materials (non-metals) it is often dominated

by the lattice contribution, or phonon transport.
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Figure 2.5: Electronic density of states for a bulk (3D), quantum well (2D),
nanowire (1D), and quantum dot (0D) crystalline semiconductors [5]

2.5.1 Electron transport optimization

In Section 2.2 it was pointed out that for any typical 3D thermoelectric material

there is always a trade-off between electrical conductivity and the Seebeck coeffi-

cient, which makes optimization of the power factor quite challenging. Currently

there exist two alternative approaches to achieving enhanced power factor:

1) use of low dimensional systems

2) carrier energy filtering

2.5.1.1 Low dimensional thermoelectrics

In 1993 the outstanding pioneer work of Hicks and Dresselhaus [38] renewed in-

terest in thermoelectrics, becoming the inspiration for most recent developments

in the field. The key concept was that quantum confinement of in-plane carrier

transport could substantially enhance the power factor over that of homogeneous

materials, leading to ten-fold increase in ZT . Such enhancement could occur

because sharp features in the electronic density of states of quantum-confined

structures (see Fig. 2.5), enable a doping-level-tunable increase in the asymme-

try between hot (electron energy is above the Fermi energy) and cold (electron

energy is below the Fermi energy) electron transport, resulting in a large average

transport energy and a large number of carriers moving in the material (i.e., a

large Seebeck coefficient and electrical conductivity) [8].

23



2. BACKGROUND

A couple of years later and experimental investigation [6] found a good agree-

ment with the theoretical predictions. The authors studied a multiple quantum

wells (MQWs) system based on PbTe/Pb1−xEuxTe superlattice. Fig. 2.6 shows

experimental and calculated results for S2n as a function of well thickness, a, and

as a function of carrier density, n. The mobility was assumed to be the same as

the bulk value, and therefore was not considered in the analysis.

wells, the mobility of a MQW sample should be significantly
less than bulk PbTe if there were significant conduction in
the barrier region.

According to our model,2 the increase inZ due to 2D
effects arises mainly from the power factorS2s, while the
lattice thermal conductivity is assumed to be unchanged
from the bulk value except for well widths less than about 10
Å. In fact, we also assumed that the mobility of the quantum
well would be the same as the best bulk value—an assump-
tion that we verified experimentally—so any increase inZ
would arise through the factorS2n, wheren is the carrier
density in the quantum well. Therefore, according to our
model, we should be able to observe an increase inS2n as
the well width is narrowed.

Samples were grown by molecular-beam epitaxy~MBE!
in a modified Varian 360 MBE system. Details of the sample
preparation and characterization are given elsewhere.10

Briefly, first a Pb0.958Eu0.042Te buffer of about 2000 Å was
deposited on a freshly cleaved BaF2~111! substrate.
Next, superlattice samples with 100 to 150 periods of
PbTe/Pb0.927Eu0.073Te MQW structures were grown, with
PbTe well widths varying between 17 and 55 Å, separated by
wide Pb0.927Eu0.073Te barriers of about 450 Å. The carrier
density was varied by using Bi donor atoms in the barrier
material. This resulted in ann-type material so that all the
electrical conduction is in the conduction-band quantum
well.

The resistivity, Hall coefficient, and Seebeck coefficient
of the samples were measured at 300 K. Contacts were made
with an In alloy, which results in excellent ohmic contacts
for n-type samples. Chromel-Alumel thermocouples were
used in measuring the Seebeck coefficient. Since we had
already established that virtually all the conduction in our
MQW samples is in the PbTe well and that barrier electronic
conduction can be neglected, we were able to focus our at-
tention on the transport properties of the quantum well alone.
Thus the carrier density in the quantum wells could be cal-
culated directly from the Hall coefficient and the well width.
Also, the Seebeck coefficient of the wells was equal to the
measuredS of the MQW sample. For each sample, the value
of the well S2n was obtained and the results are shown in
Fig. 1 as full circles. Figure 1~a! shows the results as a func-
tion of well thicknessa, and Fig. 1~b! showsS2n as a func-
tion of carrier densityn. The corresponding results for bulk
single- crystal PbTe obtained from Ref. 10 are also shown on
these plots. The data points in Fig. 1~a! show an increase in
S2n as the well width is narrowed, and the wellS2n may
reach several times the bulk value for small well widths. This
result is predicted by our theoretical model and therefore
gives qualitative support to the idea that MQW structures
may be used to improveZ over bulk values. To obtain a
quantitative comparison between experiment and theory, we
used our model to calculate values ofS2n vs a and vsn for
the Pb0.927Eu0.073Te MQW system as described below.

In our original model,2 we considered a quantum well in
which only a single subband contributes to the transport and
to Z. However, in a PbTe quantum well there are two sets of
subbands that may contribute to the transport, arising from
the four degenerate valleys at theL points of the Brillouin
zone in bulk PbTe, which have their main axes along the

^111& directions. Since growth occurs along the@111# direc-
tion, one set of subbands is associated with the valley along
the@111# axis and has a circle as a surface of constant energy
in the (kx ,ky) plane. These are the longitudinal subbands.
The other three valleys, with their main axis oriented ob-
liquely to the@111# growth direction, yield three ellipses as
surfaces of constant energy in the two-dimensional case.7

Even though the Fermi level may lie just above the lowest-
energy conduction-band subband, which is a longitudinal
one, the oblique subbands may still contribute significantly
to S2n even though they are further from the Fermi level
since they have a much higher density of states. Thus, to do
a realistic calculation of the transport properties of PbTe
quantum wells, it is necessary to know the relative energies
of all four subband extrema and then to include all subbands
in calculating the overallS andn.

The envelope function approximation~EFA! was used to
calculate the positions of the energy levels in the MQW
structures.7 The EFA calculation involves solving for the
electron eigenstates in both the well and barrier materials,

FIG. 1. ~a! S2n results for PbTe/Pb0.927Eu0.073Te MQW’s ~full
circles! as a function of well thicknessa at 300 K. For comparison,
the best experimental bulk PbTe value is also shown. Calculated
results for optimum doping using our model are shown as a solid
line. ~b! S2n results for the same PbTe/Pb0.927Eu0.073Te MQW
samples~full circles! as a function of carrier densityn at 300 K.
Calculated results using our model for different indicated well
thicknesses are shown as solid curves.
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wells, the mobility of a MQW sample should be significantly
less than bulk PbTe if there were significant conduction in
the barrier region.

According to our model,2 the increase inZ due to 2D
effects arises mainly from the power factorS2s, while the
lattice thermal conductivity is assumed to be unchanged
from the bulk value except for well widths less than about 10
Å. In fact, we also assumed that the mobility of the quantum
well would be the same as the best bulk value—an assump-
tion that we verified experimentally—so any increase inZ
would arise through the factorS2n, wheren is the carrier
density in the quantum well. Therefore, according to our
model, we should be able to observe an increase inS2n as
the well width is narrowed.

Samples were grown by molecular-beam epitaxy~MBE!
in a modified Varian 360 MBE system. Details of the sample
preparation and characterization are given elsewhere.10

Briefly, first a Pb0.958Eu0.042Te buffer of about 2000 Å was
deposited on a freshly cleaved BaF2~111! substrate.
Next, superlattice samples with 100 to 150 periods of
PbTe/Pb0.927Eu0.073Te MQW structures were grown, with
PbTe well widths varying between 17 and 55 Å, separated by
wide Pb0.927Eu0.073Te barriers of about 450 Å. The carrier
density was varied by using Bi donor atoms in the barrier
material. This resulted in ann-type material so that all the
electrical conduction is in the conduction-band quantum
well.

The resistivity, Hall coefficient, and Seebeck coefficient
of the samples were measured at 300 K. Contacts were made
with an In alloy, which results in excellent ohmic contacts
for n-type samples. Chromel-Alumel thermocouples were
used in measuring the Seebeck coefficient. Since we had
already established that virtually all the conduction in our
MQW samples is in the PbTe well and that barrier electronic
conduction can be neglected, we were able to focus our at-
tention on the transport properties of the quantum well alone.
Thus the carrier density in the quantum wells could be cal-
culated directly from the Hall coefficient and the well width.
Also, the Seebeck coefficient of the wells was equal to the
measuredS of the MQW sample. For each sample, the value
of the well S2n was obtained and the results are shown in
Fig. 1 as full circles. Figure 1~a! shows the results as a func-
tion of well thicknessa, and Fig. 1~b! showsS2n as a func-
tion of carrier densityn. The corresponding results for bulk
single- crystal PbTe obtained from Ref. 10 are also shown on
these plots. The data points in Fig. 1~a! show an increase in
S2n as the well width is narrowed, and the wellS2n may
reach several times the bulk value for small well widths. This
result is predicted by our theoretical model and therefore
gives qualitative support to the idea that MQW structures
may be used to improveZ over bulk values. To obtain a
quantitative comparison between experiment and theory, we
used our model to calculate values ofS2n vs a and vsn for
the Pb0.927Eu0.073Te MQW system as described below.

In our original model,2 we considered a quantum well in
which only a single subband contributes to the transport and
to Z. However, in a PbTe quantum well there are two sets of
subbands that may contribute to the transport, arising from
the four degenerate valleys at theL points of the Brillouin
zone in bulk PbTe, which have their main axes along the

^111& directions. Since growth occurs along the@111# direc-
tion, one set of subbands is associated with the valley along
the@111# axis and has a circle as a surface of constant energy
in the (kx ,ky) plane. These are the longitudinal subbands.
The other three valleys, with their main axis oriented ob-
liquely to the@111# growth direction, yield three ellipses as
surfaces of constant energy in the two-dimensional case.7

Even though the Fermi level may lie just above the lowest-
energy conduction-band subband, which is a longitudinal
one, the oblique subbands may still contribute significantly
to S2n even though they are further from the Fermi level
since they have a much higher density of states. Thus, to do
a realistic calculation of the transport properties of PbTe
quantum wells, it is necessary to know the relative energies
of all four subband extrema and then to include all subbands
in calculating the overallS andn.

The envelope function approximation~EFA! was used to
calculate the positions of the energy levels in the MQW
structures.7 The EFA calculation involves solving for the
electron eigenstates in both the well and barrier materials,

FIG. 1. ~a! S2n results for PbTe/Pb0.927Eu0.073Te MQW’s ~full
circles! as a function of well thicknessa at 300 K. For comparison,
the best experimental bulk PbTe value is also shown. Calculated
results for optimum doping using our model are shown as a solid
line. ~b! S2n results for the same PbTe/Pb0.927Eu0.073Te MQW
samples~full circles! as a function of carrier densityn at 300 K.
Calculated results using our model for different indicated well
thicknesses are shown as solid curves.
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Figure 2.6: S2n results for PbTe/Pb1−xEuxTe MQWs as a function of well thick-
ness, a (left), and as a function of carrier concentration, n (right). Calculated
results are shown as solid lines [6]

A few groups have also claimed quantum well enhanced Seebeck coefficients

[7, 39, 40, 41, 42]. However, in some cases the apparent increase was an error

due to inaccurate carrier concentration measurement [8]. Fig. 2.7 (left) shows

the in-plane Seebeck coefficients measured in PbTe/PbSe nanodot superlattices

(NDSL) and subsequently corrected measurements confirming that no Seebeck

enhancement was observed (Fig. 2.7 (right))

Improving the thermoelectric power factor of quantum well materials is dif-

ficult for three reasons [9]. First, we live in a 3D world, and any quantum well

structure should be embedded in barriers. These barriers are electrically inactive,

but they add to the heat loss between the hot and the cold junctions. One can-

not make the barrier too thin because the tunneling between adjacent quantum

wells will broaden energy levels and reduce the improvement due to the density of

states. Second, the sharp features in density of states of low-dimensional nanos-

tructures disappear quickly as soon as there is size uniformity in the material.
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Third, the number of conducting channels (found as carrier velocity times density

of states) decreases as dimensionality decreases. Therefore, in order to realize the

advantage of the power factor enhancement in low-dimensional nanostructures on

the macroscopic scale, we must produce the same number of conductive channels

in the area as is achieved in 3D. Calculations of Kim et al. [43] showed that for

a device with 1× 1 cm2 in the cross-section and with 100% packing fraction, the

thickness of the 2D films must be less than ∼ 1.89 nm or the size of each nanowire

must be less than ∼ 2.03 × 2.03 nm2. In practice, nanowires or quantum wells

are separated by barriers, i.e. the fill factor should be less than 1. For wires, the

fill factor should be 1/4 to 1/3 to maintain their 1D properties.

Harman, Taylor, Spears, and Walsh

cise knowledge of the PbTe, PbSe and Te beam fluxes.
The beam flux of the n-type dopant source (BiSb or
Bi2Te3) was adjusted and monitored by measuring the
Hall coefficient of grown films by the van der Pauw
method. The typical growth rate was 0.8 µm/h to 1.4
µm/h. The carrier concentration of the calibration
PbTe and PbSe0.98Te0.02 growth runs and the
PbSe0.98Te0.02/PbTe superlattice structures were cal-
culated from the Hall coefficient. For the growth of the
PbSe0.98Te0.02/PbTe superlattice structures, the BiSb
or Bi2Te3, and Te shutters were open during the entire
growth run, whereas the PbTe and PbSe shutters
were alternately opened and closed. A schematic
cross section of a PbSe0.98Te0.02/PbTe superlattice struc-
ture along with the approximately 200-nm-thick Bi-
doped PbTe buffer layer and the (111) BaF2 substrate
is shown in Fig. 1. After the growth of a 0.6- to 0.7-nm-
thick wetting layer, PbSe0.98Te0.02 spontaneously grows
in the form of QDs. The PbTe grows to replanarize the
surface. This behavior automatically repeats itself for
over 600 periods in these test structures.

It is well known that lead chalcogenides can be
doped by varying the Pb-to-chalcogenide ratio, but
this is not the best way to dope the material. Lead
vacancies can dope the material p-type whereas chal-
cogenide vacancies can dope the material n-type.
However, the vacancy dopant mechanism yields maxi-
mum carrier concentrations of about 1 × 1018 cm–3 in
our MBE system using thermally evaporated
PbSe0.98Te0.02 and PbTe material because of the low
growth temperature (300°C to 330°C, as determined
by infrared pyrometry) whereas the optimum carrier
concentration for a good Pb-chalcogenide thermoelec-
tric material is 6 × 1018 cm–3 or higher at 300␣ K. Thus,
an impurity must be used for doping. Years ago at
Lincoln Laboratory, the dopant behavior (carrier type)
of eleven impurity elements in bulk PbTe was inves-
tigated by the Bridgman growth technique and vari-
ous post-growth annealing processes21,22 and their
thermoelectric power factors were determined.23 It
turned out that Bi yielded the highest thermoelectric
power factors among the dopants investigated.

The field-emission scanning electron microscope
(FE-SEM) image (i.e., at 50,000 X magnification) in
Fig. 2 shows the QDs after growth of the 240th
PbSe0.98Te0.02 wetting and dot layer and without the
240th PbTe replanarization layer. The film was rap-
idly cooled to room temperature to preserve this
epitaxial surface structure. The white images are the
individual QDs in the planar array. There are ap-
proximately 9 × 1010 quantum dots/cm2 in this last or
surface layer of the superlattice. Atomic force micros-
copy images also show that the height-to-base aspect
ratio of about 1:3 is much larger than for other
materials systems, and their narrow size distribution
is much narrower than that of QDs observed in other
materials systems.

The Seebeck coefficient vs. carrier concentration is
shown in Fig. 3. Data for the best bulk PbTe, the PbTe/
Te superlattice, and the new QDSL structures are
given. Our data indicate that the Seebeck coefficient

of the best bulk PbSe follows the same curve as the
PbTe and may be described by the following empirical
Seebeck coefficient vs. carrier concentration n rela-
tionship,11 i.e.,

S (µV/K) = –477 + 175 log10 (n/1017 cm–3) (2)

Currently, the most plausible explanation for the
Seebeck coefficient enhancement for the PbTe/Te
data shown in Fig. 3 appears to be that the effective
scattering parameter r is increased as a result of extra
scattering introduced by the extra Te adsorbed peri-
odically in the PbTe lattice.20,24 The increased Seebeck
coefficient enhancement for the QDSL structure is
believed a consequence of quantum effects from the
reduced dimensionality of partially confined elec-
trons in the PbSe0.98Te0.02 QDs as well as a more
favorable scattering mechanism. The Seebeck coeffi-

Fig. 4 Thermoelectric figure of merit vs. carrier concentration for bulk
PbTe and the new PbSeTe/PbTe quantum-dot superlattice structures.

Fig. 3. Seebeck coefficient vs. carrier concentration for n-type PbTe-
based structures.

PbTe/PbSe NDSL samples. In Figs. 7�a�–7�f�, the measured
values for NDSLs are shown as open circles, the comparison
PbTe values are shown as solid squares, and the calculated
expectation for PbTe is given by the solid line. The impact of
nanostructuring is almost identical for both n- and p-type
samples: the mobility of the PbTe/PbSe NDSL system is
�25%–35% lower than that of homogeneous PbTe, while
the Seebeck coefficient is essentially the same for both the
NDSL and PbTe. This results in a reduction of �25%–35%
for the NDSL power factor compared to PbTe. However,
since the lattice thermal conductivity reduction between the
NDSL and PbTe is substantially greater as noted above, this

implies a significant ZT advantage in migrating from homo-
geneous PbTe to a nanostructured PbTe/PbSe NDSL system.

It is interesting that the mobility was reduced but the See-
beck coefficient was unchanged when going from PbTe to
PbTe/PbSe NDSLs. This implies that the dominant scattering
mechanisms remained unchanged from the baseline PbTe,
otherwise the scattering parameter �energy exponent of re-
laxation time r� would have changed, and thus, the Seebeck
coefficient would have changed. Instead, it appears that only
the relaxation time prefactor ��0� changed, suggesting an in-
crease in the scattering frequency for the NDSL system,
which is possibly due to additional electron-phonon coupling

FIG. 7. In-plane 300 K measured ��a� and �d�� electrical conductivity, ��b� and �e�� Seebeck coefficient, and ��c� and �f�� power factor of
PbTe/PbSe NDSLs. The results for n-type samples are given in �a�–�c�, while p-type samples are shown in �d�–�f�. Also included in each plot
are the calculated and measured values for PbTe to directly compare the nanostructured NDSL properties to homogeneous PbTe. It is seen
that the mobility of NDSL samples was lower than PbTe, while the Seebeck coefficient was identical.

VINEIS et al. PHYSICAL REVIEW B 77, 235202 �2008�

235202-10

Figure 2.7: In-plane Seebeck coefficients of PbTe/PbSe NDSL (left) and subse-
quently corrected measurements showing no Seebeck enhancement [7, 8]

2.5.1.2 Carrier energy filtering

An alternative approach to achieving enhansed power factor is carrier energy

filtering [10, 44]. By introduction of tall barriers (∼1-10 × kBT ) in the conduc-

tion band (for n-type materials) or the valence band (for p-type materials), the

higher-energy hot carriers can be selectively transmitted through the structure

by filtering out the lower-energy carriers (Fig. 2.8). The asymmetry between

hot and cold electron transport will increase, thereby overcoming the trade-off

between the Seebeck coefficient and electrical conductivity.
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Figure 2.8: Density of states in the conduction band in a metal or highly degen-
erate semiconductor superimposed to the energy diagram of the multiple barriers
vs. distance to show the principle of the electron filtering (selective emission of
hot electrons) [9]

However, the simplistic picture in the energy space is misleading. One may

think that all hot electrons with energies larger than the barrier height are trans-

ported above the barrier. However, if we look at electronic states on the mo-

mentum space (Fig. 2.9), we see that, with planar barriers, only electrons with

kinetic energy in the direction perpendicular to the barrier higher than the thresh-

old value are emitted. There are many hot electrons that have large transverse

momentum. They cannot go above the barrier layer. The basic idea is that pla-

nar superlattices are momentum filters and not energy filters. In analogy with

optics, we can say that these hot electrons have total internal reflection at the

barrier interface, and they cannot be emitted [9].

The conservation of transverse momentum is due to symmetry of the system

(translation invariance in the direction perpendicular to the barrier layers). Us-

ing non-planar barriers or scattering centres, one can break this symmetry. The

key requirement is to break the symmetry without a significant reduction in the

electron mean free path (electron mobility) in the structure. Thus it is important

to have a low defect density and a high crystallinity near the interface. This could

be achieved for instance with semimetallic nanoparticles endotaxially embedded

into semiconductor alloys [45]. The main idea is that the Fermi level pinning

at the nanoparticle/host matrix interface can be used to create 3D Schottky po-

tential barriers which can selectively scatter hot electrons. Zebarjadi et al. [11]
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Figure 2.9: Electronic states in momentum space when the Fermi energy is deep
inside the band (Fermi sphere) [10]

considered finite-size nanoparticles inside a host semiconductor and investigated

their effect on the thermoelectric transport. The nanoparticle radius distribution

followed Gaussian function with an average radius of 2 nm and variance of 0.7

nm. The barrier height was 0.1 eV. Fig. 2.10 shows the total scattering cross

section per nanoparticle for different nanoparticle concentrations. It can be seen

that, for low concentrations, electrons with energies close to the barrier height

(0.1 eV) have the largest scattering cross section. At high nanoparticle concen-

trations, however, electrons see an overall potential distribution and do not see

single barriers. Therefore the peak at 0.1 eV disappears in favour of a sharp

increase at low energies. Such a sharp increase is an indication of the electron

filtering. Low-energy electrons are blocked in this picture and high-energy ones

contribute to the transport, and therefore the average energy transported per

carrier (thermopower) increased.

These results were experimentally verified in InGaAlAs embedded with ErAs

nanoparticles [11]. Nanoparticles randomly distributed inside the bulk matrix

had sizes 2 nm to 3 nm and were epitaxially connected to the host. Fig. 2.11

shows the comparison between the prediction of the theory and the experimental

data.

The model was able to reproduce electrical conductivity data quite accurately.

The Seebeck coefficient, however, was off by as much as 15%. This difference came

from the fact that the real potential of the nanoparticle is not known and that a
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Figure 3 shows the mobility prediction obtained
using the two approaches. This figure is plotted for
the case of GaAs. In this calculation we consider
other important scattering mechanisms such as po-
lar optical phonons, acoustic phonons, and ionized
impurities in addition to the nanoparticle scattering.
The results without nanoparticles are also reported.
They are in good agreement with the experimental
results.16 Notice that the Born underestimates/
overestimates the mobility by about 7%/15% com-
pared with that of the partial-wave method for the
case of barrier/well potential. The partial-wave
method is accurate for low concentrations when
multiple scatterings can be ignored. For higher
concentrations we need to go beyond the single
nanoparticle picture. The electron wave sees an
effective medium instead of a single independent
scatterer. We take into account the fluctuations of the
random medium by considering a distribution func-

tion for nanoparticle radii and averaging over it (see
also Eqs. 9 and 10). Figure 4 shows the CPA predic-
tion for the thermoelectric properties for a sample
material. We did not optimize the power factor but
generally we observed that the enhancement of the
Seebeck coefficient is higher for higher carrier con-
centrations but there is an optimum concentration
for the highest thermoelectric power factor.

To simplify the discussion let us take the square
barrier/well model again. To stay close to the
parameters of previous methods (Fig. 3), we choose
the same material (GaAs) with the same barrier
height for nanoparticles (0.1 eV). The nanoparticle
radius distribution function is chosen such that
the average radius of the nanoparticles stays the
same as before (2 nm). Figure 5 shows the
total scattering cross section per nanoparticle for
different nanoparticle concentrations. Similar to the
other two methods, the scattering cross section goes
to zero as E�1 for large E. It can be seen from the
figure that, for low concentrations, electrons with
energies close to the barrier height (0.1 eV) have the
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wave and the Born approaches. The barrier/well energy scale (2Va2)
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Figure 2.10: Total scattering cross section per nanoparticle inside a host semi-
conductor for different nanoparticle concentrations [11]

simplified model of the potential distribution around nanoparticles was used.

2.5.2 Phonon transport optimization

Although phonons do not contribute directly to the energy conversion, the re-

duction of their contribution to the thermal conductivity is a central issue in the

thermoelectric research. It is known that the lattice thermal conductivity can

be reduced by the scattering phonons on various types of defect, including the

boundaries of any finite crystal. Such defects may, of course, scatter the charge

carriers as well as the phonons. Indeed, since the mean free path is usually

greater for electrons or holes than it is for phonons, we might expect there to

be greater effect on the mobility than on the lattice conductivity. In practice,

however, it turns out that, in many cases, the ratio of the mobility to the thermal

conductivity can be raised through defect scattering.

2.5.2.1 Phonon defect scattering

In 1956 Ioffe et al. [46] suggested that the formation of a solid solution between

two semiconductors that have the same crystal structure should lead to a reduc-

tion in the lattice conductivity. It was claimed that the mobility of the charge

carriers would not necessarily be reduced by the alloying process. It was argued
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Figure 2.11: InGaAlAs embedded with ErAs nanoparticles. Comparison of the
theory with the experiment [11]

that the long-range order would be preserved and, since the wavelength associ-

ated with the charge carriers is also rather large, they would suffer no additional

scattering. On the other hand, the phonons that predominate in the conduc-

tion of heat have short wavelength and are scattered by the disturbances in the

short-range order in a solid solution.

The effect of alloying is particularly large in the Si-Ge system because the

lattice conductivity of pure silicon and germanium is so high that it is comparable

with the total thermal conductivity of most metals (≈ 150 W/mK). The thermal

conductivity of Si1−xGex is plotted in Fig. 2.12. The data points are labelled by

the Ge concentration in atomic percent. The dashed line represents the thermal

conductivity of pure Si. As we can see, the thermal conductivity of Si is decreased

by a factor of ≈ 2 for a Ge concentration of 0.13 atomic percent [12].

Microstructural complexity is also responsible for the outstanding thermo-

electric properties of (AgSbTe2)0.15(GeTe)0.85 (TAGS) and (AgSbTe2)x(PbTe)1−x

(LAST) compounds, which were first studied in the 1950s and have still remained

some of the materials having highest known ZT . From early on it was predicted

that lattice strain in TAGS could explain the low lattice thermal conductivities

of 0.3 W m−1 K−1 [47]. Recent work points to the presence of twin-boundary

defects in TAGS as an additional source of phonon scattering [48]. In LAST,

Ag-Sb - rich nanoparticles 1 - 10 nm in size as well as larger micrometre-sized
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Ge impurities in Si, the contribution to the scattering ampli-
tude from the larger volume of the Ge atom,DV/ /V<0.12,
is expected to enhance the scattering, while the contribution
from the softening of the modulusDK /K<−0.23 is expected
to weaken the scattering. Therefore, the total correction to
G1, see Eq.s1d, will be small. The total correction toG2, see
Eq. s2d, might be significant, but given the large uncertainties
in how to best evaluate those corrections, we have decided to
omit them here.

Our new contribution to this relatively mature topic is
enabled by recent advances in materials and experimental
techniques. Isotopically purified Si has been produced as
bulk single crystals and epitaxial layers and a consensus has
emerged13–15 on the thermal resistance created by the natu-
rally occurring isotope mixture of Si.sThe good agreement
between theory16 and experimental results for both bulk
crystals13,14 and epitaxial layers15 lead us to discount other
studies17,18 of epitaxial layers that found much larger en-
hancements in the thermal conductivities of isotopically pu-
rified Si relative to natural Si.d Since the perturbation analy-
sis for phonon scattering should have the greatest validity
when the mass differences are small, these new data provide
a rigorous constraint on the theory in the limit of weak scat-
tering.

The second advance is our development of an accurate
technique for measuring the thermal conductivity of micron-
thick layers of high thermal conductivity materials. In most
cases, homogeneous single crystals of alloys are difficult to
obtain by the methods employed in bulk crystal growth. Our
new measurement technique enables us to study homoge-
neous epitaxial layers of semiconductor alloys grown by
chemical vapor deposition or molecular beam epitaxy. The
technique is based on time-domain thermoreflectance19,20

measurements of heat transport but we modify the analysis
of the data to take advantage of the extra information con-
tained in the out-of-phase component of the thermoreflec-
tance signal. The details of our approach and methods for
data analysis are described in Refs. 15 and 21.

II. EXPERIMENTAL DETAILS

We previously reported data for two compositions of
highly dilute Si1−xGex alloys with x=2.8310−4 and x=1.3
310−3 as a part of our study of the thermal conductivity of
isotopically purified28Si.15 The new data reported here are
for compositionsx=2.0310−4 and x=8.0310−4 at room
temperature andx=2.5310−3 and x=0.010 in the tempera-
ture range 297,T,550 K. The epitaxial layers of Si1−xGex
alloys were grown using disilane and digermane precursors
at a temperature of 1073 K; the thickness of thex=0.010
layers is 580 nm; the thickness of the other layers is 1.3mm.
The Ge content of thex=0.010 sample was measured by
Rutherford backscattering spectrometry to a precision of
±7%; the composition of the lower concentration samples
were characterized to an accuracy of ±20% by secondary ion
mass spectrometrysSIMSd using thex=0.010 sample as a
standard.

III. RESULTS AND DISCUSSION

The thermal conductivity of Si1−xGex is plotted as a func-
tion of temperature and compositionx in Fig. 1. The thermal

conductivity of Si is decreased by a factor of<2 for a Ge
concentration of 0.13 atomic percent. The temperature de-
pendence of the data becomes progressively less pronounced
with increasing Ge content.

In Fig. 2, we plot the increase in the thermal resistance of
Si created by mass-disorderDW as a function of the scatter-
ing strengthG. For room temperature data, we use the mea-
sured thermal conductivity of28Si as the baseline;14 the ther-
mal resistance created by isotope scattering reported in Ref.
14, DW=6.4±1.0310−4 m K W−1, is comparable to the av-
erage of the other two reliable measurements.13,15 Our prior
measurements of the thermal conductivity of28Si at elevated
temperatures were not precise enough to determineDW for
isotope scattering atT=550 K; therefore, we analyzeDW at
T=550 K only for cases whereDW created by Ge impurities
is at least an order of magnitude larger thanDW created Si
isotopes; this is true for Ge concentrations.0.13%.

The horizontal axis of the upper and lower plots in Fig. 2
differ: for the upper plot, the horizontal axis is evaluated
using Eq.s1d and, for the lower plot, the horizontal axis is
evalulated using Eq.s2d. As we have noted previously,15 the
use of Eq.s1d to describe the phonon scattering strength
produces a smooth connection between the the thermal resis-
tance created by isotope disorder and the thermal resistance
created by low concentrations of Ge. If we instead use Eq.
s2d and plot the data as a function ofG2, the thermal resis-
tance increases sharply for low concentrations of Ge; see Fig.
2sbd.

The solid and dashed lines are our evaluation of the
theory developed independently by Abeles24 and by Parrott25

to describe the high temperature thermal conductivity of

FIG. 1. Thermal conductivity of epitaxial SiGe layers as a func-
tion of temperature. The data points are labeled by the Ge concen-
tration in atomic percent. Data for 0.028% and 0.13% are from Ref.
15. The error bars reflect an experimental uncertainty of ±5% in
thermal conductivity. The dashed line is the thermal conductivity of
pure Si from Ref. 22.

CAHILL et al. PHYSICAL REVIEW B 71, 235202s2005d

235202-2

Figure 2.12: Thermal conductivity of epitaxial SiGe layers [12]

features precipitate from the bulk [13, 49, 50] (Fig. 2.13). The nanoparticles are

coherent with the surrounding crystal matrix, therefore electronic conductivity

is not significantly reduced. Conversely, the large density difference between the

different regions leads to interfacial scattering of the phonons reducing the ther-

mal conductivity. Through these mechanisms thermal conductivities of the order

of 0.5 W m−1 K−1 at 700 K have been observed.

2.5.2.2 Phonon boundary scattering

It has long been known, since the pioneer work of Casimir [51] that phonons can

be scattered on the boundaries of crystals at low temperatures. It was hard to

observe this effect at ordinary temperatures, since the phonon mean free path

decreases with temperature usually becoming less than 1 nm. Nevertheless, it

was predicted in 1968 [52] that the lattice conductivity might be reduced by

boundary scattering of the phonons for grain sizes of the order of 1 µm. The

effect was observed for thin sheets of silicon in 1973 [53] and has since been found

in other semiconductors.
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ZT value to this material. The m � 18 samples
have generally higher electrical conductivity;
optimized systems reach �1850 S/cm at room
temperature and a thermopower of �135 
V/K
(Fig. 3A) (20). The negative value indicates an
n-type semiconductor. When the temperature
rises, the conductivity drops smoothly, as ex-
pected for a degenerate semiconductor, whereas
the thermopower rises steadily in nearly a
straight line, reaching �335 
V/K at 700 K
and a power factor of 28.0 
W/cm�K2. The
power factor observed at 700 K is one of the
highest among known materials and matches
those observed in the PbTe/PbSe superlattices
(12, 15). The total thermal conductivity of
Ag1�xPb18SbTe20 is shown over a wide tem-
perature range (Fig. 3B) and is �2.3 W/m�K at
room temperature (19). The ZT of
Ag1�xPb18SbTe20 calculated with experimen-
tal � and S data measured from 300 to 800 K,
and with 
 data measured from 300 to 800 K,
reaches a value of 2.1 at 800 K (Fig. 3C).

To what can we attribute the enhanced
thermoelectric properties of AgPbmSbTem�2

systems? The answer may lie in the nature of
the microstructure of these materials at the
nanoscopic level. One explanation could be
the presence of quantum “nanodots” in these

materials, similar to those found in the
PbSe/PbTe MBE–grown thin films. The
AgnPbmSbnTem�2n materials are derived by
isoelectronic substitution of Pb2� ions for
Ag� and Sb3� (or Bi) in the lattice. This
generates local distortions, both structural
and electronic, that are critical in determining
the properties of AgnPbmSbnTem�2n. For ex-
ample, at issue is how the Ag� and Sb3� ions
are distributed in the structure, i.e., homoge-
neously or inhomogeneously. Arguably, one
might expect an inhomogeneous distribution
given the different formal charges of �1/�3
versus �2 arising from Coulombic interac-
tions. A completely homogeneous Ag� and
Sb3� dispersion in the Fm3m lattice would
require the complete separation of the Ag�

and Sb3� pair over long distances, which
could create charge imbalances in the vicinity
of these atoms. Therefore, barring any com-
pensation effects from the Te sublattice, elec-
troneutrality reasons alone require that Ag�

and Sb3� ions be generally found near one
another (�5 to 6 Å). Given the relatively
high concentrations of Ag�-Sb3� in the
AgPb18SbTe20 (�10 mol%), these essential-
ly Coulombic factors could act to favor com-
positional modulations in the crystal that
arise from regions of high Ag/Sb and high Pb
concentration. Preliminary evidence for this
comes from high-resolution transmission
electron microscopy (TEM) images that indi-
cate inhomogeneities in the microstructure of
these materials, showing nanocrystals of a
Ag-Sb–rich phase embedded in a PbTe ma-
trix (Fig. 4). A very small region of the
sample is indeed Ag-Sb–rich and is surround-
ed by a PbTe-rich matrix. In other specimens,
such as AgPb10SbTe12, different composi-
tional modulations were observed that
changed in size and shape under different
preparation conditions. More detailed TEM
studies as well as band structure and

Monte Carlo Coulomb calculations in the
AgnPbmSbnTem�2n class of materials are in
progress, to explore the role of the Ag/Sb
distribution and its general dispersing tenden-
cies in the cubic lattice (21).

The AgnPbmSbnTem�2n materials may
find potential applications in thermoelectric
power generation from heat sources: for ex-
ample, vehicle exhaust, coal-burning installa-
tions, electric power utilities, etc. With an
average ZT of 2, a hot source of 900 K, and a
temperature difference across 500 K, a con-
version efficiency of more than 18% may be
achieved (22). Additional amplification in ZT
should be possible with further exploration of
doping agents and n/m values. We have al-
ready observed substantially lower thermal
conductivities (as much as 40 to 50% lower)
in other AgnPbmSbnTem�2n members that
could further enhance ZT values.

References and Notes
1. ZT � (�S2/
)T, where � is the electrical conductivity,
S is the thermopower or Seebeck coefficient, 
 is the
thermal conductivity, and T is the temperature. The
numerator (�S2) is called the power factor.

2. M. G. Kanatzidis, Semicond. Semimet. 69, 51 (2000).
3. C. Uher, Semicond. Semimet. 69, 139 (2000).
4. B. C. Sales, D. Mandrus, R. K. Williams, Science 272,

1325 (1996).
5. S. J. Poon, Semicond. Semimet. 70, 37 (2001).
6. I. Terasaki et al., Jpn. J. Appl. Phys. 40, L65 (2001).
7. B. C. Sales et al., J. Solid State Chem. 146, 528 (1999).
8. G. S. Nolas, G. A Slack, S. B. Schujman, Semicond.
Semimet. 69, 255 (2001).

9. S. Latturner et al., J. Solid State Chem. 151, 61
(2000).

10. T. M. Tritt, R. T. Littleton, Semicond. Semimet. 70,
179 (2001).

11. R. Venkatasubramanian et al., J. Cryst. Growth 170,
817 (1997).

12. T. C. Harman, D. L. Spears, M. J. Manfra, J. Electron
Mater. 25, 1121 (1996).

13. H. Beyer et al., Appl. Phys. Lett. 80, 1216 (2002).
14. R. Venkatasubramanian et al., Nature 413, 597

(2001).
15. T. C. Harman et al., Science 297, 2229 (2002).

Fig. 3. Variable-temperature charge transport
and thermal transport data for AgPb18SbTe20:
(A) Electrical conductivity (�) and ther-
mopower (S). (B) Total thermal conductivity
(
) in the range 300 to 800 K. The data were
obtained as described in (19). (C) Ther-
moelectric figure of merit, ZT, as a function
of temperature.

Fig. 4. (A) TEM image of a AgPb18SbTe20 sample showing a nano-sized region (a “nanodot”
shown in the enclosed area) of the crystal structure that is Ag-Sb–rich in composition. The
surrounding structure, which is epitaxially related to this feature, is Ag-Sb–poor in composition
with a unit cell parameter of 6.44 Å, close to that of PbTe. (B) Compositional modulations over
an extended region of a AgPb10SbTe12 specimen. The spacing between the bands is �20 to 30
nm. In essence, the observed compositional modulation is conceptually akin to the one found
in the artificial PbSe/PbTe superlattices (15). In the latter, the compositional modulation exists
at least along the stacking direction.
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Figure 2.13: TEM image of a AgPb18SbTe20 sample. Ag-Sb - rich nanosized
region (a ”nanodot” shown in the enclosed area) is endotaxially connected to the
Ag-Sb - poor surrounding structure [13]

Some early experimental data [54] indicate that the thermal conductivity of

superlattices could be significantly reduced, especially in the cross-plane direction.

Extensive experimental data on the thermal conductivity of various superlattices

have been reported in recent years [55, 56, 57, 58, 59], mostly in the cross-plane

direction. Impressive ZT values (∼ 2.4) have been reported by Venkatasubrama-

nian’s group in Bi2Te3 / Se2Te3 superlattices at room temperature [59].

Aside from superlattices and thin films, other low-dimensional structures such

as quantum wires and quantum dots are also being considered for thermoelectric

applications. The experiments on silicon nanowires [14, 60] showed up to 100-fold

reduction in thermal conductivity yielding to ZT values close to unity at room

temperature. Hochbaum et al. [14] observed further reduction of the thermal

conductivity in the nanowires with rough surface. Calculations of Martin et

al. [15] showed that at low nanowire diameters the effect of surface roughness

has a particularly strong effect resulting in a deviation from the linear diameter

dependence (∼ D) to a scaling as (∼ (D/∆)2), where ∆ is the rms surface

roughness. These predictions found excellent agreement with experimental values

for the nanowires with diameters below 50 nm. Fig. 2.14 presents the thermal

conductivity data for silicon nanowires prepared by two different routes: (a)

typical vapour-liquid-solid (VLS) growth (rms ∆ = 1-3 Å) and (b) synthesized

by an aqueous electroless etching (EE) method (rms ∆ = 3-3.25 nm)
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for ‘‘rough’’ NW. Under the conditions cited above, the
average phonon lifetime due to surface roughness alone is
approximately 15 ps, and decreases with higher roughness
rms values as ��2. As deduced from Eq. (3), a long
correlation length L favors scattering processes close to
the specular type. While in the strong roughness limit
where �=L > 1 the Gaussian approximation may be put
at fault, the effect of the L2 term tends to average out the
contribution of L. We noticed only little deviation of the
predicted thermal conductivity in the strong roughness
limit, and consistently used a value of L ¼ 6 nm, which
is estimated from the TEM images of Hochbaum et al. [4]
and provides a best fit in our case.

In our approach, an additional thermal variation of the
phonon-surface scattering rate appears from Bose-Einstein
statistics, where temperature delimits the occupation of
each frequency range, thus retrieving the effect of occupa-
tion of lower energy branches at low temperature.
Subsequently, it is possible to determine the thermal con-
ductivity for NW of different cross sections [19]. The
contribution to thermal conductivity of branch i is

�iðTÞ ¼ 1

3

Z
i
ENðEÞ dhni

dT
viðEÞ�toti ðEÞdE; (6)

where vi is the velocity of sound which is dependent on the
direction of propagation, here assumed to be in the h001i
direction. In order to reproduce the measured physical
behavior of the NW in the 10–350 K temperature range,
Umklapp, normal, impurity, boundary, and surface rough-
ness scattering mechanisms have been considered in the
derivation of the branch-specific scattering time, as sum-
marized in Table I. Umklapp scattering in transverse
acoustic branches is efficiently described with the law
derived in Ref. [21], which has shown good agreement
with Si NW experiments. Additionally, in the temperature
range considered, normal scattering in longitudinal acous-
tic branches is accounted for according to the derivation of
Holland [20]. A C!4 law is often used in the literature for
impurity scattering, and we found that a constant C ¼ 8�
10�45 s=K4 fits experimental data with more accuracy than
the value of 1:05� 10�44 s=K4 resulting from the deriva-

tion of Ref. [20]. In the case of NWetched from a 10 �cm
wafer [4], the low doping concentration has almost no
impact on the value of C. Besides, the boundary scattering
rate depends on the sound velocity in a given branch, and is
consequently frequency dependent. An analytical expres-
sion is used for the sound velocity in acoustic branches,
which is derived from [22] for its good fit with bulk Si data
in the h001i direction.
Figures 2(a) and 2(b) compare thermal conductivity

computed from the model presented above vs experimental
data from [3,4], for NW ranging from 115 to 22 nm
diameter. As nothing guarantees that all NW have similar
roughness parameters, we considered smooth NW with

1 �A<�< 3 �A, and rough NW with 3 nm< �<
3:25 nm. A good fit is found for smooth NW grown by
vapor-liquid-solid (VLS) mechanism with diameter above
37 nm. Similarly, the model reproduces the drastic de-
crease in thermal conductivity for rough electroless-
etching (EE) NW presented in [4]. Higher discrepancy is
found for the 22 nm smooth VLS NW, for which the
sensitivity to surface roughness is expected to be higher.
The perturbative approach remains valid as long as pertur-
bations remain small in comparison to the total phonon
energy. For low temperature phonons and nanowires of
diameter below 20 nm, explicit quantum treatment may
be required. Since surface roughness scattering has little
impact on low energy phonons, additional low temperature

TABLE I. Summary of the scattering processes considered in
the derivation of the thermal conductivity.

Mechanism Analytical Model Constants

Phonon-Phonon:

Longitudinal [20] BLT
3!2 BL ¼ 2� 10�24 s=K3

Transverse [21] BTTe
��1=T!2 BT ¼ 1:73� 10�19 s=K

�1 ¼ 137:3 K

Impurity [20] C!4 C ¼ 8� 10�45 s=K4

Boundary viD
�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4!ci=vi

p
vL ¼ 9:01� 103 m=s

[19,22] vT ¼ 5:23� 103 m=s

cL ¼ �2� 10�7 m=s2

cT ¼ �2:26� 10�7 m=s2
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FIG. 2 (color online). (a) Thermal conductivity of smooth VLS
Si NW. Shaded areas are theoretical predictions with roughness
rms � ¼ 1–3 �A, blue squares are taken from [3]. (b) Thermal
conductivity of rough EE Si NW (� ¼ 3–3:25 nm). Squares are
taken from [4]. Simulation and experimental data are compared
at similar cross sections. L ¼ 6 nm.
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for ‘‘rough’’ NW. Under the conditions cited above, the
average phonon lifetime due to surface roughness alone is
approximately 15 ps, and decreases with higher roughness
rms values as ��2. As deduced from Eq. (3), a long
correlation length L favors scattering processes close to
the specular type. While in the strong roughness limit
where �=L > 1 the Gaussian approximation may be put
at fault, the effect of the L2 term tends to average out the
contribution of L. We noticed only little deviation of the
predicted thermal conductivity in the strong roughness
limit, and consistently used a value of L ¼ 6 nm, which
is estimated from the TEM images of Hochbaum et al. [4]
and provides a best fit in our case.

In our approach, an additional thermal variation of the
phonon-surface scattering rate appears from Bose-Einstein
statistics, where temperature delimits the occupation of
each frequency range, thus retrieving the effect of occupa-
tion of lower energy branches at low temperature.
Subsequently, it is possible to determine the thermal con-
ductivity for NW of different cross sections [19]. The
contribution to thermal conductivity of branch i is

�iðTÞ ¼ 1

3

Z
i
ENðEÞ dhni

dT
viðEÞ�toti ðEÞdE; (6)

where vi is the velocity of sound which is dependent on the
direction of propagation, here assumed to be in the h001i
direction. In order to reproduce the measured physical
behavior of the NW in the 10–350 K temperature range,
Umklapp, normal, impurity, boundary, and surface rough-
ness scattering mechanisms have been considered in the
derivation of the branch-specific scattering time, as sum-
marized in Table I. Umklapp scattering in transverse
acoustic branches is efficiently described with the law
derived in Ref. [21], which has shown good agreement
with Si NW experiments. Additionally, in the temperature
range considered, normal scattering in longitudinal acous-
tic branches is accounted for according to the derivation of
Holland [20]. A C!4 law is often used in the literature for
impurity scattering, and we found that a constant C ¼ 8�
10�45 s=K4 fits experimental data with more accuracy than
the value of 1:05� 10�44 s=K4 resulting from the deriva-

tion of Ref. [20]. In the case of NWetched from a 10 �cm
wafer [4], the low doping concentration has almost no
impact on the value of C. Besides, the boundary scattering
rate depends on the sound velocity in a given branch, and is
consequently frequency dependent. An analytical expres-
sion is used for the sound velocity in acoustic branches,
which is derived from [22] for its good fit with bulk Si data
in the h001i direction.
Figures 2(a) and 2(b) compare thermal conductivity

computed from the model presented above vs experimental
data from [3,4], for NW ranging from 115 to 22 nm
diameter. As nothing guarantees that all NW have similar
roughness parameters, we considered smooth NW with

1 �A<�< 3 �A, and rough NW with 3 nm< �<
3:25 nm. A good fit is found for smooth NW grown by
vapor-liquid-solid (VLS) mechanism with diameter above
37 nm. Similarly, the model reproduces the drastic de-
crease in thermal conductivity for rough electroless-
etching (EE) NW presented in [4]. Higher discrepancy is
found for the 22 nm smooth VLS NW, for which the
sensitivity to surface roughness is expected to be higher.
The perturbative approach remains valid as long as pertur-
bations remain small in comparison to the total phonon
energy. For low temperature phonons and nanowires of
diameter below 20 nm, explicit quantum treatment may
be required. Since surface roughness scattering has little
impact on low energy phonons, additional low temperature

TABLE I. Summary of the scattering processes considered in
the derivation of the thermal conductivity.

Mechanism Analytical Model Constants

Phonon-Phonon:

Longitudinal [20] BLT
3!2 BL ¼ 2� 10�24 s=K3

Transverse [21] BTTe
��1=T!2 BT ¼ 1:73� 10�19 s=K

�1 ¼ 137:3 K

Impurity [20] C!4 C ¼ 8� 10�45 s=K4

Boundary viD
�1

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4!ci=vi

p
vL ¼ 9:01� 103 m=s

[19,22] vT ¼ 5:23� 103 m=s

cL ¼ �2� 10�7 m=s2

cT ¼ �2:26� 10�7 m=s2

Surf. Roughness cf. Eq. (5) � ¼ 3–50 �A

L ¼ 60 �A

115 nm

97 nm

50 nm

115 nm

56 nm

37 nm

22 nm

(b)

(a)

FIG. 2 (color online). (a) Thermal conductivity of smooth VLS
Si NW. Shaded areas are theoretical predictions with roughness
rms � ¼ 1–3 �A, blue squares are taken from [3]. (b) Thermal
conductivity of rough EE Si NW (� ¼ 3–3:25 nm). Squares are
taken from [4]. Simulation and experimental data are compared
at similar cross sections. L ¼ 6 nm.
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Figure 2.14: Thermal conductivity of (a) smooth VLS silicon nanowires (rms ∆
= 1-3 Å) and (b) rough EE silicon nanowires (rms ∆ = 3-3.25 nm). Shaded areas
are theoretical predictions [14, 15]

A few experimental and theoretical studies on the thermal conductivity of

quantum dot arrays [61, 62] and nanostructured porous media [16, 63, 64] have

been also reported. Theoretical studies of Lee et al. [16] on ordered nanoporous

silicon predicted the thermal conductivity reduction up to two orders of magni-

tude compared to the bulk monocrystalline silicon value. The thermal conductiv-

ity of this structure as a function of the pore diameter, dp, and spacing between

the pores, ds, is presented in Fig. 2.15.

2.5.3 Phonon-Glass Electron-Crystal

In 1994 Slack introduced the concept of ”phonon-glass electron-crystal” (PGEC)

for the semiconductors which may prove superior for thermoelectric applications

[65]. PGEC materials would posses electronic properties normally associated with

good semiconductor but would have thermal properties normally associated with

amorphous materials.

2.5.3.1 Skutterudites and Clathrates

Characteristics of crystals that have glass-like thermal conductivities were de-

tailed by Cahill et al. [66]. They contain atoms that are loose in the sense that

they do not have unique positions in the lattice. These loose atoms do not have
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Figure 2.15: Room-temperature theoretical thermal conductivity of ordered
nanoporous silicon for a case of fixed pore diameter (black circles) and fixed
pore spacing (blue triangles) [16]

fixed positions relative to each other. The concentration of these atoms may be

relatively high, at least 3%. The structures that can accommodate these loose

atoms exhibit rather large open cages formed by more stable atoms. The so-called

rattling motion of the loose atoms is responsible for intense phonon scattering and

thus thermal conductivity reduction.

One class of such materials are scutterudites [67, 68, 69, 70, 71]. Skutterudite

is the name first given to the mineral CoAs3 discovered in a small Norwegian town

Skutterud, and since then extended to other compounds with general formula

MX3 where M is Co, Rh, or Ir and X is P, As, or Sb. A key feature of the unit

cell of skutterudite is that it contains empty spaces. In CoSb3, the cobalt atoms

form an almost cubic framework with square arrangements of each set of four

antimony atoms, there being six such squares for every eight pseudo cubes. The

voids that exist in such an arrangement can be occupied by loosely bound atoms

that are known as ”rattlers” (Fig 2.16). It is the rattlers that reduce the lattice

conductivity to an extremely low level [35].

The clathrates are another group of compounds that have open structures into

which loosely bound guest atoms can be incorporated [72, 73, 74, 75]. The original

clathrates were crystalline complexes of H2O with trapped atoms or molecules. Ice

clathrates were known to have very small thermal conductivities. They typically
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Die kubisch-innenzentrierte Kristallstruktur der gefüllten Skutterudite ist anhand der Verbindung 
NaFe4Sb12 in Abbildung 1 dargestellt. An ihren Ecken verknüpfte, verkippte FeSb6-Oktaeder bilden ein 
dreidimensionales Netzwerk, in dem unterschiedlich große Hohlräume auffallen. Die größten, die iko-
saedrischen Hohlräume (im Ursprung der Elementarzelle), welche bei den binären Skutteruditen leer 
bleiben, sind bei den ternären Verbindungen mit dem jeweiligen Kation gefüllt. Kleinere Hohlräume 
werden durch nahezu quadratische, planare Sb4-Gruppen gefüllt.

Eine Vielzahl von interessanten physikalischen Eigenschaften konnte bisher hauptsächlich in  Skut-
teruditen mit Seltenerd-Metallen als Kation beobachtet werden. Zu nennen sind hier Metall-Isola-
tor-Übergänge, komplexe magnetische und quadrupolare Ordnungsphänomene,  konventionelle und 
nicht-konventionelle Supraleitung, Schweres-Fermionen- oder Nicht-Fermi-Flüssigkeits-Verhalten 
sowie fluktuierende Valenzzustände. Weiterhin wird das Interesse an Skutterudit-Abkömmlingen durch 
ihre viel versprechenden thermoelektrischen Eigenschaften stimuliert: Anwendungen dieser Materi-
alien zur direkten Umwandlung von Wärme in elektrische Energie und in einer umweltfreundlichen 
Kühltechnologie werden derzeit weltweit erforscht. Die Grundlagen hierzu sind allerdings noch nicht 
vollständig verstanden. Zahlreiche Studien deuten aber darauf hin, dass die physikalischen Eigenschaf-
ten gefüllter Skutterudite durch ein subtiles Zusammenwirken der Gast-Kationen mit der Übergangs-
metall-Pnictogen-Wirtsstruktur bestimmt werden.

Abb. 1: Kristallstruktur von Eisen-Antimoniden gefüllten Skutterudite ist anhand der Verbindung MFe4Sb12. Die 
dargestellte Einheitszelle enthält zwei Formeleinheiten (Weiße Kugeln: M = Alkali-, Erdalkali-, bzw. Seltenerd-
Metall; rote Kugeln: Eisen; blaue Kugeln: Antimon). 

Urheber: MPI-Chemische Physik fester Stoffe

Um ein besseres Verständnis dieser Wechselwirkungen zu erhalten, muss man gefüllte Skutterudite 
ohne magnetische Kationen untersuchen. Dazu wurden neue Alkalimetall-stabilisierte Eisen-Antimo-
nide mit Natrium und Kalium synthetisiert [2,3]. Zusammen mit dem Erdalkalimetallen sind diese 
Kationen relativ unproblematische Gäste, die ausschließlich s-Elektronen beisteuern. Daher sind diese 
Verbindungen gut geeignet, den Einfluss der d-Elektronen auf die Strukturchemie und die physikali-
schen Eigenschaften der gefüllten Skutterudite zu untersuchen. 

Figure 2.16: Schematic illustration of the skutterudite structure; red: Co atoms,
blue: Sb atoms, white: guest ions; the big voids (yellow shaded) are filled with
guest ions. Source: Chemnitz University of Technology

have a very large number of host atoms in the unit cell. These clathrates are

electrical insulators but there are also clathrates with semiconducting properties.

Conducting clathrates have general formula X2Y6E46 (Type I) or X8Y16E136

(Type II) where X and Y are guest atoms on two different sites and E is Si, Ge,

or Sn. The elements of Group IV of the periodic table are usually found to have

the diamond structure, each atom being covalently bonded to four other atoms.

These bonds are retained in the clathrates but there are no longer groups of four

atoms forming tetrahedra. Instead, the Group IV atoms form dodecahedra and

either tetrakaidecahedra or hexakaidecahedra. In Type I clathrates, the unit cell

is made up of six tetrakaidecahedra and two dodecahedra, whereas in Type II

clathrates, the cell comprises 16 dodecahedra and eight hexakaidecahedra. It is,

therefore, possible for each unit cell in a Type I clathrate to accomodate eight

guest atoms and in a Type II clathrate it can accommodate 24 guest atoms [35].

2.5.3.2 Oxides

Another method for circumventing the inherent materials conflict of a phonon-

glass with electron-crystal properties is to use a complex material with distinct

regions providing different functions. Likewise, the ideal thermoelectric material

would have regions of the structure composed of a high-mobility semiconductor

that provides the electron-crystal electronic structure, interwoven with a phonon-

glass. The phonon-glass region would be ideal for housing dopants and disordered

34

http://www.tu-chemnitz.de/physik/OFGF/research/thermoelectrics.php


High-performance nanostructured thermoelectric materials

Vol. 2  October 2010 | NPG ASIA MATERIALS | www.natureasia.com/asia-materials 157

REVIEW ARTICLE

(FCC) motifs with a simple embedded cubic motif at the center [75]. 
Since half-Heusler compounds have a good combination of narrow 
band-gap and sharp slope of DOS near the Fermi level, a very high 
power factor is expected. However, on account of the relative high κ, 
the ZT values of the half-Heusler compounds are still much lower than 
those of the state-of-the-art TE materials. As there are three sublattice 
positions in a half-Heusler compound, isoelectronic alloying on diff er-
ent sublattice positions is the most common approach to reducing κ. 
Uher et al. [70] found that the isoelectronic alloying of Zr0.5Hf0.5NiSn 
produced a higher ZT value than that of either ZrNiSn or HfNiSn 
alone due to a reduction in thermal conductivity. Shen et  al.  [71] 
investigated the eff ect of partial substitution of nickel with palladium 
on the TE properties of ZrNiSn-based half-Heusler compounds. 
It was shown that this substitution results in a signifi cant reduction 
in thermal conductivity, leading to an improvement in ZT to 0.7 at 
ca.  800 K for the composition Zr0.5Hf0.5Ni0.8Pd0.2Sn0.99Sb0.01. Later, 
Culp et al. [72] reported a slightly enhanced ZT value of 0.8 at 800 K 
in Hf0.75Zr0.25Ni0.9Pd0.1Sn0.975Sb0.0025. 

Since most of the current work on half-Heusler is focused on iso-
electronic alloying, it is reasonable to anticipate that there is consider-
able room for further improvement in ZT through the use of various 
nanostructures. Systematic theoretical calculations on 36 kinds of 
half-Heusler compounds by Yang et  al.  [75], demonstrates that there 
are potential new half-Heusler compounds beyond the well-studied 
n-type MNiSn (LaPdBi, NdCoSn, ZrCoBi, etc.) and p-type MCoSb 
(NdCoSn, TiCoSb, NdRhSb, etc.). Experimental investigations on 
these new compounds should be strongly encouraged.

Other systems
Oxide materials usually have high thermal stability and oxidization 
resistance, and are hence good for high-temperature applications. 
However, the extremely low electrical conductivity of these materials 
has resulted in them being almost entirely ignored for their potential 
utilization in the TE fi eld. Th e discovery of NaCo2O4 as a promising 
TE material in 1997 [76] completely changed the traditional under-
standing of oxides. NaCo2O4 posses a similar structure to the high-tem-
perature superconductor compound YBaCuO, with a CoO2 layer and 
sodium layer constructing a laminated structure, as shown in Figure 7. 
NaCo2O4 has high electrical conductivity and a high Seebeck coef-
fi cient, resulting in a remarkably high power factor of 5,000 W m–1 K–2, 
even higher than that of state-of-the-art Bi2Te3 (4,000 W m–1 K–2) [76]. 
Th e strong electronic correlation eff ect in this material has been attrib-
uted to the unusually large Seebeck coeffi  cient  [77]. Many research-
ers subsequently started to explore high-performance oxides for TE 
applications, and some promising TE oxides have emerged, including 
Zn1–xAlxO (n-type, ZT ≈ 0.30 at 1273 K) [78], La1–xSrxCoO3 (p-type, 
ZT  ≈  0.18 at room temperature)  [79], and La1–xYxCuO4 (p-type, 
ZT ≈ 0.17 at 330 K) [80]. 

Recently, the concept of nanoblock integration into layer-structured 
hybrid crystal (natural superlattice) has been proposed by Japanese 

researchers [81,82]. According to this idea, the layered NaCo2O4 is 
regarded as a hybrid crystal of ordered CoO2 nanosheets and disordered 
sodium nanosheets. Th e CoO2 nanosheets form a strongly connected 
electron system that serves as an electronic transport layer, leading to a 
high power factor, whereas the sodium ion nanoblock layers or calcium 
cobalt oxide misfi t layers act as phonon scattering regions to provide 
low thermal conductivity. Th e development of hybrid crystals or natural 
superlattices composed of a periodic arrangement of nanoblocks or 
nanosheets having diff erent functions is a new direction for achieving 
high TE performance. On the basis of the idea of a hybrid crystal, a 
series of modulated layered natural superlattices have been synthesized, 
including (Na,Ca)Co2O4 [83], (Bi1.79Sr1.98Oy)0.63(RhO2) [84] and (SrO)
(SrTiO3)m [85]. Recently, Lwadaki et al. [86] successfully synthesized a 
material with a pseudo-one-dimensional structure, Ba3Co2O6(CO3)0.7, 
similar to the 2H-perovskite-type BaCoO3 and containing CoO6 octa-
hedral columns running parallel to the crystallographic c axis. 

Summary and outlook

Th ermoelectric conversion technology is receiving increasing attention 
because of the worldwide energy and environment problems, and great 
progress has been made in the development of high-performance TE 
materials, including bulk, fi lm and nanowire materials. Nanostructures 
such as nano-dispersions and nanoscale heterogeneities have been 
found to be eff ective in reducing thermal conductivity to a greater 
degree than electrical conductivity, resulting in an enhanced fi gure 
of merit for the bulk thermoelectric material. However, additional 
approaches will likely be indispensable for increasing the power factor 
to achieve further signifi cant ZT improvements. Th eoretical modeling 
studies are highly anticipated for designing nanostructured or nano-
composite thermoelectric materials with enhanced Seebeck coeffi  cient 
based on carrier-energy fi ltering or quantum confi nement eff ects. As 
the cost and environmental impact of TE materials must also be taken 
into account for non-specialized applications, TE compounds free 
of tellurium and lead will become increasingly attractive targets for 
research in the future. 
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Figure 2.17: Crystal structure of NaxCoO2. Source: [17]

structures without disturbing the carrier mobility in the electron-crystal region.

The electron crystal regions must be thin, on the nanometre or angstrom scale,

so that phonons with a short mean free path are scattered by the phonon-glass

region.

Such structure can be found in thermoelectric cobaltite oxides (NaxCoO2 and

others such as those based on the Ca-Co-O system) [76, 77, 78]. The Co-O

layers form metallic layers separated by insulating, disordered layers with partial

occupancies (Fig. 2.17).

Oxides typically have low mobilities and high lattice thermal conductivities,

due to the high electronegativity of oxygen and the strong bonding of light atoms,

respectively. These properties give oxides a distinct disadvantage for thermoelec-

tric materials. The success of the cobaltite structures as thermoelectric materials

is an example how the microstructural duality for the electron and phonon trans-

port overcomes these disadvantages.

These compounds are especially attractive for high-temperature applications

as they are potentially stable and chemically inert.

2.5.3.3 Half-Heusler compounds

The basic Heusler alloy Cu2MnAl is a ferromagnetic material with a structure in

which Cu atoms form a primitive cubic lattice with alternative cells containing Mn

and Al atoms. The half-Heusler structure is the same except that the atoms on

the copper sites are missing. In the prototype half-Heusler compound, AgAsMg,

the Mg and Ag atoms form a rock salt structure, and the As and either the Mg
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κT is thermal conductivity (mW/cm‚K);19 ∆T ) Th - Tc

whereTh is the hot side of the device andTc is the cold side
of the device). The temperature difference betweenTh and
Tc sets the upper limits of efficiency through the Carnot
efficiency, ηc ) ∆T/Th.1 The materials segmented in the
device determine how close the efficiency will be to the
Carnot maximum through zT. It is important to note that
the efficiency of a thermoelectric generator depends on the
Carnot factor and the reduced efficiency which is a function
of zT. Therefore, for high efficiency, a large zT is required
throughout a large temperature range. Often, the electrical
properties of a material are examined through the thermo-
electric power factor,P ) R2/F.20

When materials are being segmented for high-efficiency,
large temperature gradient applications, thermoelectric com-
patibility factors (s ) [(1 + zT)1/2 - 1]/RT) must be
considered because to maintain maximum efficiency the
same electrical current and similar heat must flow through
each segment.1 If the compatibility factors differ (by more
than about a factor of 2) not all the segments will perform
with the utmost effectiveness, such that the overall efficiency
will be substantially less than that predicted from the
individual material’s average zT. This is particularly a
problem for high-temperature p-type segments where the
state-of-the-art high-temperature material, SiGe, has a much
lower compatibility factor than other good p-type materials,
making it incompatible for segmentation.

Good thermoelectric compounds have low electrical
resistivity, low thermal conductivity, and a large Seebeck
coefficient.19 Typically, small band-gap, semiconducting
materials with carrier concentrations within 1019-1021 cm-3

work better than metals or insulators.21 Also, a large unit
cell, heavy atoms, and structural complexity generally result
in good thermoelectric efficiency. Many Zintl materials fulfill
these qualifications; however, relatively few have been
investigated.22

Materials included in the Zintl class are, in general,
electronically positioned between intermetallics and insulat-
ing compounds.23 These materials are considered to be
valence precise24 and form the requisite small band gap
semiconductors with complex structures. Often they contain
cationic sites that allow for the addition of disordered
scattering and the tuning of carrier concentration (and
therefore the electronic properties).22

Yb14MnSb11, even though considered to be a Zintl,
stretches the boundaries of the classical model. This material
is isostructural to the Zintl phase, Ca14AlSb11, and maintains
valence precision (holding true to the Zintl definition). Each
formula unit of this structure type consists of one [AlSb4]9-

tetrahedron, a [Sb3]7- polyatomic anion, four Sb3- anions,
and 14 Ca2+ where in the Zintl extreme these units would
be considered as being held together through ionic forces.25

Yb14MnSb11 however, is not a typical semiconductor:
X-ray photoelectric spectroscopy (XPS)16 shows a weakly
metallic or semimetallic Fermi edge while resistivity mea-
surements below room temperature are indicative of a
metal.15 Clearly, the bonding in Yb14MnSb11 is more complex
than that in Ca14AlSb11. X-ray magnetic circular dichroism
(XMCD)17 and XPS16 measurements show that, indeed, the
ytterbium is in the Yb2+ valence state, replacing Ca2+;
however, the manganese has been shown to be in the Mn2+

valence state, supplying one less electron than Al3+. This
shortage of electrons (1.3× 1021 holes/cm3) explains the
material’s p-type behavior and corresponds well to the
measured carrier concentration by Hall effect (below).

The generic expression for this structure type is A14MPn11,
where A is a heavy or alkaline earth metal, M is a transition
or main group metal, and Pn is a pnicogen. The various sites
allow for the potential tuning of the electronic and thermal
properties through doping. Doping on the cationic metal site,
A, allows for possible tuning of the carrier concentration
and disorder scattering of phonons, while doping on the metal
site, M, enables possible tuning of the electronic parameters.

Experimental Section

Single-Crystal Synthesis.All materials were handled in a
nitrogen-filled drybox with water levels below 1.0 ppm. Sublimed
dendritic Yb metal (Alfa Aesar, 99.99%) was cut into small pieces
and used as received. Mn chips (Alfa Aesar, 99.98%) were ground
into a powder. Sb chunks (Allied Chemical, 99.7%) and Sn granules
(Mallinckrodt, 99.967%) were used as received. Yb14MnSb11 was
synthesized via a Sn flux.13,16,26The elements, Yb:Mn:Sb:Sn, were
arranged in 2 cm3 and 5 cm3 Al2O3 crucibles in the ratios 14:6:
11:86. The reactions were sealed in quartz ampules under 1/5 atm
argon atmosphere and placed in high-temperature programmable
furnaces. The reactions were brought up to 1100°C following the
heating procedure by Fisher et al.13 Once at 1100°C the reactions
were held for 1 h and then cooled to temperatures between 700
and 800°C at a rate of 2-3 °C/h. Upon reaching final temperatures,

(19) DiSalvo, F. J.Science (Washington, D. C.)1999, 285, 703-706.
(20) Goldsmid, H. J.; Nolas, G. S.Int. Conf. Thermoelectr.2001, 20, 1-6.
(21) Mahan, G.; Sales, B.; Sharp, J.Phys. Today1997, 50 (3), 42-47.
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Figure 1. Body-centered,I41/acd crystal structure of Yb14MnSb11. The
green and purple spheres represent Yb and Sb, respectively. The MnSb4

tetrahedron is shown as a filled red polyhedron.

1874 Chem. Mater., Vol. 18, No. 7, 2006 Brown et al.

Figure 2.18: Crystal structure of Yb14MnSb11; green: Yb atoms, purple: Sb
atoms, red polyhedra: MnSb4 tetrahedra [18]

or Ag atoms form a zinc blend structure. A group of half-Heusler compounds

with the formula MNiSn, where M = N, Zr, or Ti, is known to have good n-type

thermoelectric properties even though the lattice conductivity is rather high.

A typical half-Heusler coumpound, ZrNiSn, has a lattice conductivity that is

equal to about 10 W m−1 K−1, but this can be reduced by forming a solid solution

such as Zr0.5Hf0.5NiSn [79]. The prospects for improvement are good since the

charge carriers mobility is rather small and not likely to be reduced much when

attempts are made to reduce the lattice conductivity still further.

Many of the half-Heusler compounds, such as ZrNiSn, HfNiSn, and TiNiSn,

normally display n-type conduction but others including HfPtSn and ZrPtSn

are p-type conductors [80]. However, the latter have rather low values for the

electrical conductivity with ZT less than 0.03 at all temperatures.

2.5.3.4 Zintl phase compounds

Zintl compounds have recently emerged as a new class of thermoelectrics [81]

because they can form quite complex crystal structures. A Zintl compound con-

tains a valence-balanced combination of both ionically and covalently bounded

atoms. The ionic cations donate electrons to the covalently bound anionic species.

The covalent bonding allows higher mobility of the charge carriers that found in

purely ionic materials. The combination of the bonding types leads to complex

structures with the possibility of multiple structural units in the same struc-
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diff erent research approaches: one by exploring new materials with 
complex crystalline structures, and the other by reducing the dimensions 
of the materials. Th e search for new materials, such as skutterudites [3,4] 
and clathrates [5], is mainly motivated by the suggestion of Slack [6]. 
In those compounds, the ‘rattling’ motion of loosely bonded atoms 
within a large cage generates strong scattering against lattice phonon 
propagation, but has less of an impact on the transport of electrons. As 
a consequence, the thermal conductivity of skutterudites and clathrates 
can be reduced greatly while maintaining the electrical conductivity 
at a high level. Zintl compounds  [7] with a large unit cell, including 
Yb14MnSb11, Yb11GaSb9, Ca11GaSb9 and SrZnSb2 have also been revealed 
to possess an intrinsically low lattice thermal conductivity due to the 
high fraction of low-velocity optical phonon modes [8]. In research on 
low-dimensional material systems, Dresselhaus et al. [9] suggested that 
the power factor (α2σ) can be enhanced through the use of quantum-
confi nement eff ects. As the system size decreases and approaches a 
nanometer length scale, the density of electronic states (DOS) can split 
and become narrow. Dresselhaus’s pioneering work has shed light on 
various low-dimensional systems, including superlattices, nanowires and 
quantum dots. Venkatasubramanian et  al.  [10] reported Bi2Te3/Sb2Te3 
superlattices with a high-ZT value of up to 2.4. Subsequently, Harman 
et al. [11] reported PbTe/PbTeSe quantum dot superlattices with a ZT 
value of greater than 3.0 at 600 K. However, for general applications, it is 
highly desired to develop high-performance bulk TE materials. Figure 2 
shows the high-performance bulk TE materials developed recently on 
the basis of nanostructural concepts, demonstrating the signifi cant 
progress that has been made in TE materials since the introduction 
of nanotechnology. Th is review covers the latest advancements in TE 
technology focusing on such nanostructural approaches, and in doing so 
aims to highlight the potential routes for improvement in the major TE 
material systems, including Bi–Te alloys, skutterudites, Ag–Pb–Sb–Te or 
‘LAST’, half-Heusler alloys and some high-ZT oxides. Certainly, there 
are also other useful approaches for enhancing TE properties, such as 
band structure engineering by doping [17,20] and exploring new materi-
als with complex crystalline structure [21,22], but such approaches are 
beyond the scope of the current review. 

Nanostructural approaches for enhancing 
thermoelectric performance

Th e challenge to develop TE materials with superior performance 
is to tailor the interconnected physical parameters α, σ and κ for a 
crystalline system. Nanostructures provide a chance to disconnect the 
linkage between thermal and electrical transport by introducing some 
new scattering mechanisms for ZT enhancement. Th ere are some 
excellent reviews focusing on nanocrystalline [26] and nanostructured 
thermoelectric materials  [27] and interfaces in bulk thermoelectric 
materials [28]. Here, as illustrated in Figure 3, we attempt to categorize 
the morphological improvement of nanocomposites in TE materials 
in terms of several parameters, including dimension reduction, grain 
refi nement and size reduction of a second phase. Single crystals usually 
present the best electrical conductivity because of the absence of grain 
boundaries that scatter charge carriers, but the ZT values of such 
materials can be optimized only by adjusting the carrier concentration 
through elemental doping. Reducing the dimensions instead off ers a 
new possibility to individually tune the TE parameters, as illustrated in 
Figure 3(a–d). When the system size decreases and approaches a scale 
comparable to the feature length of electron behavior (e.g. mean free path, 
wavelength) in any direction, the DOS is increased signifi cantly due to 
quantum confi nement [9], resulting in the enhancement of the Seebeck 
coeffi  cient  [29]. Meanwhile, the thermal conductivity is also reduced 
because the surface strongly scatters the propagation of phonons, as any 
dimension is less than the average free path of phonons. For example, 
Bi2Te3-based fi lms prepared by pulsed laser deposition show κ values of 
0.3–0.4 W m–1 K–1, which are 25% lower than in the bulk [30]. It has 
also been reported that a silicon nanowire with a diameter of 10–20 nm 

presents amazingly low thermal conductivity with a κbulk/κnanowire ratio of 
as high as 25–150 near room temperature [31,32]. 

Apart from surfaces scattering, the thermal conductivity can be 
reduced signifi cantly by introducing grain boundaries or interfaces, 
as illustrated in Figure  3(e–h). However the suppression of lattice 
thermal conductivity (κlat) due to boundaries will be overshadowed by 
the deterioration of carrier mobility (μ). Considering this trade-off , a 
nano/microcomposite TE material such as that shown in Figure 3(f ) 
might provide better TE performance compared with monolithic 
coarse- or fi ne-grained samples [33,34]. In this nano/micro mix-grained 
composite, the dispersed nanoparticles are designed to scatter the 
phonon, while microparticles form a connected network for electron 
transport, and hence decouple the connection between thermal and 
electrical transport to a degree according to the percolation eff ect. 
Introducing an acoustically mismatched second phase in a matrix is 
another way to reduce the lattice thermal conductivity through an 
additional scattering mechanism [36]. 

Figure  3(i–l) shows the size reduction of isolated distinct phases 
or atoms in the composite, including sphere-, plate- and wire-shaped 
dispersed phases. Obvious ZT improvements have been obtained in 
(Zr,Hf)NiSn half-Heusler alloys by adding nano-ZrO2 [36], in Bi2Te3 by 
adding nano-SiC particles [37], and in YbyCo4Sb12 by dispersing in situ 
partially oxidized Yb2O3 nanoparticles [38]. It is also reported that more 
signifi cant enhancements can be achieved by embedding metal or con-
ductive nanoparticles into a TE material matrix: examples include lead 
and antimony in PbTe [39], antimony in YbyCo4Sb12 [40], and ErAs in 
In0.53Ga0.47As [41]. Th is kind of nanoscale dispersed phase can be located 
at the grain boundary or within the grains. Shakouri et al. [42] calculated 
the eff ect of nanoparticle scattering on the power factor using a relaxation-
time approximation, and validated the calculated model by comparing 
the results with the experimental data obtained for ErAs:InGaAlAs 
samples. Th ey used the theory to maximize the power factor with respect 
to the volume content of nanoparticles and electron concentrations, 
as well as the barrier height. Chen et al. [43] developed a semiclassical 
electron transport model based on the Boltzmann transport equation to 
study the TE transport properties of nanocomposites. A relaxation-time 
model for electrical carrier–interface scattering was developed to account 
for the fi ltering eff ect of low-energy electrons on transport properties. 
After fi tting the model to data for bulk TE alloys, yielding reasonable 
adjustment parameters for bulk alloys similar to handbook values, the 
model was further validated by comparing the modeled TE properties 
with recently reported values for p-type (BiySb2–yTe3)–(Bi0.5Sb1.5Te3) and 
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Figure 2.19: Figure of merit (ZT ) of recent high-performance bulk thermoelectric
materials [17]

ture. One example is Yb14MnSb11 [18, 81], which contains [MnSb4]9− tetrahedra,

polyatomic [Sb3]7− anions, as well as isolated Sb3− anions and Yb2+ cations (Fig.

2.18). This structural complexity, despite the crystalline order, enables extremely

low lattice thermal conductivity (0.4 W m−1 K−1 at room temperature).

Combined with large Seebeck coefficient and high electrical conductivity, Yb14MnSb11

results in a ZT of ∼ 1 at 900◦C. This ZT is nearly twice that of p-type SiGe used

in NASA spacecraft and has led to rapid acceptance of Yb14MnSb11 into NASA

programmes for development of future thermoelectric generators [82].

Fig. 2.19 presents the recent data on high performance bulk thermoelectric

materials summarizing the systems described above [17].
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Chapter 3

Thermoelectric characterization

The measurement of the thermoelectric properties of a material presents some

special problems. In early stages of the development of new material, a high

accuracy may not be needed, but, once it is to be used in practical applications,

these quantities must be known precisely. The performance is strongly dependent

on the figure of merit, Z, which itself involves three other parameters, the square of

the Seebeck coefficient, the electrical conductivity, and the thermal conductivity.

It is, generally, preferable for all the measurements to be made on a single

sample. There are examples in the literature where falsely optimistic predictions

have been made about potential new thermoelectric materials on the basis of data

obtained from different specimens. It is understandable how such problem arises.

The electrical conductivity is best found for a square sample with Van der Pauw

geometry [20] of the electrical contacts. On the other hand, a long sample with

a small cross-sectional area is preferred for the Seebeck measurements since this

minimizes possible errors due to non-linear heat flow near the contacts. When the

use of different samples from a given ingot is unavoidable, it is recommended that

several pieces be cut and that the determination of, say, electrical conductivity of

one piece be accompanied by the Seebeck measurements for neighbouring pieces

on either side.

It is helpful in the basic study of a material to extend the measurements to

cover the Hall effect, which gives not only a direct measure of charge carrier

density and mobility, but can also provide with a useful information concerning

impurities, imperfections, ununiformity, scattering mechanisms, etc. which is not
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Figure 3.1: Seebeck coefficient measurements: integral method (left), differential
method (right)

available from any other single technique [83].

The following section provides a description of the measurement techniques

implemented in this work.

3.1 Measurement techniques

3.1.1 Seebeck coefficient

The two basic techniques for measuring Seebeck coefficients are the integral and

the differential methods [84], see Fig. 3.1

In the integral method, one end of the specimen is held at a fixed temperature

(generally 0◦C) and the other end is varied through the temperature range of

interest. The Seebeck coefficient at a selected temperature point can be obtained

from the slope of the Seebeck voltage versus temperature, i.e., S = dV (T )/dT , at

that point of the curve (Fig. 3.1 (left)). Large thermal gradients are an inherent

feature of this method. In the differential method, a small thermal gradient ∆T

is applied across a specimen which gives rise to a Seebeck voltage ∆V (T )/∆T .

For accurate measurements the value of ∆T is kept small and is varied about the

selected temperature of measurement. Measuring ∆V (T ) at several ∆T ’s avoids

the assumption that the curve passes through the origin.

The accurate measurement of the Seebeck coefficient is simple in concept but

complex in practice. Two of the major experimental problems encountered are

(i) the presence of small spurious emfs generated in the measuring circuit and (ii)
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Figure 3.2: Schematic illustration of the experimental setup for room temperature
Seebeck measurements

the difficulty of measuring the temperature and Seebeck voltage at exactly the

same point of the specimen [85].

Experimental techniques based on the differential method are well covered

in literature [86, 87, 88, 89]. Differential method using a pointed hot probe for

determining the Seebeck coefficient of bulk specimens has been reported by several

workers. One of the earliest reports was done in 1962 by Cowles and Dauncey

[90] who used a copper hot probe with a thermocouple soldered to its end. The

hot probe, heated externally using resistive heaters, was pressed on the sample

resting on a huge brass block, which acted as a heat sink. The electrical contact

between the thermocouple and the hot probe may lead to spurious results. This

was avoided by Goldsmid who modified the apparatus of Cowles and Dauncey by

isolating the thermocouples from both the probe and heat sink [91].

In comparison, fewer papers are available on the integral method. Wood et al.

[85] described a setup that measures Seebeck voltages using the integral method in

which the sample was pressed between a resistance-heated molybdenum furnace

and a water cooled copper plate. Kumar and Kasiviswanathan [92] developed

a setup that measures the Seebeck voltage of thin wires and thin films in the

temperature range of 300 - 650 K by employing localized heating using the hot

probe, which also acts as the voltage measuring lead. The hot and cold probes

had in-built thermocouples which with proper calibration enabled the accurate
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Figure 3.3: The Seebeck coefficient of silicon at room temperature as a function
of the doping concentration. Comparison of our experimental results with those
reported in the literature [19]

measurement of the temperature of the hot and cold points on the samples.

3.1.1.1 Apparatus for room temperature measurements

We have first developed a basic apparatus for the room temperature Seebeck

measurements using the integral method. The experimental setup consisted of a

sample holder with two copper blocks serving as a heat source and a heat sink,

two type-K thermocouples and two electrical probes installed to measure the

temperature gradient over the specimen and the resulting Seebeck voltage. The

thermocouples were electrically insulated from the sample. The heat sink was wa-

ter cooled and held at room temperature while the heat source was varied through

the range of temperatures up to 100◦C by means of a resistance heater (Fig. 3.2).

The data was acquired by a Keithley R© 2700 digital voltmeter equipped with a

voltage scanning card (Keithley R© data acquisition system, Model 7702). The

temperature control was performed manually.

We developed a LabView program in order to control the data acquisition.

The program details are given in Appendix A.

We performed the test measurements of commercially available silicon wafers

with different concentration of the dopant and compared our data with those
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Figure 3.4: Experimental setup for high temperature Seebeck measurements (left)
with a closer look to the sample holder (right)

reported in the literature [19]. The results are summarised in Fig. 3.3.

First, the temperature gradients and resulting Seebeck voltages were mea-

sured continuously upon the heating/cooling cycle (experiment A). The resulting

Seebeck coefficients were found to be lower than those given in the literature. This

problem was solved by switching to the steady measurement conditions when the

data were collected upon stabilization of the system at the given temperature

points (experiment B). In this case we found a much better agreement with the

literature data.

3.1.1.2 Apparatus for high temperature measurements

For the high temperature Seebeck measurement we developed an improved setup

(Fig. 3.4(left)). In order to decrease radiation losses at high temperature and

thus improve the accuracy of the temperature control, the measurements were

carried out in vacuum. The vacuum chamber was made of grade 304 stainless

steal [93] commonly used for vacuum applications and was equipped with an oil

rotary vacuum pump (Ing. Brizio Basi C. R©). The sample was sandwiched by

a pair of copper pincers, which also served as the heat source and the heat sink

(Fig. 3.4(right)). Like in the earlier setup for the room temperature Seebeck

measurements we implemented the integral method. For the heating we used

a Ni-Cr 80/20 alloy strip mounted inside a mould made of grade 310 stainless

steal [94] meant for high temperature service. The strip had length, width and
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Figure 3.5: Schematic illustration of the heating element in the experimental
setup for high temperature Seebeck measurements

thickness of 100, 2 and 0.3 mm, correspondingly, and the total resistance of 2.2

ohm. The coils of the strip were first electrically insulated from each other by

insulating strips; the structure was then fixed and insulated from the mould by

Al2O3 castable ceramics (Fig. 3.5). For the cooling we used a commercial Peltier

cooler which was able to dissipate up to 150 W. Both the heater and the cooler

were mounted at the rear of the pincers (see Fig. 3.4(right)). The temperature

control was performed by means of Eurotherm R© 3504 advanced temperature

controller which allowed simultaneous communication with the heat source and

the heat sink. We used a Keithley R© 2700 digital voltmeter equipped with a

voltage scanning card (Keithley R© data acquisition system, Model 7702) to read

the temperature of the hot and cold sides and the resulting Seebeck voltage. A

LabView program was used to control the temperature and the data acquisition.

3.1.2 Electrical conductivity

The electrical resistance, R, of a metal or semiconductor specimen can be found

by passing a known current through it and observing the potential difference

between the ends. The electrical conductivity, σ, is equal to A/Rl, where l is the

length of the wire and A is the cross-section area. In the case of semiconductors

one should also take into account a resistance associated with the contacts. The

conventional way to overcome this problem involves four-point probe methods.

Typical arrangements of the probes are shown in Fig. 3.6

When the linear arrangement (Fig. 3.6(a)) is used, an electric current is passed
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between the outer probes and the potential difference is measured between the

inner probes.

For bulk samples where the sample thickness t � s, the probe spacing, a

spherical protrusion of current emanating from the outer probe tips is assumed

and the differential resistance can be found as:

∆R = ρ
dx

A
(3.1)

Integrating between the inner probe tips (where the voltage is measured) we will

get:

R =

∫ x2

x1

ρ
dx

2πx2
=

ρ

2π

(
− 1

x

)∣∣∣x2
x1

=
1

2s

ρ

2π
(3.2)

Due to the superposition of current at the outer two tips, R = V/2I. Thus, we

arrive at the expression for bulk resistivity [95]:

ρ = 2πs
V

I
(3.3)

For a very thin layer (thickness t� s) we get current rings instead of spheres.

Therefore the expression for the area A = 2πxt. The derivation is as follows:

R =

∫ x2

x1

ρ
dx

2πxt
=

∫ 2s

s

ρ

2πt

dx

x
=

ρ

2πt
ln(x)

∣∣∣2s
s

=
ρ

2πt
ln 2 (3.4)

Consequently, for R = V/2I, the sheet resistivity for a thin sheet is:

ρ =
πt

ln 2

V

I
(3.5)

As we can see, this expression is independent of the probe spacing s. In general,

the sheet resistivity Rs = ρ/t can be expressed as:

Rs = k
V

I
(3.6)

where the factor k is a geometric factor. In the case of a semi-infinite thin sheet,

k = 4.53, which is just π/ ln 2 from the derivation. The factor k will be different

for non-ideal samples [95].

The square arrangement (Fig. 3.6(b)) has the advantage that it occupies less
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Figure 3.6: Four-point probe configurations; (a) probes regularly spaced in line
and (b) probes at the corners of a square

space and it can, therefore, be used for smaller samples. In this configuration, the

current is passed between adjacent probes and the potential difference between

the other pair of probes is measured. This contact arrangements is used in the

van der Pauw method [20].

Van der Pauw method

The power of this method in its ability to accurately measure the properties of

a sample of any arbitrary shape, as long as the sample is approximately two-

dimensional (i. e. the sample thickness must be much less than its width and

length).

The measurements require that four ohmic contacts be placed on the sample.

Certain conditions for their placement need to be met:

(i) They must be on the boundary of the sample (or as close to it as possible).

(ii) They must be infinitely small (or as small as possible).

The reason for that is to reduce errors which are introduced when the contacts

are of finite size and not on the boundary of the sample. In Fig. 3.7(a) is presented

the case in which one of the contacts is of finite length d and it is assumed to

lie on the boundary of the sample. The other contacts are infinitely small and

located at the boundary. The diameter of the sample will be denoted by D. In

this case the order of magnitude of the error is approximately found as [20]:
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Figure 3.7: Special cases of the electrical contacts geometry which introduce errors
in the resistivity measurement; (a) contact is of finite length and (b) contact lies
at a distance from the boundary

∆ρ

ρ
≈ − d2

16D2ln2
(3.7)

In Fig. 3.7(b) is shown the case in which one contact lies at a distance d from

the boundary of the sample. In this case we obtain [20]:

∆ρ

ρ
≈ − d2

2D2ln2
(3.8)

The influence of the contacts can be eliminated still further by using a ”clover-

shaped” sample as shown in Fig. 3.8.

In his paper, van der Pauw showed that the sheet resistance of samples with

arbitrary shapes can be determined from two resistances - one measured along

a horizontal edge, such as RAB,CD, and a corresponding one measured along a

vertical edge, such as RAD,BC . The actual sheet resistance is related to these

resistances by the van der Pauw formula:

exp−πRAB,CD/Rs + exp−πRAD,BC/Rs = 1 (3.9)

Since RAB,CD = RCD,AB it is possible to obtain a more precise value for the

resistances RAB,CD and RAD,BC by making two additional measurements of their
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 8

 

Figure 3.8: The ”clover-shaped” sample where the influence of the contacts has
been reduced considerably [20]

reciprocal values RCD,AB and RBC,AD and averaging the results. We define

Rhorizontal =
RAB,CD +RCD,AB

2
, (3.10)

Rvertical =
RAD,BC +RBC,AD

2
(3.11)

Then the van der Pauw formula becomes

exp−πRhorizontal/Rs + exp−πRvertical/Rs = 1 (3.12)

A further improvement in the accuracy of the resistance values can be obtained

by repeating the resistance measurements after switching polarities of both the

current source and the voltage meter. Since this is still measuring the same por-

tion of the sample, just in the opposite direction, the values of Rhorizontal and

Rvertical can be calculated as the averages of the standard and reverse polarity

measurements. The benefit of doing this is that any offset voltages, such as ther-

moelectric potentials due to the Seebeck effect, will be cancelled out. Combining

this method with the reciprocal measurements from above leads to the formula

for the resistance being

Rhorizontal =
RAB,CD +RCD,AB +RBA,DC +RDC,BA

2
, (3.13)

Rvertical =
RAD,BC +RBC,AD +RDA,CB +RCB,DA

2
(3.14)

The van der Pauw formula takes the same form as in Eq. 3.12
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Figure 3.9: Schematic diagram to illustrate the Hall effect on a semiconductor
sample

3.1.3 Hall measurements

The Hall effect has formed one of the essential characterization techniques through-

out the history of semiconductor development. The reason is that for an extrinsic

semiconductor it gives a direct measure of free carrier type and density which,

when combined with a resistivity measurement on the same sample, also yields a

value for the appropriate carrier mobility.

It is convenient to explain the physics of the classical Hall effect by reference

to a uniform bar sample, as shown in Fig. 3.9. We consider a current of positive

holes flowing from left to right under the influence of an applied electric field εz.

A uniform magnetic induction Bx is also applied along the positive x direction

(normal to the top surface) and this result in a force FB = eBxυz acting on the

holes, tending to push them in the positive direction (according to Fleming’s

left hand rule), υz being the hole drift velocity. The initial deflection of the

positive charge towards the sample edge produces a transverse electric field εy

which opposes the magnetic force and a steady state is reached when there is no

transverse current (i.e. Jy = 0). This implies that the two forces are in balance,

i.e.:

eBxυz = −eεy (3.15)

The Hall field εy is proportional to both Bx and the current density Jz, so we

may write:
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− εy = RHJzBx(Jy = 0) (3.16)

where the proportionality constant RH is known as the Hall coefficient. Rear-

ranging Eq. 3.16, using Eq. 3.15 for εy and the relation Jz = epυz allows us to

write:

RH =
−εy
BxJz

=
υz
Jz

=
1

ep
(3.17)

showing that a measurement of RH gives a value for the hole density p.

The above argument is based on the assumption of a common drift velocity υz

for all the carriers which is generally not true. For a sample at finite temperature

T the charge carriers have a distribution of energies (and therefore of thermal

velocities) spread over a few kBT . In practice, it is necessary to take an average

of υz over the energy distribution. This modifies Eq. 3.17 to:

RH =
r

ep
(3.18)

where the Hall scattering factor r lies between 1 and 2, depending on the details

of the scattering processes which limit the drift velocity.

If we consider the corresponding case of an n-type semiconductor, the electrons

would drift from right to left in Fig. 3.9 deflecting towards the same edge of the

sample. Thus the Hall field is of opposite sign, i.e. it is negative for the same

configuration of Bx and Iz and this provides an easy method of determining

conductivity type in extrinsic material. The corresponding relation to Eq. 3.18

becomes:

RH = − r

en
(3.19)

and the scattering factor is also different as it depends on the band structure

of the conduction band which is usually very different from that of the valence

band.

The practical evaluation of RH depends on measuring the Hall voltage VH ,

the current Iz, the magnetic induction Bx and the sample thickness w. Thus:
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RH =
−εy
BxJz

=
VH/h

BxIz/wh
=
VHw

BxIz
(3.20)

VH being positive for hole conduction and negative for electron conduction.

A Hall measurement is usually combined with one of resistivity. The electrical

conductivity can be thus found as:

σ =
Jz
εz

(3.21)

While the drift mobility is given by:

µ =
σ

en
= −RHσ

r
(3.22)

where we have used Eqs. 3.19, 3.20 and 3.21. The quantity RHσ is usually

reffered as to the ”Hall mobility” µH :

µH = |RHσ| = rµ (3.23)

and it is µH which is normally quated when analysing Hall effect and resistivity

measurements, though one must always bear in mind that µH is generally slightly

greater than the drift mobility µ [83].

Majority of Hall measurements are made in the van der Pauw geometry [20].

Like in the case of electrical conductivity, finite size contacts located away from

the boundary of the sample cause the errors in determination of Hall mobility.

for the case in which one of the contacts is of finite length d and it is assumed

to lie on the boundary of the sample (Fig. 3.7(a)) the magnitude of the error is

approximately found as [20]:

∆µH
µH

≈ − 2d

π2D
(3.24)

For the case in which one contact lies at a distance d from the boundary of the

sample (Fig. 3.7(b)) we obtain [20]:

∆µH
µH

≈ − 2d

πD
(3.25)

Again, the influence of the contacts can be reduced further by using a ”clover-
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3. THERMOELECTRIC CHARACTERIZATION

shaped” sample (Fig. 3.8).

Van der Pauw also showed that the Hall coefficient is given by:

RH =
w

Bx

∆RAC,BD (3.26)

where ∆RAC,BD is the change in RAC,BD produced by the applied magnetic field

Bx (RAC,BD is measured using diagonal pairs of contacts rather than adjacent

pairs (Fig. 3.8)). It is standard practice to reverse the current and magnetic field

and interchange current and voltage arms, to obtain RH from an average of eight

readings [83].

Figure 3.10: Experimental setup for resistivity and Hall measurements

For the Hall measurements we used a home built system presented in Fig. 3.10.

The experimental setup consisted of Leybold R© refrigerator-cooled cryosystem in

which helium compressor (1a) unit and cold head (1b) were separately installed

and connected to each other via two flexible pressure tubings; a vacuum chamber

(2) used as the thermostat, Leybold R© LTC 60 Low Temperature Controller (3);

Keithley R© 705 Scanner equipped with Keithley R© 7065 Hall Effect Card (4)
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Q

ΔT

Figure 3.11: Schematic diagram of the experimental setup for steady-state ther-
mal conductivity measurements

designed to assist in making resistivity and Hall measurements on semiconductor

specimens; Keithley R© 220 Programmable Current Source (5); Keithley R© 196

System DMM (6); and the magnet generating magnetic fields up to 0.5 T (7).

3.1.4 Thermal conductivity

The accurate measurement of the thermal conductivity of a material can pose

many challenges. For instance, loss terms of the heat input intended to flow

through the sample usually exist and can be most difficult to quantify. There exist

many methods for the determination of thermal conductivity, such as steady-state

techniques, the 3ω technique, and the optical heating methods. Each of these

techniques has its own advantages as well as its inherent limitations, with some

techniques more appropriate to specific sample geometry. This will be discussed

in detail in the following sections.

3.1.4.1 Steady-state method

Determination of the thermal conductance of a sample is a solid-state transport

property measurement in which a temperature difference (∆T ) across a sample is

measured in response to an applied amount of heating power (Fig. 3.11). This is a

measure of the heat flow through the sample. The thermal conductivity κ is given

by the slope of a power versus ∆T sweep at a fixed base temperature with the

dimensions of the specific sample taken into account. The thermal conductivity

is derived from a typical ”steady-state” measurement method is
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3. THERMOELECTRIC CHARACTERIZATION

κ =
QsL

A∆T
(3.27)

where κ is the total thermal conductivity, Qs is the power flowing through the

sample, L is the length between the thermocouples, ∆T is the temperature dif-

ference measured, and A is the cross sectional area of the sample through which

the power flows.

However, determination of Qs is not such a simple task. Typically, an input

power, Qin, is applied to one end of the sample, and the power through the sample

is

Qs = Qin −Qloss (3.28)

where Qloss is the power lost to radiation, heat conduction through gases or

through the connection leads, or losses due to heat convection currents. The

losses can be substantial unless sufficient care is taken in the design of the mea-

surement apparatus and setup. These losses cannot be completely eliminated,

but as stated an appropriate experimental design would include design consider-

ations to minimize or sufficiently account for each loss term. For instance, proper

thermal shielding and thermal anchoring are essential, while the thermocouple

wires should be small diameter (0.25 mm) and posses low thermal conductivity,

such as chromel or constantan wire. Heat loss through the connection wires of

the input heater or the thermocouple leads can be calculated and an estimate

obtained for this correction factor, which is typically less than 1-2 % in a good

experimental design.

The steady-state thermal conductivity technique requires uniform heat flow

through the sample; therefore, excellent heat sinking of the sample to the stable

temperature base as well as the heater and thermocouples to the samples an

absolute necessity. Insufficient thermal anchoring can be difficult to detect even

by experienced researchers, therefore it is recommended to perform systematic

checks measuring known standards and comparing values to rule out errors due

to poor thermal anchoring [37].

The error in thermal measurements due to blackbody radiation is proportional

to the third power of temperature and the reciprocal of the thermal conductance

54



of the sample. Assuming that (i) a radiation shield surrounds the sample; (ii)

∆T is small so that the radiation loss is proportional to ∆T ; and (iii) the sample

losses heat only from the side surfaces of the sample, not from the top and from

the attached heaters and thermometers, the error in the measurement due to

radiation Qrad

Q
is found as

Qrad

Q
=

8εσS−BT
3

κ

(
l2√
A

)
(3.29)

where l and
√
A is the sample length and the cross sectional area, respectively,

σS−B is the Stephan-Boltzmann constant (σS−B = 5.7 × 10−8 W/m2 K4) and

ε is the emissivity of the sample. The total emissivity of most dielectrics is

close to one at temperatures near room temperature. For a sample with l = 2.5

cm and A = 0.1 cm2 the error introduced by blackbody infrared radiation is

approximately 15% for a-SiO2 at 100 K. Radiation from the attached heaters

and thermometers would increase the error [96].

The radiation error is greatly reduced by using the 3ω method.

3.1.4.2 3-omega method

Although initially developed for measuring the thermal conductivity of bulk ma-

terials, the method was later extended to the thermal characterization of thin

films down to 20 nm thick [97, 98, 99, 100, 101, 102]. This technique is currently

one of the most popular methods for thin-film cross-plane thermal conductivity

characterization.

In this method a thin electrically conductive wire is deposited onto the spec-

imen whose thermal conductivity needs to be measured. The wire functions as

both a heater and a temperature sensor (Fig. 3.12). An AC current with angular

modulation frequency ω is driven through the wire, causing Joule heating at a

frequency 2ω. The generated thermal wave diffuses into the specimen and the

penetration depth is determined by the thermal diffusivity of the specimen and

the frequency of the AC current. Since the resistance of the heater is propor-

tional to the temperature, the resistance will be modulated at 2ω. The resistance

oscillation at 2ω multiplied by the excitation current at ω produces a voltage
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U(3ω)

Ι(ω)
Ι+ Ι-

U+ U-

Figure 3.12: Schematic diagram of thermal conductivity measurements using the
3ω method

oscillation at 3ω. The amplitude of this 3ω voltage is measured by the lock-in

amplifier. Hence is the name ”3ω method”.

The exact solution for the temperature oscillations at distance r from an

infinitely narrow line source on an infinite half-volume ∆T (r) is given by Carslaw

and Jaeger [103]:

∆T (r) =
P

lπκ
K0(qr) (3.30)

where κ is the thermal conductivity of the infinite half-volume and P/l is the

amplitude of the power per unit length generated at a frequency 2ω in the line

source of heat. K0 is the zeroth-order modified Bessel function. The magnitude

of the complex quantity 1/q,

1

q
=

√
D

i2ω
(3.31)

is the wavelength of the diffusive thermal wave or what is called the thermal

penetration depth. Here, D is the thermal diffusivity found as κ/ρC, where ρ is

the density and C is the specific heat.

In the limit |qr| � 1, Eq. 3.30 can be approximated by [97]

∆T (r) =
P

lπκ

(
1

2
ln

κ

C(w/2)2
− η − 1

2
ln(2ω)− iπ

4

)
(3.32)

where w and l are the width and the length of the heater, respectively, and η is

the constant. The analytical solution gives η = 0.923 while the experiments on
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Figure 3.13: Amplitude of the temperature oscillation ∆T as a function of a
frequency of drive current

a-SiO2 and MgO substrates showed that η = 1.05 more accurately describes the

experimental results [98]. Eq. 3.32 has been written to separate the frequency-

dependent and the imaginary contributions to the solution. Either the real or

imaginary part of the temperature oscillations ∆T can be used to determine the

thermal conductivity. The imaginary part (out-of-phase oscillations) gives the

thermal conductivity directly, but it was experimentally found by Cahill [97] that

the slope of the real part (in-phase oscillations) versus lnω is a more reliable

measure.

As it was mentioned earlier, the method can be also extended for cross-plane

thermal conductivity measurements of thin films. Since the film thickness is usu-

ally less than the thermal penetration depth, the through-thickness heat transport

in the film simply adds a frequency independent ∆Tfilm to the thermal response

of the substrate ∆Tsubstrate, see Fig. 3.13.

When the film thickness t is far smaller than the width of the heater w, heat

flow in the film can be considered one-dimensional and the thermal conductivity

κfilm of the layer can be found using [98]

∆Tfilm =
P

lκfilm

t

w
(3.33)

To calculate the heat lost to blackbody infrared radiation we will again assume

that the radiation shield is held at temperature T , the average temperature of the

sample. This assumption is mostly for convenience and does not greatly affect
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our results. In the 3ω method heat is lost only from a small area on the surface

of the sample; the area is the surface within the thermal penetration depth of the

heater-thermometer. The radiation error in the 3ω method is

Qrad

Q
=

8εσS−BT
3

κ

∣∣∣∣∣1q
∣∣∣∣∣ (3.34)

A thermal penetration depth of 30µm reduces the error due to radiation by a

factor of approximately 104 compared to the standard geometry described in the

previous section. This small thermal penetration depth can be achieved in a

typical glass with a 5-µm-wide heater-thermometer and a rather modest heater

frequency of a few hundred hertz. Even at 1000 K the calculate error due to

radiation in this case is less than 2% [96].

An important factor in the accuracy of 3ω measurement is that the current

should be confined to the metal strip resistor since any leakage to the sub-

strate will invalidate the results. This is because the heat source would no

longer be localized on the surface and also because any Schottky behavior at

metal/semiconductor interface will create nonlinearities that affect the 3ω signal

substantially [104]. On the other hand, presence of electrical insulation layer

inevitably introduces an additional thermal resistance between the metal test

pattern and the sample, which can reduce both the sensitivity and accuracy of

the technique [105].

These problems can be solved by using the optical heating methods. Because

in this case the temperature is measured optically, these methods are less de-

pendent on the electrical properties of the metal heater. One of such methods,

time-domain thermoreflectance, is described in the following section.

3.1.4.3 Time-domain thermoreflectance

Time-domain thermoreflectance (TDTR) technique allows determination of the

temperature response ∆T through the change of the reflectivity ∆R of the sample

such as:

∆R

R
=

1

R

dR

dT
∆T (3.35)
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Figure 3.14: Schematic of the time-domain thermoreflectance (TDTR) setup for
thermal conductivity measurements. Courtesy of G. Pernot

The example of TDTR experimental apparatus is presented in Fig. 3.14. In

TDTR measurements, the output of a mode-locked laser is split into a pump

beam and a probe beam. The pump beam is used to heat the sample and the

probe beam is used to monitor the reflectivity variations of the surface. The

temporal response of the sample is obtained by creating a delay between the

pump and the probe beams by means of the mechanical delay line which modifies

optical path of one of the beams. Because the variations of the reflectivity are

weak ( 1
R
dR
dT
∼ 10−3 − 10−5 [37]), the pump pulses are modulated in amplitude by

an electro-optical modulator at frequency f , 0.1 < f < 10 MHz. A thin layer

(∼ 80 nm) of metal with high thermoreflectance (e.g., Al) is deposited on the

sample and serves as the transducer to absorb the heating pump beam and to

convert the temperature excursions at the surface into changes in the intensity

of the reflected probe beam. A photodiode and a lock-in amplifier are used to

measure the small changes in the probe intensity that are created by the pump.

Thermal response of a single pulse is inferred from repetitive measurements of
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Time delay

(a)

(b)

(c)

(d)

Figure 3.15: Illustration of time-domain thermoreflectance (TDTR) detection
scheme

the probe response to many identical heating pulses. Fig. 3.15 explains the basic

idea behind TDTR method. The mode-locked pulse lasers such as a Ti-sapphire

laser produces a series of < 1 ps pulses at a repetition rate of ∼ 76MHz (Fig.

3.15 (a)). The thermal response of the sample, under the quasi-steady condition,

is shown in Fig. 3.15 (b). Due to the temperature rise, there will be a small

modulation in the reflected probe pulses falling in the period when the pump

pulses are not blocked by the electro-optical modulator (Fig. 3.15 (c)). The

photodetector averages over a number of the probe laser pulses (Fig. 3.15 (d)),

and the small power variation in the time averaged reflectance signal is picked up

by a lock-in amplifier. The amplitudes of the probe beam intensity variation at

different delay times give the thermal response of the sample to the pulse train

[37].

The changes in reflectivity intensity at frequency f have both an in-phase Vin

and out-of-phase component Vout. Usually the ratio Vin/Vout is analysed to make

use of the additional information in the out-of-phase signal and eliminate artefacts

created by unintended variations in the diameter or position of the pump beam

created by the mechanical delay line.

The thermal penetration depth of TDTR measurements dTDTR is given by
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dTDTR =

√
Df

πf
(3.36)

where Df = κf/Cf is the thermal diffusivity of the thin film, and κf and Cf are

the thermal conductivity and the volumetric heat capacity of the film. For a film

of κf = 5 W m−1 K−1, Cf = 1.5 J cm−3 K−1 and f = 10 MHz, dTDTR ≈ 300 nm.

Usually, the penetration depth in TDTR is much smaller than the 1/e2 radii of

the laser beams of a several microns. Hence, heat flow in TDTR is predominantly

one dimensional through the thickness of the film [105].

Data analysis in TDTR is more complicated than the 3ω method. Measure-

ments of the ratios Vin/Vout as a function of delay time are compared to numerical

solutions of a thermal model [106]. The thermal model normally has two free pa-

rameters: the thermal conductance of the Al/film interface and κf of the thin

film. For most cases it is possible to separate these two parameters from the

fitting of the model calculations to the measurements [107, 108, 109].
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Chapter 4

Thermoelectric properties of

polycrystalline silicon films with

and without nanocavities

This part of the work was performed in collaboration with the group of Prof.

Giampiero Ottaviani in the University of Modena.

4.1 Introduction

In Chapter 2 we discussed the effect of nanostructuring on material’s thermoelec-

tric properties. Theoretical studies of Lee et al. [16] on ordered nanoporous silicon

predicted the lattice thermal conductivity reduction up to two orders of magni-

tude (see Section 2.5.2.2) compared to the bulk monocrystalline silicon value.

Computation of the remaining thermoelectric transport coefficients showed that

the electrical conductivity, σ, of such structure would decrease by a factor of 2-4,

depending on doping levels while the Seebeck coefficient, S, would yield a two-fold

increase for carrier concentrations less than 2 ×1019 cm −3, above which S would

remain close to the bulk value. Combining these results with the calculations of

the lattice thermal conductivity, κ, the authors predicted the figure of merit ZT

to increase by two orders of magnitude over that of bulk [110].

We have performed an experimental investigation of thermoelectric proper-

63



4. THERMOELECTRIC PROPERTIES OF POLYCRYSTALLINE
SILICON FILMS WITH AND WITHOUT NANOCAVITIES
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Figure 4.1: Schematic illustration of the nanocavities formation in silicon [21]

ties of a somewhat similar structure: polycrystalline silicon films with embedded

nanocavities.

Nanocavities (NCs) can be easily formed in silicon by high-dose ion implan-

tation of light ions (He, H) and subsequent thermal annealing. Helium presents

many advantages with respect to other light ions. Due to its high permeability

it diffuses easily through the silicon and from the surface. Being an inert gas, it

does not interact with the host atoms or other species, so that no impurity is left

in the wafer and chemical interactions are avoided. Finally, due to the very low

solubility of helium in crystalline silicon it does not dissolve into the lattice, as

many other gases would do. Helium bubble formation is a quite complex phe-

nomenon and involves a sequence of independent steps [21, 22, 111, 112] (Fig.

4.1).

Upon implantation, He is repealed by vacancies and forced to an enhanced

diffusion during implantation. Helium atoms are instead trapped by divacancies

stabilizing them and favouring their evolution into more complex Hen-Vn clusters

at annealing temperature Ta up to 400◦C. The silicon atom displaced during
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for 2 h. They underwent a complex cleaning cycle acting on the
external surface, which finally was hydroxylated in boiling HNO3
(65 vol.%) in order to collect the MIR-IR reference spectrum.

The samples underwent then a H2
+ implantation correspond-

ing to a H-fluence of 2 × 1016 cm−2. The H2
+ acceleration voltage,

38 keV, was chosen in order to have the maximum of hydrogen
concentration centered roughly on the nanocavity region, taking
into account the superficial layers etched away in the clean-
ing cycle. Samples underwent sequential isochronal (1 h) thermal
treatments in dry O2 atmosphere at increasing temperature (inter-
val 150–800 ◦C with steps of 50 ◦C). The IR spectra were collected
at room temperature and in N2-purged atmosphere using a MIR
geometry and with a resolution of 4 cm−1.

3. Results and discussion

The helium implantation followed by the heat treatment at
950 ◦C for 2 h produced a layer, of thickness 200–250 nm, con-
taining an amount of 1.1 × 1011 cm−2 cavities, almost uniformly
distributed inside the zone (Fig. 1). The mean cavity diameter is 20
nm. Most cavities have tetrakaidecahedron shape [11], defined by
(1 1 1) faces truncated by two (1 0 0) planes and four (1 1 0) planes
[12].

Spectra were collected of the implanted samples and then after
each subsequent annealing. The strong absorption of silicon lat-
tice below 1500 cm−1 makes impossible an analysis of the whole
IR window [13]; in this way, all the SiHn bending modes, falling in
the spectral region 600–930 cm−1, are cut off. Instead, irrespec-
tive of the species to which it belongs (hydrogenated vacancy,
hydrogenated self-interstitial, hydrogenated cluster of both, or SiHn

(n = 1, 2, 3) structures at the NC surface; hereinafter v and Sii will
be used to denote the vacancy and self-interstitial, respectively),
the Si H bond stretches in a spectral region (1800–2250 cm−1)
accessible to MIR.

Fig. 2 shows the spectra collected at some key annealing tem-
peratures Ta. The spectrum of the as implanted sample shows a
very large band from 1700 to 2250 cm−1 comprising about 20
discrete absorption modes. In agreement with literature [9,14–18],
the H-poor defects (namely v4H, v3H, v2H, v2H2, SiiH2, and the H∗

2

Fig. 1. TEM image of a silicon region embedding cavities formed by the annealing
of silicon implanted with helium at 8 × 1016 cm−2 and heated at 950 ◦C for 2 h.

Fig. 2. MIR spectra as a function of annealing temperature from the as implanted
spectrum up to 700 ◦C; the two vertical lines take apart the H-poor defect region
below 2060 cm−1, the surface species region from 2060 to 2150 cm−1, and the H-poor
defect region above 2150 cm−1.

complex) absorb at wave numbers below 2070 cm−1, while the H-
rich defects (namely vH3, v2H6, SiiHn with n �= 2, and vH4) absorb
mainly at wave numbers above 2155 cm−1. The stretching modes
of surface species fall in the region between 2060 and 2150 cm−1;
since the external surface was hydroxylated, the signal can be due
only to SiHn species at the internal surface of NCs. Starting from the
as-implanted sample, the IR region of surface species has a non-
negligible intensity, as already reported for hydrogen implantation
in cavity-containing silicon (see Fig. 4 of Ref. [9]).

As Ta increases, the Si H stretchings large band evolves similarly
to previous reports for hydrogen implantation in cavity-containing
silicon [9]. The integral absorbances of the three regions were cal-
culated for each Ta ≥ 200 ◦C (temperatures at which a baseline can
be confidently subtracted) and are compared in Fig. 3. The intensity

Fig. 3. Integral absorbance of H-poor (squares), H-rich (triangles) and surface
species (circles) regions as a function of the annealing temperature.

Figure 4.2: TEM image of a silicon region with embedded nanocavities formed
by annealing of silicon implanted with helium at 950◦C for 2 hours [22]

implantation recombine at the surface in the same range of temperatures. The

result is a supersaturation of vacancies in the silicon bulk, contrary to what

happens in the case of ion implantation and annealing of common substitutional

impurities (i.e., a supersaturation of self-interstitials) [21]. For 455 < Ta ≤ 570◦C

a coalescence process between cavities located near the center is observed. When

the cavities completely merge, a planetary-like structure is formed [112]. Helium

remains stable up to ∼ 450◦C, a loss occur at higher annealing temperatures

and it becomes almost undetectable at Ta = 700◦C [111]. Annealing at higher

temperatures result in modification of the morphology of the NCs surface [22]. In

Fig. 4.2 is presented TEM image of a silicon region with embedded NCs formed

by annealing of silicon implanted with helium at 950◦C for 2 hours. NCs in an

amount of 1.1×1011 cm−2 were almost uniformly distributed inside the zone and

had the mean diameter of 20 nm [22].

4.2 Experimental details

Polycrystalline 450-nm thick silicon films were deposited on top of a silicon oxide

insulating layer and were then heavily implanted with boron at fluence of 2×1016

cm−2. After that, the samples underwent a rapid thermal annealing at 1050◦C

in Ar + 5% O2 for 30 seconds in order to electrically activate the dopant. The
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poly-Si CVD 

11B 160 keV 2x1016 cm-2 

annealing 1050°C 30s 

He+ 

(i) 95 keV 3x1016 cm-2, 
(ii) 58 keV 1.5x1016 cm-2 

isothermal annealing 
500 – 1000°C 

Figure 4.3: Schematics of the experimental procedure used for preparation of
polycrystalline silicon films with embedded nanocavities

average boron concentration, 4.4×1020 cm−3, was larger than boron kinetic sol-

ubility at the same temperature (2×1020 cm−3 [113]). The samples were then

implanted with helium. In order to obtain a nearly uniform helium concentra-

tion inside the polysilicon layer the implantation was performed in two steps: first

with a dose 2.97×1016 cm−2 of He+ ions at energy of 95 keV and then with a dose

1.5×1016 cm−2 of He+ ions at energy of 58 keV, through a sacrificial aluminium

stopping layer of thickness 250 nm that was deposited on top of the structure.

Helium implanted samples then underwent a sequence of one-hour isochronous

thermal treatments in argon carried out every 50◦C in the range 500 - 1000◦C.

The same annealing cycle was also performed on the polysilicon samples before

He implantation, for control purposes.

After each annealing step the samples were submitted to the full thermoelec-

tric characterization, which included Seebeck, electrical and thermal conductivity

measurements.

The room temperature Seebeck and 2-wire resistance measurements were per-

formed using a home built system described in Section 3.1.1. The samples were

obtained by cutting 5 × 50 mm2 rectangular chips and evaporating 100-nm thick
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aluminium contacts through a shadow mask. The resistances were obtained from

the slopes of the I-V characteristics which at the same time were used to con-

trol the ohmicity of the contacts. Seebeck voltages were measured by fixing the

temperature of the cold contact at 20◦C while heating the other contact between

40 and 120◦C. For the Hall measurements 17×17 mm2 square samples were cut

and 100-nm thick aluminium contacts were evaporated on small areas in the four

corners according to the Van der Pauw geometry. In order to avoid aluminium

contamination of the samples during the high temperature annealing the contacts

were removed by etching in 10% HCl solution prior to each subsequent anneal-

ing step. Thermal conductivity was measured by TDTR technique (see Section

3.1.4.3). For this purpose, a 70-nm thick aluminium layers were deposited on the

sample surfaces.

We also performed electron microscopy (EM) analyses. Both low-energy (30

keV) Dark Field Scanning Transmission EM DF-STEM) and in high-energy (200

keV) transmission (TEM) modes were used. Low energy analyses have been

performed with a FEI Strata 235M equipped with Bright Field (BF)/Dark Field

(DF) solid state detector. TEM and Electron Spectroscopic Images (ESI) have

been performed with a JEM2011 electron microscope equipped with conventional

LaB6 electron source and an Electron Energy Loss Imaging Filter (GIF 200 R©).

This attachment allows to record both Electron Energy Loss Spectroscopy (EELS)

data and energy filtered Electron Spectroscopic Imaging (ESI).

A typical electron energy loss spectrum consists of three parts [114]

1. Zero-loss peak at 0 eV:

It mainly contains electrons that still have the original beam energy E0,

i.e., they have only interacted elastically or not interacted at all with the

specimen. In thin specimen, the intensity of the zero-loss beam is high, so

that damage of the CCD chip can occur. Since there is no useful information

in it, the zero-loss beam is often omitted during spectrum collection.

2. Low-loss region (< 100 eV):

Here, the electrons that have induced plasmon oscillations occur. Since

the plasmon generation is the most frequent inelastic interaction of electron
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microscopy home | methods | interactions | contact

Electron Spectroscopic Imaging (ESI)

 

The energy filter (Gatan imaging filter, GIF), which is installed below a TEM, allows to record
electron energy loss spectra (EELS) and element specific images (elemental maps) by means of
the electron spectroscopic imaging (ESI) technique. Mostly, the so-called three-window method
is applied for mappings (see figure): an image is taken after a suitable ionisation edge of the
corresponding element (post-edge image, ∆E3), two additional images (pre-edge 1, ∆E1, and
pre-edge 2, ∆E2) are recorded at energy losses smaller than the ionisation edge. Only the
electrons passing through the selected energy slit contribute to these images. Specimen drift
during recording of these images is compensated for by a cross-correlation algorithm
implemented in the software of the GIF. The pre-edge images are used for an approximate
determination of the unspecific background which is then subtracted from the post-edge image
leading to an elemental map with enhanced contrast. Alternatively, the post-edge image can be
divided pixel by pixel by a pre-edge image (ratio method).

Example

Recording and calculating an elemental map by the three-window method is demonstrated by
the corresponding images obtained at the K edge of carbon in a vanadium oxide nanotube. The
TEM image shows the cross-section of a single VOx-NT. In the post-edge image, the carbon
distribution is clearly visvible (bright contrast at the C-containing sites): C is present around
the tube due to the organic resins used during the cross-sectional preparation, in the center of
the tubes and between the VOx layers. Due to the absence of C there, the VOx layers appear
with dark contrast in the ESI and post-edge image, whereas they are bright in the two pre-edge

electron spectroscopic imaging http://www.microscopy.ethz.ch/ESI.htm

1 di 2 30/11/2011 15:53

Figure 4.4: Schematic illustration of the three window method used for electron
spectroscopic imaging (ESI). Source: [23]

with the sample, the intensity of this region is relatively high. Intensity and

number of plasmon peaks increases with specimen thickness.

3. High-loss region (> 100 eV):

For the ionization of atoms, a specific minimum energy, the critical ion-

ization energy, EC or ionization threshold, must be transferred from the

incident electron to the expelled inner-shell electron, which leads to ioniza-

tion edges in the spectrum at energy losses that are characteristic for an

element. Thus, EELS is complementary to X-ray spectroscopy, and it can

be utilized for qualitative element analyses. In particular, the detection of

light elements is a main task of EELS.

Compared to the plasmon generation, the inner-shell ionization is a much less

probable process, leading to a low intensity of the peaks. This signal can be

enhanced by means of ESI technique. Mostly, the so-called three-window method

is applied for mapping (see Fig. 4.4): an image is taken after a suitable ionization

edge of the corresponding element (post-edge image, ∆E3), two additional images

(pre-edge 1, ∆E1, and pre-edge 2, ∆E2) are recorded at energy losses smaller than

the ionization edge. Only the electrons passing through the selected energy slit

contribute to these images. Specimen drift during recording of these images

is compensated by a cross-correlation algorithm implemented in the software.

The pre-edge images are used for an appropriate determination of the unspecific
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Figure 4.5: STEM images of the cross section of polysilicon structure before He
implantation (left) and the structure with NCs annealed at 1000◦C (right)

background which is then subtracted from the post-edge image leading to an

elemental map with enhanced contrast. Alternatively, the post-edge image can

be divided pixel by pixel by a pre-edge image (ratio method) [23]

4.3 Overview of the experimental results

4.3.1 Thermoelectric properties of polycrystalline silicon

films with embedded nanocavities

In Fig. 4.5 are presented the STEM images of polysilicon structure before He

implantation and after annealing at 1000◦C. The micrographs provide clear ev-

idence of the presence of NCs randomly distributed throughout the polysilicon

layer after annealing. However, it must be notices that the volume fraction of the

NCs formed in polycrystalline silicon is much lower than that in monocrystal.

Fig. 4.6 presents the room temperature Seebeck and electrical conductiv-

ity values of polysilicon films after He implantation as a function of annealing

temperature Ta. The dashed baselines represent S and σ values measured on

blank polysilicon sample with the same doping level before He implantation and

annealing.

Annealing of the sample after He-implantation, further to promoting the for-

mation of NCs, also leads to recovering from the radiation damage. Actually,

the electrical conductivity displayed a quite steeply growth with the annealing
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Figure 4.6: Dependence of the room temperature Seebeck coefficient, S, and the
electrical conductivity, σ, of degenerate polysilicon films after He implantation
on the annealing temperature Ta. The dashed baselines represent the values
measured on blank polysilicon sample with the same doping level before He im-
plantation and annealing

temperature, its value being dominated by the increase of hole mobility result-

ing from disappearance of implantation-induced crystal defects. Thus, it is not

unexpected that the measured values of σ along the sequence of annealing steps

almost recovered the value of blank polysilicon films with the same doping level.

The concurrent growth of the Seebeck coefficient with the annealing temperature

was instead less obvious, since one would normally expect the Seebeck coefficient

to decrease with conductivity. However, similar trend was also observed in blank

polysilicon films upon annealing at temperatures above Ta = 800◦C , which be-

came the topic of a more detailed investigation presented in the following Section.

Owing to simultaneous increase of the two coefficient, the film power factor S2σ

rapidly increased upon annealing, getting to the unusually high value of 15.2 mW

m−1 K−2 for Ta = 1000◦C.

The thermal conductivity κ upon annealing at 1000◦C was found to be 25

W m−1 K−1, almost two times lower than that measured in bulk polysilicon at

comparable doping levels (40 W m−1 K−1 for boron concentration of 5×1020 cm−3

[115]). Thus, we could obtain a corresponding ZT of 0.18 at 300 K.
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Figure 4.7: Dependence of the room temperature Seebeck coefficient, S, and the
electrical conductivity, σ, (left); charge carrier density, p, and the drift mobility,
µ, (right) of degenerate polysilicon films on the annealing temperature Ta

4.3.2 Thermoelectric properties of heavily-doped polycrys-

talline silicon films

As anticipated, also in the case of blank polysilicon films the Seebeck coefficient

displayed the unusual trend (Fig. 4.7(left)). The expected decrease of S with σ

was observed only up to Ta = 800◦C, the trend then reverted to a simultaneous

increase of both coefficients.

The partial yet striking inconsistency of the experimental data motivated us

for a more detailed analysis of the transport coefficients.

Actually the Hall measurements showed that the carrier density was decreas-

ing with Ta while hole drift mobility (computed from the Hall mobility µH as-

suming µ/µH = 0.8 [116]) increased (Fig. 4.7(right))

Therefore, qualitatively, all expected trends are recovered: Seebeck coefficient

actually decreases with p, while hole mobility appears to be dominant by ionized

impurity scattering. However, a quantitative inspection of the dependence of S

upon p shows that as the carrier concentration continues decreasing with anneal-

ing temperatures the Seebeck coefficient values start to exceed those normally

found at the given carrier concentrations [19] (see Fig. 4.8). Boron solubility

also shows some anomalies. Assuming p = [BSi], Hall measurements report a BSi

density after heat treatment at 1000◦C of 5.6×1019 cm−3, smaller than solubil-
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Figure 4.8: Seebeck coefficient, S, as a function of carrier concentration, p. Com-
parison of experimental data with the theoretical predictions [19]

ity threshold of single crystals, while the solubility of substitutional impurities

in polycrystalline semiconductors may often exceed the corresponding value for

single crystals because of the combined effect of the destabilization of segregates

[117] and of lattice strain [118].

The thermal conductivity was very close to the value measured on the sample

with NCs, and it was found to be independent of annealing temperature.

The theoretical analysis if the observed trends is presented in following Sec-

tions.

4.4 Analysis of electrical transport properties

Microstructure of the poly layer

We assume that the thermal history of the samples sets the actual values of car-

rier density. Upon implantation and following post-implantation rapid thermal

annealing (RTA), boron being in excess to its solubility limit at the RTA temper-

ature precipitates. In the absence of significant inner surface (grain boundary)

oxidation, it is difficult to justify a decrease of solubility in poly-Si. It is therefore

sensible to ascribe such difference to the presence of some sort of compensation.

At this stage there was no information available about the nature of the compen-
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sation, therefore it was natural to ascribe it to the presence of donor impurities.

The donor density cD can be computed as the difference between the BSi single-

crystal solid solubility at 1000◦C and the actual carrier density upon the final

annealing treatment, leading to cD = 6.3 ×1019 cm−3.

As boron concentration exceeds the solid solubility at any annealing temper-

ature, thermal processing promotes its precipitation. Modelling of the sequential

annealing cycles can be carried out within the frame of the Ham’s theory of dif-

fusion limited precipitation [119]. Accounting for the growth of precipitates with

time in the spherical particle approximation, the average concentration of the

dopant at time t, c(t), computes to

H

((
c(0)− c(t)
c(0)− cS

) 1
3

)
=
Dt

r2
S

(
c(0)− cS
cP − cS

) 1
3

(4.1)

where the Ham function is defined as

H =
1

6

(
u2 + u+ 1

u2 − 2u+ 1

)
− 1√

3
tan−1

(
2u+ 1√

3

)
+

1√
3

tan−1

(
1√
3

)
(4.2)

where cS is the solubility of the dopant, cP is the concentration in the precipitate

(8 ×1022 for SiB4 [120]), rS is the average spacing of precipitates, correlated to

their number per volume unit NP as rS =
(
(4/3)πNP

)− 1
3 , and D is the dopant

diffusivity. Using the standard theory of nucleation, NP can be correlated with c

as

NP = KP exp

(
− 16π

3

(
γ

kBT

)3
1

c2
P

(
ln(c/cS)

)2

)
(4.3)

where KP is proportional to the number of nucleation cites and γ is the precipitate

surface energy. For Si:B Solmi et al. [120] proposed values for KP and γ of

1016 cm−3 and 2 ×10−5 J cm−3, respectively. One estimates NP (T ) to range in

turn between 4.78 ×1015 cm−3 (at 500◦C) and 1.18 ×1013 cm−3 (at 1000◦C). In

sequential processing we used in our work it is therefore sensible to disregard any

nucleation event further to that induced by the first annealing at 500◦C, upon

which nuclei distribute in solid solution with an average distance rS of 37 nm.
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Figure 4.9: Experimental (open circles) and fitted (filled circles) BSi concentra-
tion upon annealing. The dashed line shows the solubility of BSi in the single
crystal [24]

Their critical radius computes to

rcr =
2γ

cP (kBT ) ln(c/cS)
(4.4)

i.e. rcr ≈ 0.9 nm for cP ≈ 1020 cm−3. Solving Eq. 4.1 for c(t) and in view of the

fact that each annealing step lasted the same time ta, the average concentration

cj of dissolved (non precipitated) boron at the j-th processing step can be written

as

(
cj − cj−1

cS − cj−1

) 1
3

= H−1

(
Djta
r2
S

(
cj−1 − cS
cP − cS

) 1
3

)
(4.5)

where Dj is short for D(Tj). Eq. 4.5 was fitted to the experimental data under

the assumption p = c− cD (Fig. 4.9). Boron diffusivity is found to be

DB =
(
4.8× 1010cm2s−1

)
exp

(
− 1.11eV

kBT

)
(4.6)

The relatively low value of the activation energy may find a rationale in the

presence of preferential diffusion paths for boron at grain boundaries.

The direct observation of boron in silicon by EELS is still a challenge. The
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Boron map

(78 ± 12) eV (92 ± 12) eV (112 ± 12) eV
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Figure 4.10: ESI procedure to obtain an contrast-enhanced boron and silicon map
images of polysilicon layer after annealing at 1000◦C

EELS spectrum of Si L23 and Si L1 edges have an intense tail, which extends until

300 eV of energy loss spectrum. This tale act as a heavy background for the 188

eV Boron K edge, and strongly reduces the peak/background ratio until, as in

our case, to bury it.

We tried to get information about the presence of boron related precipitates

in the poly-silicon layers by exploting Electron Spectroscopic Imaging (ESI),

recorded with the three-window method (see Section 4.2), for both Si-L edges

and B-K edges on the same area of the specimen. The three-window method is

very effective in the background subtraction in the case of small precipitates since

this procedure is performed ”pixel by pixel” from the signal image by subtracting

of two pre-edge background images. The comparison between boron map and

silicon map should localize areas of the sample with low silicon signal and high

boron signal; thus giving an indication, although not an evidence, of the boron

precipitation phenomena.

In Fig. 4.10 presented the procedure to obtain ES images for both 100 eV (Si-
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Boron map Silicon map

Figure 4.11: ESI profiles taken across the two brighter and darker details of the
boron and silicon map images of polysilicon layer after annealing at 1000◦C

L) and 188 eV (B-K) energy loss, with an energy window of 12 eV. The contrast

inversion clearly visible in the map images strongly support the interpretation of

small circular contrast details as boron related precipitates.

A stronger indication is obtained from the comparison between the line profile

taken across the two brighter and darker details on the boron and silicon map

images, respectively (Fig. 4.11)

Electron energy filtering

It has been shown in Section 2.5.1.2 that when the potential barriers are intro-

duced to the conduction band (for n-type materials) or the valence band (for

p-type materials), the higher-energy hot carriers can be selectively transmitted

through the structure by filtering out the lower-energy carriers. Since the mean

energy per carrier is increased, Seebeck coefficient increases while electrical con-
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ductivity is not degraded significantly.

For polycrystalline materials the grains appear as traps for low energy carri-

ers, while higher energy carriers diffuse through the specimen [121]. The grain

boundaries therefore appear to filter out the lower energy carriers.

Popescu et al. [122] considered the potential barriers with an average height

Eb, width ω, and distance between them L. The authors has shown that as

Eb increases, the conductivity decreases while the opposite trend is found for the

Seebeck coefficient. It can be explained by noting that higher barriers will scatter

carriers with larger energy, therefore less carriers will contribute to the electrical

current. The same filtering process will contribute to the increase in the energy

per carrier leading to an increased Seebeck coefficient for barriers with larger

height. The same physical behavior can be achieved by changing ω or L. For

example, increasing ω results in a decrease in σ and increase in S due to small

quantum-mechanical transmission probability of the carriers through the barrier.

Furthermore, decreasing L results in decreasing σ and increasing S due to more

frequent carrier scattering from the barriers [122].

EELS analysis reported in the previous Section indicated presence of boron

precipitates localized at the grain boundaries (see Fig. 4.11). The size of the

precipitates was increasing upon each subsequent annealing cycle, thus increas-

ing the width of the potential barriers. This phenomenon therefore can explain

the increasing Seebeck coefficients as well as the low carrier concentrations, also

providing a sounder explanantion than donors to the compensation effects we

claimed during the analysis of precipitation.

4.5 Analysis of thermal transport properties

In the beginning of this Chapter we mentioned the calculations of Lee et al. [16]

for ordered nanoporous silicon which predicted the thermal conductivity reduc-

tion up to two orders of magnitude compared to the bulk monocrystalline silicon

value. The authors actually observed two effects:

1) if we define the pore volume fraction ϕ as
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ϕ =
πd2

p

4(dp + ds)2
(4.7)

thermal conductivity decreases as ϕ increases, as it implies a reduction of the

channels for phonon transport;

2) the thermal conductivity becomes smaller even for small pores at given ϕ

due to a decrease of the phonon mean-free path arising from increased phonon

scattering at the pore surfaces, which is evaluated by the pore surface-to-volume

ratio ρ, namely

ρ =
πdp

(dp + ds)2
(4.8)

where dp is the pore diameter and ds is the spacing between the pores.

In our case, the average nanocavity diameter and spacing were estimated from

the STEM image and found to be 29 nm and > 152 nm, respectively. Thus, the

pore volume fraction and the pore surface-to-volume ratio account to are ϕ = 0.02

and ρ < 0.003 nm−1, which are much lower than those usually reported - and

that were also considered in the model calculation [16] (0.07 - 0.38 for ϕ and 0.30

- 1.18 nm−1 for ρ).

As an alternative, one might consider that in polycrystalline silicon films other

effects have occurred which have hindered the the effect of the NCs on the thermal

properties of the system. The measured thermal conductivity value was almost

two times lower than that measured in bulk polycrystalline at similar doping level

[115]. This effect however can not be correlated with enhanced phonon boundary

scattering, since the film thickness (450 nm) is above the effective phonon mean

free path for monocrystalline silicon (near 300 nm [123]). Therefore, the decrease

of the thermal conductivity must be connected to the specific microstructure of

the films itself. Indeed, the average grain size varied between 20 and 280 nm with

smaller grains found at the film interface with SiO2 and large ones close to the

film surface. Such variation in the grain sizes is typical for a columnar structure

found in polycrystalline films in which the grain size increases from the bottom

of the layer to the top [124].
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4.6 Summary

We have studied the thermoelectric properties of heavily doped polycrystalline

silicon films. We have analyzed the effect of the formation of NCs, which were

expected to act as efficient phonon scattering centres. We have actually shown

how NCs do not deteriorate the electronic transport properties of the film. Once

the film recovers the implantation damage, both S and σ are fully comparable to

the corresponding values measured in non-He implanted films.

Upon thermal treatments at temperatures above 800◦C we measured higher

Seebeck coefficients than those normally found in monocrystalline silicon at cor-

responding doping level, while the charge carrier concentration was below the

solubility threshold of the single crystal. These phenomena were found to be con-

nected to the formation of the potential barriers at the grain boundaries which

accumulated dopant precipitates during the thermal treatments. The potential

barriers filtered out the lower energy carriers. As the result less carriers con-

tributed to the electrical current while the mean energy per carrier increased

leading to an increase of the Seebeck coefficient.

The thermal conductivity measurements showed a decrease of κ by a factor

of 2 with respect to the thermal conductivity reported in the literature in bulk

polysilicon. Unexpectedly enough, the same low κ values were found both in

the presence and in the absence of NCs. This might suggest that the film mi-

crostructure dominates the thermal conductivity in all cases. Grain boundaries

are exceedingly effective in damping phonon diffusion, to the point that report-

edly effective phonon scatterers as NCs have no impact on κ.

Nevertheless, owing to outstanding electrical properties and rather low (espe-

cially compared to single crystal Si) thermal conductivities the resulting figures

of merit ZT were found to be equal to 0.18 and 0.13 for polysilicon films with

and without nanocavities, respectively, being an order of magnitude higher than

those reported for single crystal silicon.
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Chapter 5

Thermoelectric properties of

InGaAs with rare-earth TbAs

embedded nanoparticles

This part of the work was performed at the University of California, Santa Cruz

during my internship in the Quantum Electronics group under supervision of

Prof. Ali Shakouri. The work was performed in collaboration with the group of

Prof. John Bowers in the University of California, Santa Barbara and the group

of Prof. Joshua Zide in the University of Delaware.

5.1 Introduction

In Chapter 2 it was shown that nearly all recent thermoelectric research has

centred on utilizing nanoscale structures within semiconductors to lower ther-

mal conductivity below the alloy limit with hopes of simultaneously increas-

ing the thermoelectric power factor (or at least minimally sacrificing its value)

[125]. One such set of materials involves co-doping epitaxial III-V semiconduc-

tors like InGa(Al)As with the rare earth metal Er, which, at levels exceeding

the solubility limit in the semiconductors, precipitates into randomly-distributed

Er-V nanoparticles. The nanoparticles serve to reduce thermal conductivity

(through phonon scattering)[126], increase Seebeck coefficient (through electron
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ential conductivity about the Fermi level, which is the math-
ematical definition of the Seebeck coefficient derived from
Boltzmann transport theory. That is, “chopping” the distribu-
tion by filtering the “cold” electrons increases the Seebeck
coefficient while causing only a relatively mild decrease in
the electrical conductivity, resulting in increased TPF. Al-
though this previous work has focused on filtering by heter-
obarriers, an increase in TPF is possible in any system with
strongly energy-dependent electron scatterers. Increasing the
Seebeck coefficient by energy dependent scattering has been
demonstrated by Heremans et al.16,17 in their study of Pb
precipitates in PbTe, and this type of enhancement has been
studied theoretically by Faleev and Leonard.18 Here, we
demonstrate increased thermoelectric efficiency using a
nanocomposite consisting of III–V semiconductors �more
specifically, InGaAlAs� containing nanoparticles of erbium
arsenide as energy-dependent scatterers.

Erbium arsenide is a rock-salt compound which forms
self-assembled semimetallic nanoparticles. These nanopar-
ticles can be epitaxially embedded within III–V semiconduc-
tors during growth by molecular beam epitaxy �MBE�.19,20

The presence of nanoparticles drastically changes the elec-
tronic properties of the resultant composite, allowing their
use in wide-ranging applications.21 They can also reduce the
thermal conductivity of the composite by scattering the me-
dium to long wavelength phonons which are unaffected by
alloy scattering.22,23 This reduction in thermal conductivity,
together with the ability to effectively tune the electron trans-
port properties, makes this system ideal for thermoelectric
applications.24

The presence of ErAs nanoparticles pins the effective
Fermi level of the composite at a particular energy. In In-
GaAs, the Fermi level is pinned within the conduction band,
resulting in highly conductive material.22,24 In this case, im-
purity scattering is minimized because the Fermi level is
pinned by the nanoparticles, resulting in only a small change
in potential, which is undesirable for the electron filtering
concept. By controlling the Aluminum content in InGaAlAs,
the position of the conduction band edge �Ec� can be inde-
pendently tuned with respect to the Fermi level �Ef�. The
energy difference �Ec−Ef� determines the scattering mecha-
nisms which electrons experience as a result of the nanopar-
ticles. In this case, a scattering term is introduced because a
Schottky barrier forms around the particles, the height of
which is linearly related to aluminum content. This Schottky
barrier is the dominant scattering mechanism �Fig. 1�. It is
worth noting that in some cases, charge transfer is likely
primarily from the particles to the matrix. Even in a codoped
sample, in which charge transfer is reversed, the effective
barrier height that carriers experience would be unchanged
despite the change in the direction of band-bending.

In Fig. 2, the effective free electron concentration of
ErAs: �InAlAs�x�InGaAs�1−x composites, as measured by the
Hall effect, is plotted against InAlAs content. It is worth
noting that the �InAlAs�x�InGaAs�1−x matrix material is ef-
fectively an InGaAlAs alloy. The curve is the predicted car-
rier concentration based on a barrier height �EC−EF� which
changes linearly with InAlAs content. The result is a tunable

energy-dependent scatterer. This electrostatic Schottky bar-
rier is analogous to the heterobarrier used in previous elec-
tron filtering experiments.

The ability to accomplish electron filtering using these
three-dimensional scatterers rather than planar barriers is at-
tractive for several reasons. First, the material becomes iso-
tropic, greatly simplifying measurements of the thermoelec-
tric properties. Second, these nanocomposites are extremely
thermodynamically stable. Together with the elimination of
the need for planar barriers, this makes synthesis by rela-
tively inexpensive bulk techniques a viable option.

III. DESIGN, GROWTH, AND PROCESSING

The ErAs:InGaAlAs materials were grown by MBE on
500 �m semi-insulating InP substrates. The composition
In0.53Ga0.47−XAlXAs is chosen to be lattice matched to InP
and to have a modest Schottky barrier height. The ErAs con-
tent is 0.6 at. %. All ErAs:InGaAlAs nanocomposite films
and n-InGaAlAs control films were grown by MBE in a
Varian Mod Gen II MBE system. All films were grown with
a cracked arsenic �As2� beam equivalent pressure of
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FIG. 1. Schematic diagram of the potential around an ErAs nanoparticles in
InGaAlAs. The dominant term is the Schottky barrier, and the resulting
profile causes energy-dependent scattering of electrons.

FIG. 2. Room temperature free electron concentration vs. InAlAs content
for ErAs: �In0.52Al0.48As�X�In0.53Ga0.47As�1−X nanocomposites. The circles
represent experimental data points, while the curve represents the concen-
tration predicted by the Fermi–Dirac integral assuming linear changes in
Fermi energy and effective mass.

123702-2 Zide et al. J. Appl. Phys. 108, 123702 �2010�

Figure 5.1: Schematic diagram of the potential around an ErAs nanoparticles in
InGaAlAs. Source: [25]

filtering or energy-dependent electron scattering) and increase electrical conduc-

tivity (through nanoparticle donations of electrons) [25, 45]. Progress in the

development of this material system, which targets not only heat transport but

also seeks to optimize electronic properties, has thus far led to an n-type ZT of

1.33 at 800 K for 0.6 at. % ErAs in InGaAlAs [25].

The presence of ErAs nanoparticles pins the effective Fermi level of the com-

posite at a particular energy. In InGaAs, the Fermi level is pinned within the

conduction band, resulting in high conductive material. In this case, impurity

scattering is minimized because the Fermi level is pinned by the nanoparticles,

resulting in only a small change in potential, which is undesirable for electron

filtering concept. By controlling the aluminium content in InGaAlAs, the posi-

tion of the conduction band edge (EC) can be independently tuned with respect

to Fermi level (EF ). The energy difference (EC − EF ) determines the scattering

mechanisms which electron experience as a result of the nanoparticles. In this

case, a scattering term is introduced because a Schottky barrier forms around the

nanoparticles, the height of which is linearly related to aluminium content (Fig.

5.1). This Schottky barrier is the dominant scattering mechanism. It is worth

noting that in some cases, charge transfer is likely primarily from the nanoparti-

cles to the matrix. Even in a codoped sample, in which charge transfer is reversed,

the effective barrier height that carriers experience would be unchanged despite

the change in the direction of band-bending [25].
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ential conductivity about the Fermi level, which is the math-
ematical definition of the Seebeck coefficient derived from
Boltzmann transport theory. That is, “chopping” the distribu-
tion by filtering the “cold” electrons increases the Seebeck
coefficient while causing only a relatively mild decrease in
the electrical conductivity, resulting in increased TPF. Al-
though this previous work has focused on filtering by heter-
obarriers, an increase in TPF is possible in any system with
strongly energy-dependent electron scatterers. Increasing the
Seebeck coefficient by energy dependent scattering has been
demonstrated by Heremans et al.16,17 in their study of Pb
precipitates in PbTe, and this type of enhancement has been
studied theoretically by Faleev and Leonard.18 Here, we
demonstrate increased thermoelectric efficiency using a
nanocomposite consisting of III–V semiconductors �more
specifically, InGaAlAs� containing nanoparticles of erbium
arsenide as energy-dependent scatterers.

Erbium arsenide is a rock-salt compound which forms
self-assembled semimetallic nanoparticles. These nanopar-
ticles can be epitaxially embedded within III–V semiconduc-
tors during growth by molecular beam epitaxy �MBE�.19,20

The presence of nanoparticles drastically changes the elec-
tronic properties of the resultant composite, allowing their
use in wide-ranging applications.21 They can also reduce the
thermal conductivity of the composite by scattering the me-
dium to long wavelength phonons which are unaffected by
alloy scattering.22,23 This reduction in thermal conductivity,
together with the ability to effectively tune the electron trans-
port properties, makes this system ideal for thermoelectric
applications.24

The presence of ErAs nanoparticles pins the effective
Fermi level of the composite at a particular energy. In In-
GaAs, the Fermi level is pinned within the conduction band,
resulting in highly conductive material.22,24 In this case, im-
purity scattering is minimized because the Fermi level is
pinned by the nanoparticles, resulting in only a small change
in potential, which is undesirable for the electron filtering
concept. By controlling the Aluminum content in InGaAlAs,
the position of the conduction band edge �Ec� can be inde-
pendently tuned with respect to the Fermi level �Ef�. The
energy difference �Ec−Ef� determines the scattering mecha-
nisms which electrons experience as a result of the nanopar-
ticles. In this case, a scattering term is introduced because a
Schottky barrier forms around the particles, the height of
which is linearly related to aluminum content. This Schottky
barrier is the dominant scattering mechanism �Fig. 1�. It is
worth noting that in some cases, charge transfer is likely
primarily from the particles to the matrix. Even in a codoped
sample, in which charge transfer is reversed, the effective
barrier height that carriers experience would be unchanged
despite the change in the direction of band-bending.

In Fig. 2, the effective free electron concentration of
ErAs: �InAlAs�x�InGaAs�1−x composites, as measured by the
Hall effect, is plotted against InAlAs content. It is worth
noting that the �InAlAs�x�InGaAs�1−x matrix material is ef-
fectively an InGaAlAs alloy. The curve is the predicted car-
rier concentration based on a barrier height �EC−EF� which
changes linearly with InAlAs content. The result is a tunable

energy-dependent scatterer. This electrostatic Schottky bar-
rier is analogous to the heterobarrier used in previous elec-
tron filtering experiments.

The ability to accomplish electron filtering using these
three-dimensional scatterers rather than planar barriers is at-
tractive for several reasons. First, the material becomes iso-
tropic, greatly simplifying measurements of the thermoelec-
tric properties. Second, these nanocomposites are extremely
thermodynamically stable. Together with the elimination of
the need for planar barriers, this makes synthesis by rela-
tively inexpensive bulk techniques a viable option.

III. DESIGN, GROWTH, AND PROCESSING

The ErAs:InGaAlAs materials were grown by MBE on
500 �m semi-insulating InP substrates. The composition
In0.53Ga0.47−XAlXAs is chosen to be lattice matched to InP
and to have a modest Schottky barrier height. The ErAs con-
tent is 0.6 at. %. All ErAs:InGaAlAs nanocomposite films
and n-InGaAlAs control films were grown by MBE in a
Varian Mod Gen II MBE system. All films were grown with
a cracked arsenic �As2� beam equivalent pressure of

ErAs
particleIn 0.53 Ga xAl 0.47-xAs

V0
VCoulombic

VSchottky

In 0.53 Ga xAl 0.47-xAs

r

P
ot
en
tia
l EF

FIG. 1. Schematic diagram of the potential around an ErAs nanoparticles in
InGaAlAs. The dominant term is the Schottky barrier, and the resulting
profile causes energy-dependent scattering of electrons.

FIG. 2. Room temperature free electron concentration vs. InAlAs content
for ErAs: �In0.52Al0.48As�X�In0.53Ga0.47As�1−X nanocomposites. The circles
represent experimental data points, while the curve represents the concen-
tration predicted by the Fermi–Dirac integral assuming linear changes in
Fermi energy and effective mass.

123702-2 Zide et al. J. Appl. Phys. 108, 123702 �2010�

Figure 5.2: Room temperature free electron concentration vs. InGaAl content
for ErAs:(In0.52Al0.48As)x(In0.53Ga0.47As)1−x nanocomposites [25]

In Fig. 5.2 the effective electron concentration of ErAs:(InAlAs)x(InGaAs)1−x

composites, as measured by the Hall effect, is plotted against InAlAs content. It

is worth noting that the (InAlAs)x(InGaAs)1−x matrix material is effectively an

InGaAlAs alloy. The curve is the predicted carrier concentration based on a

barrier height (EC−EF ) which changes linearly with InAlAs content. The result

is a tunable energy-dependent scatterer [25].

TbAs is expected to provide certain benefits over ErAs, due primarily to its

larger lattice constant which is anticipated to favourably alter electronic prop-

erties while providing similar reduction in thermal conductivity. It has been

observed that strain on the nanoparticles brought by their lattice-mismatch to

the matrix may be the major factor in the positioning of the Fermi level within

the semiconductor’s band gap [127]. Indeed, tensile strain on the nanoparticles

causes the Fermi level to be shifted up from a universal donor level while compres-

sive strain causes it to be shifted down. TbAs, which is less strained than ErAs in

InGaAs with ≈ 0.9% tensile mismatch, is expected to pin the Fermi level below

the conduction band. The Seebeck coefficient should then be improved, since this

quantity is proportional to the average energy transported by the charge carrier

with respect to the Fermi energy, particularly at high temperature, relative to

ErAs-containing materials.

Although deposition of TbAs (<1%) results in a significant increase in power

factor, significant reduction in thermal conductivity is not observed [125]. Larger

concentrations result in a more significant reduction in thermal conductivity. We
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5. THERMOELECTRIC PROPERTIES OF INGAAS WITH
RARE-EARTH TBAS EMBEDDED NANOPARTICLES

have studied the thermoelectric properties of TbAs:InGaAs nanocomposites for

three different (relatively large) Tb concentrations of 1.68, 2.47, and 6.36% and

compared the data with Si-doped InGaAs for control purposes.

5.2 Experimental details

TbAs:InGaAs nanocomposites were grown by molecular beam epitaxy (MBE)

and characterized by several techniques including high-angle annular dark field

scanning electron microscopy (HAADF STEM), Hall effect measurements, time-

domain thermoreflectance (TDTR), and high temperature in-plane Seebeck co-

efficient and electrical conductivity measurements.

5.2.1 Material growth and processing

The samples were grown in an Osemi NexGEN R© solid-source MBE system. At a

substrate temperature of 490◦C (determined by band-edge thermometry), ter-

bium was co-deposited during the growth of In0.53Ga0.47As on top of InP:Fe

semi-insulating substrate. The Tb concentration was above its solubility limit

in InGaAs which resulted in random precipitation of the nanoparticles through-

out the material. The samples containing 1.68 and 2.47% Tb were 1µm thick

while the one with 6.36% Tb had thickness of 250 nm. The InGaAs growth rates

were 1.188, 1.2744, and 1.28952 Å/s for the sample with 1.68, 2.47%, and 6.36%

Tb, respectively and the related Tb source temperatures were respectively 1330,

1360, and 1420◦C. Rutherford Backscattering Spectroscopy (RBS) was used for

layer composition and thickness measurements.

For the room temperature Hall measurements the samples had Van der Pauw

geometry with indium contacts soldered at the corners. For the high tempera-

ture measurements the Van der Pauw and Seebeck bar patterns were defined by

photolithography using the positive photoresist AZ-4210 R© (Fig. 5.3(a)). The

patterns were then chemically etched in the solution H3PO4:H2O2:H2O (1:1:8 by

volume) which is selective to InGaAs over InP. The photoresist was removed in

acetone/isopropanol/de-ionized water. In order to prevent As desorption from

the surface during high temperature measurements, the sample surface was then
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(a) (b) (c)

TbAs:InGaAs InP:Fe SiN  + SiOx 2 Ti/Au

Figure 5.3: Fabrication steps of Van der Pauw (up) and Seebeck bar (down)
samples for high temperature measurements: (a) definition of the sample pattern,
(b) encapsulation with SiNx + SiO2 and definition of the electrical contact regions,
(c) metallization with Ti/Au and lift off the metal everywhere except the contact
areas

encapsulated with 150 nm silicon nitride followed by 300 nm silicon dioxide us-

ing Plasma-Enhanced Chemical Vapor Deposition (PECVD) The contact regions

were then defined by photolithography using negative photoresist AZ-5214 R©, and

the encapsulation layer was etched using buffered HF (Fig. 5.3(b)). The sample

was then metalized by electron beam evaporation-deposition of 400 nm Au with 40

nm Ti as an adhesion layer. This metallization is functional up to 700 K, beyond

which Ti diffusion becomes an issue [128]. Metal was lifted off everywhere ex-

cept the contact areas during the photoresist removal in acetone/isopropanol/de-

ionized water (Fig. 5.3(c)).

5.2.2 Sample characterization

Plan-view HAADF STEM samples were prepared by mechanical polishing with-

out the use of Ar ion milling; then, micrographs were taken with an FEI Titan

80-300 STEM/TEM equipped with a field-emission electron gun which was oper-

ated at 300 kV. 0.8% and 14% TbAs:InGaAs samples are shown in Figs. 5.4(a)

and 5.4(b), respectively. Randomly-distributed TbAs nanoparticles of about 1nm

in diameter were found in 0.8% TbAs:InGaAs while nanoparticles appear to be

much larger and less uniform in size in a 14% TbAs:InGaAs sample possibly due
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5 nm

5 Å

5 nm
[110]

(a) (b)

Figure 5.4: HAADF STEM plan-view images of (a) 0.8% TbAs:InGaAs and (b)
14% TbAs:InGaAs

to overlap of multiple particles.

The high temperature Seebeck coefficient and electrical conductivity mea-

surements were performed using a home built system presented in Fig. 5.5(left).

The experimental setup consisted of the vacuum chamber, the thermostat: a

cylindrical radiant heater of 8.5 cm inner diameter and the wall thickness of 2.5

cm mounted on a hollow stainless steel standoff, the measurement stage rep-

resented in Fig. 5.5(right) which is capable of inducing temperature gradients

across the sample mounted on the top of the standoff, two R-type thermocouples

and two additional platinum wires used for the 4-probe electrical conductivity

measurements, two DC power supplies used for heating, Eurotherm R© 2404A

temperature controller, HP/Agilent R© 34420A nanovolt/micro-ohm meters, and

Varian R© turbo-vacuum pumping system. The detailed description of the setup

can be found elsewhere [129]

5.3 Results and discussion

5.3.1 Electrical and thermal properties

The room temperature Hall effect data from as-grown TbAs:InGaAs with in-

dium contacts is summarized in Table 5.1. We also present the data measured

in Si-doped InGaAs. As the Tb content increases, the charge carrier concentra-
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Figure 5.5: Side-view cross-sectional diagram of the vacuum insulated thermostat
(left) and schematic diagram of the in-plane Seebeck coefficient measurement
stage (right)

% TbAs Carrier concentration, cm−3 Mobility, cm2/V s Carrier type
1.68% 1.42×1018 1490 n
2.47% 2.49×1018 1300 n
6.36% 8.68×1017 954 n
0% (Si-doped) 2.47×1018 3396 n

Table 5.1: Room temperature Hall effect data of TbAs:InGaAs nanocomposites
and Si-doped InGaAs

tion first increases up to a maximum of 2.77×1018 cm−3 for 3.32% Tb, and then

decreases; while the mobility monotonically decreases. The size of the nanoparti-

cles increases with increasing Tb content. It follows that large nanoparticles are

less electrically active [130] and contribute fewer electrons to the InGaAs matrix.

With increasing nanoparticle content the randomness of the system increases and

therefore the mobility decreases.

Indium melts at 165◦C, hence it is not a suitable contact material for high

temperature measurements. This necessitates Ti/Au deposition by photolithog-

raphy. However we observed discrepancies in the Hall effect data obtained from

the samples before and after processing. The distortion in the Hall carrier con-

centrations and the Hall mobilities was especially large (over 30%). We believe
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Figure 5.6: High temperature Seebeck coefficient (left) and electrical conductivity
(right) of TbAs:InGaAs nanocomposites together with the computed trends for
Si-doped InGaAs

that the reason for this distortion is incompatibility of TbAs:InGaAs samples

with standard III-V wet chemical processing techniques, which is the topic of

a forthcoming paper [131]. However, the electrical conductivity values, except

for the sample with 1.68% Tb (which is yet unclear), remained within accept-

able limits (≈ 10%). Therefore, we do not present here the high temperature

Hall effect data from the processed samples, presenting instead only the electrical

conductivity. For further analysis, including comparisons with Si-doped InGaAs,

we will be only using the carrier concentrations measured in the samples before

the processing.

The Seebeck coefficient and electrical conductivity of TbAs:InGaAs nanocom-

posites together with the theoretical trends for Si-doped InGaAs are plotted as a

function of temperature in Fig 5.6. The theoretical data for Si-doped InGaAs was

computed using non-parabolic bands and including optical phonon effects [132].

As we can see, both coefficients increase with temperature. The growth of

electrical conductivity is due to increasing carrier concentration via nanoparticle

doping at high temperatures. The explanation of the trend of the Seebeck co-

efficient with temperature is less obvious: in a typical semiconductor one would

expect the Seebeck coefficient to decrease with increasing carrier concentration.

The simultaneous increase of the Seebeck coefficient and electrical conductivity

indicate presence of energy dependent electron scattering or electron filtering. In
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Figure 5.7: ”Pisarenko” plot for experimentally measured room temperature See-
beck coefficients of TbAs:InGaAs nanocomposites and Si-doped InGaAs together
with computed trend for Si-doped InGaAs

such regime the electrical transport is limited only to those electrons which energy

is high enough to overcome the potential barriers formed at the TbAs/InGaAs

interfaces. The average energy of the electrons contributing to the conduction

becomes higher, hence higher is the thermopower.

The room temperature Seebeck data for TbAs:InGaAs nanocomposites and Si-

doped InGaAs together with the theoretical trend for Si-doped InGaAs are plotted

as a function of the carrier concentration (”Pisarenko” plot) in Fig. 5.7. The the-

oretical data for Si-doped InGaAs was again computed using non-parabolic bands

and including optical phonon effects [132]. We have not observed increase of See-

beck coefficients of TbAs:InGaAs samples compared to Si-doped InGaAs. It is

possible that there is enhancement in the Seebeck coefficient of TbAs:InGaAs at

high temperatures, but since standard III-V processing appears to corrupt Hall

effect measurements on TbAs:InGaAs, we do not have reliable carrier concen-

tration data and are therefore unable to make fair comparisons at temperatures

above 300 K.

We observed over two fold drop of the electrical conductivity compared to the

Si-doped InGaAs which is likely to be due to pronounced nanoparticle scatter-

ing and scattering due to possible strain induced defects at the TbAs/InGaAs

interfaces.
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% TbAs 0 (Si-doped) 1.68 2.47 6.36
κ, W/m K 5.9 3.5 2.95 2.25

Table 5.2: Room temperature thermal conductivity of TbAs:InGaAs nanocom-
posites and Si-doped InGaAs measured by TDTR technique
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 Si:InGaAs (experiment)
 Si:InGaAs (theory)

Figure 5.8: Experimental room temperature thermoelectric figure of merit ZT of
TbAs:InGaAs nanocomposites and Si-doped InGaAs as a function of the carrier
concentration together with computed trend for Si-doped InGaAs

The TDTR results for the thermal conductivity of TbAs:InGaAs nanocom-

posites and Si-doped InGaAs are presented in Table 5.2.

The thermal conductivity of TbAs:InGaAs nanocomposites was lower than

that of Si-doped InGaAs and it decreased with increasing nanoparticle content.

In spite of that decrease no improvement in the thermoelectric performance over

Si-doped InGaAs was observed (see Fig. 5.8).

5.3.2 Anisotropic effects

Sample with 6.36% Tb content was found to be 33% more resistive in one direction

and we have also observed anisotropy of the thermoelectric properties. The results

are summarized in Fig. 5.9. We believe that this anisotropy is connected with

the diffusion of the nanoparticles during the growth. The nanoparticles tend to

diffuse along the fast diffusion direction, most probably along (110). As a result
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Figure 5.9: Electrical resistance (left) and the Seebeck coefficient (right) measured
in perpendicular directions in TbAs:InGaAs nanocomposite with 6.36% of TbAs
content

the potential barriers are formed, which would affect the electronic transport

across them. The measured Seebeck coefficient across the barriers was lower.

However, as the temperature increased, the electron energy became enough to

overcome the barriers and the thermopower approached the value measured in

the direction along the barriers. It is worth to mention that similar trends were

also observed in ErAs:InGaAs nanocomposites with high nanoparticle content.

5.4 Summary

We studied high temperature thermoelectric properties of TbAs:InGaAs nanocom-

posites with 1.68, 2.47, and 6.36% of TbAs nanoparticles. The occurrence of

the energy dependent electron scattering was experimentally observed for all the

compositions. However, drastic worsening of the electrical properties compared

to Si-doped InGaAs was also observed. In spite of the decrease of the thermal

conductivity the thermoelectric performance was still governed by the electrical

properties and no enhancement of ZT over Si-doped InGaAs was achieved.

For the nanocomposite with 6.36% of Tb content, anisotropy of the electri-

cal properties was observed which is believed to be a result of the preferential

alignment of the nanoparticles along the fast diffusion direction.
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Chapter 6

Conclusions

Technical advances of the twentieth century lead to an unprecedented rise of

total energy consumption. This growth was accompanied by increasing reliance

on fossil fuels.

The necessity to minimize environmental impact of energy use in general and

potential consequences of greenhouse gases generation brings our society to the

moment when the fundamental changes have to be made in the key twentieth-

century energy trends. The new trends should include improvements in energy

conservation and energy conversion efficiency, as well as gradual transitions to-

wards renewable energy techniques.

One of the promising renewable energy techniques is thermoelectric power

generation. It was shown that the large amount of generated energy (almost

60%) is rejected, usually in the form of heat. This loss is largest in electrical

power generation and transportation.

Thermoelectric waste heat recovery for automobiles is a typical case that is

being explored by several major car manufacturers. Several companies have ac-

tually already demonstrated the prototypes of thermoelectric modules fitted into

the exhaust lines of boosted gasoline engines. Thermoelectric power generation

systems can be also used for a wide range of other waste heat resources, such as

hot water waste from steel plants, geothermal energy from hot springs, hot sur-

faces of furnaces, incinerators and other industrial processes, and remote subsea

oil wells.

Thermoelectric efficiency of a material is described by the so-called thermo-
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electric figure of merit ZT = S2σκ−1T , where S is the Seebeck coefficient, σ

and κ are correspondingly the electrical and the total thermal conductivities.

Nanostructuring has opened new ways to improve thermoelectric performance of

a material either by decreasing κ or by increasing the power factor S2σ.

In this work we performed an experimental investigation of thermoelectric

properties of two promising nanostructured materials analysing the effects of

both electrical and thermal transport optimization.

The first material under investigation were heavily-doped polycrystalline sil-

icon films with embedded nanocavities. We have analysed the effect of the for-

mation of nanocavities, which were expected to act as efficient phonon scattering

centres, thus reducing the thermal conductivity. We found that the nanocavities

did not deteriorate the electronic transport properties of the film.

To our surprise, the material also showed outstanding thermoelectric proper-

ties. Upon thermal treatments at temperatures above 800◦C we measured higher

Seebeck coefficients than those normally found in monocrystalline silicon at corre-

sponding doping level. This increase was found to be connected to the formation

of the potential barriers at the grain boundaries which accumulated dopant pre-

cipitates during the thermal treatments. In such regime the electrical transport

is limited only to those electrons which energy is high enough to overcome the

potential barriers. The average energy of the electrons contributing to the con-

duction becomes higher, hence higher is the thermopower.

The thermal conductivity of polysilicon films with nanocavities was found to

be almost two times lower the value reported in the literature for bulk polysili-

con. Unexpectedly enough, the same low value was measured also in the sample

without nanocavities. This might suggest that the film microstructure dominates

the thermal conductivity in all cases. Grain boundaries are exceedingly effec-

tive in damping phonon diffusion, to the point that reportedly effective phonon

scatterers as nanocavities have no impact on thermal conductivity.

Nevertheless, owing to outstanding electrical properties and rather low (espe-

cially compared to single crystal Si) thermal conductivities the resulting figures

of merit ZT were found to be equal to 0.18 and 0.13 for polysilicon films with

and without nanocavities, respectively, being an order of magnitude higher than

those reported for single crystal silicon.
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This result is of a great importance especially in a view of large scale industrial

applications. As opposed to many other applications when the transition from

the single crystal to polysilicon is mostly motivated by the cost efficiency, in the

case of thermoelectric materials, polycrystalline silicon films actually found to

have superior thermoelectric properties than single crystals.

The second system we have studied were InGaAs nanocomposites with high

concentration (> 1%) of rare earth TbAs embedded nanoparticles. In this group

of materials, the nanoparticles serve to reduce thermal conductivity (through

phonon scattering), increase Seebeck coefficient (through electron energy filter-

ing), and increase of electrical conductivity (through nanoparticle donation of

electrons). Progress in the development of this material system has thus far led

to an n-type ZT of 1.33 at 800 K for 0.6 at. % ErAs in InGaAlAs.

Although, previous experiments on TbAs:InGaAs nanocomposites with small

(< 1%) content of TbAs nanoparticles showed a significant improvement of the

power factor, significant reduction of the thermal conductivity was not observed.

Larger concentrations of nanoparticles were expected to result in a more signifi-

cant reduction of the thermal conductivity.

We studied high temperature thermoelectric properties of TbAs:InGaAs nanocom-

posites with 1.68, 2.47, and 6.36% of TbAs nanoparticles.

The Seebeck coefficients and electrical conductivities showed unusual for a typ-

ical semiconductor behavior simultaneously increasing with temperature, which

indicated presence of electron energy filtering.

However, we observed over twofold drop of the electrical conductivity com-

pared to the common-doped InGaAs which was likely to be due to pronounced

nanoparticle scattering and scattering due to possible strain induced defects at

the TbAs/InGaAs interfaces.

The thermal conductivity of TbAs:InGaAs nanocomposites was lower than

that of common-doped InGaAs and it decreased with increasing nanoparticle con-

tent. In spite of that decrease the thermoelectric performance was still governed

by the electrical properties and no enhancement of ZT over Si-doped InGaAs was

achieved.
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Appendix A

LabView program for room

temperature Seebeck

measurement

A LabView program was used to control room temperature Seebeck measure-

ments. A snapshot of the front panel of the program is given in Fig. A.1

The three channels of a voltage scanning card (Keithley R© data acquisition

system Model 7702) were used to simultaneous (within 1 s) reading of the Seebeck

voltage (Channel 105) and the temperatures of the hot and cold part (Channels

106:107). The readings were performed every 10 s.

Fig. A.2 shows the programs block diagram. First, the scanning card channels

were configured according to the measurement type (voltage or temperature).

The data were then acquired from the defined channels forming an array of three

data points: the Seebeck voltage and the temperatures of the hot and cold sides.

After acquisition, the data were organised by splitting the three components of

the array, such that the data points will be then grouped according to their

channel. The loop structure was used in order to perform the multiple readings.

After the end of the loop cycle the data were saved to a .txt file in a form of a

three-column table.
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A. LABVIEW PROGRAM FOR ROOM TEMPERATURE
SEEBECK MEASUREMENT
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Figure A.1: The front panel of the LabView program for Seebeck measurment
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Figure A.2: The block diagram of the LabView program for Seebeck measurment
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