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Chapter I 
 

Introduction 
 

 

1.1  Cerium oxide 
 

 Ceria, in many cases in combination with other oxides, with 

supported metals, or with dopants, is one of the most important 

industrial and environmental catalysts. It is considered a prototype of 

reducible oxides, because it can very easily loose and adsorb oxygen, 

a property which is at the basis of its usage in many catalytic 

reactions. Thus, it is attracting an increasing interest also from a 

fundamental point of view. In fact, the nature of reduced CeO2 and of 

oxygen vacancies in the bulk or on the surface have been subject to 

several studies.  

 Cerium dioxide exhibits a fluorite type structure, with a face-

centred cubic unit cell (f.c.c.) with space group Fm3m, (a = 0.541 

nm),[1] and a band gap of almost 6 eV. In this structure, each cerium 

cation is surrounded by eight equivalent nearest-neighbor oxygens at 

the corners of a cube. Each anions is tetrahedrally coordinated by 

four Ce
4+

 (Figure 1.1). 

 

 
 

Figure 1.1: Ceria bulk 1x1 
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This structure can be actually imagined as a ccp array of cerium 

cations with oxygens occupying all the tetrahedral holes.[1] 

 

 

1.2  Synthesis 
 

Processes like synthesis and preparation affects some 

properties of ceria-based materials such as particle size, formed 

phase, surface area, catalytic activity and oxygen storage capacity. 

Therefore, many studies are available in literature about synthesis, 

preparation and modification, aiming to develop ceria-based 

materials with high catalytic activity, oxygen storage capacity, and 

thermal durability.[1] 

Several techniques are available in order to obtain ceria-based 

materials:[1] 

 

 Solid to solid synthesis: ceramic methods are convenient to 

obtain solid materials, in particular polycrystalline 

powders.[1] Mechanical milling is also a simple and 

effective method to have powders with small crystallite size 

(few nanometers) and a high concentration of lattice defects. 

The presence of structural defects in the mixed oxides 

increases the oxygen storage capacity.[2,3,4,5,6] 

 Liquid to solid synthesis: they are useful to obtain solid 

compounds that contain the different cations in an ideal 

atomic dispersion. Several techniques are available to 

synthesize different products. Precursor methos are used to 

obtain for example nanosize or porous ceria particle by low-

temperature pyrolysis of amorphous citrate.[7] Precipitation 

and co-precipitation methods are used to prepare crystalline 

or amorphous ceria-based fine particles; ceria preparation is 
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carried out by calcinations of the hydroxide or oxalate gel 

precipitated using the reaction of aqueous solution of 

inorganic cerium salts or oxalic acid.[8,9,10] Hydrothermal 

and solvothermal synthesis are useful to obtain single 

crystals or fine powders with nanosized to submicron 

particles.[11] Sol-gel method, an important technique suited 

for the synthesis and preparation of ultrafine oxide materials, 

allows the preparation of particles of CeO2[12] or ceria solid 

solutions. Surfactant-assisted method is used to obtain 

mesoporous ceria and ceria-zirconia powders.[1] Emulsion 

and micro-emulsion method are suitable methods to prepare 

size-controlled and morphology-controlled fine particles, 

ceria and ceria-zirconia mixed oxides can be synthesized like 

this.[13,14,15] Modified flux method has been used to 

prepare fine particles of Ce1-xPrxO2 solid solutions.[16] With 

electrochemical methods nanocrystalline cerium (IV) oxide 

powders with an average particle size of 10-14 nm have been 

obtained.[17,18] Spray pyrolysis allows the synthesis of 

well-crystallized ceria nanoparticles at low temperature.[19] 

Finally, impregnation method has been used to prepare ceria 

powders doped with various cations and ceria-based oxides 

deposited on other oxides such as silica and 

alumina.[20,21,22] 

 Gas to solid synthesis: gas-condensation or sputtering are 

very useful to prepare thin films or nanostructured ceria 

particles[23], while the chemical vapour deposition (CVD) 

method is usually used to obtained a thin film material, but 

nanostructured ceria particles and ceria-yttria have also been 

synthesized by some arrangements of the apparatus[24]. 
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1.3 Ceria in Diesel  particulate soot abatement 
 

 An aspect which has been investigated in detailed studies is 

the role of transition metal particles on the activity of CeO2 in 

oxidation processes, water-gas shift, soot combustion in Diesel 

antiparticulate filters, etc.[25,26].  

In particular with this respect, ceria-based catalysts are receiving an 

increasing interest due to their unique properties for application in 

automotive car exhausts treatment. Three-way catalysts (TWC) used 

in gasoline-powered engines are designed to eliminate hydrocarbons, 

CO, and NOx. Most of TWC formulations combine CeO2-based 

materials with nanoparticles of noble metals. However, during the 

last years, diesel-powered engines have greatly increased their 

diffusion, in fact nowadays about 60% of all commercial vans use 

diesel engines, and the abatement of the exhausts poses a series of 

problems to meet legislation requirements[27]. The most used 

technology to reduce them is based on filtering systems consisting of 

a trap that collects the particulate (Figure 1.2), which is mainly made 

up of carbon soot.  
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Figure 1.2: Sketch and SEM pictures of the major trap types.[27] 

 

Once the particulate has been collected, it must be burnt off in order 

to regenerate the filter, that is usually a ceramic wall-flow monolith. 

Diesel particulate spontaneously burns in air at temperatures of about 

500-600 °C, temperatures that are not reached in typical diesel 

vehicles. If an excess of soot is collected on the filter, the gas exhaust 

can not diffuse and pressure and temperature can increase 

considerably, eventually resulting in the melting of the filter. Thus, a 

key technological issue is reducing the combustion temperature of 

the soot. Usually, one of the methods adopted is the use of a ceria-

based catalyst added as a filter coating, since several reports show 

that ceria-based oxides have excellent activity for soot oxidation also 

at relatively low temperatures[27].  
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 Two effects play a very important role in the formulation of 

the catalyst. The first is the intensity of the contact between carbon 

soot and catalyst. In principle, it is possible to have a “loose” or a 

“tight” contact (Figure 1.3), where the last one leads to much better 

performances[28,29].  

 

 
 
Figure 1.3: TG curves of carbon black combustion in the presence of   

Al2O3 and CeO2.[28] 

 

The level of contact is thus an essential parameter to evaluate the 

efficiency of a modified catalyst in soot combustion. The second 

aspect is that several studies show better performances of the catalyst 

when ceria is mixed with other oxides or doped with transition metal 

or lanthanide atoms (Figure 1.4).[30,31,32,33,34,35] 
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Figure 1.4: TEM images of Sm0.2Ce0.8O1.9 primary particles of (a) nanosize 

round shape particles and (b) nanosize elongated particles.[36] 

 

The role of these dopants can be of different type. For example, it 

has been suggested that La
3+

 ions are able to stabilize ceria particles 

with larger surface area and to raise the sintering temperature of the 

particles[33]. Since ceria is an oxygen storage catalyst, it is also 

possible that these dopants increase the mobility of oxygen  species, 

or make the redox mechanisms associated to the oxygen 

release/adsorption easier (Figure 1.5).[37]  
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Figure 1.5: Temperature (Tx%) at „x%‟ soot conversion over catalysts 

prepared by different calcination temperatures.[33] 

 

 Considering the mechanism, it is generally assumed that the 

soot oxidation proceeds via the Mars-van Krevelen one,[38] where 

the carbon particles are oxidized by oxygens coming from the lattice, 

with subsequent formation of oxygen vacancies and consequent 

reduction of CeO2 (Ce
4+

) to CeO2-x (Ce
3+

) (Figure 1.6).[31,32]  
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Figure 1.6: Interaction of 
18

O
18

O with CeO2 and CeO2La.[32] 

 

Soot oxidation experiments performed in the presence of 
18

O2 have 

shown that the gas-phase labeled oxygen replaces lattice oxygen 

creating new highly active nonlabelled oxygen species[32]. In this 

process, the role of a transition metal, like for example Pt, is 

probably facilitating the dissociation of the oxygen molecules that 

come from the gas-phase. This lowers the energy demand for a 

crucial step in the whole catalytic cycle. 

 

 

1.4 Peroxo and superoxo formation 
 

 From what has just been said, one can state that a detailed 

microscopic view of the mechanism of the oxidative process is still 

missing. However, some achievements have been established in 

literature, such as the formation of paramagnetic O2
-
 superoxo 

species shown by EPR[30,39,40] (Figure 1.7) or the detection of 

diamagnetic O2
2-

 peroxo species by Raman spectroscopy (Figure 
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1.8),[41,42,43,44] that appear when reduced CeO2-x samples are 

exposed to oxygen.  

 

 
 
Figure 1.7: EPR spectrum of CeO2  outgassed at 473 K and with 

17
O-

enriched O2 subsequently adsorbed at 298 K[39]  

 

 

 
 
Figure 1.8: Typical RAMAN spectra of CeO2 sample treated with H2 

before 298 K exposure to 1) Ar, 2) 10% 
16

O2, and 3) 10% 
18

O2 

atmosphere.[43] 

 

It has been suggested that these are the precursor surface species 

which start the soot oxidation. Nevertheless, other mechanisms, like 
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the involvement of lattice oxygen or of oxygen species which form 

directly at the soot/catalyst interface[37] have been proposed.  Then, 

investigating how can this species form becomes necessary. An 

oxygen vacancy is associated with the formation of two Ce
3+

 (4f)
1
 

ions and so it could behave as a two-electron donor center. The O2 

molecule interacts strongly with the O vacancy, where the molecule 

is adsorbed with one O atom filling the vacancy and the other 

pointing out from the surface (see Sec. 5.3.2).[45] So, O2 adsorption 

at an oxygen vacancy removes the defect resulting in the formation 

of a surface peroxo group O2
2-

, that is diamagnetic and can be 

detected by IR or Raman spectroscopy. In fact typical bands in the 

830-870 cm
-1

 region arise when peroxo groups are present.[41,43] 

This reaction mechanism has been proven theoretically in a number 

of studies.[43,45,46] As said before, superoxo O2
-
 species have also 

been reported as the result of interaction of molecular oxygen with 

reduced ceria samples. Here the fingerprint of the formation of the 

superoxo species are the characteristic EPR signal,[39] and a typical 

Raman band around 1130 cm
-1

.[41,43] However, it has been proven 

that O2
-
 species do not form by interaction with a two electron donor 

such as the O vacancy, so another sort of interaction must be present. 

In a recent study, Conesa has shown that superoxo O2
-
 species form 

when O2 interacts directly with a “single electron” oxygen 

vacancy.[47] In this model however a tetravalent Ce
4+

 ion has been 

replaced by a trivalent La
3+

 ion, thus leaving only one Ce
3+

 cation 

associated to an O vacancy. In this case only one electron can be 

transferred to the adsorbed oxygen molecule, and just a superoxo, 

and not a peroxo, can be generated. A thing that is not clear is how 

“single electron” oxygen vacancies can be formed on a real ceria 

surface. A possibility is that, due to the electron mobility, in some 

cases just one electron remains in the proximity of the vacancy so 

that only a single electron transfer can occur. This hypothesis 
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however contrasts with another observation. If electron mobility is 

high, O2
-
 species should in principle form by O2 adsorption on 

regular sites of a reduced CeO2-x surface followed by an electron 

transfer from one electron in a Ce
3+

 4f
1
 state to the g* MOs of the 

adsorbed oxygen molecule. This is indeed the typical process 

occurring on other reduced oxides like TiO2 where O2 adsorbed on 

the non-defective surface acts as an electron scavenger which traps 

electrons from the reduced Ti
3+

 ions of the bulk.[48,49] 

Nevertheless, according to our DFT calculations (see Sec. 5.3.2) this 

process does not occur on reduced CeO2 probably because in ceria 

the 4f levels are deeper in energy then the O2 g* levels. 

 A possibility not considered before in theoretical models is 

that O2
-
 species could form by direct interaction of O2 with low-

coordinated Ce
3+

 ions (edges, steps, dislocations, etc.). Recent 

studies have shown that Ce
3+

 cations can be more easily found at low 

coordinated sites of CeO2-x reduced particles[50,51] and that Ce
3+

 

ions form also on stoichiometric stepped surfaces where also in this 

case they tend to occupy the less coordinated sites.[52] So, in this 

case the process of interest is the reaction Ce
3+

LC + O2 → Ce
4+

LC + 

O2
-
, where LC is the low-coordinated site. In this model O vacancies 

are not directly involved, but just exposed Ce cations. 

The role of these undercoordinated sites in promoting the activation 

of molecular oxygen by formation of superoxo radicals has been 

studied in this Ph.D. thesis (see Chapter 6). By means of DFT 

calculations on small and nanometer size ceria nanoparticles it has 

been shown that superoxo species actually form by interaction of O2 

with exposed Ce cations. Despite the large number of theoretical 

studies dedicated to CeO2, CeO2-x, and Ce2O3 surfaces in recent 

years[51,52,53,54,55,56,57] this problem has not been explicitly 

studied before. For example, Huang and Fabris[45] have considered 

the properties of an O2
-
 radical adsorbed above a Ce

4+
 ion but one 
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extra electron was added to the system leaving the origin of the 

formation of superoxo species unanswered, Choi et al.[43] have 

found that a special conformation of O2
-
 can exist when O2 is 

adsorbed on an O vacancy but this structure is about 3 eV less stable 

than the peroxo species, showing that this is the only structure which 

forms in these conditions.  

 

 

1.5 Ag/CeO2 interfaces 
 

Considering the possible role of transition metals with this 

respect, we studied the behavior of silver, amongst all, in activating 

oxygen molecules and reducing ceria. In fact in literature is known 

that the addition of Ag to nanocrystalline CeO2 leads to an efficient 

catalyst for CO and hydrocarbon oxidation[58]; Machida et al.[59] 

have reported that loading the ceria catalyst with Ag metal leads to 

an improved catalytic activity and a lower temperature in soot 

combustion (Figure 1.9). 
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Figure 1.9: Effect of Ag loading on soot combustion profiles of CeO2. 

Soot/CeO2 tight-contact mixtures with weight ratio of 1/20. 

 

In their experiments, CeO2 has been mixed with various 

amounts of Ag, from a few percent to about 20% in weight. The 

combustion temperature is thus reduced from about 390 °C to about 

340 °C for 10% Ag content. This better performance has been 

tentatively explained stating that metallic silver can promote the 

formation of superoxo species[60,61]. In fact, the EPR signal 

associated to this species increases slightly when metallic silver is 

added to ceria. In another study Aneggi et al.[62] have shown that 

Ag/CeO2 samples, obtained by impregnation of CeO2 with an 

aqueous solution of AgNO3 followed by calcinations, contain Ag 

crystallites separated from the ceria particles by an Ag2O phase 

(Figure 1.10). 
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Figure 1.10: Formation of metallic Ag separated by Ag2O from CeO2 

(TEM). 

 

 Other authors have reported that ceria is able to keep silver 

in a positive oxidation state[63]. Moreover, the possible role of 

silver-ceria boundaries in solid oxides fuel cells has been 

theoretically studied in details by Wang et al.[64]. From a more 

fundamental side, Ag adsorption on CeO2 well defined surfaces has 

been studied with sophisticated surface science techniques[65,66,67]. 

In this  Ph.D. thesis we modeled Ag atoms, Ag5 and Ag10 clusters 

adsorbed on CeO2(111) regular and defective surfaces in order to 

investigate the redox effects on the system due to this interaction (see 

Chapter 7). Subsequently, we also considered silver mono and bi-

layers on the same CeO2(111) surfaces, to see if the same effects are 

still present for extended silver coverages (see Chapter 7). From our 

results we found that the situation is very complex, but a clear 

tendence of reducing ceria by silver is present, both in the case of 

adsorbed nanoparticles and bigger coveraging structures. In this 

work we also made oxygen molecule interact with Ag atoms and Ag5 

clusters adsorbed on ceria to investigate whether they are more easily 

activated by the presence of the metal (see Chapter 5). Our 
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calculations resulted either in non-activation of the oxygen, or in 

formation of a peroxo species, depending on the different position of 

the O2 with respect to the silver atom or nanoparticle and the ceria 

surface.  

 

 

1.6 Theoretical treatment of CeO2 
 

From a technical point of view, the theoretical treatment of 

reduced CeO2 presents several problems and difficulties. These 

methodological problems are added to the intrinsic complexity of the 

function of the catalyst, thus making the entire problem extremely 

challenging from a theoretical point of view. One of the problems 

connected to the use of electronic structure methods for the 

description of reduced ceria is that standard density functional theory 

(DFT) (see Sec. 2.3) fails in describing the localized nature of the Ce 

4f states[54,68,69]. This can be partly removed by using hybrid 

functionals[55,70] or the so called DFT+U approach (see Sec. 

2.4).[43,68,71] Other problems in the treatment of CeO2 arise from 

the fact that the change in oxidation state of the Ce ion from +4 to +3 

results in a change of lattice parameter which is not treated exactly at 

all levels of theory.[72] Recently, it has been suggested that the DFT 

approach in the local density approximation (LDA) (see Sec. 2.3) is 

better suited to describe the geometrical structure of the material, 

while the more advanced generalized gradient approximation (GGA) 

(see Sec. 2.3) should be used in order to obtain more reliable energy 

differences[72]. A combined use of LDA for geometry and GGA for 

energy has thus been proposed,[72] and is adopted here. 
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1.7 Model system: MgO surfaces 
 

In this work, beside the study of the catalytic activity of 

functionalized ceria surfaces, we modeled the regular and defective 

surfaces and the low-coordinated sites of MgO with embedded 

cluster model calculations (see Sec. 2.5). This was done in order to 

study a system simpler than ceria, that could act as a model for metal 

adsorption, reduction of adsorbates and formation of superoxo 

species (see Chapter 4). In fact, comparing theoretical results with 

experimental ones is much easier for MgO surfaces, because 

experimental data are often clearer and more abundant, and the 

theoretical model used to evaluate the observable properties of 

interest can thus be validated. Beyond this, studying both a reducible 

and a non-reducible oxide allows to have a wider view of the 

problem and to go further into the understanding. However, MgO is 

not taken just as a model, but it shows very interesting catalytic 

properties (See Part I).[73,74]  

Magnesium oxide is a basic, ionic and isolating oxide with 

an energy gap of about 7.6 eV.[75] It crystallizes in a cubic face-

centred lattice (fcc) where the distance between two nearest-

neighbors is 2.104 Å. Thanks to its simple structure and the low 

atomic weight of its components, it has attracted great interest both 

in surface chemistry and in computational chemistry. Moreover, 

Mg
2+

 and O
2-

 carry just s and p electrons. This make the ab-initio 

theoretical study much simpler than in the case of transition metals.  

Experimentally, magnesium oxide can be obtained as single 

crystals and thin films or powders.[76,77] A MgO single crystal cut 

in ultra high vacuum (UHV) conditions generates a 001 surface with 

a very low amount of defects. A technique to produce ultra-thin films 

involves the deposition of Mg vapours in UHV on a metal substrate 

in presence of a moderate O2 partial pressure. The better metal 
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surfaces are molybdenum and silver, because they show the same 

symmetry and a lattice parameter similar to the one of magnesium 

oxide. These characteristics let the oxide grow in an epitaxial way. 

MgO powders are made up of cubic microcrystals with an edge 

length between 30 nm and 1 μm.[78] They are produced by direct 

combustion of Mg in air and they are characterized by a high 

crystallographic perfection. The facets of the microcrystals are well 

defined and expose the 100, 010 and 001 cristallographic planes. 

When MgO is produced with this technique, it is usually called 

smoke,  and the specific surface area of the sample is about some 

m
2
g

-1
 (Figure 1.11). 

 

 
 
Figure 1.11: Images obtained with HRTEM (a) and SEM (b) of smoke 

MgO cubic crystals showing a high regularity. Samples obtained by Mg 

combustion.[78] 

 

Several techniques can be used in order to obtain samples with 

higher surface area (200-500 m
2
g

-1
), such as: 
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 Mg(OH)2 decomposition (Figures 1.12 and 1.13) in vacuum 

at 530 K.[79] This technique generates layers of 

compenetrated cubes with nanometric dimensions, that show 

the presence of many morphological defects, such as edges, 

corners and reverse corners[78,80,81,82] thanks to the tiny 

dimensions and the vicinity of the cubes. 

 With sol-gel techniques, gel hydroxides are obtained from 

metoxides. These hydroxides are then dehydrated under 

vacuum.[80] Using this method samples with a very high 

surface area can be produced. 

 Chemical vapour deposition[81] allows the formation of 

films or nanoparticles with a very high level of purity and 

controlled morphology.[83]  

 

 
 
Figure 1.12: Images obtained with TEM of Mg(OH)2. In (a) it is possible to 

see the structure with perpendicular and parallel orientation with respect to 

the electronic beam. In (b) the structure is visible. The layers are due to the 

partial decomposition in MgO and H2O. In (c) the formation of 

compenetrated cubes is detected.[77] 
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Figure 1.13: Images obtained with TEM of MgO prepared by 

decomposition of Mg(OH)2 activated by staying two hours under vacuum at 

1073 K. The edges of the compenetrated cubes is enhanced after thermal 

treatment. They can reach about 10 nm.[77] 

 

 Many properties of inorganic materials and surfaces are 

controlled not just by geometric and electronic factors, but also by 

structural defects.[78,84] In chemistry the importance of defects is 

due to the evidence that they considerably determine phenomena like 

corrosion and catalysis for some oxides. 

Considering MgO, enough defects can completely modify the 

chemical behavior of the surface, for example towards the adsorption 

of metal clusters or of CO.[85] Indeed, the adsorption properties of 

CO[77,79,86] can be used to understand the reactivity of the 

important class of defect called undercoordinated defects (Figure 

1.14) 
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Figure 1.14: High-resolution transmission electron microscopy (HR-TEM) 

micrography of a high-surface-area polycrystalline MgO sample. The shape 

of the compenetrated cubes of the crystals is linked to the presence of 

defects, such as edges, steps, corners and reverse corners. In the inset, the 

electrostatic potential in the xy plane through the edge is shown.[87] 

 

The MgO(100) surface, that shows just pentacoordinated ions, is not 

reactive towards carbon monoxide, that is very weakly bound to the 

cationic sites. In fact, with a binding energy of 0.13 eV,[85,88,89] it 

is bound just at very low temperatures. On MgO ultra-thin 

films,[90,91] CO is bound on undercoordinated Mg
2+

 cations on 

corner or edge sites with binding energies of 0.2-0.4 eV,[92,93] and 

a direct correlation between the bond strength of CO-Mg and the 

vibrational stretching frequency of the C-O bond, that is shifted 

towards higher values because of the field-dipole interaction is 

observed.[94,95,96] In fact superficial undercoordinated anions of 

MgO shows a highly basic behavior,[97] due to a decrease of the 

Madelung potential (UMad) in exposed sites of an ionic surface.[98] 

The O
2-

 anion is unstable in gas phase, dissociating in O
-
 + e

-
, but in 

ionic oxides exists because it is stabilized by UMad. The Madelung 

potential decreases when the coordination number decreases, so it is 

maximum for the exacoordinated sites of the bulk materials and 
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minimum for the tricoordinated corner sites of the surface. A 

descreased value of the Madelung potential enhances the energy of 

the full 2p levels of O
2-

, thus increasing its basic character.[98] In 

fact, this destabilization enhances the tendency to donate electrons of 

the site towards species that can accept electron density. 

 In conclusion, the very complex reactivity of the oxygen 

anions belonging to different sites on MgO surface is a clear example 

of the importance of morphology in determining the properties of 

oxide surfaces. Thus, it is possible to state that when the reactivity of 

an oxide is described, specifying the shape (single crystal, 

polycrystalline, amorphous, thin film, etc.) and morphology is 

necessary.         

 

 

1.8 Activation of CO2 and O2 on alkali metals 

precovered MgO surfaces   
 

The interaction of alkali metal atoms such as Na and K with 

the surface of insulating oxides[99,100,101] and their subsequent 

reactivity towards gas-phase molecules[102] is very interesting 

because these systems represent well defined models of activation of 

adsorbed molecules by effect of an electron transfer. In this context, 

the study of these systems is a good model that can provide useful 

information when the reactivity of O2 on ceria and Ag precovered 

ceria surfaces is considered. In particular, the calculated EPR 

(Electron Paramagnetic Resonance) properties regarding the O2
-
 

species formed at Na/MgO surfaces can be compared with very well 

resolved experimental results (see Chapter 4). This comparison is 

very useful in order to validate the theoretical approach used to 

compute the properties of superoxide formed at ceria surfaces. In this 
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case, in fact, the experimental EPR results available in literature[39] 

are not well resolved. 

Alkali metal atoms can be stabilized at the surface of alkaline earth 

metal oxides, such as MgO, as isolated atoms. These atoms are 

bound to morphological defects, in particular cationic edges, reverse 

edges, reverse corners, etc. (see Sec. 1.7) and their valence electron 

is strongly polarized by the interaction with the substrate.[99] This 

bonding mechanism implies that no charge transfer occurs from the 

metal to the surface, and the alkali atoms remain essentially 

neutral.[101] Still, the interaction with the surface considerably 

lowers the ionization potential of the deposited alkali atoms 

compared to the free atoms, an effect which is expected to favour the 

electron transfer to adsorbed molecular species. Such an electron 

transfer occurs in the case of K atoms deposited on MgO towards the 

CO2 molecule leading to surface stabilized CO2
-
 radical anions, see 

Chapter 3.[102]  

CO2 activation, in fact, is an essential step in the use of this 

molecule in carbon chemistry. Due to the high stability of the 

molecule, only the interaction with solid supports or transition metal 

ions leads to activated forms of CO2 which can then evolve in other 

carbon-based compounds.[103] Examples of activation of CO2 have 

been reported as a consequence of the coordination of the molecule 

to transition metal complexes[104] or by interaction with solid 

surfaces.[105,106,107] One of the possible steps in the activation of 

the molecule is the formation of CO2

 radical anions. Since in CO2


 

one electron is added to the antibonding  orbitals of CO2, the 

molecule bends and the C-O bond is elongated. In this respect, the 

study of systems where stable CO2

 radicals are formed are of both 

practical and theoretical interest.  

Formation of CO2

 has been reported under special conditions. When 

a Ne:CO2 sample was codeposited at approximately 5 K with a beam 
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of neon atoms that had been excited in a microwave discharge, 

formation of the CO2

 radical anion has been observed and a 

corresponding IR frequency at 1658 cm
-1

 has been assigned to 

CO2

.[108] CO2


 was observed with electron paramagnetic resonance 

(EPR) in alkali halides by -irradiation of sodium formate.[109] 

When CO2 is condensed with alkali metal vapor M
+
CO2


 complexes 

form, usually stabilized in a rare-gas matrix. In particular, 

experiments have been reported on Li-CO2,[110,111] Na-

CO2,[112,113] and K-CO2.[113,114] EPR measurements clearly 

show the occurrence of a charge transfer and the formation of 

M
+
CO2


 complexes.  

The other systems where CO2 can form CO2

 are oxide surfaces. In 

general, CO2 reacts with the oxide anions (mainly at the low-

coordinated sites) to form surface carbonates. However, in the 

presence of excess electrons, resulting for instance from the 

deposition of alkali metals on transition metal oxides like TiO2 or 

Cr2O3, formation of stable CO2

 species has been 

reported.[106,107,115,116,117] Recently, the nature of surface 

stabilized CO2

 species has been observed on electron-rich MgO 

surfaces.[107] In this case, excess electrons are generated by 

interaction of MgO powders with H2 followed by UV irradiation or 

directly by splitting of atomic hydrogen into protons and trapped 

electrons, forming (H
+
)(e


) centers.[118,119,120,121,122] CO2 

interacts with these centers and forms stable CO2

 complexes which 

have been fully characterized experimentally and 

theoretically.[107,123] 

Beside the activation of CO2, the activation of O2 is more 

important in the context of this study. As said before, molecular 

oxygen, in addition to the usual 
3
g

-
 paramagnetic ground state, 

exhibits a variety of activated forms, among which superoxide O2
-
 

and peroxide O2
2-

 states are particularly relevant in a number of 
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phenomena including catalytic oxidation, for example of carbon soot, 

as well as biochemical processes.[124,125,126]  

The chemistry of oxygen species at solid surfaces has attracted the 

attention of several research groups over the years due to its 

relevance in various fields of modern science such as heterogeneous 

catalysis, material science, electrochemistry and corrosion. The 

bonding of molecular oxygen to metal atoms involving the formation 

of O2
-
 ions is thus particularly important as it represents the initial 

stage of the long trek which leads to the incorporation of oxygen into 

oxide lattices.  

The superoxide anion has a 
2
g ground state and is readily detected 

by EPR spectroscopy when subjected to asymmetric electrostatic 

fields. In particular, the EPR technique has singularly advanced our 

understanding on the nature of the paramagnetic oxygen 

intermediates.[127,128] The surface adsorbed superoxide anion is 

usually identified on the basis of its g tensor, which is a very 

sensitive parameter of the electrostatic field of the adsorption site, 

however only few examples are present in the literature where the 

superhyperfine interaction with the adsorption site is 

detected.[128,129] In Chapter 4 we show by means of theoretical 

calculations and EPR experiments that Na
+
/O2

 
complexes are 

formed at the surface of MgO by interaction of gas-phase O2 with 

deposited Na atoms.  
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Chapter 2 
 

Computational methods 
 

 
In this work, several methods were used to calculate the 

properties of different systems. Hartree-Fock, UMP2 and CCSD 

were used in Chapter 3 to model MCO2 complexes. DFT/B3LYP 

was used to simulate both MgO surface in cluster model calculations 

(Chapter 3 and 4) and the cluster Ce2O3 in Chapter 6. For periodic 

calculations of ceria surfaces, both the LDA+U and GGA+U 

approach were used in Part II. 

 

 

2.1 Hartree-Fock method 
 

Calculation of the observables of a polyelectronic system 

with quantum-mechanical methods requires the solution of the 

Schrödinger equation. An exact solution is possible just for 

monoelectronic systems, while for polyelectronic ones only 

approximated solutions can be achieved. Thus, it is necessary to 

introduce some approximations, the first of which is the so-called 

adiabatic approximation.[1] 

In the adiabatic Born-Oppenheimer approximation, the electronic 

component is considered independent on the one of the nuclei, due to 

the huge difference between their masses, and so, between the 

dynamic properties of the particles. From this statement comes a 

parametric dependence of the electronic part on the nuclear one, that 

lets express the eigenfunction of the whole system as a product of the 

eigenfunctions (Eq. 2.1), and the complexive Hamiltonian as a sum 

of the Hamiltonians of the two groups of particles, Eq. 2.2.     
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The electronic energy and eigenfunction are thus obtained resolving 

a time independent Schrödinger equation in which the terms deriving 

from the nuclear component have been neglected, Eq. 2.3. 
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Eq 2.3 

 

Because of the parametric dependence of the electronic 

eigenfunction from the nuclear coordinates a reiteration of the 

calculation for each configuration of interest is necessary. 

The terms of Eq. 2.3 are the kinetic energy of the electrons, the 

nuclear attraction and the interelectronic interaction. The analytic 

resolution of the equation is impossible because of the presence of 

the interelectronic potential energy. The first attempt to resolve the 

electronic interaction problem, proposed by Hartree,[2] considers all 

the electrons in the mean field approximation. When the Schrödinger 

equation is put into the potential energy generated by the charge 

distribution it is possible to obtain a set of one-electron equations, 

named Hartree equations (Eq 2.4).  

 



35 

 

)()(
'

)'(
'

2

2

2
2

2
2

rr
rr

r
dre

Rr

Ze

m
iii

R j

j

i























  


 

   Eq. 2.4 

 

This model presents two fundamental limitations. First of all, the 

mean field approximation fails in considering the effects due to the 

interelectronic interaction, such as the exchange interaction. 

Moreover, based on the variational principle, the Hartree equations 

are the best approximation to the wavefunction of a system made up 

of N non-interacting electrons, that can thus be expressed as a simple 

product of N single-particle wavefunctions, not compatible with the 

Pauli exclusion principle, which needs the antisymmetrization of the 

wavefunction.  

The Hartree-Fock model is the most simple generalization of 

the Hartree model that takes into account this requirement. To this 

respect the wavefunction is then written as a Slater determinant, 

made up of n rows, the number of the electron, and n columns, the 

number of the spin-orbitals. 

The application of the variational principle leads in this case to a 

generalization of the Hartree equations that includes also the 

exchange term, which comes from the exclusion principle, that takes 

into account the correction needed by the electronic interaction in the 

Hartree model. One of the main characteristics of this mean field 

approach is the problem of autoconsistency due to the 

interdependence between the potential (Hartree term with the 

exchange interaction) and the wavefunction, that can be solved 

through an iterative calculation. In fact, the Schrödinger equation is 

solved chosing a starting potential, the obtained wavefunctions are 

thus used to calculate the resulting one, and then a new equation is 

solved. This procedure, called self-consistent field (SCF), is repeated 
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until the calculation reaches the convergence, which means that the 

potential differs from the previous less than a tolerance established a 

priori. However, the Hartree-Fock method shows a great lack 

because it does not consider the istantaneous electrostatic 

interactions between electrons, nor takes into account the quantum-

mechanical effects on the electronic distribution, by the fact that the 

effective potential on the considered electron given by the nuclei and 

by the other N-1 electrons is taken just in the mean field 

approximation. 

 The exact non relativistic energy of the ground state in the 

environment of the Born-Oppenheimer approximation can be 

obtained expressing the exact wavefunctions of the ground and 

excited states as linear combinations of all the possible N-electrons 

Slater determinants deriving from a complete system of spin-orbitals. 

This procedure is called Configuration Interaction, CI.[3,4]  The 

energy difference between the so-calculated energy and the Hartree-

Fock limit is called Correlation Energy (see following Section). 

Considering the approximation regarding the explicit analytic 

expression of the spatial part of the monoelectronic functions, the 

Hartree-Fock orbitals are expanded as a linear combination of 

functions, called basis function or basis set. In general, the basis 

functions are atomic functions (atomic orbitals), and each molecular 

orbital, MO, is expressed as a linear combination of M atomic 

functions (LCAO, Linear Combination of Atomic Orbitals). The 

most obvious choice for the basis functions to use in the expansion of 

the molecular orbitals are the atomic orbitals centred in the nucleus 

of each atom, if the building model of a molecule starting from the 

atoms that compose it is chosen. For each atom, all the shells in 

which there is at least one occupied atomic orbital are considered. 

When the basis set is made up of just one basis function for each 

considered atomic orbital, it is called minimum basis set. The general 
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analytic form of the basis functions used in molecular calculations 

comes form the AO obtained by the exact solution of the 

Schrödinger equation for the hydrogen atom. The ones obtained for 

the hydrogen atom are used as angular functions, while two different 

sorts of radial functions are used, STO (Slater Type Orbital) or GTO 

(Gaussian Type Orbital). The STOs show a right behavior in the 

limits r = 0 and r = ∞, but for calculations GTO are preferred, so in 

order to reproduce the same trend of a STO orbital, a linear 

combination of k GTO is necessary. 

 

 

2.2 MP2 and CCSD(T) 
 

 In the Hartree-Fock method the HF equation is an 

approximation of the Schrödinger equation, that claims that the 

wavefunction can be represented by a single Slater determinant. 

Moreover, each electron interacts with a mean charge distribution 

generated by the other N-1 electrons. In this approximation the HF 

method completely ignores the contribution to energy due to the 

correlation energy, in fact the movement of the electrons is 

correlated, as the Coulomb law states. Thus, the definition of 

correlation energy comes from the difference between the non-

relativistic exact energy of the system and the Hartree-Fock energy 

obtained for a complete set of basis functions. To calculate the exact 

wavefunction (Φe), it can be expressed as a linear combination of a 

complete set of N-electronic basis functions. Thus, a set of Slater 

determinants forms a set of basis functions for the expansion of Φe, 

that can be exactly expanded if the set is endless. To obtain a set of 

Slater determinants, it must be considered that from the HF solution 

comes a number of molecular orbitals M which is the same number 

of the basis functions used during the calculation. In the N-electronic 
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situation N/2 orbitals will be occupied and M-N/2 will be virtual. The 

N/2 occupied orbitals are used to have the ΨHF Slater determinant. 

The other determinants can be generated by substitution of the 

occupied molecular orbitals in ΨHF with virtual orbitals. It is 

important to say that the Slater determinants of the expansion must 

have the same spin (SZ e S
2
) and spatial symmetry. To calculate the 

expansion coefficients two theories are available, the variational and 

the perturbational theory.   

 In the variational one the coefficients are determined through 

a minimization of the total energy, diagonalizing the matrix of the 

Hamiltonian operator in the Slater determinants basis. This method is 

called Configuration Interaction (CI). In the CISD (CI Singles and 

Doubles) the determinants that have a double excitation are the ones 

which contribute more in the CI expansion, which means that it is 

possible to demonstrate that the correlation energy is determined just 

by the coefficients of the determinants with double excitation. 

However this does not mean that considering just these is enough to 

have the exact CI description of the fundamental state, in fact the 

coefficients are calculated considering the other interactions too. 

In the perturbation theory the HF determinant is treated as a 

zero-order solution and the repulsion term 1/rij is put as a 

perturbation of the Fock operator. The first order energy is the EHF, 

the second order one depends on the doubly excited determinants and 

so on. This method is called Møller-Plesset (MPn) method. In MP2 

the energy correction is of the second order and there are just doubly 

excited determinants, in MP4 the calculation of the fourth order 

energy considers also the triply and quadruply excited determinants.   

 While the perturbational methods consider all the sorts of 

correction of the considered wavefunction for a chosen order of the 

perturbation, the Coupled-Cluster (CC) method considers all the 

correction of a certain type till an infinite order. This is an extremely 
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accurate and size-consistent method, but with a huge computational 

cost. The CCSD method involves the calculation of matrix elements 

between singly and triply excited determinants and between doubly 

and quadruply excited determinants. 

 

 

2.3 Density Functional Theory 
 

The Density Functional Theory (DFT) is a quantum 

mechanical theory to investigate the electronic structure, mainly the 

ground state, of many-body systems. In this theory the total electron 

energy of the system can be expressed as a functional of the ground 

state electron density ρ(r). The electron density, as a wavefunction, 

brings all the informations regarding the system, but with the 

advantage to be a physical observable and to be mathematically 

much simpler. The formal proof of the univocal dependence of the 

ground state electronic properties on the electron density was given 

by the Hohenberg and Kohn theorems[5] at the beginning of the ’60. 

The first of the two theorems says that the ground state properties of 

a many-electron system are uniquely determined by an electron 

density that depends on only three special coordinates. This 

simplifies the many-body problem from three spatial coordinates for 

each of the N atoms constituting the system to just three spatial 

coordinates. 

The second Hohenberg-Kohn theorem defines an energy functional 

for the system and proves that the correct ground state electron 

density minimizes this energy functional. In the context of Kohn-

Sham DFT,[6] the intractable many-body problem of interacting 

electrons in a static external potential is reduced to a tractable 

problem of non-interacting electrons moving in an effective 

potential. Non-interacting systems are easier to solve because the 
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wavefunction can be represented as a Slater determinant of orbitals. 

The effective potential includes the exchange and correlation 

interactions, in fact it involves the external potential and the effects 

of the Coulomb interaction between the electrons. 

 The main drawback of DFT is that the exact form of the 

functional for exchange and correlation is known for the free electron 

gas only. However, approximations allow the calculation of certain 

physical quantities quite accurately. In physics the most widely used 

approximation is the local density approximation (LDA), where it is 

assumed that the electron density can be treated as a uniform electron 

gas (jellium). The exchange and correlation term can be exactly 

calculated for the electron gas, so this is a very powerful 

approximation. Thus, this is exact just for an ideal metal, but it gives 

good results for those systems in which the electron density is more 

or less homogeneous. Nevertheless this approximation has a limited 

validity because near the nuclei the charge density undergoes rapid 

and big variations. Generalized gradient approximation (GGA) is 

still local but also takes into account the gradient of the density at the 

same coordinate. With this more sophisticated approximation, very 

good results for molecular geometries and ground-state energies have 

been achieved.  

Some exchange and correlation functionals of this sort, like the 

Perdew-Wang’s (PW) or the Becke’s ones, are calculated as a 

correction added to the LDA functional, while the Lee, Yang and 

Parr’s (LYP) functional completely reformulates the classical auto-

interaction energy for a monoelectronic system, optimizing four 

parameters for the helium atom. 

 Becke also proposed a hybrid functional based on the 

optimization of three parameters a,b and c (B3 functional) in which 

the DFT contribution to the exchange functional is calculated at the 

LDA level, which the Becke’s correction dependent on the gradient 
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is added to. When the correlation functional is the LYP one, the 

whole hybrid functional is called B3LYP: [7,8] 
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Eq 2.5 

 

Indeed, including a component of the exact exchange energy 

calculated from the Hartree-Fock theory can relieve the difficulties in 

expressing the exchange part of the energy. In B3LYP the 

contribution is 20% HF and 80% DFT. 

 In this work three different functionals have been used. The 

B3LYP hybrid functional has been employed as implemented in the 

embedded cluster methods, used in MgO modeling (see Part I). For 

the plane waves calculations, used to calculate ceria surfaces in Part 

II, LDA and GGA functional PW91 were used. 

 

 

2.4 DFT+U   
 

 A pure density functional theory approach, both in the local 

density approximation (LDA), and in the more sophisticated 

generalized gradient approximation (GGA) is not able to properly 

describe materials with a half-filled d or f shells. In fact for example 

wide gap antiferromagnetic insulators transition metal oxides, such 

as FeO, CoO or MnO are predicted to be small-gap semiconductors 

or even metals. The Kohn-Sham equations have a mean-field 

character and the strong correlation effects, that are extremely 

important for this kind of materials, are poorly described. 

In the ’90, Anisimov and coworkers[9,10] proposed an efficient 

method to describe the correlated materials. This approach is called 

DFT+U, where the classical DFT approach is combined with a 
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multiorbital mean-field Hubbard model, that includes the on-site 

Coulomb interaction in the Hamiltonian. The main advantage of this 

technique is the possibility to have a good decription of both 

electron-electron interactions and the chemical bonding, although it 

remains a mean-field method.[11] 

In our calculations of CeO2 we used the DFT+U as implemented in 

the VASP code (see Sec. 2.6). Within the framenwork of the 

Dudarev approach,[12] the DFT+U spin polarized functional can be 

written as in Eq. 2.6. 
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In Eq 2.6, n are the electrons yielding the quantum number m and the 

spin σ, J is the parameter that represents the screened exchange 

energy and U is defined as follows (Eq. 2.7). 
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This equation describes the energy increase for placing an extra 

electron on a particular site.[13] Thus, the new parameter that enters 

into the calculations is the Ueff = U – J. J is an approximation to the 

Stoner exchange paramenter, and can be fixed to ~1 eV, while U 

depends on the spatial extension of the wavefunction and on the 

screening.  

Considering the VASP implementation, Ueff is an empirical 

parameter and the value has to be determined investigating its 

dependency on the variable of interest. 

 For our simulations of cerium oxide we used Ueff = 5 eV for 

LDA+U calculations and Ueff = 3 and 4 eV for GGA+U calculations. 

These values are applied to the Ce 4f orbitals and are reported in 
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literature.[14] In this cited work the impact of this parameter on 

several structural and electronic observables of ceria has been 

investigated in a systematic way, and it was found that the optimal 

value of Ueff is considerably dependent on the property under 

examination. However, a well balanced choice of Ueff is proposed to 

be at 5 – 6 eV for the LDA+U calculations and at 2 – 3 eV for the 

GGA+U ones. In particular LDA+U with Ueff = 5 eV was used in our 

work to calculate structural and magnetic parameter, while a 

GGA+U single point calculation on the optimized geometry gave the 

energetic values. Considering GGA+U calculations, we chose at first 

Ueff = 3 eV, but then we shifted to 4 eV because it helps the 

convergency of the calculations, giving at the same time good 

energetic results. 

 

 

2.5 Embedded cluster model calculations 
 

 Localized phenomena, as for example the adsorption of 

molecule or the presence of point defects can be modeled with the 

cluster approach in an infinite diluition regime. This model, called 

cluster model, consists of cutting a portion of the considered material 

out of the ideal infinite crystal, in order to take into account the 

minimum amount of atoms required to describe the property of 

interest. The main problem that can arise using this procedure with 

ionic oxides is the description of the long-range electrostatic 

potential, the Madelung potential, which is a crucial characteristic of 

ionic lattices, such as MgO. 

The usual approach to reproduce the Madelung potential is 

generating a finite array of point charges (PCs) located in lattice 

positions, whose values in the case of a strongly ionic materials are 

the nominal charges of the ions. The main drawback of this model is 
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the non-physical polarization that the anions at boundaries of the 

quantum-mechanical cluster experience, which is due to the presence 

of nearby positive point charges. This artificial effect can be fixed by 

replacing the positive point charges at the interface with the 

quantum-mechanical cluster with effective core potentials (ECPs). 

ECPs simulate the exchange repulsion preventing non-physical 

polarizations.[15] 

 The embedding model with point charges does not take into 

account the long-range polarization due to the presence of a defect or 

an adsorbate, especially when it is charged or polarized.  

In this work (Part I) the method developed by Sushko and 

Shluger[16,17] was used. In this model a quantum-mechanical 

cluster is immersed in a finite lattice of polarizable ions described as 

shell models (Figure 2.1), called region I. In such an approach 

polarizable ions are described as made up of two point charges, a 

positive one for the core, and a negative one for the shell, coupled by 

an harmonic potential. The displacement of the shell with respect to 

the core simulates the polarization of a classical ion in the presence 

of an electric field (Figure 2.1). 

  

 
 

Figure 2.1: Schematic representation of the classical model (shell model) 

used to describe a polarizable ion. It is made up of two point charges, the 

core and the shell. The two charges are linked by a spring, and when they 

are immersed in an electric field they depart till an equilibrium distance δ 

(b).  
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The obtained lattice is then immersed in another finite lattice, with 

much bigger dimensions, made up of just point charges, called region 

II. This second lattice is needed to give the external electrostatic long 

range potential to region I and to the quantum-mechanical cluster 

(Figure 2.2). 

 

 
 

Figure 2.2: Scheme of the embedding model for a corner site of a cubic 

oxide like MgO. The quantum mechanical cluster (QM) is surrounded in the 

finite lattice (region I) of polarizable ions described with the shell model. 

This region is then immersed in a bigger lattice of point charges (PC) that 

gives the region II. 

 

The total energy of the system is therefore the sum of the following 

contributions: 

 

 Energy of the quantum-mechanical cluster, in presence of 

the external field due to charges and dipoles of the 

embedding scheme; 

 Coulomb interaction energy between charges of the classical 

regions (core and shells); 

 Short range interaction between shell model ions; 

 Harmonic potential energy between every core and the 

corresponding shell; 
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 Short range Coulomb interaction between QM atoms and the 

ions of the embedding. 

 

It can thus be written in the following way (Eq. 2.8):[17] 
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Eq. 2.8 

 

The optimization algorithm developed for this model allows the 

simoultaneous optimization of the coordinates of the quantum 

mechanical part and the classical (region I) parts. 

 Most of the electron density is localized around atoms and 

along the bonds so, localized atom-like functions are a natural choice 

for a basis set, such as linear combinations of GTOs (see Sec. 2.1).  

The embedded cluster model approach has been used for the 

calculations shown in Chapter 3 and 4. 

 

 

2.6 Periodic supercell calculations 
 

 Considering solids, the electronic structure is usually 

described in terms of band structure. With this respect, a commonly 

adopted approach is the use of a unit cell with appropriate 

dimensions periodically repeated in the three-dimensional space to 

take into account the infinite nature of the crystalline solid. Thus, the 

Schrödinger equation is solved for the atoms in the unit cell, which 

undergoes periodic boundary conditions (PBC).[18] This model can 

also be used for the study of surfaces, combining the PCB with the 

slab approach, in which the unit cell is made up of a given number of 
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layers. Generally, some of them are in fixed positions, constrained to 

resemble the bulk structure, and above the layers a wide enough 

region of vacuum lays in order to ensure the non-interaction between 

neighbor cells. Localized phenomena, such as point defects and the 

adsorption of molecules can be modeled with the periodic approach 

considering a large enough cell called supercell, in order to avoid a 

non-realistic reply that would result in an extremely high 

concentration of defects or molecules that could interact with each 

other. This approach was used in this work to calculate ceria 

surfaces in Part II. 

 The periodic quantum-mechanical code used in this work is 

the Vienna Ab-initio Simulation Package (VASP).[19,20] This code 

is based on the DFT and so the wavefunction of the system is 

decribed in terms of Kohn-Sham orbitals.[5,6] While in the cluster 

calculations the LCAO-MO (Linear Combination of Atomic Orbitals 

– Molecular Orbitals) and a gaussian-type basis set are used to 

describe the molecular orbitals, in the periodic calculations a basis 

set that takes advantages of the periodic nature of the potential is 

chosen. The Bloch theorem, that describes the single electron 

wavefunction in the Kohn-Sham equation, states that the 

wavefunction can be expressed as a cell-periodic part modulated by a 

wave-like function:[21] 
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In (Eq. 2.9) un,k(r) is the periodic function, with n band index. The 

single electron wavefunction can thus be written as: 
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where R is a translational vector. The importance of this theorem 

lays in the fact that each electronic wavefunction can be written as a 

sum of plane waves: 
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Considering l a lattice vector of the crystal and m an integer, G is the 

reciprocal lattice vector defined as G ∙ l = 2πm for all l. From what 

exposed, it is possible to understand that in principle an infinite 

plane-wave basis set is necessary to expand the electronic 

wavefunction. Actually, the expansion can be truncated, including 

only the wavefunctions with a kinetic energy under a fixed threshold, 

in fact the coefficients cn,k+G are more important for the plane waves 

with small kinetic energy than for those with a higher one. In 

practice, only those plane waves │G + k│ for which 
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are included. So, the use of a kinetic cut-off, combined with the 

Bloch theorem, allows to have a finite basis set for the description of 

the system. However, this leads to a computational error in the 

calculation of the total energy that can be reduced increasing the 

value of Ecut until the energy is converged. The electronic states are 

allowed for just a given set of k vectors in the reciprocal lattice. 

These vectors constitute a subspace of points (k-points) that can 

sample in a significative way the first Brillouin zone.[22] The VASP 

code uses the Monkhorst-Pack method[23] to generate a set of k-

points to evaluate the electronic states. This is done in order to obtain 

an accurate approximation to the electronic potential and the 
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contribution to the total energy from a filled electronic band. This 

method uses a grid of k-points, whose density depends on band 

dispersion. Semiconductors and insulators are very well described by 

this approach using a very small number of k-points. However, to 

obtain a good description of metals a denser grid of k-points is 

necessary in order to precisely define the Fermi surface. Anyway, 

using big supercells the number of k-points can be reduced, because 

the relation between reciprocal and direct vectors is of inverse 

proportionality. 

 In the VASP code the implementation of the Fast Fourier 

Transform (FFT) is very efficient from a computational point of 

view. However, also in this case the number of required plane waves 

would exceed any practical limit for systems more complicated than 

hydrogen or lithium. Even when the cutoff energy is introduced, too 

many plane waves are needed to describe the core electrons. 

Considering this, pseudopotentials must be used instead of exact 

potentials, allowing a reduction in the number of electrons explicitly 

described and the possibility to use a lower Ecut. In a classical 

description of the system, the electron near the nucleus gains kinetic 

energy, because it is accelerated. The energy gain balances the 

potential energy loss due to the presence of the nucleus and the total 

energy is then kept constant. The increase of kinetic energy can be 

raplaced using an effective repulsive potential which cancels the 

electrostatic one. However, the real system can not be just classically 

described, then the deletion is not total because of the quantum-

mechanical nature of the system. The remaining is the so-called 

pseudopotential.[24] Most of the physical properties of the solids are 

related not to the core electrons, almost unperturbed, but to the 

valence ones. In a quantum-mechanical description of the problem, 

as required by the Pauli principle, the wavefunction oscillates 

holding the orthogonality between the core and the valence 
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wavefunctions. The pseudopotential acts on the pseudo-

eigenfunctions, which do not have nodes and converge quickly, 

instead of the real valence wavefunctions,[5] as it is schematically 

shown in Figure 2.3. 

 

 
 
Figure 2.3: Schematic illustration of all-electron (dashed lines) and 

pseudoelectron (solid lines) potentials and their corresponding 

wavefunctions. At rc the radius at which the values of all-electrons and 

pseudoelectrons match. 

 

 Unless this approximation might seem a bit crude, it is very 

accurate, in particular in systems where the electrons near the 

nucleus do not significatively contribute to the considered 

phenomena. There are several methods to build pseudopotentials, in 

this work projected augmented waves (PAW) method 

pseudopotentials[11,25] have been used. 
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 In 1994 Blöchl proposed a method to obtain the electron-ion 

interaction, called Projector Augmented Wave (PAW). This method 

describes the wavefunction as an overlap of different terms. The first 

part is a plane wave, the pseudo-wavefunction, and the second one is 

an expansion on pseudo-orbitals and atomic orbitals for each atom. 

The plane wave shows the correct flexibility to describe the bonds 

and the external regions of the wavefunction, and the right behaviour 

of the nodal structure of the nuclei is garanteed by the expansion 

through atomic orbitals. The PAW method combines the advantages 

of both representation in a well-defined basis set to find the all-

electron wavefunction, the energy functional and all the other needed 

physical quantities. This is usually considered an all-electron 

method, not in the sense that all the electrons are treated, but because 

the valence electronic wavefunctions are kept orthogonal to the core 

states.    

The periodic supercell approach has been used in Part II . 
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PART I 

 

Model system: electron transfer on 

MgO surfaces 
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Chapter 3 
 

CO2/K adsorbed on MgO powders 
 

 

3.1 Summary 
 

With a combined quantum chemical and experimental study 

we show the formation of CO2

 radicals by contact of CO2 molecules 

with a K precovered MgO surface, in order to study an example of 

activation of an adsorbed species by charge transfer from an 

activated oxide surface. Experimentally, after depositing K atoms on 

polycrystalline MgO samples, the system is exposed to CO2. The 

typical EPR signal of the isolated K atoms disappears when the 

reaction with CO2 takes place and the signal due to the formation of 

CO2

 is observed. Our DFT cluster model calculations prove that 

there is a spontaneous electron transfer from the adsorbed K atom to 

the CO2 molecule, with subsequent formation of K
+
CO2


 surface 

complexes. These species have the same electronic characteristics 

and spin distribution of gas-phase M
+
CO2


 (M = Li, Na, K) 

molecules, but are stabilized by the presence of the ionic surface. We 

analyze the most stable MgO sites where the adsorption of CO2 

occurs and we compare the computed EPR properties with the 

experimental values. The experimental results have been provided by 

the group of Prof. Giamello of the Università di Torino. 
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3.2 Computational details 
 

The energetics, structure and stability of KCO2 complexes 

formed at the surface of MgO have been investigated in the 

framework of the embedded cluster scheme implemented in the 

GUESS code[1] interfaced with the Gaussian03 code[2] (see Sec 

2.5). In order to properly account for the formation of strong dipoles 

on the surface, resulting from the internal charge transfer in the 

K
+
CO2


 units, we have used the shell-model approach. The quantum-

mechanical region (QM), is surrounded by a region of about 300 

classical ions whose polarizability is described by a shell-model 

(SM). Cations at the interface between the SM and the QM region 

are replaced by ions (hereafter indicated as Mg*) on which a semi-

local effective pseudopotential (ECP) is centered, in order to 

reproduce the Pauli repulsion and avoid the non-physical polarization 

of QM interface anions. Region I, QM and SM, is then surrounded 

by a large array of point charges (PC) in order to reproduce the long-

range electrostatic potential correctly.  

All centers in QM region and Mg* interface atoms have been 

allowed to move during the optimization, while only shells, not 

cores, have been relaxed in the SM region. Therefore, the electronic 

polarization has been included in a large portion of the surface, while 

ionic polarization is restricted to a few tens of atoms. The total 

energy of the hybrid system is obtained as a sum of classical and QM 

contributions. The total energy and the electronic structure of the 

QM cluster are calculated at the DFT-B3LYP level (see Sec. 2.3).  

The following QM clusters have been used to model morphological 

defects on the MgO surface:  

 

 Mg10O10Mg
*
14 (edge)  

 Mg10O10Mg
*
9 (corner)  
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 Mg17O17Mg
*
20 (cationic reverse corner) 

 

The basis sets used are: 6-31G on Mg, 6-31G* on O, 6-311+G* on K 

and on the CO2 molecule. CO2 has a negative electron affinity, EA = 

0.6 eV,[3] indicating that the extra electron is unbound. Thus, the 

radical CO2

 is metastable because of the barrier associated to the 

geometry change from bent CO2

 to linear CO2. The computed EA is 

-0.37 eV using the 6-311+G* basis set and the B3LYP hybrid 

functional.  

In order to verify the accuracy of the computational 

approach, we have calculated the Li-CO2, Na-CO2, and K-CO2 gas-

phase complexes using different basis sets (aug-cc-pVDZ, aug-cc-

pVTZ, and aug-cc-pVQZ) and comparing wavefunction based 

methods such as Hartree-Fock (HF), unrestricted Moller-Plesset at 

second order (UMP2), and coupled cluster [CCSD(T)] (see Sec. 2.2) 

with hybrid DFT (B3LYP).  

 The hyperfine interactions of the electron spin with the 

nuclear spin of the 
7
Li, 

23
Na, 

39
K, 

13
C and 

17
O nuclides have been 

computed. The hyperfine spin-hamiltonian, Hhfc = S  A  I, is given 

in terms of the hyperfine matrix A which describes the coupling of 

the electron with the nuclear spin.[4] A can be represented as the 

sum of a isotropic (aiso) and a dipolar part B (B is 3x3 traceless 

matrix). 

To evaluate the deviations of the g values of MCO2 complexes from 

the free electron value ge, spin-orbit interaction can be considered 

self-consistently or treated as a perturbation. We chose the spin-orbit 

perturbation strategy in the scheme proposed by Neese,[5] and 

implemented in the Gaussian03 code.  
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3.3 Results and discussion 
 

3.3.1 Experimental aspects 
 

Evaporation of K atoms on the de-hydroxylated MgO surface 

leads to a blue colored sample characterized by the EPR spectrum 

shown in Figure 3.1a.  

310 315 320 325 330 335 340 345 350 355 360 365 370

g=2.00

b')

g=1.998
K monomers

K metal particles

c)

b)

a)

13
CO

2

-

B / mT

 
Figure 3.1: EPR spectra of (a) K atoms deposited on the MgO surface; (b) 

experimental and (b’) simulated spectrum of the same sample after exposure 

to CO2; (c) spectrum recorded after 24h ageing at room temperature. All 

spectra were recorded at 77K 
 

The spectrum features a distinct four line hyperfine pattern due to 

isolated K atoms stabilized on the MgO surface. The spectrum has 

been analyzed in details in previous works and the reduction of the K 

hyperfine constant of about 50% with respect to the gas phase value 

was demonstrated to be due to polarization effects induced by the 

surface binding site.[6]  
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Addition of 0.5 mbar of 
13

CO2 at room temperature leads to a 

bleaching of the sample and the spectrum reported in Figure 3.1b is 

observed. Reaction with CO2 leads to the disappearing of the quartet 

K hyperfine pattern and a new broad signal emerges in the wings of 

the spectrum. The two lines are separated of about 170 G and are 

characteristic of the 
13

C hyperfine coupling in the CO2

 radical ion.  

The experimental results can be summarized as follows: a) surface 

isolated K metal atoms react with CO2 to form CO2

 radical ions. b) 

the CO2

 radicals are stabilized on the MgO matrix, probably far 

from the K atoms as no sign of hyperfine interaction could be 

detected in the spectra; c) the radicals are sufficiently mobile to react 

and give rise to diamagnetic species.  

We performed DFT/B3LYP calculations in order to 

understand which situations are responsible for the experimental 

results.  

 

3.3.2 Computational results 

 
3.3.2.1 LiCO2, NaCO2, KCO2 gas-phase complexes 

 

The structure of MCO2 complexes has been studied in details 

to evaluate the accuracy of the theoretical methods in reproducing 

observable properties, in particular the EPR constants. The most 

stable structure is, as reported in other studies,[7] the 
2
-O,O mode, 

Figure 3.2.  

 
Figure 3.2: Structure of MCO2 gas-phase complexes. The figure also shows 

the spin density. 
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Comparing the results obtained with various methods (B3LYP, 

UMP2, CCSD) and basis sets, some characteristics are common to 

all the situations, like the optimal geometry of MCO2, where the CO2 

molecule is bent, forming an angle of about 130°, Figure 3.2. This is 

indicative of a charge transfer from the ns valence orbital of the 

alkali atom to the empty antibonding state of the CO2 molecule. As 

expected, the distance between the alkali atom and the O ends of the 

bent CO2 molecule increases with the atomic size. However, 

considering the stability of the system, the trend along the series is 

not regular. This general conclusion does not change also with more 

sophisticated approaches, like CCSD. In fact, the accurate 

calculations performed for LiCO2 using flexible basis sets and the 

UMP2 method give a De = 0.52 eV, not too different from that 

obtained at the CCSD(T) level of theory with the 6-311+G* basis set 

(0.56 eV). The B3LYP, with a De = 0.72 eV slightly overestimates 

the stability of the molecule. However, the degree of activation of the 

CO2 molecule, as determined by the OCO angle and the C-O 

distance, is incredibly similar in all treatments: (OCO) is around 

128° and r(C-O) is of about 1.25-1.26 Å. Also properties like the 

vibrational frequencies or the spin distribution are not too different in 

the different methods. In particular, the spin is largely localized on 

the C atom and only to a small extent on the Li atom, showing the 

occurrence of a full electron transfer. The complex can be classified 

as Li
+
CO2


. 

 For NaCO2 we found similar trends as for LiCO2, however, 

most of the calculations show that the complex is metastable. 

However, also in this case the charge transfer appears. 

 For KCO2, only calculations performed with the 6-311+G* 

basis set are available because the use of large AE basis set for K in 

connection with the CCSD method causes technical problems. While 

the complex is bound by 0.21 eV in B3LYP, it is unbound in UMP2 

and nearly thermoneutral in CCSD. In general, the complex seems to 
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be about 0.1 eV more stable than the corresponding sodium complex. 

The level of activation for these two cases is similar although the 

results indicate a more pronounced charge transfer in the case of K.  

 In summary, while LiCO2 is a stable complex, NaCO2 and 

KCO2 are metastable or very weakly bound molecules which can be 

experimentally observed only under special conditions like in rare-

gas matrix and at very low temperature.  

The performance of the various methods and basis sets in 

reproducing the hyperfine coupling constants and the g-tensor for the 

three MCO2 free molecules are compared to the experimental data 

referred to matrix isolated molecules (not available for KCO2).[8] 

LiCO2 exhibits a large value of aiso(C), 176.2 G in B3LYP, to be 

compared with the experimental value of 183.5 G. The other 

methods provide similar values, with HF giving the largest aiso, sign 

that it gives a stronger localization of the unpaired electron on the C 

atom. The dipolar part for C is also in excellent agreement with the 

experiment, in particular for the B3LYP and the UMP2 calculations. 

Thus, with all the approaches we found a very similar structure of the 

hyperfine coupling with the O atoms of the CO2 molecule. The 

hyperfine interaction with 
7
Li is also well reproduced: aiso is between 

13 and 25 G, depending on the method, with the experimental value 

being 15.4 G; the components of the B tensor are very small, of the 

order of 1 G. These results show that the unpaired electron, to large 

extent, has been transferred to the CO2 unit. 

 The situation for NaCO2 is in general similar to that of 

LiCO2, but with stronger variations depending on the method used. 

This can be due to the very weak Na-CO2 interaction which results in 

slightly different geometrical parameters. These differences 

immediately reflect in the values of the hfcc’s, in particular for the 

isotropic part. In fact, the dipolar part is always very well 

reproduced, in quantitative agreement with the experiment.  
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Finally, for KCO2 HF gives the largest aiso(C) = 174.8 G and the 

smallest aiso(K) = 5.6 G; B3LYP the smallest aiso(C) = 151.3 G and 

the largest aiso(K) = 17.7 G; UMP2 is in between. The low coupling 

with the alkali metal is thus confirmed.  

So, on the basis of the experimental data it is possible to state that the 

hyperfine interactions obtained at the B3LYP level are in good 

agreement with the experimental ones. Moreover, all the data point 

to the formation of a CO2

 radical anion stabilized by the presence of 

a metal cation in the vicinity. 

 The agreement between theory and experiment is very 

satisfactory also for the g-values. In fact all the calculations indicate 

a similar structure for the g-tensor with g-values of 1.9970, 2.0015, 

2.0035 for all complexes. In particular, for LiCO2 we found g1 = 

1.9973, g2 = 2.0017, g3 = 2.0041, to be compared with the 

experimental values of 1.9967, 2.0008 and 2.0033, respectively. A 

similar good agreement is found for the other methods and for 

NaCO2.  

 

3.3.2.2 Interaction of CO2 with K atoms adsorbed on the MgO 

surface 

 

We studied the EPR, geometrical and energetic properties of 

KCO2 species adsorbed on suitable MgO morphological defects. The 

most abundant line defects which are present on the surface of a 

polycrystalline MgO sample are extended defects like steps and 

edges where Mg and O atoms are four-coordinated (4c). Our 

calculations show, in line with what reported in a previous study,[6] 

that K is bound to a O4c ion with De = 0.50 eV, and that the spin is 

entirely localized on the K atom which thus remains atomic like. No 

charge transfer occurs from the 4s orbital to the surface. This effect 

is not due to the alkali nature of the metal, because the same behavior 

has been shown for Au atoms[9] adsorbed on the MgO surface. This 
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is in contrast with what happens adsorbing an Ag atom on CeO2, that 

show a reducible nature (see Chapter 7).  

The computed reduction of the aiso(K) from 83.9 G (free atom) to 

56.4 G on the edge is the result of the polarization of the 4s electron 

away from the surface, an effect which is common to all adsorption 

sites even in absence of a charge transfer.[6] The dipolar part of the 

hyperfine constant is negligible (< 1 G), indicating the strongly 

isotropic nature of the unpaired electron. A residual spin density is 

found on the O4c ion where K is bound, which results in aiso(O) = 

16.0 G.  

 When CO2 interacts with the K atom on an edge site a KCO2 

gas-phase complex forms, Figure 3.3a and 3.3b. 

 

  

a b 

  
c d 
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Figure 3.3: KCO2 species formed at (a) edge (end-on), (b) edge (side-on), 

(c) cationic corner, (d) anionic corner (end-on), (e) anionic corner (side-on), 

(f) and (g) cationic reverse corner. White spheres: O; gray spheres: Mg; 

green sphere: C; blue sphere: K. The grey contour show the spin density 

distribution. 

 

Two isomers are found, one less stable where the CO2 unit does not 

interact with the MgO support (end-on configuration, Figure 3.3a) 

and one where the O atom of the CO2 unit can interact with the 

surface, Figure 3.3b. This second situation is considerably more 

stable because of the electrostatic interaction between the O-end of 

the CO2

 molecule and the exposed Mg4c cation of the edge. The 

distortion induced in the KCO2 complex by this additional 

interaction is small: the two C-O distances differ by 0.03 Å only. 

Both complexes are stable, in fact the end-on form is bound with 

respect to dissociation into MgO/K and CO2 by 0.44 eV, while the 
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side-on form, the most stable one, has a binding of 0.93 eV. This 

shows that CO2 reacts spontaneously with the MgO surface 

precovered with K atoms, in line with the experimental observation, 

and that KCO2, nearly unbound in the gas phase, is stabilized. The 

degree of activation of the CO2 molecule is similar in gas-phase and 

on the surface: the OCO angle is 133° for the end-on form and 130° 

for the side-on (Figure 3.3).  

 

  De,eV spin population g1 g2 g3 

   K C Oa
(a) Ob

(a) 
   

Edge 
End-

on 
0.44 0.07 0.73 0.10 0.10 1.99658 2.00158 2.00166 

Edge 
Side-

on 
0.93 0.02 0.78 0.14 0.07 1.99645 2.00161 2.00230 

Cationic 

corner 

Side-

on 
1.40 0.02 0.79 0.15 0.06 1.99655 2.00164 2.00221 

Anionic 

corner 

End-

on 
0.48 0.07 0.74 0.10 0.10 1.99647 2.00151 2.00166 

Anionic 

corner 

Side-

on 
0.95 0.02 0.79 0.13 0.08 1.99644 2.00156 2.00236 

Reverse 

corner 

Side-

on 
1.62 0.01 0.79 0.16 0.06 1.99659 2.00147 2.00304 

Reverse 

corner 
Flat 1.18 0.01 0.72 0.13 0.13 1.99642 2.00149 2.00309 

MgO 

exp.(b) - - - - - - 1.996 2.000 2.002 

 
Table 3.1: Binding energy, spin population and g-tensor for KCO2 

complexes formed on various MgO sites. (a) Oa is the atom of the CO2 

molecule less coordinated, pointing towards the vacuum. (b) The g-tensor in 

MgO/K/CO2 complexes is not fully resolved but is very close to that 

measured for MgO(H
+
)(CO2


) centers.[10,11] 

 

In both cases the charge transfer from K to CO2 is almost complete, 

as shown by the spin population analysis which indicates a tiny spin 

population on K, Table 3.1, and by the analysis of the hyperfine 

coupling constants, Table 3.2. In fact the aiso(K) for the most stable 
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end-on form is 6.7 G only, while it was 56 G before CO2 adsorption. 

The dipolar part on K is nearly zero, while the hfcc’s with C and O 

atoms are rather similar to those determined for the gas-phase 

complex.   

 

 aiso B1 B2 B3 

Edge – end-on 
39K  11.8 -0.3 -0.2 0.5 
17 O  -35.9 11.3 9.2 -20.4 
13C 144.0 -15.5 -13.2 28.7 
17 O -36.2 11.2 9.1 -20.3 

Edge – side-on 
39K 6.7 -0.2 -0.2 0.4 
17 O -33.1 10.8 9.2 -20.0 
13C 164.4 -16.8 -14.2 31.0 
17 O -30.7 13.1 10.4 -23.4 

Cationic corner – side-on 
39K 5.7 -0.2 -0.2 0.4 
17 O -41.4 10.0 8.3 -18.3 
13C 178.9 -17.3 -14.5 31.8 
17 O -30.5 13.3 10.4 -23.8 

Anionic corner – end-on 
39K 9.8 -0.3 -0.3 0.6 
17 O -35.8 11.4 9.3 -20.8 
13C 140.6 -15.4 -13.1 28.4 
17 O -35.8 11.4 9.3 -20.8 

Anionic corner – side-on 
39K 5.4 -0.2 -0.2 0.4 
17 O -34.7 11.1 9.5 -20.6 
13C 158.0 -16.4 -13.9 30.3 
17 O -31.6 12.8 10.2 -23.0 

Cationic reverse corner – side-on 
39K 3.3 -0.2 -0.2 0.4 
17 O -29.0 10.0 8.7 -18.7 
13C 160.9 -16.7 -14.2 30.9 
17 O -27.7 14.2 11.4 -25.6 

Cationic reverse corner – flat 
39K 2.8 -0.2 -0.1 0.3 
17 O -32.4 11.7 9.9 -21.6 
13C 167.7 -16.2 -14.0 30.1 
17 O -31.4 11.8 9.9 -21.7 
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Table 3.2: Hyperfine coupling constants (in G) for KCO2 complexes 

formed on various sites of the MgO surface 

 

These general features are found in all the other MgO/K/CO2 

complexes examined, and only the details of the structure and the 

stability of the complex differ to some extent.  

 If the K atom is situated in the vicinity of a cationic corner, 

terminating with a Mg3c ion, Figure 3.3c, the situation is almost 

exactly that described above for an edge. The K atom in fact sits on 

the O4c ion adjacent to the Mg3c, and when CO2 is added one finds a 

tilted end-on KCO2 complex. This complex is very similar to that 

formed on an edge, Figure 3.3b, with the difference that one of the O 

atoms of the CO2 unit is bound to an exposed Mg3c. This has the 

following consequences: the adsorption energy is considerably 

higher, 1.40 eV, the asymmetry in the CO2 unit is increased as shown 

by the C-O distances of 1.22 and 1.26 Å, the Mg3c-O-CO distance is 

significantly reduced, 1.976 Å. This asymmetry in the bonding is 

reflected in the isotropic hyperfine constants of the O atoms of the 

CO2 unit which differ now by about 10 G, Table 3.2. The aiso(K) is 

about 6 G, as on the edge site. 

 Also on an anionic corner, where the K atom is bound to an 

O3c ion, the situation is almost exactly that found for the edge site. In 

fact, also in this case we have two isomers, the less stable end-on, 

Figure 3.3d, bound by 0.48 eV, and the more stable side-on, bound 

by 0.95 eV, Figure 3.3e. The structure of the KCO2 complex as well 

as the EPR properties are virtually the same computed for the edge, 

Table 3.2. 

 The last morphological defect considered is the cationic 

reverse corner (CRC). This site is particularly important since both 

theory and experiment have shown that it is the most likely candidate 

for the K atomic species observed after evaporation of the alkali 

metal on polycrystalline MgO.[6] The properties of the adsorbed K 
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atom on the CRC are those described in ref. 6: the atom is bound by 

1.16 eV, the spin is almost entirely on K with residuals on the 

neighboring Mg and O atoms, and the computed aiso(K) is 30.3 G is 

strongly reduced with respect to the free atom and in line with what 

measured (40 G).[6] As expected, carbon dioxide reacts with the 

adsorbed K atom on a CRC forming a stable complex. Two isomers 

are found: one bound by 1.48 eV, and the other bound by 1.18 eV, 

Table 3.1 and Figure 3.3f and 3.3g, respectively. In the most stable 

isomer the molecule is bound end-on to one of the edges of the CRC, 

Figure 3.3f. Due to the asymmetric interaction, the two C-O  and K-

O distances are significantly different: r(C-O) are 1.268 and 1.218 Å, 

and r(K-O) 2.606 and 2.933 Å. The spin is largely localized on the C 

atom which has an aiso of  160.9 G, a value that is quite similar to the 

experimental estimate of 170 G. Almost no residual spin is found 

on K which has an aiso = 3.3 G. In the other isomer, the bent CO2 

molecule interacts with both O-ends with the Mg5c ions of the basal 

MgO plane, Figure 3.3g, giving rise to a slightly distorted complex. 

Once again, the hfcc’s for the two O atoms of the CO2 unit are 

almost the same, Table 3.2.  

 Finally, the g-values (Table 3.1), are very similar for all the 

considered sites, indicating that it is hard to deduce the adsorption 

site responsible of the EPR signal from this property. Moreover, the 

values are also very similar to those of the gas-phase KCO2 complex, 

showing that the electronic structure of the molecule is only weakly 

perturbed by the interaction with the oxide substrate.  

 

 

3.4 Conclusions 
 

The interaction of CO2 with a polycrystalline MgO surface 

where K atoms have been preadsorbed has been investigated with a 

combined use of EPR spectroscopy and quantum-mechanical 
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calculations. The experiments show that the isolated K atoms on the 

MgO surface react with the CO2 molecules to form CO2

 radicals. 

The quantum chemical calculations were used to identify and 

characterize the sites where the process occurs more favorably.  

We have also considered the series of MCO2 gas-phase complexes 

(M = Li, Na, K) to validate the computational approach used in 

determining stability, structure, and EPR properties of these systems. 

We found that in all the cases the formed species can be described as 

M
+
CO2


, with one electron transferred from the alkali metal to the 

CO2 unit. However, in gas-phase only the Li complex exhibits an 

appreciable stability, being the NaCO2 and KCO2 molecules 

metastable or weakly stable.  

 Things are different when the interaction between K and CO2 

is mediated by the MgO surface. Here the K atoms are stabilized at 

specific sites (e.g. the cationic reverse corner), and the K 4s electron 

is strongly polarized away from the surface so that its ionization 

potential is considerably lowered.[6] Carbon dioxide interacts with 

these K atoms to form stable K
+
CO2


 complexes. On a cationic 

reverse corner CO2 is bound by 1.5 eV. In this conformation the 

isotropic hyperfine coupling constant with the C atom is 161 G, in 

good agreement with the measured one, 167 G. In the experiment, 

however, no superhyperfine coupling is observed with the K nucleus, 

while the calculations suggest a very small coupling of about 3 G. 

Two possible explanations can be proposed for this result: (1) the 

hyperfine with K is too small to be resolved in the EPR experiment 

or (2) the CO2

 unit is able to diffuse and migrate on other sites under 

experimental conditions. In this second case, the experiment is 

examining different species (adsorbed CO2

 radicals) than the 

calculations (K-CO2

 complexes). An indication in favor of the 

second hypothesis is that the intensity of the CO2

 signal in the EPR 

spectra decreases when the sample is kept at room temperature for 
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one day. At this temperature the thermal energy is probably 

sufficient to induce diffusion of the CO2

 anions on the surface. 

Previous calculations[11] have shown that indeed CO2

 radicals can 

diffuse along step edges of the MgO surface. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The result of this chapter have been reported in the following 

publication: 

The reactivity of CO2 with K atoms adsorbed on MgO powders. 

Preda G., Pacchioni G., Chiesa M. et al., Phys. Chem. Chem. Phys., 

11, (2009), 8156.  
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Chapter 4   
 

Formation of O2
-
 species on Na/MgO 

powders 
 

 

4.1 Summary 
 

In this chapter the formation of O2

 radical anions by contact 

of O2 molecules with a Na pre-covered MgO surface is studied 

experimentally and theoretically. This system is a good model to 

validate the theoretical approach in reproducing the EPR properties 

of superoxide species, that is used in Chapter 6. In fact, here 

theoretical results can be compared with very well resolved EPR 

spectra provided by the group of Prof. Giamello of the Università di 

Torino.  

Na atoms, deposited on polycrystalline MgO samples are 

brought into contact with O2. The typical EPR signal of isolated Na 

atoms disappears when new paramagnetic species are observed, 

which are attributed to different surface stabilized O2

 radicals. 

HYSCORE spectroscopy allows to determine the superhyperfine 

interaction tensor of O2

Na

+
 species demonstrating the direct 

coordination of the O2

 adsorbate to surface Na

+
 cations. DFT 

calculations enable us to determine the structural details of the 

formed species. Comparison is set to the case of matrix isolated 

alkali superoxides, revealing important and unexpected contributions 

of  the MgO matrix in determining the electronic structure of the 

surface stabilized Na
+
-O2


 complexes.  
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4.2 Computational details 
 

The properties of NaO2 complexes formed at the MgO 

surface have been studied by means of embedded cluster models and 

DFT calculations using the B3LYP hybrid functional, see Sec. 2.3. In 

order to properly account for the formation of strong dipoles on the 

surface, resulting from the internal charge transfer in the Na
+
O2


 

units, we take into account the electronic relaxation of the substrate 

in a wide region. This is based on the shell-model approach and the 

MgO surface is described by a nanocluster of about 5000 atoms, the 

same approach reported in Chapter 3. The same GUESS code[1] 

interfaced with the Gaussian03 code[2] is used for the calculations of 

this chapter too. 

The following QM clusters have been considered to model edge, 

terrace, reverse corner and reverse edge sites, respectively:  

 

 Mg10O10Mg
*
14 (edge)  

 Mg26O14Mg
*
4 (terrace)  

 Mg17O17Mg
*
22 (reverse corner)  

 Mg26O26Mg
*
34 (reverse edge) 

 

The basis sets used are 6-31G on Mg, 6-31G* on the O atoms of 

MgO, and for Na and the O2 molecule we used 6-311+G* basis set 

(geometry optimization) and EPR-II basis set (computation of EPR 

parameters).  

As well as in Chapter 3, the hyperfine interactions of the electron 

spin with the nuclear spin of the 
23

Na and 
17

O nuclides have been 

determined. The hyperfine spin-hamiltonian, Hhfc = S  A  I, is given 

in terms of the hyperfine matrix A which describes the coupling of 

the electron with the nuclear spin.[3] A can be represented as the 
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sum of a isotropic (aiso) and a dipolar part T (T is 3x3 traceless 

matrix). 

To quantify the deviations of the g values of NaO2 complexes from 

the free electron value ge, spin-orbit interaction must be either 

accounted for self-consistently or treated as a perturbation. Here we 

use the spin-orbit perturbation strategy in the scheme proposed by 

Neese,[4] and implemented in the code Gaussian03.  

 

 

4.3 Results and discussion 
 

4.3.1 Experimental aspects 
 

The interaction of alkali metal atoms with dehydrated MgO 

leads to deeply blue coloured solids. Figure 4.1a shows a 

representative EPR spectrum obtained by contacting an MgO sample 

with Na vapours.  
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Figure 4.1: a) CW EPR spectra of Na atoms deposited on the Na surface; b) 

spectrum recorded upon reaction with 1.5 mbar of O2; c) computer 

simulation.  

 

The spectrum is dominated by a quartet of lines characteristic of 

isolated monomeric species. This arises from the hyperfine 

interaction of the unpaired electron wave function with the sodium 

nucleus, I = 3/2. The nature of this spectrum and the reduction of the 

Na hyperfine constant with respect to the gas phase value was 

demonstrated to be due to polarization effects exerted by the surface 

binding site.[5].  

Addition of 1.5 mbar of O2 at room temperature leads to a bleaching 

of the sample and the quartet Na hyperfine pattern spectrum is 

replaced by a new signal shown in Figure 4.1b. This new spectrum is 

characterized by an orthorhombic powder pattern, characteristic of 

surface adsorbed superoxide O2
-
 species. More detailed analysis of 

the spectrum via computer simulation (Figure 4.1c) indicates that 

several species contribute to the spectrum, which can be interpreted 

as the superposition of different O2
-
 ions adsorbed on various surface 

sites, mainly characterized by different gzz factors (Table 4.1). 
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Table 4.1: Spin Hamiltonian parameters of the various O2
-
 species deduced 

from the simulation of CW and HYSCORE spectra. (a) Data taken from ref. 

[6] 
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The g matrix is typical for a bound 
2
Π3/2 state in which, the local C2v 

crystal field gives rise to an orthorhombic g-tensor with gzz >> gyy > 

gxx ≈ ge (where the z direction lies along the internuclear O2
-
 axis, 

while the x direction coincides with the cation-superoxide bond axis). 

The energy splitting between the π* orbitals (Δ), is caused by the 

surface crystal field, which in turn directly depends on the charge of 

the cation onto which O2
- 
is adsorbed. The gzz component can thus be 

used to determine, in cases where more than one type of cations is 

present, the nature of the adsorption site.  

The low field region (gzz) of the spectrum is characterized by a sharp 

feature falling at gzz = 2.091, which is easily assigned to “classic” 

superoxide ions on Mg
2+

.[7] In particular it has been assigned to 

radicals stabilized by 5-coordinated cations at MgO (100) terraces 

and formed upon direct electron transfer from molecular 

adsorbates.[8,9]  

Together with this feature a very broad band is observed in the 

experimental spectrum centred at lower field values at about gzz  

2.14. This is typical of superoxide anions stabilized on monovalent 

cations and in line with g values observed for matrix isolated alkali 

metals superoxide.[6] The broad line-width which characterizes the 

spectrum is indicative of a relatively large distribution of values 

(strains) due to slightly different local environments probed by the 

adsorbed superoxide on different surface sites. Unresolved hyperfine 

interactions due to a small delocalization of the unpaired electron 

spin density on Na nuclei, will also contribute to broaden the spectral 

line width. This indicates that the superoxide species characterized 

by the gzz = 2.14 component can be assigned to a surface O2
-
-Na

+
 

adduct. The small hyperfine interactions can be resolved by means of 

ESEEM (Electron Spin Echo Envelope Modulation) experiments. In 

particular HYSCORE experiments allowed to determine the full 
23

Na 

hyperfine coupling tensor (Table 4.2) . 
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HYSCORE is a two dimensional ESEEM spectroscopic 

technique where a mixing  pulse creates correlation of nuclear 

frequencies in one electron spin (mS) manifold to nuclear frequencies 

in the other manifold, allowing to unravel weak hyperfine and 

nuclear quadrupole couplings. 

The HYSCORE spectrum taken at observer position B0 = 346.3 mT 

(corresponding to the dashed arrow in Figure 4.1b) is reported in 

Figure 4.2a. 

 

 
 

Figure 4.2: a) experimental and b) simulated HYSCORE spectra of O2
-
 

species on Na/MgO. Spectra recorded at 10K.  
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This magnetic field setting corresponds to the gx/gy position of the 

superoxide anion. Similar spectra were obtained at field positions 

spanning the gx/gy spectral region (i.e. 330-340 mT in Figure 4.1b).  

 Based on the experimental results we can propose a general 

model for the reaction of O2 with Na adsorbed atoms on MgO. The 

result of Na evaporation on MgO is schematically resumed in 

Scheme 4.1a, where the three main paramagnetic species detected by 

CW-EPR, namely, Na adsorbed atoms, (H
+
)(e

-
) centres and small 

sodium metal particles are indicated.  

 
 
Scheme 4.1: Schematic representation of  a)  paramagnetic species formed 

upon sodium evaporation on MgO; b) the two main families of O2
-
 formed 

upon reaction of O2. In the circle is highlighted the dominant species. 

 

Superoxide ions are formed by electron transfer at the expenses of 

the above mentioned species. A fraction of the radical ions is 

stabilized on the resulting Na
+
 cations (labeled as 1 in Scheme 4.1b) 

leading to EPR spectra characterized by high gzz factors and 

relatively large 
23

Na hyperfine interactions. A second family of  O2
-
 

radicals is stabilized on Mg
2+

 matrix sites in the proximity of a 
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surface OH
-
 group (labelled as 2 in Scheme 4.1b). This second 

family can arise by direct electron transfer from surface (H
+
)(e

-
) 

centres or via a spillover mechanism involving small metal particles. 

 In the following we will concentrate on the first family of 

superoxide anion radicals to provide, by means of DFT calculations, 

a structural assignment for the NaO2/MgO complexes described 

above.  

 

4.3.2 Computational results 
 

DFT calculations have been carried out on various models. 

In particular, we have considered three systems, in order to assess the 

quality of the computational results and to provide a solid basis for 

the assignment. Beside various kinds of NaO2 complexes formed at 

different sites of the MgO surface, Figure 4.3 and Table 4.2, we have 

considered the free, gas-phase NaO2 molecule as well as the 

properties of O2
-
 superoxo species formed at the MgO surface, Figure 

4.3 and Table 4.2.  

 

 

 

 

a - O2
-
 edge b - O2

-
 terrace 



82 

 

 
 

c - NaO2 edge 1 d - NaO2 edge 2 

 
 

e - NaO2 terrace f - NaO2 reverse corner 

 
g - NaO2 reverse edge 

 
Figure 4.3: (a) and (b) O2

-
 species formed at edge and terrace sites, 

respectively of the MgO surface; NaO2 species formed at edge (c) and (d), 

terrace (e), reverse corner (f), reverse edge (g) sites of the MgO surface. 

White spheres: O; gray spheres: Mg; pink spheres: Na. 

 

For each species the g matrix and the hyperfine coupling constants 

(both isotropic and dipolar parts) with 
23

Na and 
17

O have been 

calculated and compared with the experimental data.  
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We started our analysis from the free NaO2 molecule, 

keeping in mind that the experiments refer to species isolated in rare 

gas matrices.[10] The experimental g tensor is characterized by one 

component, gxx = 2.002, very close to the free electron value, a 

second component which is only moderately shifted, gyy = 2.006, and 

a gzz term at 2.110 which exhibits a large shift from the free electron. 

The calculations reproduce this structure, with the three components 

of the g tensor at 2.0023, 2.0098, and 2.0740, Table 4.2. However, in 

absolute terms the gzz component is underestimated by g = 0.036. 

This difference, which is found also for other oxygen species, must 

be considered when we compare the results for more complex 

systems. The structure of the 
23

Na hyperfine coupling constant is 

reproduced with good accuracy. In particular, the dominant aiso term 

is well described in the calculations, Table 4.2, and in general the 

absolute error is of the order of 2 MHz.  
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Table 4.2: Computed EPR parameters for O2
-
 and NaO2 complexes formed 

at the surface of MgO (hyperfine coupling constants in MHz). E = edge, T = 

terrace, RC = reverse corner, RE = reverse edge. (1) From Ref. 10. (2) From 

Ref. 11. (3) From Ref. 12. (4) The calculations have been performed 

without inclusion of the long range polarization (shell-model). 5) The two O 

atoms of the O2
-
 molecule are non-equivalent. The first line refers to the O 

atom at direct contact with the MgO surface. 6) The reference coordinate 

system for the g and T tensors is the following: the z-axis is the internuclear 

O-O axis; the xz plane is the M(O-O) plane; the y-axis is perpendicular to 

the xz plane. The unpaired electron is in the *y orbital. In the case where 

two interacting M atoms exist (Na or a surface Mg) the relevant M is 

specified: a) Na and b) Mg. 

 

As a second term of comparison we considered O2
-
 superoxo 

ions stabilized on the edge and terrace sites of the clean MgO 

surface, Figure 4.3a and 4.3b. In the experiment, the structure of the 

g matrix is similar as in NaO2 with a small gyy component slightly 

reduced compared to ge, one component, gxx, slightly increased, and 

a third term which is considerably shifted to higher values. This last 

term is particularly important because, as discussed previously, it is 

very sensitive to the site or to the charge of the cation where O2
-
 is 

adsorbed. Typical experimental gzz values for O2
- 
adsorbed on MgO 

are 2.077 and 2.091,[11] and have been assigned to O2
-
 adsorbed on 

edge or terrace sites, respectively.[8,9,12] Notice that both these 

values are smaller than the gzz component in NaO2 (2.110). In the 

present calculations, O2
-
 adsorbed on an edge or a terrace site of 

MgO is characterized by gzz = 2.0525 and gzz = 2.0639, respectively, 

Table 4.2. As for the NaO2 case, the absolute values are 

underestimated compared to the experiment. However, the difference 

between edge and terrace, g = 0.011, is similar as in the experiment, 

g = 0.014. Even more important, the gzz values for O2
-
/MgO are 

smaller than those computed for NaO2, in line with the experiment. 
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The hyperfine constants for 
17

O in O2
-
/MgO are known 

experimentally, see Table 4.2. The calculations show that this 

property is not very dependent on the adsorption site, being 

essentially related to the spin distribution in the O2
-
 unit. While the 

dipolar part of the tensor is reproduced quantitatively, with errors of 

less than 2%, the isotropic part is reproduced only qualitatively, with 

an error of about 30%, Table 4.2. Thus, we can conclude that in 

general the calculations provide a satisfactory description of the 

known systems containing the superoxo species, the NaO2 molecular 

unit on one side and the O2
-
/MgO surface complexes on the other. 

The comparison with experiment provides a benchmark of the 

accuracy of the calculations. With this information we can now 

consider explicitly models of NaO2 complexes formed at the MgO 

surface. 

 We have studied a large number of possible structures 

formed at various sites. We will only discuss those structures which 

are relevant in terms of stability or of consistency with the 

experimental data. A first consideration is related to the fact that the 

experiment is performed by dosing O2 on a Na pre-covered MgO 

surface. In an initial stage, therefore, one can reasonably assume that 

the NaO2 complexes will form at the surface sites where Na atoms 

are preferentially stabilized. This aspect has been investigated in 

detail in the past.[13] While a definitive conclusion on the preferred 

adsorption sites is not possible, there is evidence that among the most 

likely adsorption sites for Na are the edges, the reverse corners and 

the reverse edges. The corresponding stabilities of the Na atoms are 

0.69 eV (edge), 0.59 eV (reverse edge), 0.79 eV (cationic reverse 

corner) and 1.49 eV (anionic reverse corner).[13] For this reason we 

start the discussion from NaO2 formed on an edge site, Figure 4.3c. 

The Na atom is interacting with an O ion of the surface at a distance 

of about 2.2 Å. In this position the 3s valence electron is still 
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associated to the Na atom, the atom is thus “neutral”, but is strongly 

polarized.[13] The O2 molecule has been placed at bonding distance 

from this atom starting the geometry optimization from various 

orientations (mono-dentate, bidentate, parallel, linear, bent, etc.). In 

all cases a net charge transfer occurs spontaneously with formation 

of a Na
+
O2

-
 complex. The energy gain is rather large, 2.31 eV in the 

most stable structure, Figure 4.3c and Table 4.3.  

 

NaO2/MgO: adsorption site Ea (O2), eV 
(a)

 Ea (NaO2) 
(b)

 

Edge 1 (Fig. 4.3c) 2.31 3.01 

Edge2 (Fig. 4.3d) 1.92 2.62 

Terrace (Fig. 4.3e) 2.19 1.12 

Reverse corner (Fig. 4.3f) 3.01 2.69 

Reverse edge (Fig. 4.3g) 2.74 3.53 

 
Table 4.3: Adsorption energy, Ea, of O2 molecules on Na/MgO and of 

NaO2 molecules on MgO. (a) Defined as E(NaO2/MgO) – E(Na/MgO) – 

E(O2). (b) Defined as E(NaO2/MgO) – E(MgO) – E(NaO2). 

 

Here the O2 molecule is interacting simultaneously with the Na
+
 and 

with a four-coordinated Mg
2+

 of the edge, then the O2
-
 unit benefits 

from the electrostatic interaction with two cations. The O-O bond is 

perpendicular to the edge, the two O atoms are equivalent and the 

unpaired electron is localized in a * orbital lying in the Na(O-O) 

plane. In the next stable isomer the O2 molecule is bound to Na but 

not to the surface, Figure 4.3d. This structure is 0.4 eV less stable 

than the ground state isomer, Table 4.3. In this second structure the 

O2 molecule is free to rotate around the O-Na axis (the barrier for 

rotation is only 0.01 eV) and the * orbital hosting the unpaired 

electron is found to be perpendicular to the Na(O-O) plane as in the 

case of the NaO2 free molecule. 

 We consider now the EPR properties of the most stable of 

the two isomers, Figure 4.3c and Table 4.2. The g-tensor has the 



88 

 

same structure already found for gas-phase NaO2, with one term 

close to ge, gyy = 2.0021, a component slightly shifted, gxx = 2.0104, 

and a third component which deviates strongly from ge, gzz = 2.0893. 

This latter term, in the calculations, is larger than the corresponding 

theoretical value of free NaO2, gzz = 2.0740, in full agreement with 

the experiment where gzz(NaO2/MgO) is larger than gzz(NaO2). This 

is an important result as it demonstrates that the purely ionic model 

whereby the gzz factor is determined by the local crystal field of the 

adsorbing ion has to be handled with care. Based on these arguments 

in fact one would expect the case represented in Figure 4.3c to have a 

gzz factor smaller than the case of Figure 4.3d, being the O2
-
 adsorbed 

on a Mg
2+

 ion in the first case and on a Na
+
 ion in the second. The 

calculations show that this trend is reversed indicating a non 

negligible role of covalency in the NaO2/MgO system. Of course, the 

absolute values differ significantly, being the calculated gzz for 

NaO2/MgO (edge 1), gzz = 2.0893, much smaller than in the 

experiment, gzz  2.14, Table 4.2. However, we have seen above that 

this is a general systematic error. Therefore, we can conclude that the 

g-matrix for a NaO2 complex formed on an edge site of MgO is 

consistent with the experimental data.  

 Further support to this assignment comes from the analysis 

of the 
23

Na hyperfine coupling constants. These are reproduced in an 

almost quantitative way for free NaO2, Table 4.2. On the NaO2/MgO 

(edge 1) species, aiso is -20.0 MHz, compared to aiso = -11.5 MHz in 

NaO2, increased by about 70%; the dipolar part remains small and 

almost unchanged. In the experiment, going from matrix isolated 

NaO2 to MgO supported NaO2, aiso goes from -8.9 to -15.6 MHz, 

with the same relative increase of the computational model. In this 

case, also the absolute values of the hyperfine constants are 

reproduced with acceptable errors and in particular the departure 

from axial symmetry of the T tensor is correctly reproduced. Notice 
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that if we consider the second stable isomer (Figure 4.3d) the 

agreement with experiment is much less satisfactory. First of all the 

gzz value is nearly as in free NaO2 and not larger, at variance with the 

experiment, Table 4.2. Second, aiso(
23

Na) is smaller than in free NaO2 

and not larger and the T tensor displays axial symmetry, again in 

contradiction with the observations. This shows that the structure of 

the EPR spectrum is very sensitive to the exact orientation of the 

NaO2 surface complex and that the isomer shown in Figure 4.3d is 

inconsistent both in terms of stability and of EPR properties. Similar 

complexes where O2 interacts only with Na and not with the MgO 

surface, see Figure 4.3d, but formed at other sites like terraces or 

corners exhibit the same inconsistency, so that in the assignment one 

can rule out these structures. 

As mentioned above, the computed hfcc’s for 
17

O in 

superoxo O2
-
/MgO species are not very informative on the nature of 

the adsorption site as they do not change substantially from site to 

site, Table 4.2. However, the hyperfine tensor orientation provides a 

clear indication of the * orbital hosting the unpaired electron. In 

some cases, as those in Figure 4.3d and Figure 4.3e, the electron is in 

the * orbital perpendicular to the Na(O-O) plane, in other cases 

(Figure 4.3c, and Figures 4.3f-4.3g)  it is in the * orbital 

perpendicular to the Mgs(O-O) plane, where Mgs is the surface Mg 

ion interacting with the O2
- 

species. These latter models are 

consistent with the experimental observation in terms of both EPR 

and energetic properties. 

Based on the analysis of the full set of EPR parameters, g- and A-

tensor, the NaO2 species formed on an edge site of the MgO surface 

where O2 is simultaneously bound to Na and to MgO, Figure 4.3c, 

symbolizes the structural characteristics of the species responsible 

for the large g shift and 
23

Na hyperfine interaction observed in the 

EPR experiments. 
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 In the rest of the discussion we will briefly present a few 

selected results for three other sites. As a first case we consider a 

NaO2 complex formed at the MgO(100) terrace, Figure 4.3e. Notice 

that since Na atoms are not stabilized at these sites,[13] this situation 

can be found only assuming a diffusion process for the NaO2 units. 

In the most stable isomer the O2
-
 superoxide anion interacts with the 

Na atom and with a surface Mg
2+

 cation with a binding energy of 

2.19 eV, Table 4.3, similar as the edge case. Overall, however, the 

NaO2 unit is much more stable on the edge, where it is bound by 3.01 

eV, while on the terrace the bonding is only 1.12 eV, Table 4.3. In 

this configuration, Figure 4.3e, the g-tensor is consistent with the 

experiment (gzz (NaO2/MgO) > gzz (NaO2), Table 4.2) but not the A 

tensor, in fact aiso is smaller than in free NaO2 while in the 

experiment is larger. So, not only the terrace complex, Figure 4.3e, is 

thermodynamically less favourable than the edge one, but its EPR 

parameters do not fit with the observation.  

 Much more interesting from this point of view are the other 

two cases considered, a Na atom stabilized at reverse corner and 

reverse edge sites, two of the most strongly binding sites on the MgO 

surface. On the reverse corner the Na atom interacts with three oxide 

anions and binds O2 by 3.01 eV, Table 4.3. The O2 molecule 

interacts with both Na and a Mg
2+

 cation of the step, Figure 4.3f, but, 

due to the local conformation, the two oxygens are non-equivalent. 

The NaO2 unit is bound to this site by 2.69 eV, i.e. slightly less than 

on an edge site, Table 4.3. Among the cases considered the g-tensor 

exhibits the best agreement with the experiment. In fact, the gzz 

component, 2.1030, is 0.029 higher than in free NaO2 (gzz = 2.0740); 

in the experiment, the difference is of 0.028, see Table 4.2. The 

aiso(
23

Na) value, -13.9 MHz, is also higher than in the free molecule, 

-11.5 MHz, although here the relative change (+20%) is smaller than 

the measured one (+75%). On the reverse edge, Figure 4.3g, the Na 
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atom is bound to two O ions of the surface and the NaO2 unit has 

similar characteristics as for the other irregular sites, i.e. is strongly 

bound, 3.53 eV (Table 4.3), and the two O atoms of the O2
-
 molecule 

are no longer equivalent. In this conformation the O2
-
 molecule 

exhibits the highest gzz value computed so far, 2.1650, even higher 

than in NaO2, Table 4.2. The coupling with 
23

Na is similar to that 

computed for the edge and reverse corner cases, Table 4.2. 

 In conclusion, the NaO2 complexes formed at reverse corner 

and reverse edge sites are also compatible with the experimental 

data, and it is likely that a family of sites is populated. This is in line 

with the broad gzz feature centred at about 2.14 observed in the 

experimental CW-EPR spectrum, which can indeed be explained 

taking into account a distribution of slightly different surface 

adsorption sites.  

 

 

4.4 Conclusions 
 

In a combined EPR (CW-EPR and HYSCORE) and DFT 

study, the reactivity of O2 with Na atoms adsorbed on the surface of 

polycrystalline MgO has been investigated. Direct electron transfer, 

surface to adsorbate, is observed leading to O2
-
 radical anions 

stabilized at different surface sites. HYSCORE measurements allow 

to investigate the ligand hyperfine coupling between O2
-
 electron 

spin and 
23

Na and 
1
H nuclei present at the MgO surface, proving that 

a fraction of the formed superoxide is indeed chemically bound to 

the surface Na
+
 ions, while a second fraction is stabilized on the 

MgO matrix. Comparison with rare gas matrix trapped NaO2 

molecules shows that the MgO stabilized complex is characterized 

by larger aiso and gzz parameters. The differences between isolated 

molecular species and surface adsorbed species are rationalized with 
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the help of DFT calculations. These lend support to the analysis of 

the HYSCORE data allowing to clarify the structural and electronic 

characteristics of the NaO2/MgO complex. In particular, the 

calculations show that the role of the matrix is instrumental in 

stabilizing the so formed superoxide, leading to a counterintuitive 

positive shift of the gzz component. A family of sites is found to be 

compatible with the observed experimental results, which is 

characterized by a mutual interaction of the superoxide radical anion 

with Mg
2+

 matrix ions and surface Na
+
 species. Interestingly, in the 

case of the surface stabilized NaO2 complex the unpaired electron is 

found to be located in a * orbital dwelling in the O2-Na plane, while 

the reverse occurs for matrix trapped NaO2 molecules.  

 Finally it can be concluded that HYSCORE spectroscopy in 

conjunction with DFT modelling is a powerful tool to explore the 

structure of superoxide species localized at solid surfaces, allowing 

to establish specific binding sites and geometrical and electronic 

structures of surface adsorbed species. In particular, the theoretical 

approach used to investigate such species is able to reproduce very 

well the experimental EPR properties. 

 

 

 

 

 
The result of this chapter have been reported in the following 

publication: 

Formation of superoxo species by interaction of O2
-
 with Na 

atoms deposited on MgO powders: a combined continuous-wave 

EPR (CW-EPR), hyperfine sublevel correlation (HYSCORE) 

and DFT study. 

Napoli F., Chiesa M., Giamello E., Preda G., Di Valentin C., 

Pacchioni G., Chemistry-A  European Journal, 16, (2010), 677.
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precovered ceria surfaces     
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Chapter 5 
 

Oxygen active species in Ag-modified CeO2 

catalyst for soot oxidation 
 

 

5.1 Summary 
 

 In this chapter we analyze from a theoretical point of view, 

some aspects of the reactivity of Ag-modified CeO2 surfaces used for 

soot combustion in particulate Diesel filters. O2 molecules and small 

carbon clusters adsorbed and coadsorbed on the CeO2(111) 

stoichiometric and reduced surface have been considered. 

Carbonaceous species react with the ceria surface with formation of 

oxygenated carbon fragments and subsequent formation of reduced 

ceria but the mechanism which occurs to replenish the oxygen 

content of the oxide catalyst is still unclear. The formation of peroxo 

and superoxo species and the role of silver in modifying the 

properties of CeO2(111) is discussed. Ag atoms and Ag5 clusters act 

as donor species, become oxidized and donate the valence electron to 

the oxide with formation of reduced Ce
3+

 ions. A charge transfer in 

the opposite direction occurs when Ag atoms are bound to O 

vacancies. In this second case we found that in the presence of gas-

phase oxygen the formation of peroxo species can be mediated by 

small Ag particles. Peroxo is found in the vacancy, so the final result 

is that the cavity is refilled by ambient oxygen.  
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5.2 Computational details 
 

 Spin polarized DFT calculations have been carried out with 

the VASP program (see Sec. 2.6) using a plane wave basis set and 

the projector augmented wave (PAW) method to describe the 

interaction between the valence electrons and the atomic cores. The 

valence electron density is defined by the twelve (5s
2
5p

6
6s

2
5d

1
4f

1
) 

electrons of each Ce atom, the six (2s
2
2p

4
) electrons of each O atom, 

and the eleven (5s
1
4d

10
) electrons of Ag. The plane-wave expansion 

includes all plane waves with kinetic energy smaller than a cutoff of 

415 eV. The LDA+U or GGA+U approaches (see Sec. 2.4) were 

used. The LDA and GGA parts of these functionals are those of 

Vosko et al.[1] (VWN) and Perdew-Wang[2,3] (PW91), 

respectively, and we used the formalism of Dudarev et al..[4] 

Numerical integration in the reciprocal space was carried out using a 

2 × 2 × 1 Monkhorst-Pack special k-points grid[5]. A Methfessel-

Paxton smearing width σ = 0.2 eV was applied to help to converge 

the electronic density.[6] 

Geometry optimization, magnetic moments and Bader 

charges[7,8] has been performed within the LDA+U with Ueff = 5 eV 

scheme because it provides a lattice parameter which is close to 

experiment.[9,10] Energies were calculated at the GGA+U level with 

Ueff = 3 eV[10] because this helps to properly describe localization in 

bulk Ce2O3 as well as in ceria nanoparticles containing both Ce
3+ 

and 

Ce
4+

 atoms.  

 To model the O-terminated CeO2(111) surface 2 x 2 (Ce8O16) 

or 3 x 3 (Ce18O36) supercells with 6 layers have been used keeping 

the three bottom layers fixed and relaxing the uppermost ones. The 

optimized lattice parameter a0 is 5.40 Å, in excellent agreement with 

the experiment a0  5.41 Å (see Sec. 1.1). The supercell includes a 
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vacuum of 12 Å which is large enough to avoid interactions between 

the slabs obtained after replication in the three space dimensions. 

 

 

5.3 Results and discussion 
 

5.3.1 CeO2(111) and CeO2-x(111) 
 

 The calculated electronic structure of a stoichiometric 

CeO2(111) surface (Figure 5.1), as deduced from the corresponding 

density of states shows that the valence band, about 4 eV wide, is 

mainly formed by O 2p levels, and is separated by a gap of about 5.1 

eV from the conduction band which originates from the Ce 5d 

orbitals. For comparison, the experimental band gap is 6 eV (see Sec. 

1.1).  

 

 
 

Figure 5.1: DOS of CeO2(111) clean surface. 
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In CeO2 all cerium-centered valence states are empty, but the very 

localized 4f states lie in the gap at 2.1 eV above the top of the 

valence band (3 eV the experiment).  

 The formation of an oxygen vacancy after the removal of a 

surface oxygen is a relevant process for the catalytic properties of 

CeO2. According to our calculations, the vacancy formation energy, 

computed with respect to ½ O2, is 3.54 eV (6.62 eV with respect to 

atomic O). This is in line with other values reported in the 

literature,[11] also considering the intrinsic difficulty to compute this 

quantity in reducible oxides.[12] This is an important quantity since 

it has been proposed that the soot oxidation occurs at the expense of 

lattice oxygens (see Sec. 1.3).  

The removal of one oxygen atom corresponds to a reduction of the 

system and in fact two electrons are found in localized 4f states on 

two surface Ce ions which change their configuration from Ce
+4

(4f
0
) 

to Ce
+3

(4f
1
).[13] This change in atomic configuration is accompanied 

by the appearance in the energy gap of defect states associated to the 

localized 4f electrons at about 1.4 eV from the top of the valence 

band (Figure 5.2).  This strong localization is also demonstrated, by a 

plot of the spin density of the system indicating the presence of an 

unpaired electron on two specific Ce atoms of the surface, nearest 

neighbor to the missing oxygen (Figure 5.2). 
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Figure 5.2: Structure of CeO2−x(111). (a) Structure and spin distribution; 

(b) DOS curves. 

 

All these features are consistent with other studies reported in 

literature.[9,14,15] The found electronic distribution is not the only 

one, in fact recent studies have shown that there is a distribution of 

Ce sites where the localization of the electrons can take place so that 

multiple structures exist with formally the same electronic 

configuration but with very similar total energies.[16,17] The 

existence of several states nearly degenerate in energy suggests a 

relatively easy electron mobility at finite temperatures, since electron 

transport in these materials occurs by hopping. The activation energy 

for polaron electron transport in the bulk is indeed quite low, about 

0.4 eV.[18] This may be important in view of the mechanism which 

is at the basis of the formation of superoxo O2
-
 and peroxo O2

2-
 ions. 

 

5.3.2 O2 adsorption on CeO2(111) and CeO2-x(111) 
  

 The first step to consider in the catalytic oxidation of soot is 

the mechanism of interaction of gas-phase oxygen with the ceria 

surface. In fact, a key step in the proposed oxidation mechanism 

Ce
3+ 

(4f
1
) 



102 

 

consists in the regeneration of the stoichiometry of the ceria particle 

after lattice oxygens have been transferred to the carbon particles, 

according to the Mars-van Krevelen mechanism. However, in our 

calculations, and in agreement with previous studies, the oxygen 

molecule is just physisorbed on the stoichiometric CeO2(111) regular 

surface.[19,20] The adsorption energy, <0.1 eV, is so low that it is 

possible only at very low temperatures.[21] The O-O distance is the 

same as in gas-phase, 1.22 Å, so the oxygen molecule is not 

activated. This means that oxygen can react only with defect sites at 

the ceria surface, like low-coordinated atoms at step edges, oxygen 

vacancies, or their aggregates.  

 Indeed, a completely different situation is found when the O2 

molecule is adsorbed on a O vacancy site. Here the interaction is 

strong, 3.15 eV, and the molecule is adsorbed with one O atom 

filling the vacancy and the other pointing out from the surface. The 

O-O distance is elongated to 1.418 Å, typical of a peroxo group. The 

O-O axis is tilted and forms an angle of about 50° from the surface 

normal. While the initial defective surface contains two Ce
3+

 ions 

(Figure 5.2), the adsorption of an O2 molecule results in a complete 

magnetic quenching and the surface complex is diamagnetic. This 

result, combined with the long O-O bond and the analysis of the 

Bader charges (-0.71 and -0.53e), points toward the formation of a 

peroxo group. The energy required to dissociate the peroxo group 

and release a gas-phase O atom is 2.70 eV (if computed with respect 

to ½ O2 the process is slightly exothermic, -0.40 eV). This energy is 

quite relevant in the context of oxidative processes taking place on 

the surface, because it is considerably smaller than the energy 

required to remove an oxygen from a regular site (6.62 eV). Peroxo 

groups are thus source of more reactive oxygens. 

 The formation of a peroxo species is in line with what 

reported by other authors,[19,20,22] and has also been confirmed 
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experimentally by Raman spectroscopy since typical bands in the 

830-870 cm
-1

 region are found[21,23]. Experimentally, also the 

presence of paramagnetic superoxo O2
-
 species has been reported. 

The proof of the formation of such species comes from EPR 

spectroscopy[24] but also from the analysis of Raman spectra since a 

typical band around 1120 cm
-1

 is observed.[21,23] 

 In principle, O2
-
 species could form by O2 adsorption on 

regular sites of a reduced CeO2-x surface followed by an electron 

transfer from one Ce
3+

 4f
1
 state to the 2* MOs of the adsorbed O2 

molecule. This is indeed the typical process occurring on other 

reduced oxides like TiO2 [25,26]. However, computational attempts 

to adsorbe an O2 molecule on a regular site of CeO2-x resulted only 

in weak adsorption and no charge transfer. The unpaired electrons 

remain localized on the Ce
3+

 ions even when these are at the surface. 

This result suggests that in CeO2 the 4f levels are deeper in energy 

then the O2 2* levels, so that a charge transfer can only occur when 

these species are in close contact. We also checked that this 

conclusion is not due to limitations or assumptions related to the 

computational approach adopted since, in particular, the 4f levels 

could be artificially stabilized by the choice of the U parameter. 

However, the same result has been obtained at the standard GGA-

DFT level.  

 In a recent study Conesa has suggested that superoxo O2
-
 

species form when O2 interacts directly with a “single electron” 

oxygen vacancy[22] obtained by replacing a tetravalent Ce
4+

 ion by a 

trivalent La
3+

 ion, thus leaving only one Ce
3+

 associated to an O 

vacancy. In this case only one electron can be transferred to adsorbed 

O2 and a superoxo is then formed.  

However, there is a more likely explanation for the formation of 

superoxo anions. In fact, in Chapter 6 we show that O2
-
 species can 

form by direct interaction of molecular oxygen with low-coordinated 
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Ce ions, present at extended defects of the ceria surface (edge, steps, 

dislocations, etc.[14]) and on ceria nanoparticles since Ce
3+

 cations 

tend to be located at low coordinated sites of CeO2-x reduced 

particles.[27] 

 In summary, the classical model of an oxygen vacancy at the 

surface of reduced ceria explains the formation of diamagnetic 

peroxo groups, while the presence of Ce
3+

 ions at low-coordinated 

sites can be considered responsible for the formation of superoxo 

radical species. In both cases the O2 molecule is activated and easier 

to dissociate in O atoms which can replenish the oxygen content of 

the ceria catalyst involved in soot oxidation. 

 

5.3.3 Reactivity of oxygen surface species towards carbon 

soot 
 

 Considering the oxidation of the carbon soot, two hypothesis 

can be formulated. In the first one the carbon particle interacts 

directly with a peroxo group with transfer of one O atom: 

 

Cn + CeO2+x (peroxo)  CnOx  + CeO2                 (5.1) 

 

The other possibility is that one O atom of the peroxo group diffuses 

on the surface and reacts with the deposited carbon soot. This second 

mechanism, as proven theoretically, is possible only at elevated 

temperatures,[19] usually reached in diesel engines. Thus, at the 

normal temperature where diesel antiparticulate filters operate, the 

mobility of surface oxygens is expected to contribute to the oxidation 

process. 

 We have estimated the energy changes associated to reaction 

(5.1) taking an infinite graphene sheet as a simplified model of 

typical aromatic hydrocarbons present in carbon soot. This leads to 
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the formation of a graphene oxide where an O atom is bound to a 

graphene layer. The oxygen atom has been added in a bridge position 

over two C atoms and we found that the reaction is nearly 

thermoneutral, with a computed E = +0.35 eV, suggesting that the 

oxygen atoms of the peroxo group are potential candidates for the 

process.  

If one compares the reactivity of the peroxo groups with that of the 

regular surface oxide anions of CeO2(111): 

 

Cn + CeO2  CnOx + CeO2-x (reduced)                 (5.2) 

                                      

the difference with reaction (5.1) is very clear: reaction (5.2) is 

endothermic by 4.25 eV, due to the much higher cost of removing an 

oxygen atom from a regular site of the CeO2 surface. Of course, not 

only the thermodynamics but also the kinetics of the process will be 

strongly affected by the formation of peroxo groups, as the barrier 

for the reaction is expected to be considerably lower.  

 Unfortunately, these computational results are not fully 

compatible with the experimental evidence based on isotopic 

labeling experiments which show that it is the oxygen coming from 

the ceria lattice which is incorporated into the oxidized products.[28] 

Thus, the simplest idea that gas-phase O2 reacts with defects like 

oxygen vacancies and generates “active” O species which are 

transferred to the organic substrate is not consistent with this specific 

result. This means that the gas-phase O2 molecule must generate 

active oxygen species (e.g. via peroxo or superoxo formation) that 

further diffuse into the bulk or to other surface regions of the oxide 

in order to regenerate the original oxygen content. However, active 

oxygen species can directly originate from the interaction of 

supported carbon particles and the lattice oxygen.  
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 To study the reactivity of ceria with adsorbed carbon species 

we have considered a C4 cluster on the surface of CeO2(111). C4 is 

considered in its rhombic ground state structure[29]. The cluster 

interacts parallel to the surface and a binding energy is 2.02 eV. The 

interaction leads to an outwards displacement of a surface O atom 

which forms a direct bond with one of the apical C atoms, Figure 

5.3a.  

 

 

 
a 

 
b 

 
Figure 5.3: (a) Structure of a C4 cluster adsorbed on the CeO2(111) surface. 

(b) Structure of a C3 cluster adsorbed on the CeO2-x(111) surface resulting 

from the desorption of a CO molecule. The figure shows also the spin 

density. 

 

The C-O distance, 1.27 Å, is typical of oxygenated hydrocarbon 

species. In the final structure, the O atom has been pulled out from 

the surface by about 0.7 Å, Figure 5.3a, then an O vacancy has been 

created. This process occurs spontaneously, with no energy barrier, 

and leads to an oxygenated carbon fragment. The desorption of the 

C4O unit, which results in the formation of an O vacancy on the 

surface, costs 1.03 eV. The other possibility is that what desorbs is a 

CO molecule, leaving on the surface a C3 unit bound to an O vacancy 

according to the reaction: 
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C4 + CeO2  C3/CeO2-x (reduced) + CO                (5.3)     

                          

For the C3 cluster adsorbed on an O vacancy of CeO2(111) we found 

two isomers almost isoenergetic, both with triangular shape and one 

of the apical C atoms pointing towards the vacancy, Figure 5.3b. The 

C3/CeO2-x complex and CO are only 0.7 eV less stable than the C4 

unit adsorbed on the non-defective surface. This means that in the 

presence of adsorbed hydrocarbon species, the formation of CO (or 

CO2) by means of the surface O atoms of the ceria catalyst is an 

energetically accessible process. 

 

5.3.4 O2 adsorption on Ag/CeO2 catalysts 
 

 In a recent paper Machida et al.[30] have reported that 

loading the ceria catalyst with Ag metal leads to an improved 

catalytic activity and a lower combustion temperature. This has been 

tentatively explained with the fact that metallic silver can promote 

the formation of superoxo species.[31,32] In fact, the EPR signal 

associated to this species increases slightly when CeO2 is loaded with 

metallic silver[30]. In another study Aneggi et al.[33] have shown 

that Ag/CeO2 samples contain Ag crystallites separated from the 

ceria particles by an Ag2O phase. Also other authors have reported 

that ceria is able to maintain silver in a positive oxidation state.[34] 

Considering this, assuming that metallic silver is responsible for the 

promotion of O2 to O2
-
, the interaction between ceria and silver is not 

ideal as it results in partial oxidation of silver. 

 An aspect which has not been considered in these studies is 

the possibility that diluted forms of silver (atom, clusters, 

nanoparticles) can form during the synthesis and either adsorbed on 

the surface of the oxide or incorporated into the bulk. Due to their 

small dimensions, these species would not be detectable with normal 
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electron microscopies. Therefore, nanosized Ag particles, Ag ions 

substituting for Ce, or even supported Ag atoms could act as 

promoters of the catalytic activity facilitating the oxygen adsorption 

and dissociation. With this respect, Metiu et al. have demonstrated 

that the presence of Ag ions replacing Ce in the surface of CeO2(111) 

causes a considerable weakening of the Ce-O bond and a much lower 

formation energy of oxygen vacancies.[35] According to this model, 

if the Ag ions segregate towards the surface they facilitate oxidation 

mechanisms based on the Mars-van Krevelen mechanism since the 

activation barrier for oxygen transfer is considerably reduced.  

Here we consider two other possibilities. We studied the interaction 

of an Ag atom and a Ag5 cluster with the regular and defective 

surfaces of CeO2(111) in order to gain insight into the role of the 

CeO2/Ag interface in promoting the soot combustion activating 

oxygen molecules. The behavior of Ag and Ag5 adsorbed on 

CeO2(111) and CeO2-x(111) surfaces is discussed in details in chapter 

7.  In summary, what we found is a general tendency of Ag atoms 

and clusters to reduce the stoichiometric and defective ceria surfaces 

transferring charge from the Ag 5s levels to the Ce ions of the oxide. 

An opposite effect occurs when the Ag atom is deposited on an O 

vacancy, with formation of Ag
-
. 

 Considering the interaction of O2 molecules with adsorbed 

Ag atoms and clusters, we start from the case of a single Ag atom 

adsorbed on the stoichiometric CeO2(111) surface. As said before, in 

this case Ag carries a positive charge. O2 binds to the Ag
+
 species by 

0.45 eV forming a bent complex (r(Ag-O) = 2.116 Å, (AgOO) = 

111°). This is a considerably stronger bond than that of O2 on the 

regular surface (see Sec. 5.3.2). Thus, an effect of diluted Ag atoms 

adsorbed on the ceria surface could be increasing the sticking 

probability of the incoming O2 molecules. However, there is no sign 

of activation of the O2 molecule. The O-O bond distance, 1.251 Å, is 
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only slightly elongated compared to gas-phase O2. The spin remains 

localized on the Ce
3+

 and no oxidation of the support occurs. Then, 

no sign of any particular promoting effect of Ag
+
 ions adsorbed on 

the surface is observed.  

We also considered another structure where the O2 molecule interacts 

with the Ce
3+

 ion of the surface near the adsorbed Ag
+
, in order to 

check possible bonding of O2 at the interface between Ag1 and CeO2. 

The optimization leads to a weakly bound non-activated O2 

molecule, no interaction with the Ag
+
 ion is observed and no charge 

transfer occurs towards O2. Thus, there is no direct beneficial effect 

from the presence of the Ag
+
 adsorbed species. 

 The next case considered is O2 adsorption on a Ag atom 

bound to an oxygen vacancy. In this case the Ag adatom is 

negatively charged (see Chapter 7). We first placed the O2 molecule 

on-top of the Ag atom, and reoptimized the structure. This results in 

a local minimum where the O2 molecule is weakly bound to Ag, by 

0.1 eV, forming a relatively long Ag-O bond, 2.239 Å, and an angle 

(AgOO) = 119°. In this complex the O2 molecule is non-activated 

(r(O-O) = 1.250 Å) and the negative charge remains on Ag (Figure 

5.4).  

 

 
 

Figure 5.4: O2/Ag1/CeO2-x with O2 interacting with the silver atom only. 
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However, a second more stable minimum exists where O2 interacts 

with both Ag and the CeO2-x surface, thus being an  interface 

bonding. In this configuration, the O2 molecule is strongly bound, by 

2.06 eV, and induces a massive structural rearrangement, Figure 5.5.  

 

 

  
 

Figure 5.5: O2/Ag1/CeO2-x with Ag interacting at the interface position. 

 

In fact, O2 lies now parallel to the surface, and replaces the missing 

oxygen. This is not necessarily the lowest configuration, probably a 

barrier prevents the molecule from adsorbing with the molecular axis 

perpendicular to the surface, as for a typical peroxo species. The Ag 

atom is displaced from its original position, and shifted to a vicinal 

adsorption site where it is bound to three O atoms. Notice that this is 

the preferred position of Ag1 on the regular surface. The O-O 

distance of the adsorbed O2 molecule, 1.43 Å, is clearly indicative of 

the formation of a peroxo species, O2
2-

. Interestingly, the two extra 

electrons are not coming from the CeO2-x substrate, in fact one Ce
3+

 

ion is still present in the supercell, but from the Ag species which 

changes its oxidation state from -1 to +1. In other words, when the 

O2 molecule interacts at the interface of Ag1/CeO2-x it takes the 

position of the Ag atom which is displaced to another adsorption site 

and a double charge transfer occurs from Ag to O2 with formation of 
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peroxo and Ag
+
 species. The final result is that the Ag atom assumes 

the same position and oxidation state that it has on the stoichiometric 

surface. With this respect, the key role is not that of silver, but rather 

that of the oxygen vacancy which is the real source of electrons to 

reduce the oxygen molecule. 

 The last case considered is that where the O2 molecule 

interacts with the Ag5/CeO2-x complex. The question is weather the 

simultaneous presence of the Ag5 cluster and a reduced ceria surface 

results in an easier electron transfer to O2 and in the activation of the 

molecule. We started adsorbing O2 on top of the Ag5 cluster 

reoptimizing the structure. We found a minimum where the O2 

molecule is bound to the Ag cluster, Figure 5.6a, with the molecular 

axis almost normal to the surface.  

 

 
a 

 
b 

 
Figure 5.6: Structure of O2 adsorbed on Ag5/CeO2-x(111) surface complex. 

(a) Isomer where O2 is above the Ag cluster and forms a superoxo species 

(less stable); (b) isomer where O2 is below the Ag cluster and forms a 

peroxo group (more stable).  

  

An electron transfer occurs from the Ag cluster, not from the 

support, to O2 with consequent formation of a superoxo radical (r(O-

O) = 1.386 Å; Bader charges 0.45 and 0.37e on the bottom and top 

O atoms, respectively, Figure 5.6a). This structure, however, is about 
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1.8 eV less stable than a second structure where the O2 molecule is 

below the Ag5 unit, in direct interaction with the ceria surface, Figure 

5.6b. One of the O atoms fills the vacancy and the other is in direct 

contact with the Ag cluster, O2 is thus at the interface. What is 

formed, however, is a peroxo group, as shown by the typical O-O 

distance of 1.46 Å and by the Bader charges, 0.71 and 0.60e on 

the bottom and top O atoms. We have not investigated the barrier 

which separates the two isomers found, but at the temperatures at 

which soot oxidation occurs there should be no problem in 

overcoming this barrier.  

This means that a small Ag cluster stabilized at an O vacancy 

can promote formation of superoxo species, but not in a catalytic 

way since it is likely that the O2 molecule will diffuse below the 

cluster and saturate the vacancy. Also considering the other results 

obtained for O2 interacting with supported species, there is no 

unambiguous evidence that small silver clusters on ceria can have a 

special role in the activation of molecular oxygen.  

 

 

5.4 Conclusions 
 

In this chapter, some key aspects of the reactivity of Ag-

modified CeO2 surfaces used for soot combustion in particulate 

Diesel filters are analyzed. To this end we considered O2 molecules 

and small carbon clusters adsorbed and coadsorbed on the CeO2(111) 

stoichiometric and reduced surface. The results show that 

carbonaceous adsorbed species react with the ceria surface with 

formation of oxygenated carbon fragments and consequent formation 

of reduced ceria. The reaction is thermodynamically accessible as it 

involves only small energy costs. This result agrees with the  

experimental observation that the soot oxidation involves lattice and 
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not ambient oxygen. Less clear is the mechanism which occurs to 

replenish the oxygen content of the oxide catalyst. In fact, both 

peroxo and superoxo species can form on the surface (these latters 

most likely in correspondence of low-coordinated Ce ions) but it 

remains unclear how these species re-establish the oxygen content. 

Probably by migration of oxygen vacancies from the bulk to the 

surface, an aspect which has not been considered here.  

 Since experimental studies point towards a beneficial effect 

of catalysts based on both Ag and CeO2 components, we have 

considered how small silver units, atoms or clusters, deposited on the 

surface of ceria can activate oxygen molecules. Considering a Ag 

atom on stoichiometric ceria, that is oxidized (Ag
+
), we notice a 

stronger bonding to the Ag
+
 ion of gas-phase O2 molecules than on 

the clean CeO2(111) surface. This result suggests that the sticking 

probability of oxygen should increase in the presence of adsorbed Ag 

ions, facilitating oxygen refilling. On the contrary, no beneficial 

effect is found for a Ag atom adsorbed on a O vacancy since the final 

result is that the O2 molecule fills the vacancy with formation of a 

peroxo group. The Ag atom is displaced from its original position, 

showing that the affinity of the vacancy for oxygen is much larger 

than for Ag.  

 Finally, we have considered Ag5 clusters deposited on the 

stoichiometric and reduced ceria surfaces. Considering the cluster 

adsorbed on an oxygen vacancy, O2 adsorption results in the 

formation of a superoxo species, an effect which has not been 

observed with other models considered here. This could indicate that 

at the interface between the Ag phase and reduced ceria samples one 

can form more easily activated oxygen species. However, the 

superoxo molecule can migrate below the Ag cluster and bind 

directly to the O vacancy with formation of a peroxo group. With 

this respect, the final effect is not very different from what occurs 
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when O2 binds directly to an O vacancy and the role of the silver 

particle is not particularly relevant, at least from a thermodynamic 

point of view.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The result of this chapter have been reported in the following 

publication: 

Formation of oxygen active species in Ag-modified CeO2 catalyst 

for soot oxidation: A DFT study. 

Preda G., Pacchioni G., Catalysis Today, 177, (2011), 31. 
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Chapter 6  
 

O2
-
 on ceria nanoparticles by interaction of 

molecular oxygen with Ce
3+

 sites 
 

 

6.1 Summary 
 

In this chapter we analyze the behavior of low coordinated 

Ce
3+

 centers towards the activation of oxygen molecules. 

In literature is known that the exposure of ceria to molecular oxygen 

results in the formation of peroxo, O2
2-

, and superoxo, O2
-
, species. 

The formation of diamagnetic peroxo species is easily explained by 

the interaction of O2 with oxygen vacancies at the ceria surface since 

these are two-electron donor centers. On the contrary, the formation 

of the paramagnetic superoxide O2
-
 radical cannot be explained by 

the same model since this complex spontaneously converts into the 

more stable peroxo group, as seen in Chapter 5. Based on DFT 

calculations we show that superoxide O2
-
 radicals form by direct 

interaction of O2 with low-coordinated Ce
3+

 ions on reduced ceria 

nanoparticles and we propose an atomistic model of this system, 

which is fully consistent with the experimental observation. The 

results reported in these chapter have been obtained in collaboration 

with Dott. Annapaola Migani and Prof. Francesc Illas of the 

Universitat de Barcelona.  
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6.2 Computational details 
 

The calculations for the smaller Ce2O3 cluster have been 

performed with two radically different computational approaches. 

We first used a typical quantum chemical approach based on 

localized basis functions (Gaussian type orbitals), an effective core 

potential (ECP) for the description of Ce, and the B3LYP hybrid 

exchange correlation functional.  For these calculations we used the 

Gaussian03 code.[1] We used for the Ce atoms the ECP and basis set 

developed by the Stuttgart/Dresden group which includes only 28 

electrons in the core and treats the remaining 30 electrons explicitly 

as valence electrons. The corresponding contracted basis set is 

[5s5p4d3f].[2-4] The (all-electron) basis set for oxygen is 6-31G* on 

the O atoms of the Ce2O3 cluster and 6-311+G* on O2.  

The same system has then been considered using a plane 

wave basis set, the projector augmented wave (PAW) method,[5] and 

both the HSE06 hybrid functional[6-8] and the GGA+U (with Ueff = 

4eV) approach. For these calculations the VASP package was used. 

The GGA+U approach has been used also for the study of the 

Ce24O47 and Ce40O79 nanoparticles. 

 The hyperfine interactions of the electron spin with the 

nuclear spin of the 
17

O nuclide have been determined.  

For the VASP calculations, a supercell approach is used which 

includes a vacuum of ~1 nm in the three Cartesian directions. For 

these discrete systems only γ-point calculations are performed. The 

valence electron density is defined by the twelve (5s
2
5p

6
6s

2
5d

1
4f

1
) 

electrons of each Ce atom and the six (2s
2
2p

4
) electrons of each O 

atom and a cutoff of 415 eV was used for the kinetic energy of the 

plane waves entering into the basis set. Hybrid DFT calculations 

were performed using the HSE06 functional as implemented in 

VASP. The lowest-energy morphology of the pristine Ce24O48 and 
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Ce40O80 nanoparticles (parent clusters of O deficient Ce24O47 and 

Ce40O79 structures), are identified by global optimization by a basin-

hopping approach using interatomic potentials.[9,10] This procedure 

ensures that the nanoparticle geometries employed correspond to, or 

should approach, the global energetic minima. 

 

 

6.3 Results and discussion 

 

6.3.1 Interaction of O2 with the Ce2O3 model system 
 

The small bipyramidal trigonal Ce2O3 cluster, Figure 6.1, 

provides an excellent system to test the response of various methods 

in describing the Ce
3+

-O2 interaction. In a recent study it has been 

shown that this small cluster is representative of cerium sesquioxide 

(bulk Ce2O3), provided that an appropriate basis set and exchange 

correlation functional is chosen.[11] The ground state of the Ce2O3 

cluster is a triplet with two unpaired electrons each localized on a 4f 

level of the three-coordinated apical Ce ions, with a magnetic 

moment on each Ce of  1 μB,. The Ce-O distances in this molecule 

predicted by the B3LYP functional are 2.140 Å, Figure 1.6.  

 

 
 

Figure 6.1: The Ce2O3 cluster with the spin density plot. 
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An O2 molecule has been adsorbed in the vicinity of one of the two 

equivalent Ce
3+

 ions in two different conformations, side-on, 2, i.e. 

with the O-O axis perpendicular to the Ce-Ce axis, (Figure 6.2a), and 

end-on, 1, i.e. with one O atom of the O2 molecule pointing directly 

towards Ce, (Figure 6.2c). Since the O2 molecule has a 
3
g

-
 ground 

state, the interaction with the triplet state of Ce2O3 can result in 

singlet, triplet or quintet state depending on whether there is total, 

partial or no spin pairing, respectively. The quintet state does not 

correspond to the formation of a chemical bond, is higher in energy 

and has not been considered. The singlet state leads to a double 

electron transfer and to the formaton of a stable diamagnetic peroxo 

species, as shown by the found O-O distance of 1.441 Å. However, 

this situation is 0.3 eV (B3LYP) higher in energy than the triplet 

ground state. When the triplet state is considered, all functionals and 

methods indicate the formation of the superoxide radical anion, O2
-
 

(one unpaired electron on O2
-
 and one on a Ce

3+
 ion). The formation 

of a superoxo species is shown unambiguously by the spin density 

analysis and by the charge analysis (Mulliken or Bader), which show 

the presence of only one unpaired electron associated to the O2 

molecule, and by the O-O distance which is about 1.3 Å, a typical 

value for this species. The distances calculated for free O2 and O2
-
 

with the considered methods are: 1.206 and 1.346 Å in B3LYP, 

1.211 and 1.333 Å in HSE06, and 1.235 and 1.316 Å in GGA+U, 

respectively. Further proof of the formation of a superoxo species 

comes from the calculation of the IR and EPR spectra, as it will be 

discussed below.  
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Figure 6.2: Structures of Ce2O3-O2 complexes: (a) Side on, 2 (Ce1); (b) 

Side on, 2 (Ce2); (c) End on, 1 (Ce1); (d) End on, 1 (Ce2). For selected 

distances and angles see Table 6.1. Grey – spin-density iso-surface of 

0.05e/Å
3
. 

 

The triplet configuration of the Ce2O3-O2 complex can originate in 

principle from two mechanisms. One is the coupling between the 4f 

electron on Ce and one of the g
*
 electrons of O2, leading to a 

covalent interaction. The other is a charge transfer of one of the two 

Ce
3+

 4f
1
 electrons to the O2 molecule with formation of a Ce

4+
-O2

-
 

complex, establishing an ionic interaction. In both cases, the 4f 

electron that should be involved is that on the Ce ion nearest to the 

O2 molecule, with formal change of its oxidation state from +3 to +4. 

However, what we found is that all the calculations, independently 

on the method used, show the existence of two electronic states 

which differ only by the position of the unpaired electron on the 

Ce2O3 unit (Table 6.1), both for side-on η2, and end-on η1 adsorption 

configurations. In one state the unpaired electron remains on the Ce 

ion nearest to O2 (hereafter referred to as Ce1) while in the other 

state the unpaired electron is localized on the Ce ion on the opposite 

side of the cluster, Ce2 (Figure 6.1). 
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Table 6.1: Adsorption properties of superoxide radical anion (O2
-
) formed 

by interaction of O2 with a Ce2O3 cluster, and Ce24O47, Ce40O79 

nanoparticles. (a) Experimental Raman 1127-1135 cm
-1

[12,13] and IR 

(1125 cm
-1

[14]) values. 



All methods clearly indicated that the side-on 2 isomer is the most 

stable one, no matter where the spin is localized (Table 6.1). The 

hybrid functionals, B3LYP and HSE06, indicate this complex, 

Figure 6.2a, as the most stable one separated by a small energy 

difference, 0.1-0.2 eV, from the situation where the unpaired electron 

is on Ce2 (Figure 6.2b). The O2 binding energies are somewhat 

different in the two approaches, 1.39 eV in B3LYP and 1.70 eV in 

HSE06, but both indicate a substantial stability of the superoxide 

anion. Also the GGA+U approach indicates 2 as the preferred O2 

orientation, but the order of stability of the two electronic states is 

reversed: the case where the spin is on Ce2 is now the ground state 

with a binding energy of 1.49 eV, while the configuration with the 

spin on Ce1 is 0.34 eV higher in energy, Table 6.1. All other 

adsorption properties here reported, in particular bond distances, and 

spin distribution, are quite consistent in the three approaches 

(B3LYP, HSE06, GGA+U), see Table 6.1.  

 As said in Chapter 5, when an O vacancy is formed on the 

surface of CeO2 there are several Ce ions where the two excess 

electrons can localize and that these configurations are all within a 

few tenth of an eV.[15,16] What is found here is to some extent a 

similar result. However here the charge transfer nature of the 

interaction between O2 and reduced ceria is shown in a very clear 

way. In fact, in a covalent Ce-O2 interaction the spin quenching 

would involve the coupling of Ce1 4f and O2 unpaired electrons, 

leaving the other unpaired electron on the second Ce atom, Ce2. On 

the contrary, our results show that the O2 molecule takes one of the 

two electrons of the Ce2O3 complex and remains stabilized near a Ce 
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cation, and moreover the total energy is similar when the 

configuration of this cation changes from 4f
0
 to 4f

1
. On purely 

electrostatic arguments one would expect that the Ce
4+

-O2
-
 

interaction (unpaired electron on Ce2) should be stronger than the 

Ce
3+

-O2
-
 one (unpaired electron on Ce1). Apparently, the 

electrostatic potential on the two sites is not so different and other 

binding mechanisms occur, e.g. polarization, dispersion, etc.. With 

the GGA+U approach it was found that the electronic state where the 

spin is on Ce2 is more stable, Table 6.1. This result suggests that the 

Ce-O2
-
 bonding has a larger covalent character with this method than 

with hybrid functionals, a result which is consistent with the fact that 

the use of the HF exchange favors electrostatic interactions. 

The other structural isomer of the Ce2O3-O2 complex is the end-on 1 

linear configuration, Figure 6.2c and d. All methods indicate that this 

isomer is less stable than the 2 one, with energy differences of 0.4-

0.8 eV, Table 6.1.  

 Finally, we have computed the observable IR and EPR 

properties of the O2
-
 species for the different Ce2O3-O2 complexes 

considere, Table 6.1 and Table 6.2.  
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Structure aiso Bx By Bz 

 G G G G 

Side-on, 2 (Ce1)
(a) -4.9 29.3 -60.3 31.1 

Side-on, 2 (Ce2)
(a) -5.0 26.9 -59.6 32.6 

End-on, 1 (Ce1)
(b) -3.6 -35.3 17.8 17.5 

 -6.1 -78.2 39.3 38.9 

End-on, 1 (Ce2)
 (b)

 -5.0 -33.9 25.7 8.2 

 -6.6 -71.9 43.2 28.7 

 
Table 6.2: EPR properties (O hyperfine coupling constants) of a superoxide 

radical anion (O2
-
) formed by interaction of O2 with a Ce2O3 cluster 

(B3LYP results). (a) The definition of the orientation is as follows: the z 

direction corresponds to the internuclear O2 axis, and the x direction 

coincides with the Ce–superoxide bond axis, parallel to the Ce-O-Ce 

plane. (b) The z direction corresponds to the internuclear O2  axis. 

 

The calculation of the hyperfine coupling constants of the unpaired 

electron with the 
17

O nucleus gives important informations on the 

symmetry of the complex and can be used to discriminate between 

the 2 and 1 isomers. The calculated vibrational properties of the 

Ce2O3-O2 complex indicate a stretching frequency for the O-O bond 

of 1181 cm
-1

 for the 2 (Ce1) complex in our B3LYP calculation. 

This value is in line with the ones reported for superoxide complexes 

formed on ceria surfaces or nanoparticles, Table 6.1. The values 

computed for the 1 structures are 1221 cm
-1

 or 1141 cm
-1

, 

depending whether the other unpaired electron is on Ce1 or Ce2, and 

are also consistent with the formation of a superoxide radical. The 

values calculated with the HSE06 and GGA+U approaches are in the 

same range, Table 6.1. This indicates that the classification suggested 

in literature[12] of 1 (end-on) and 2 (side-on) Ce-O2 complexes to 

superoxo and peroxo species, respectively, is not really justified.  

The computed hyperfine coupling constants, Table 6.2, are fully 

consistent with those of superoxide radicals. The A tensor has the 
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same structure and similar quantitative values of the O2
-
 species 

formed at the surface of various oxides[17] and in particular at Na 

precovered MgO surfaces, described in details in Chapter 4.[18] The 

structure of the A tensor clearly reflects the symmetry of the 

complex. While 2 (side-on) is consistent with the presence of two 

equivalent O nuclei, the 1 (end-on) species contains two non 

equivalent O atoms, Table 6.2. Experimentally, using a 
17

O2 species 

Soria et al.[14] identified a family of superoxo species formed on 

surface defects of CeO2. One of the dominant species observed has 

an axial symmetry with g1 = g2 = 2.011 and g3 = 2.034 and A1 

component of 75 G (the A2 and A3 components are not resolved). 

The two oxygen atoms are magnetically equivalent. In our 

calculations Ay = aiso + By for the 2 species is about -65 G. A more 

resolved EPR spectrum is then desirable to compare better the 

theoretical results with the experimental ones. 

 

6.3.2 Interaction of O2 with CeO2 nanoparticles 
 

 Ceria nanoparticles of size ranging from 1-2 to about 10 nm 

play an essential role in catalytic processes. It is thus important to 

extend and to validate the results obtained on the small Ce2O3 model 

system to more realistic models. To this end two moderately large 

aggregates have been considered, Ce24O47 and Ce40O79, Figure 6.3. 

Here, because of the size of the systems, only plane wave 

calculations using the GGA+U approach were performed. 
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Figure 6.3: Structures of Ce24O47 and Ce40O79. Black circles: highlighted is 

the site where an oxygen vacancy has been created by removing a two-

coordinated O atom. The spin density isosurface indicates the sites where 

unpaired electrons are localized. 

 

The smallest Ce24O47 nanoparticle (about 1 nm in diameter) starts to 

exhibit the crystalline fluorite structure of bulk CeO2, whereas 

Ce40O79 (size of about 1.5 nm) exhibits clearly a bulk-like atomic 

ordering with exposed O-terminated (111) and (100) facets, thus 

closely resembling experimentally identified structures of larger 

ceria nanoparticles.[19,20] It has been found that oxygen vacancies 

form more easily on the low coordinated sites of the particles and 

that this results in the formation of Ce
3+

 ions at low coordinated sites, 

see Figure 6.3. While in Ce40O79 the Ce
3+

 ions are located at apical 

Ce sites, in Ce24O47 the Ce
3+

 cations are at edge and apical sites.  

 O2 has been adsorbed on an apical Ce
3+

 ion of each cluster 

and the structure has been fully reoptimized. The apical site has been 

chosen as it is the one that more likely affect the reactivity in the 

models employed, because it corresponds to the most exposed site 

and to the one that stabilizes better the extra electron, accordingly to 

the electrostatic potentials of the pristine agglomerates.[10]
 
In both 

cases the formation of a superoxide anion is observed based on the 
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spin distribution and on the O-O distance, see Table 6.1. The 

molecule adopts the 2 (side-on) configuration and the Ce
3+

 ion is 

localized far away from the Ce
4+

-O2
-
 complex, Figure 6.4.  

 

 

 

 

 
Figure 6.4: Structures of Ce24O47-O2 and Ce40O79-O2 side-on, 2 

complexes. 

 

With this respect the situation is that found for the small Ce2O3 

model, Ce2 solution. The O2 binding energy, 1.13 eV on Ce24O47 and 

1.35 eV on Ce40O79, is also similar to that found at the same level of 

theory on Ce2O3, 1.49 eV. This binding energy is fully consistent 

with the observation that superoxide species on ceria nanocrystallites 

are stable only up to 348 K (a disappearance of the characteristic 

Raman band at 1131 cm
-1

 occurs above this temperature).[21] In fact, 

using a Redhead equation and a frequency factor 1 = 10
13

 s
-1

 ( = 

1),[22]  this desorption temperature corresponds to a O2 binding 

energy of about 1 eV. Also the computed vibrational frequency for 

the two structures, Ce24O47-O2 and Ce40O79-O2, 1159 and 1157 cm
-1

, 

respectively, Table 6.1, are in line with the Raman and IR values for 

superoxide species.[12,13,14] 
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6.4 Conclusions 
 

 Understanding the formation of activated oxygen species is 

of fundamental importance for the detailed elucidation of the oxygen 

exchange mechanism in ceria and hence to better understand its 

catalytic properties. The formation of superoxide radical anions by 

adsorption of molecular oxygen on the surface of reduced ceria 

nanoparticles is usually observed together with the formation of 

diamagnetic peroxo species. The common model used to explain this 

reaction is that O2 interacts with surface O vacancies leading to the 

formation of the two species. However, oxygen vacancies in reduced 

ceria, CeO2-x, are two-electron centers since the removal of an O 

atom results in the formation of two Ce
3+

 ions, (Chapter 5). 

According to DFT calculations of extended ceria surfaces, O 

vacancies form preferentially on subsurface sites and the two excess 

electrons tend to localize on next-nearest neighbors Ce
3+

 ions.[15] As 

explained in Chapter 5, the fact that an oxygen vacancy is a two 

electron donor center has a direct consequence: O2 adsorption on this 

site always leads to healing the defect and forming the diamagnetic 

O2
2-

 peroxo center. Then, the surface oxygen vacancy model cannot 

explain the formation of superoxo O2
-
 radicals.  

 In this study in collaboration with Dott. Annapaola Migani 

and the group of Prof. Illas, we have considered the electronic 

structure of reduced ceria nanoparticles of up to 1.5 nm size, which 

provide a more realistic representation of the nanostructures present 

in ceria-based catalysts. In reduced form, these nanoparticles show 

the presence of Ce
3+

 ions at low-coordinated positions quite far from 

the site where the O vacancy is formed. O2 molecules interact 

strongly with the Ce
3+

 ion, in fact the binding energy are of more 

than 1 eV. The interaction leads to a charge transfer from Ce 4f states 

to the g
*
 MO of O2, resulting in fully oxidized Ce

4+
 ion and O2

-
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superoxide species. The molecule binds preferentially in a side-one 

mode, with the end-on isomer clearly less favorable. The preference 

for the side-on bonding mode and the existence of nearly degenerate 

electronic configurations of the Ce ion where O2
-
 is formed can be in 

+3 or in +4 oxidation state (presence or absence of a localized 

electron on the 4f states, respectively) is indicative of a pronounced 

charge-transfer or electrostatic nature of the interaction. Finally, the 

formation of superoxide species can be thus indicative of the 

presence of low-coordinated Ce
3+

 ions on the surface of the 

nanoparticle.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

The result of this chapter have been reported in the following 

publication: 

Formation of superoxide anions on ceria nanoparticles by 

interaction of molecular oxygen with Ce
3+

 sites. 

Preda G., Migani A., Neyman K., Bromley S. T., Illas F., Pacchioni 

G., J. Phys. Chem. C, 115, (2011), 5817. 
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Chapter 7  
 

Silver islands and nanoparticles on 

CeO2(111) 
 

 

7.1 Summary 
 

As said in the introduction, in a recent study Machida et 

al.[1] have reported that loading the ceria catalyst with Ag metal 

leads to an improved catalytic activity and a lower combustion 

temperature. In this Chapter we analyze in details the behaviour of 

Ag nanoparticles deposited on stoichiometric and reduced thin CeO2 

films grown on Pt(111). The nucleation and growth of the Ag 

nanoparticles has been characterized experimentally and with our 

DFT calculations on Ag atoms, clusters, and extended layers 

deposited on slab models of the CeO2(111) surface. Experimentally, 

the XPS spectra clearly show a reduction of the ceria support by Ag 

deposition (formation of Ce
3+

 ions). This is accompanied by a 

positive shift of the Ag 3d core levels, in which final state effects 

related to the finite size of the Ag deposits come into play. The DFT 

calculations confirm the view of a direct electron transfer from the 

Ag clusters and nanoparticles to the ceria support. Other possible 

origins of the reduction of the ceria substrate, like the occurrence of 

oxygen reverse spillover on the Ag nanoparticles, is ruled out based 

on energy considerations. The experimental results have been 

provided by Dott. Paola Luches and Prof. Sergio Valeri of the 

Università di Modena e Reggio Emilia. 
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7.2 Computational details 
 

 Spin polarized DFT calculations have been carried out to 

study the interaction between Ag atoms, clusters, and extended one 

or two monolayers (ML) and the CeO2(111) surface. The 

calculations have been performed with the VASP package using a 

plane wave basis set and the projector augmented wave (PAW) 

method to describe the interaction between the valence electrons and 

the atomic cores. The valence electron density is defined by the 

twelve electrons of each Ce atom, the six electrons of each O atom, 

and the eleven electrons of Ag, as in Chapter 5. Also the kinetic 

energy cutoff, the LDA+U or GGA+U approaches, the k-points grid 

and the Methfessel-Paxton smearing width are the same used for the 

calculations in Chapter 5. 

Geometry optimization has been performed within the LDA+U 

exchange-correlation potential with Ueff = 5 eV that provides a lattice 

parameter close to experiment.[2]
 
Magnetic moments and Bader 

charges[3,4,5] have been obtained at the same level of theory 

whereas energies were calculated at the GGA+U level with Ueff = 3 

eV or 4 eV. This choice gives a proper description of the localization 

in bulk Ce2O3 as well as in ceria nanoparticles containing both Ce
3+ 

and Ce
4+

 atoms.[6]  

 To model the O-terminated CeO2(111) surface 2 × 2 

(Ce8O16), 3 × 3 (Ce18O36) or 4 × 4 (Ce32O64) supercells with 6 or 9 

atomic layers (2ML or 3ML, respectively) have been used keeping 

the three bottom layers fixed and relaxing the other ones. The slab 

model was cut from the same bulk cubic (Fm3m) CaF2-like structure 

considered in Chapter 5 using the same optimized LDA+U lattice 

parameter a0 = 5.40 Å. The supercell includes a vacuum width of 

about 12 Å to avoid interaction between the slabs. 
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7.3 Results and discussion 
 

7.3.1 Experimental aspects 
 

 Experimentally, the substrates used were cerium oxide 

ultrathin films grown on Pt(111), annealed at 1040 K in O2 after the 

growth.  For nominal CeO2 thickness above 3 ML a large fraction of 

the Pt surface is covered by atomically flat cerium oxide terraces 

several tens of nm wide (Figure 7.1a), separated by single O-Ce-O 

steps  (A in Figure 7.1b).  

 

 



136 

 

Figure 7.1: a) STM images of: a) a 3 ML CeO2 film on Pt(111); b) a zoom 

of a) evidencing O-Ce-O steps (A), linear defects (B), bidimensional defects 

(C) and holes down to the Pt substrate (D);  c) 0.07 Å Ag on a 3 ML CeO2 

film; d) zoom of c) revealing the tendency for Ag nanoparticles to decorate 

the steps between ceria terraces, inset: zoom showing hexagonal 

nanoparticles; e) and f) 0.2 Å Ag on a 3 ML CeO2 film.  
 

Linear defects are also present on the terraces (B in Figure 7.1b) and 

a number of defects with a few nm lateral size are present (C in 

Figure 7.1b). Most of the darker holes with lateral size of a few tens 

of nm (D in Figure 7.1b) extend down to the Pt surface. The ceria 

films grow epitaxially on Pt(111).[7] The Ce 3d XPS spectra of the 

bare films indicates a Ce
3+ 

concentration below 1-2%.[7] 

 The deposition of 0.07 Å of Ag at RT leads to the formation 

of Ag nanoparticles on the ceria surface, as shown by the STM 

image in Figure 7.1c,d. Ag nanoparticles have the tendency to 

decorate ceria-ceria terrace step edges (Figure 7.1d). Some 

nanoparticles are found also on the terraces, possibly nucleating at 

some smaller scale surface defect. The Ag nanoparticle shape 

appears mainly hexagonal (inset of Figure 7.1d), suggesting a (111) 

orientation of the Ag nanoparticles surface. By increasing the amount 

of deposited Ag the nanoparticles increase mainly in lateral size and 

height (Figure 7.1e, f), while their density is only slightly increased. 

The electronic properties of the Ag/CeO2 system were investigated 

by XPS. Figure 7.2a shows the Ag 3d XPS lines for samples with 

different amount of Ag and for a 50 Å thick Ag film, the latter used 

as a reference for bulk Ag.  
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Figure 7.2: a) Ag 3d XPS spectra of samples with different amount of Ag 

and for a 50 Å Ag film deposited on a 3 ML CeO2 film. b) Ag 3d5/2 binding 

energy as a function of Ag nominal thickness, the Ag 3d5/2 binding energy 

of a 50 Å Ag film is also shown as a solid line.  

 

The signals have been normalized in area to the bulk Ag value. 

Figure 7.2b reports the BE of the Ag 3d5/2 peak as a function of Ag 

nominal coverage for Ag deposited on CeO2. At the lowest Ag 

coverages the Ag 3d5/2 BE is shifted to higher values compared to the 

bulk by up to 0.5 eV. The Ag 3d5/2 BE decreases with increasing Ag 

deposited amount reaching almost the bulk value above 4 Å. The 

observed shift can be ascribed to the reduced coordination of Ag 

atoms in the nanoparticles compared to the bulk, but a charge 
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transfer from Ag nanoparticles to the ceria substrate can also induce 

a shift in the binding energy value. Then, in this system certainly 

dimensionality related effects hinder the possibility of measuring 

eventual shifts due to charge transfer.  

The evolution of Ce 3d XPS spectra has been considered in order to 

have additional information on possible charge transfer effects. 

Figure 7.3a shows the spectrum of a 3 ML ceria film measured 

before and after the growth of 0.2 Å of Ag.  

 

 
 

Figure 7.3: XPS spectra of a 3 ML CeO2 film before (black curve) and after 

(red curve) the deposition of 0.2 Å Ag. The arrows indicate the regions in 

which Ce
3+

-related peaks appear.    
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The change of the shape of the Ce 3d spectrum after Ag growth is 

consistent with the appearance of the most intense of Ce
3+

-related 

doublet at 885 eV and it indicates that ceria is reduced by Ag growth. 

The observed ceria reduction can be due to an electron transfer from 

Ag or by other effects, such as O-reverse spillover or oxygen loss 

due to oxidation of carbonaceous species present in the background 

pressure. To have further information a fitting of the Ce 3d spectra 

after the deposition of different amounts of Ag was performed. As 

shown in Figure 7.3b the surface Ce
3+

 concentration increases as a 

function of the amount of deposited Ag up to 14% when all the ceria 

surface is covered by Ag. This behavior is qualitatively consistent 

with the hypothesis of a progressive charge transfer with increasing 

the fraction of CeO2 surface in contact with Ag nanoparticles.   

 

7.3.2 Theoretical results 
 

7.3.2.1 Ag atoms on CeO2(111) and CeO2-x(111) 

  

 Deposition of Ag atoms on the CeO2(111) surface can result 

in Ag species adsorbed on regular sites of the surface but, under 

special conditions, could also result in the substitution of Ce lattice 

ions. However, incorporation of Ag atoms in the ceria lattice requires 

very different preparation conditions than those used in the 

considered experiments. Here Ag vapor is deposited at room 

temperature on the CeO2(111) thin films and it is likely that isolated 

atoms arrive on the surface. 

In the interaction of an Ag atom with the regular surfaces of 

CeO2(111) two stable adsorption sites have been identified 

theoretically: in one case, preferred (Figure 7.4), Ag is above an O 

atom of the third layer and is bound by 0.7 eV to three O atoms of 

the first atomic layer, in the other case Ag is directly on-top of an O 
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atom of the first atomic layer. Notice that the absolute value of the 

Ag adsorption energy should be taken with care since it can change 

significantly with the computational setup adopted.[8] In all sites Ag 

behaves as an electron donor with respect to CeO2 with formation of 

an Ag
+
 cation and a reduced Ce

3+
 ion: 

 

Ag1 + CeO2 → Ag1
+
/CeO2

-
 (1 Ce

3+
)                  (7.1)  

 

This is clearly shown by the value of the Bader charge on Ag, 

+0.54e, by the spin density maps which indicate that the 5s electron 

of Ag is no longer present while an unpaired electron is localized on 

the 4f states of one Ce ion (Figure 7.4a), and by the DOS plots which 

show the appearance of a singly occupied 4f state in the band gap of 

the material (Figure 7.4b). Thus, Ag atoms act as alkali metals and 

result in the formation of reduced Ce
3+

 ions. 

 

 
a 

 
b 

 
Figure 7.4: Ag1 deposited on the stoichiometric CeO2(111) surface. (a) 

Structure and spin distribution; (b) DOS curves. 

 

 Quite different is the interaction of Ag atoms with O 

vacancies. The removal of one oxygen atom corresponds to a 

reduction of the system and in fact two electrons are found in 

Ce
3+ 

(4f
1
) 
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localized 4f states on two surface Ce
+3

(4f
1
) ions.[6,9,10,11,12,13,14] 

However, there is a distribution of Ce sites where the localization of 

the electrons can take place so that multiple structures exist with 

formally the same electronic configuration but with similar total 

energies.[15,16] An Ag atom binds rather strongly, by 1.4 eV, to an 

O vacancy at the CeO2-x(111) surface. The atom is directly on-top of 

an O atom of the third layer and in direct contact with three Ce atoms 

around the vacancy. Since two Ce
3+

 ions are associated to the 

vacancy and Ag has a 5s
1
 valence configuration, there is a maximum 

of three unpaired electrons. In the final structure, however, only one 

unpaired electron remains. This can be interpreted as due to an 

electron transfer from one Ce
3+

 ion to Ag1 which formally becomes 

Ag
-
 (5s

2
): 

 

Ag1 + CeO2-x (2 Ce
3+

) → Ag1
-
/CeO2-x

+
 (1 Ce

3+
)           (7.2)              

 

The process can be seen also as due to the coupling of the Ce 4f
1
 

with the Ag 5s
1
 electrons with formation of a covalent Ce-Ag bond. 

The Bader charge on Ag (-0.48 e) and the DOS curves which show 

the double occupancy of the Ag 5s level point more towards the first 

interpretation. 

 

7.3.2.2 Ag clusters on CeO2(111) and CeO2-x(111)  

 

 Gas-phase Ag5 has a doublet ground state and when 

deposited to the CeO2(111) surface is bound by 1.96 eV (computed 

with respect to a bypiramidal trigonal gas-phase isomer). As for a 

single Ag atom, also for Ag5 there is a net charge transfer towards 

the oxide. In the ground state (LDA+U and GGA+U=4), two 

electrons are transferred from Ag5 to the oxide support, see Figure 

7.5 (the Bader charge on Ag5 is +0.84, the magnetic moments on two 
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Ce ions 0.87 and 0.76). In a second solution, 0.23 eV higher in 

energy, only one electron is transferred to a surface Ce ion which 

changes oxidation state from Ce
4+

 to Ce
3+

. This second solution is 

nearly degenerate with the first one at the GGA+U (U=3 eV) level, 

indicating that while there is a clear tendency to transfer electrons 

from silver to ceria, the exact amount of charge transferred is method 

dependent. In general, the Ag atoms of the cluster at the boundary 

with ceria are slightly oxidized while the apical Ag atom (2
nd

 layer) 

keeps a metallic character.  

 

 
a b 

 

Figure 7.5: Ag5 cluster deposited on the stoichiometric CeO2(111) surface. 

(a) Structure and spin distribution; (b) DOS curves.  

 

The oxidation of Ag5 and the concomitant reduction of ceria could be 

biased by the presence of an unpaired electron on the cluster and by 

an easy ionization of this system. Furthermore, very small clusters 

have discrete energy levels whose energy depends on several factors 

like coordination number, shape of the cluster, etc. In other words, 

the occurrence of a charge transfer could be an artifact related to the 

special electronic structure of Ag5. For this reason we have 

considered a larger Ag10 cluster with closed shell ground state. The 

cluster contains 7 Ag atoms in the first layer and 3 Ag atoms in the 
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second layer, Figure 7.6, and does not correspond to the most stable 

isomer of Ag10 while it is representative of a two-layer nanoparticle. 

 

 
a b 

 
Figure 7.6: Ag10 cluster deposited on the stoichiometric CeO2(111) surface. 

(a) Structure and spin distribution; (b) DOS curves. 

 

 The Ag10 cluster has been adsorbed with the more extended 

face on CeO2(111) and the geometry has been fully reoptimized. The 

spin density analysis shows that after Ag10 deposition three Ce
3+

 are 

found on the ceria surface. Some spin density is also found on the top 

layer of the Ag cluster, Figure 7.6a. The formation of Ce
3+

 ions is 

confirmed by the DOS curves which show that the corresponding 

states are below the Fermi level, Figure 7.6b. So, not only the Ag10 

cluster is oxidized by interaction with the ceria surface, but this 

involves more than a single electron (LDA+U and GGA+U=4 

results). These results have been obtained with a 2ML thick CeO2 

support. We further checked that the charge transfer occurs also 

when the ceria support is modeled by a thicker 3ML slab but the 

LDA+U results confirm the occurrence of a multiple charge transfer. 

Also in this case, however, the extent and nature of the charge 

transfer changes when the GGA+U (U=3 eV) method is adopted: for 
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Ag10 on CeO2(2ML) the charge transfer is still present, but the spin 

on the cerium oxide is delocalized over several Ce ions. In the 

following we discuss only LDA+U for geometry and properties and 

GGA+U (U=4 eV) results, keeping in mind that for smaller values of 

the U parameter the results may be partly different and probably 

physically less meaningful. 

 In summary, Ag atoms or Ag nanoclusters deposited on a 

stoichiometric CeO2 surface are directly oxidized with reduction of 

the Ce ions of the support. However, the extent of the charge transfer 

and spin localization is a rather subtle question which depends on the 

level of accuracy of the theoretical treatment.  

 The next step has been to consider the same Ag5 and Ag10 

species adsorbed on an oxygen vacancy. When Ag5 is adsorbed in 

the vicinity of an O vacancy on the CeO2-x(111) surface the bonding 

is slightly larger than on the regular surface (Ead = 2.21 eV versus 

1.96 eV) and we found a total of three Ce
3+

 ions, Figure 7.7a.  

 

 
a 

 
b 

 
Figure 7.7: (a) Ag5 and (b) Ag10 clusters deposited on the reduced 

CeO2−x(111) surface.  
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While two of these ions are related to the presence of the vacancy, 

the third one is due to an electron transfer from the Ag cluster. This 

is consistent with a positive Bader charge on the cluster (+0.4 e). 

Thus, even on a reduced surface there is a tendency of Ag5 to be 

oxidized. This is further confirmed by the results obtained on Ag10 

adsorbed on CeO2-x(111), Figure 7.7b. Here we have a total of four 

Ce
3+

 ions, two of which are due to an electron transfer from the Ag 

cluster to the reduced ceria surface. A positive charge of +0.94e is 

present on the Ag cluster. Also in this case there is a moderate 

increase in adsorption energy going from Ag10 adsorbed on the 

regular surface, Ead = 3.66 eV, to the same cluster adsorbed on 

reduced CeO2, Ead = 4.39 eV). This suggests that the mobility of Ag 

clusters should be smaller on the reduced ceria surface. 

 Then, on both stoichiometric and reduced ceria surfaces the 

Ag clusters act as electron donors and become oxidized at the 

expense of the ceria support. This process is spontaneous, and can 

involve more than one electron per cluster.  

 

7.3.2.3 Extended Ag deposits (monolayer and bilayer) 

  

 So far we have considered the interaction between a finite 

system, Ag atoms or clusters, and the CeO2(111) surface and we 

have observed that ceria is always reduced due to an electron transfer 

from the supported species. This effect could be related to the 

nanodimensionality of the adsorbate, and to the presence of orbitals 

at high energy which favor the electron transfer to the Ce 4f states. 

Large Ag nanoparticles, with diameter of a few nm, could behave 

quite differently due to the development of a metallic character (the 

work function in bulk Ag is 4.2 eV). For this reason we have 

considered a monolayer and a bilayer Ag film which has been 

adapted to the CeO2(111) support. We have also considered two 
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different models of the CeO2(111) surface, CeO2(2ML) and 

CeO2(3ML). The difference is that in the CeO2(2ML) system all Ce 

atoms are surface atoms (either top or bottom atomic layers), while 

in CeO2(3ML) the central layer is more “bulk-like”. To simulate the 

Ag monolayer a 4 × 4 Ag(111) cell (16 Ag atoms) has been adapted 

to a 3 × 3 Ce18O36 supercell (CeO2(2ML)); the two cells have nearly 

the same dimensions and the strain is about 1% (the Ag layer has 

been contracted to adapt to the ceria lattice constant). 

 

 

 

 
 

 

 

 
 

Figure 7.8: Structure and DOS of Ag films on CeO2(111). Top: 

Ag(1ML)/CeO2(111)(2ML); bottom: Ag(2ML)/CeO2(111)(2ML) 

 

When we consider 1ML Ag on CeO2(2ML), Figure 7.8, we found 

clear evidence of a charge transfer. At both the LDA+U and GGA+U 

(U=4 eV) levels we found that one electron per unit cell is 

transferred from the Ag deposit to the oxide with formation of a 
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single Ce
3+

 ion. The Ag film has a non-negligible rumpling and the 

average distance between the top layer of Ce ions and the Ag film is 

of 2.44 Å. There is a partial spin polarization of the Ag layer (μAg = 

0.36) and an average charge on the Ag layer of +0.50e. Also for a 

2ML Ag film grown on CeO2(2ML), Figure 7.8, the tendency to 

reduce the oxide is confirmed: at both LDA+U and GGA+U (U=4 

eV) levels we have clear evidence of four Ce
4+

 ions which are 

reduced to Ce
3+

. The occurrence of a charge transfer is further 

confirmed by the Bader charges on the Ag layer at contact with CeO2 

which is +1.48e while the upper Ag layer is in zero oxidation state.   

We further checked the results by using a 3ML CeO2 

support. For a single Ag layer the solution where no charge transfer 

occurs is preferred at all levels of treatment (LDA+U, GGA+U either 

with U = 3 or 4 eV). The charge transfer solution is about 0.3 eV 

higher in energy, but the spin on the ceria support is delocalized and 

not easy to quantify. When we consider 2ML of Ag on 3ML of CeO2 

we have indications of the occurrence of a multiple electron transfer. 

These results seem to indicate that, at variance with the Ag cluster 

models, for an extended Ag monolayer the tendency to reduce the 

ceria support is less pronounced and depends on the thickness of the 

ceria support used. As we mentioned before, the main difference 

between 2 and 3ML of ceria is that in the former case there is a large 

number of under-coordinated Ce ions. This suggests that the electron 

transfer from the Ag deposits is easier in the presence of low-

coordinated sites, a situation which is common on small ceria 

nanoparticles or islands. 

 

7.3.2.4 Oxygen spillover on silver   

 

 The DFT calculations indicate the reduction of the ceria 

support by deposition of Ag atoms and clusters via direct charge 
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transfer. While this fits with the experimental observations, the 

reduction of ceria by deposition of metal clusters could also be due to 

a reverse spillover of O atoms from the ceria surface to the metal 

cluster or nanoparticle, with formation of a reduced 

understoichiometric CeO2-x support and of an oxygen covered Ag 

adsorbate. The process considered is thus: 

 

Agn/CeO2 → AgnO/CeO2-x (2 Ce
3+

)                   (7.3) 

 

We first considered the small Ag5 cluster. If the O atom is included 

inside the Ag5 cage, in an interstitial position, the system is unstable 

and the O atom spontaneously moves towards the surface refilling 

the vacancy. On the contrary, if the O atom is bound to the top of the 

Ag5 cluster we found a local minimum, Figure 7.9a, which is about 

2.9 eV less stable than the reactants, i.e. Ag5/CeO2(111). 

 

a 

 
b 

 
Figure 7.9: Oxygen reverse spillover from the CeO2(111) regular surface to 

Ag5 and Ag10 clusters. (a) Structure of Ag5O/CeO2-x; (b) Structure of 

Ag10O/CeO2-x.  

 

 The same process has been considered using the Ag10 

supported cluster. In this case we did not consider an interstitial O 
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atom since the results for Ag5 clearly show the preference for this 

species to diffuse to the vacancy and restore the original 

stoichiometry. Thus, the O atom has been moved from the Ag/CeO2 

interface to the top layer of the cluster where it is bound to Ag in a 

three-hollow position, Figure 7.9b. In this position the O atom is 

strongly bound to the supported Ag cluster, De = 3.01 eV, but this is 

far from compensating the cost of creating a vacancy and the entire 

system is 2.53 eV less stable than a Ag10 cluster adsorbed on a 

stoichiometric CeO2(111) surface. 

 These results indicate that the cost of moving one O atom 

from the ceria surface to the adsorbed Ag nanoparticle is much too 

high to consider the reverse spillover of oxygen as a plausible 

mechanism for ceria reduction. 

 

 

7.4 Conclusions 
 

 The analysis of the XPS spectra of the deposited Ag 

nanoparticles on the thin ceria films grown on Pt(111) provides clear 

evidence for the reduction of the oxide by Ag deposition. This can be 

deduced from the lineshape of the Ce 3d states which show the 

characteristic change associated to the presence of Ce
3+

 ions for the 

deposition of Ag on stoichiometric CeO2(111) (Figure 7.3). This 

effect is accompanied by a positive shift of the Ag 3d core level 

binding energy by decreasing the size of the deposited nanoparticles.  

However, while there is no doubt about the fact that the ceria support 

is reduced upon silver deposition, the origin of this phenomenon is 

still under debate. In fact, core level binding energies of supported 

metal particles are affected by the size of the nanoparticles. In this 

respect, the simple analysis of the core level shifts of the metal 

nanoparticles can be misleading.[17] An attempt to disentangle the 
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initial and final state contributions to the Ag 3d core level shifts has 

been done using a delicate decomposition technique,[18,19,20] and it 

was concluded that the Ag nanoparticles on CeO2(111) are metallic 

(zero oxidation state). 

 This conclusion contrasts with the results from our DFT 

calculations which show a clear tendency of the Ag nanoparticles to 

become oxidized by simple contact with the ceria surface. Of course, 

in the experiments and in literature[20] there is also clear evidence 

that the ceria support is reduced by Ag deposition. According to our 

DFT calculations this is the natural consequence of the charge 

transfer from Ag, while a different origin has to be invoqued if one 

assumes that the Ag particles remain in zero oxidation state. In order 

to rationalize the apparent reduction of ceria, in ref. 20 it has been 

suggested that spillover of lattice oxygen occurs at the Ag/CeO2 

boundary, and that oxygen diffuses on the surface of the Ag 

nanoparticles, thus leading to a CeO2-x/AgnOm system. This 

mechanism has been explicitly investigated in our DFT calculations, 

see reaction (7.3), and the results clearly show that oxygen reverse 

spillover from the CeO2(111) surface to Ag is an energetically very 

unfavourable process. This is in line with the low affinity of Ag for 

O and with thermodynamic data. In fact, H°(Ag2O), 31.1 KJ/mol, 

is more than 30 times smaller than that of CeO2 (H°(CeO2) = 

1088.7 KJ/mol). This is also consistent with the relatively high cost 

to create an O vacancy on the CeO2(111) surface, 3.54 eV if 

computed with respect to ½ O2, 6.62 eV with respect to atomic O. 

This energy is hardly compensated by the formation of the bond 

between adsorbed O and the Ag particle.  

 A recent joint experimental-theoretical study on the oxygen 

reverse spillover on Pt clusters supported on ceria nanoparticles has 

shown that the process is greatly facilitated on small ceria crystallites 

because of the presence of low-coordinated O atoms and of a 
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substantial lowering of the formation energy of an O vacancy at 

these sites.[21] However, the experiments of ref. 20 as well as those 

reported here are dealing with large CeO2(111) islands where the role 

of the border should be much less important than on ceria 

nanocrystals. 

 Finally, we notice that the observed increase of the 

concentration of Ce
3+

 ions with the amount of Ag deposited (Figure 

7.3b) is a further support for the hypothesis of ceria reduction by 

electron transfer from Ag. The increase in Ce
3+

 concentration with 

the amount of Ag deposited is consistent with the observed increase 

of the ceria surface coverage. The O reverse spillover process, 

instead, is not expected to be more pronounced as the Ag particle 

size increases. Furthermore, the observed increase of Ce
3+

 

concentration with annealing the Ag/CeO2 system is comparable 

with the one of the bare CeO2 surface, at variance with systems in 

which O reverse spillover was found to be dominant.[21] The 

energetical considerations coming from our theoretical calculations 

confirm the hypothesis that the reduction of ceria is not due to 

oxygen reverse spillover, but to charge transfer from silver. 

 

 

 

 

 

 

 

 
The result of this chapter have been reported in the following 

publication: 

Nature of Ag islands and nanoparticles on the CeO2(111) surface. 

Luches P., Pagliuca F., Valeri S., Illas F., Preda G. Pacchioni G. in 

press
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Chapter 8 
 

Conclusions 
 

 

 In this Ph.D. thesis the reactivity of clean and silver 

precovered ceria surfaces has been studied in the context of 

applications in catalysis of Diesel particulate soot abatement. In fact, 

ceria and in particular silver doped ceria show very good catalytic 

activity in decreasing the temperature of soot combustion. A key step 

in the mechanism of oxidation of the particulate, which is mainly 

amorphous carbon, is the activation of the oxygen molecule. In 

literature, experimental IR-Raman and EPR studies show the 

comparison of peroxo, O2
2-

, and superoxo, O2
-
, species when O2 

interacts with ceria.  

With theoretical calculations we firstly investigated the 

interaction of O2 with regular CeO2(111) and defective CeO2-x (111) 

surfaces. While with the regular surface we found no interaction and 

no activation of the oxygen molecule, on the oxygen vacancy a 

peroxo strongly linked to the surface is observed. The formation of 

O2
2-

 is due to a charge transfer from the two Ce
3+

 centers that are 

located on the surface when an O is removed. The formation of a 

superoxo, thus, is not found when such an interaction is considered. 

The hypothesis is then that the interaction of O2 with isolated Ce
3+

 

could generate O2
-
 by charge transfer.  

When O2
-
 is studied, Electron Paramagnetic Resonance 

(EPR) properties can be evaluated. For superoxo formed on ceria the 

experimental spectra available in literature are not well resolved, so a 

comparison between calculated and experimental data is not trivial. 
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Then, a model system has been studied to validate the theoretical 

approach in reproducing EPR properties of superoxo. In fact, for O2
-
 

formed on Na precovered MgO surfaces, very well resolved EPR 

spectra are available. In this case we found that our theoretical 

approach can reproduce the EPR properties very well.  

Subsequently, we studied the interaction of O2 with ceria 

clusters and nanoparticles. At first, we considered the model system 

Ce2O3, that has two Ce
3+

 ions. This species has been modeled at 

different theoretical levels, and we always found the expected result, 

the formation of O2
-
 by charge transfer from one low-coordinated 

Ce
3+

 center. The evidences of this are in the O-O bond length, in the 

IR frequency and in the EPR properties, that are in very good 

agreement with the experimental ones. This result has been 

confirmed also on bigger defective nanoparticles, where the oxygen 

vacancy leaves two Ce
3+

 centers that stabilize on low-coordinated 

sites. The presence of low-coordinated and, more important, isolated 

Ce
3+

 centers is thus responsible of the formation of superoxo ions on 

ceria. 

The role of silver in improving the catalytic activity of ceria 

is proved in literature by a decrease of the soot combustion 

temperature. Moreover, in literature, experimental EPR studies show 

a slightly increase of the signal due to the presence of superoxo ions. 

Experimental STM and XPS data of Ag nanoparticles deposited on 

stoichiometric and reduced thin CeO2 films grown on Pt(111) in 

UHV conditions show a reduction of ceria with comparison of Ce
3+

 

centers. Theoretically, we studied the interaction of Ag atoms, Ag5 

and Ag10 clusters and mono and bi-layers of silver adsorbed on 

CeO2(111) and CeO2-x(111) surfaces. We found a general tendency 

of silver to reduce ceria by charge transfer, with subsequent 

oxidation of the metal. However, the experimental data could also fit 
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with an oxygen spillover mechanism. In this situation, oxygen atoms 

migrate from the surface to the metal particles, leaving a reduced 

support. Our calculations show that this mechanism is highly 

unfavourable from an energetic point of view. Therefore, both the 

experimental and the theoretical results agrees with a reduction of 

ceria due to a charge transfer from silver.  
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