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SIMPLY INTERPOLATING SEQUENCES IN COMPLETE

PICK SPACES

NIKOLAOS CHALMOUKIS, ALBERTO DAYAN, AND MICHAEL HARTZ

Abstract. We characterize simply interpolating sequences (also known
as onto interpolating sequences) for complete Pick spaces. We show that
a sequence is simply interpolating if and only if it is strongly separated.
This answers a question of Agler and McCarthy. Moreover, we show
that in many important examples of complete Pick spaces, including
weighted Dirichlet spaces on the unit disc and the Drury–Arveson space
in finitely many variables, simple interpolation does not imply multiplier
interpolation. In fact, in those spaces, we construct simply interpolat-
ing sequences that generate infinite measures, and uniformly separated
sequences that are not multiplier interpolating.

1. Introduction

Interpolating sequences in spaces of holomorphic functions are relevant
in the context of questions in function theory, operator theory and Banach
algebras. We begin by recalling the classical setting. Let D denote the open
unit disc and let H∞ be the algebra of bounded holomorphic functions on
D. Given a sequence (zn) in D, one can consider the restriction operator

R : H∞ → ℓ∞, f 7→ (f(zn))n.

The sequence (zn) is said to be interpolating for H∞ if R is surjective. Such
sequences were characterized by Carleson [16]; we will recall the characteri-
zation below.

Defining interpolating sequences for the Hardy space H2 is slightly more
subtle. Functions in H2 need not be bounded; instead, they obey the growth
condition (1−|z|2)|f(z)|2 ≤ ‖f‖2 for all z ∈ D. Thus, it is natural to consider
the weighted restriction operator

T : f 7→ ((1− |zn|2)1/2f(zn))n.
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In contrast with the setting for H∞, it is not automatic that T maps H2

into ℓ2. Thus, there are two possible notions of interpolating sequences for
H2, given by requiring that TH2 = ℓ2, or that TH2 ⊃ ℓ2. Shapiro and
Shields [39] showed that the two notions actually coincide, and are in turn
equivalent to being an interpolating sequence for H∞.

In this article, we study interpolating sequences for normalized complete
Pick spaces. Precise definitions will be given later; for now, we only remark
that important examples of normalized complete Pick spaces are the Hardy
space H2 and the classical Dirichlet space D on the unit disc. Moreover,
for each a ∈ (0, 1), the standard weighted Dirichlet space Da, which is the
reproducing kernel Hilbert space on D with kernel kw(z) = 1

(1−zw)a , is a

normalized complete Pick space; see [3, Section 7] or [24, Section 4.2].
Another frequently studied normalized complete Pick space is the Drury–

Arveson space H2
d , which is the reproducing kernel Hilbert space on the

Euclidean unit ball Bd in Cd with kernel kw(z) = 1
1−〈z,w〉 . Among other

things, this space plays a key role in multivariable operator theory; see [10,
24, 38] for background.

Let H be a reproducing kernel Hilbert space of functions on a set X. Let
k : X ×X → C be the reproducing kernel of H. Thus,

〈f, k(·, w)〉 = f(w) for all w ∈ X, f ∈ H.
We will assume throughout that k(z, z) 6= 0 for all z ∈ X. The Cauchy–

Schwarz inequality shows that |f(z)| ≤ ‖f‖ k(z, z)1/2 for all f ∈ H and
z ∈ X. Given a sequence (zn) in X, we consider the weighted restriction
operator

T : f 7→
( f(zn)

k(zn, zn)1/2

)
n
.

A sequence (zn) in X is said to be simply interpolating (SI) (or onto inter-
polating) if

T (H) ⊃ ℓ2.

Simply interpolating sequences have been studied in [7, 13, 18, 19, 30], see
also [9, Chapter 8]. Simply interpolating sequences are closely related with
interpolationg sequences for the multiplier algebra as well as with separation
and Carleson measure conditions. We briefly recall the relevant notions. The
multiplier algebra of H is

Mult(H) = {ϕ : X → C : ϕ · f ∈ H for all f ∈ H},
equipped with the multiplier norm ‖ϕ‖Mult(H) = sup{‖ϕ · f‖ : ‖f‖H ≤ 1}.
Every multiplier is bounded, so we may consider the operator

R : Mult(H) → ℓ∞, ϕ 7→ (ϕ(zn))n.

Given z, w ∈ X, we let

d(z, w) =

√
1− |k(z, w)|2

k(z, z)k(w,w)
.
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Then d is a pseudo-metric on X; see [3, Lemma 9.9] and also [8] for back-
ground. If H = H2, this is the pseudo-hyperbolic metric on the disc.

A sequence (zn) is said to

(IS) be an interpolating sequence (for Mult(H)) if R(Mult(H)) = ℓ∞;
(C) satisfy the Carleson measure condition if T maps H boundedly into

ℓ2, i.e. if there exists C ≥ 0 with

∑

n

|f(zn)|2
k(zn, zn)

≤ C‖f‖2 for all f ∈ H;

(US) be uniformly separated if infn
∏

j 6=n d(zj , zn) > 0.

(SS) be strongly separated if there exists ε > 0 so that for each n ∈
N, there exists ϕ ∈ Mult(H) of multiplier norm at most one with
ϕ(zn) = ε and ϕ(zj) = 0 for j 6= n.

(WS) weakly separated if there exists ε > 0 such that d(zn, zj) ≥ ε if n 6= j.

By the closed graph theorem, the Carleson measure condition is also equiv-
alent to demanding that T (H) ⊂ ℓ2.

The best understood complete Pick space in the Hardy space H2. In that
case, the previously mentioned theorems of Carleson [16] and Shapiro–Shields
[39] combine to show that

(IS) ⇔ (C) + (SI) ⇔ (C) + (WS) ⇔ (US) ⇔ (SS) ⇔ (SI).

For a modern treatment; see [3, Chapter 9] or [22, Chapter VII].
In the setting of all complete Pick spaces, the following implications are

known:

(IS) ⇔ (C) + (SI) ⇔ (C) + (WS) ⇒ (US) ⇒ (SS) ⇐ (SI).

The first equivalence is a theorem of Marshall and Sundberg [30], see also
[3, Theorem 9.19]. The second equivalence was established by Aleman,
McCarthy, Richter and the third named author [4]. The implication (C)
+ (WS) ⇒ (US) is due to Agler and McCarthy [3, Theorem 9.43]. The re-
maining implications can also be found in Chapter 9 of [3]; see also Section
2 below for more explanation.

The goal of this article is to determine to what extent the remaining
implications hold in general complete Pick spaces. Besides the Hardy space,
this is also known in the case of the Dirichlet space. In that case, Bishop
established the equivalence (SS) ⇔ (SI) [13, Theorem 1.2] (see [18] for a
geometric description of onto interpolating sequences).

Our first main result shows that the equivalence (SS) ⇔ (SI) holds in any
complete Pick space. This answers a question raised by Agler and McCarthy
[3, p. 145].

Theorem 1.1. Let H be a normalized complete Pick space of functions on
a set X. A sequence in X is simply interpolating if and only if it is strongly
separated.
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As mentioned above, this result was known in the Hardy space and in
the Dirichlet space. However, our proof is entirely different from the known
proofs in those spaces. Indeed, the proofs in the Hardy space (see e.g. [16]
and [3, Chapter 9]) make use of Blaschke products, while Bishop’s proof
in the Dirichlet space heavily relies on potential theoretic arguments. Both
of these techniques are not available in the generality of all complete Pick
spaces.

Instead, we use the positive solution of the Kadison–Singer problem, or
more precisely of the Feichtinger conjecture, due to Marcus, Spielman and
Srivastava. This theorem was also used in the proof of (WS) + (C) ⇒
(IS) in [4]. However, as we will explain later, in the absence of the Carleson
measure condition, the Marcus–Spielman–Srivastave theorem does not apply
directly. We overcome this by showing in Section 3, as a consequence of the
Marcus–Spielman–Srivasta theorem, that any uniformly minimal sequence
of unit vectors in a Hilbert space is a finite union of sequences that satisfy a
lower Riesz condition. In the setting of interpolating sequences, this means
that any strongly separated sequence is a finite union of simply interpolating
sequences; this is even true without the complete Pick property. In a separate
step, we use the complete Pick property to pass from a finite union of simply
interpolating sequences to a single simply interpolating sequence; this is done
in Section 4.

It is worth remarking that Theorem 1.1, or more precisely the implication
(SS) ⇒ (SI), is in some sense a refinenemt of the implication (WS) + (C)
⇒ (IS) established in [4]. Indeed, from (SS) ⇒ (SI) and from the previously
known results (WS) + (C) ⇒ (SS) and (SI) + (C) ⇒ (IS), we immediately
obtain (WS) + (C) ⇒ (IS). Thus, it is not an accident that our proof of
(SS) ⇒ (SI) also uses the Marcus–Spielman–Srivastava theorem. On the
other hand, there is now a second proof of the implication (WS) + (C) ⇒
(IS) that does not rely on the Marcus–Spielman–Srivastava theorem. This
proof uses the column-row property of complete Pick spaces; see [25]. The
question of whether the column-row property can also be used to prove (SS)
⇒ (SI) remains open.

Having established the equivalence (SS) ⇔ (SI), the natural remaining
questions are in which spaces the implications (SS) ⇒ (US) and (US) ⇒
(IS) hold. As mentioned above, it is known that both of these implications
fail in the Dirichlet space. A fairly simple example shows that (SS) 6⇒ (US)
in H2

∞, the Drury–Arveson space on the infinite dimensional ball; see [3,
Example 9.55]. Our second main result shows that both implications also
fail in the Drury-Arveson space in dimension at least two, and in standard
weighted Dirichlet spaces. In this context, another relevant condition is the
following: we say that a sequence (zn) generates a finite measure (FM) if

∑

n

1

k(zn, zn)
<∞.
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Note that in H2, these are precisely the Blaschke sequences. It is not hard
to see that (US) ⇒ (FM), see Proposition 2.3 below. Our various counterex-
amples can then be summarized as follows.

Theorem 1.2. Let H be any of the spaces H2
d for d ≥ 2, or Da for a ∈ (0, 1).

Then:

(a) There exists a sequence (zn) that is uniformly separated, but not in-
terpolating.

(b) There exists a sequence (zn) that is strongly separated and that gen-
erates a finite measure, but that is not uniformly separated.

(c) There exists a sequence (zn) that is strongly separated, but that does
not generate a finite measure, and hence is not uniformly separated.

In summary, the valid implications in any complete Pick space are

(IS) ⇔ (C) + (SI) ⇔ (C) + (WS) ⇒ (US) ⇒ (SS) + (FM) ⇒ (SS) ⇔ (SI).

Moreover, none of the three implications are reversible in H2
d for d ≥ 2 or

in Dα for α ∈ (0, 1). One should note that, for the Dirichlet space D, the
failure of these implications is known. Marshall and Sundberg constructed
in [30] a sequence that is uniformly separated and that does not satisfy the
Carleson measure condition. Arcozzi, Rochberg and Sawyer constructed in
[7] the remaining two counterexamples for D, see also [9, Section 8.4.4]. (The
second example in [9, Section 8.4.4] is a finite measure simply interpolating
sequence that does not satisfy the “simple condition” discussed in [9]; the
construction yields that it is not uniformly separated.) Another example of
a finite measure simply interpolating sequence that is not uniformly sepa-
rated is the final example in [19].

The remainder of the paper is organized as follows. Section 2 contains
a brief overview of the background results on interpolating sequences and
complete Pick kernels which are necessary for the proof of our main results.
Section 3 uses an argument based on the positive solution of the Feichtinger
conjecture to show that any uniformly minimal sequence of unit vectors
in a Hilbert space is a finite union of sequences that satisfy a lower Riesz
condition. As a consequence, any strongly separated sequence is the union of
finitely many simply interpolating sequences, independently of the complete
Pick property.
Section 4 will then show that strong separation implies simple interpolation
for the whole sequence, provided that the underlying reproducing kernel
Hilbert space enjoys the complete Pick property. This proves Theorem 1.1.
Section 5 is devoted to the construction of uniformly separated sequences
that are not interpolating in Da, 0 < a < 1, proving Theorem 1.2 (a) for
such spaces.
In Section 6 we prove Theorem 1.2 (c) for the spaces Da, 0 < a < 1, by
invoking general results on separation for orbits of discrete subgroups of
automorphisms of the unit disc. For the range 0 < a ≤ 1/2, we use some
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of the tools from Section 5 to give a proof of Theorem 1.2 (b), see Example
6.1.
Finally, in Section 7, we lift the counterexamples considered in Section 5
and Section 6 from D 1

2
to the Drury-Arveson space on the 2-dimensional

unit ball, and prove Theorem 1.2 (b).

2. Preliminaries

2.1. Complete Pick spaces. For a detailed account on complete Pick
spaces, the reader is referred to the book [3]. A brief introduction can also
be found in [24, Section 4]. We recall the main points that we need.

Let H be a reproducing kernel Hilbert space of functions on a set X, with
reproducing kernel k and multiplier algebra Mult(H). We will always assume
that k(z, z) 6= 0 for all z ∈ X. The space H is said to be a Pick space if, for
all n ∈ N, all z1, . . . , zn ∈ and λ1, . . . , λn ∈ C for which the Pick matrix

[
(1− λjλi)k(zj , zi)

]n
j,i=1

is positive, there exists a multiplier ϕ ∈ Mult(H) with

ϕ(zj) = λj (j = 1, 2, . . . , n)

and ‖ϕ‖Mult(H) ≤ 1. If the analogous condition holds for matrix valued

interpolation (with λj replaced with the adjoint λ∗j ), then H is said to be
a complete Pick space. A routine compactness argument shows that if H
is a (complete) Pick space, then one can solve (matrix or operator valued)
interpolation problems with infinitely many nodes, provided all Pick matrices
corresponding to finitely many nodes are positive.

The kernel k is said to be normalized at z0 ∈ X if k(z, z0) = 1 for all
z ∈ X. A complete Pick space with a normalized kernel is also called a
normalized complete Pick space. According to results of Quiggin [33], Mc-
Cullough [31], Agler and McCarthy [2], a reproducing kernel Hilbert space
with kernel normalized at z0 ∈ X is a complete Pick space if and only if
there exists a map b from X into the unit ball of a Hilbert space such that
b(z0) = 0 and such that

(1) k(z, w) =
1

1− 〈b(z), b(w)〉 (z, w ∈ X);

see for instance [3, Theorem 7.31]. The prototypical example of a complete
Pick space is the Hardy space H2, but there are many other examples, in-
cluding the classical Dirichlet space D [1], the standard weighted Dirichlet
space Da for 0 < a < 1, and the Drury–Arveson space H2

d ; see e.g. [3,
Chapter 7] and [24, Section 4].

2.2. Gramians. Let H be a reproducing kernel Hilbert space on X, with

kernel k. Given a set Z = {zn : n ∈ N} of points in X, let fn = k(·,zn)
‖k(·,zn)‖

be
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the normalized reproducing kernel at zn and let

G =
[
〈fi, fj〉

]
i,j

=
[ k(zi, zj)

k(zi, zi)1/2k(zj , zj)1/2

]
i,j

be the Gramian. It is now well known that the various interpolation, Car-
leson measure and separation conditions discussed in the introduction can
be rephrased as conditions about the Gramian; see [3, Chapter 9].

We recall the facts we need and provide some comments about proofs for
the convenience of the reader. Throughout, let H be a reproducing kernel
Hilbert space on X, let (zn) be a sequence in X and let G be the Gramian.
We also let

T : f 7→
( f(zn)

K(zn, zn)1/2

)

n
.

Recall that by definition, (zn) satisfies the Carleson measure condition if T
is a bounded operator from H into ℓ2. The following result was already used
by Shapiro and Shields in the context of interpolating sequences; see [39,
Theorem 3].

Proposition 2.1. The sequence (zn) satisfies the Carleson measure condi-
tion if and only if G is bounded as an operator on ℓ2. In this case,

‖G‖ = sup
{∑

n

|f(zn)|2
k(zn, zn)

: ‖f‖H ≤ 1
}
.

Proof. This is proved [39, Theorem 3] and in [3, Proposition 9.5]. To see the
formula for the norm, note that the adjoint T ∗ : ℓ2 → H maps en to fn, and
so G = TT ∗. Thus, ‖G‖ = ‖T‖2, which in turn equals the supremum in the
statement. �

Next, we phrase the uniform separation condition in terms of the Gramian.
This is essentially contained in [3, Theorem 9.43]. We call infn

∏
j 6=n d(zj , zn)

the uniform separation constant of the sequence. Similarly, infn 6=j d(zn, zj)
is called the weak separation constant of the sequence. Finally, note that G
defines a bounded operator from ℓ2 to ℓ∞ if and only if

sup
n

∑

j

|k(zn, zj)|2
k(zn, zn)k(zj , zj)

<∞.

Proposition 2.2. The sequence (zn) is uniformly separated if and only if it is
weakly separated and G defines a bounded operator from ℓ2 to ℓ∞. Moreover,
the uniform separation constant can be bounded below only in terms of the
weak separation constant and ‖G‖ℓ2→ℓ∞.

Proof. Clearly, weak separation is necessary for uniform separation. On the
other hand, if (zn) is weakly separated then the individual terms in the
infinite product ∏

j 6=n

d(zj , zn)
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are uniformly bounded below, hence the logarithm of the infinite product is
comparable to

−
∑

j 6=n

(1− d(zj , zn)
2) = −

∑

j

|k(zn, zj)|2
k(zn, zn)k(zj , zj)

,

from which all claims follow. �

Note that the implication (WS) + (C) ⇒ (US), which was mentioned
in the introduction, is immediate from Propositions 2.1 and 2.2. For Pick
spaces, the implication (US) ⇒ (SS) can be seen by taking an infinite product
of solutions of two point Pick problems; see [3, Theorem 9.43].

The fact that (US) ⇒ (FM) for complete Pick spaces follows from the
following simple fact.

Proposition 2.3. Let H be a normalized complete Pick space. Suppose that
one column of G belongs to ℓ2. Then (zn) generates a finite measure.

Proof. The particular form of a normalized complete Pick kernel k given by
Equation (1) shows that |k(z, w)| ≥ 1

2 . So if the n-th column of G belongs

to ℓ2, then

∑

j

|k(zn, zj)|2
k(zn, zn)k(zj , zj)

≥ 1

4k(zn, zn)

∑

j

1

k(zj , zj)
. �

Next, we reformulate the simple interpolation condition. We say that
G = (Gij) is bounded below if there exists ε > 0 such that (Gij)

N
i,j=1 ≥ εIN

for all N ∈ N. Recall further that a sequence (fn) of unit vectors satisfies a
lower Riesz condition if there exists ε > 0 such that

∥∥∥
∑

n

αnfn

∥∥∥
2
≥ ε

∑

n

|αn|2

for all finitely supported sequences (αn). We also use
∨

to denote closed
linear spans in Hilbert spaces.

The following result was also used by Shapiro and Shields [39, Theorem
3], see also [3, Proposition 9.18]. We sketch a slight variation of the proofs
presented there.

Proposition 2.4. The following are equivalent:

(i) (zn) is a simply interpolating sequence;
(ii) the normalized reproducing kernels at the points (zn) satisfy a lower

Riesz condition;
(iii) G is bounded below.

Proof. The equivalence of (ii) and (iii) is immediate from the definitions.
(i) ⇒ (ii) Let fn be the normalized reproducing kernel at zn. The weighted

restriction operator T introduced at beginning of the subsection can also be
described by

T : f 7→ (〈f, fn〉).
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Let dom(T ) = {f ∈ H : Tf ∈ ℓ2}. Note that ker(T ) = {f ∈ H : f(zn) =
0 for all n ∈ N}, and ker(T )⊥ =

∨
n fn. Now, if (zn) is simply interpolating,

then

T : dom(T ) ∩ ker(T )⊥ → ℓ2

is a closed bijective operator. Endowing dom(T ) ∩ ker(T )⊥ with the graph
norm for a moment, the open mapping theorem yields a bounded inverse
T−1 : ℓ2 → ker(T )⊥. Then T−1 is in particular bounded with respect to
the norm of H. A small computation shows that (T−1)∗ maps fn to en. In
particular, (fn) satisfies a lower Riesz condition.

(i) ⇒ (ii) If the normalized reproducing kernels fn satisfy a lower Riesz
condition, then there exists a bounded linear operator

S : H → ℓ2, fn 7→ en.

Another small compution shows that TS∗(αn) = (αn) for all (αn) ∈ ℓ2.
Hence (zn) is simply interpolating. �

Finally, we reformulate the strong separation condition. We first require
the following definition.

Definition 2.5. Let (gn) be a sequence of vectors in a Hilbert space H. We
say that (gn) is ε-uniformly minimal if

dist


gn,

∨

j 6=n

gj


 ≥ ε.

We say that (gn) is uniformly minimal if it is ε-uniformly minimal for some
ε > 0.

The following lemma is well known.

Lemma 2.6. Let (gn) be sequence of vectors in a Hilbert space. The following
are equivalent:

(i) (gn) is ε-uniformly minimal;
(ii) there exists a sequence (hn) of vectors in

∨
n gn with 〈gn, hj〉 = δnj

and ‖hn‖ ≤ 1
ε for all n, j ∈ N.

Proof. (ii) ⇒ (i) The Cauchy–Schwarz inequality shows that for all x ∈∨
j 6=n gj , we have

‖hn‖‖gn − x‖ ≥ |〈gn − x, hn〉| = 1.

So ‖gn − x‖ ≥ ε.
(i) ⇒ (ii) Let xn be the orthogonal projection of gn into

∨
j 6=n gj and let

hn = gn−xn

‖gn−xn‖2
. Then 〈gn, hj〉 = δnj and

‖hn‖ =
1

dist(gn,
∨

j 6=n gj)
≤ 1

ε
. �
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The sequence (hn) in (ii) is unique and is called the minimal dual system
of (gn).

A sequence (zn) in X is called ε-strongly separated if for each n, there
exists a multiplier ϕn of multiplier norm at most one with ϕn(zj) = εδnj .
Thus, (zn) is strongly separated if and only if it is ε-strongly separated for
some ε > 0.

The following standard result gives the connection between uniform min-
imality and strong separation.

Proposition 2.7. Let fn = k(·,zn)

k(zn,zn)1/2
be the sequence of normalized re-

producing kernels at the points (zn). Let ε > 0. Consider the following
statements:

(i) (fn) is ε-uniformly minimal.
(ii) (zn) is ε-strongly separated.

Then (ii) ⇒ (i). If H is a Pick space, then (i) ⇔ (ii).

Proof. (ii) ⇒ (i) Let ϕn be as the definition of ε-strong separation. Let hn
be the orthogonal projection of ϕnfn onto

∨
j fj. Then ‖hn‖ ≤ 1. If j 6= n,

then

〈hn, fj〉 = 〈ϕnfn, fj〉 = 0,

as ϕn(zj) = 0. For j = n, we have

〈hn, fn〉 = 〈ϕnfn, fn〉 = ε.

From this, it follows that dist(fn,
∨

j 6=n fj) ≥ ε, so (fn) is ε-uniformly mini-
mal; see Lemma 2.6.

(i) ⇒ (ii) Assume now that H is a Pick space and let (fn) be ε-strongly
separated. Let (hn) be the minimal dual system. Then ‖hn‖ ≤ 1

ε by Lemma
2.6. Thus, for each n, the map

Tn :
∨

j

fj →
∨

j

fj, f 7→ ε〈f, hn〉fn,

has norm at most 1, and Tn(fj) = 0 if j 6= n and Tn(fn) = εfn. By the Pick
property, Tn extends to the adjoint of a multiplication operator Mϕn , with
‖ϕn‖Mult(H) ≤ 1, and ϕn(zj) = εδnj . �

It is clear that any sequence that satisfies a lower Riesz condition is uni-
formly minimal. Thus, Propositions 2.4 and 2.7 show that (SI) ⇒ (SS) in
complete Pick spaces. Proving Theorem 1.1 amounts to showing that the
converse holds.

We will also use the following multiplier algebra formulation of simply
interpolating sequences. It is contained in the proof of [3, Theorem 9.46].

Proposition 2.8. Let H be a normalized complete Pick space. Then G ≥ ε2I
if and only if there exists a row multiplier Ψ ∈ Mult(H ⊗ ℓ2,H) of norm at
most one with Ψ(zn) = εeTn for all n.
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Proof. See [3, Theorem 9.46]. This also follows directly from the complete
Pick property. Indeed, such a multiplier exists if and only if the matrix

[
k(zn, zm)(1 − ε2〈en, em〉ℓ2(N))

]
n,m

=
[
k(zn, zm)(1 − ε2δnm)

]
n,m

is positive semi-definite. Equivalently, by rescaling, if and only if
[

k(zn, zm)√
k(zn, zn)k(zm, zm)

(1− ε2δnm)

]

n,m

= G− ε2I ≥ 0. �

The implication (SI) ⇒ (SS) can also be seen from this result, since the
entries of the row multiplier Ψ show strong separation of the sequence (zn).

3. Uniform minimality and the Feichtinger conjecture

In this section, we consider Gramians of general unit vectors in Hilbert
spaces. We will later apply the results to normalized kernel vectors in com-
plete Pick spaces, but the arguments in this section are applicable in greater
generality.

We begin by recalling the positive solution to the Feichtinger conjecture
due to Marcus, Spielman and Srivastava [29]. Their theorem says that any
sequence of unit vectors in a Hilbert space whose Gramian is bounded is a
finite union of sequences whose Gramians are bounded and bounded below.
We will use a quantitative refinement due to Bownik, Casazza, Marcus and
Speegle [15].

Theorem 3.1 (Bownik–Casazza–Marcus–Speegle). Let (fn) be a sequence
of vectors in a Hilbert space with ‖fn‖2 ≥ ε > 0. Assume that the Gramian of
(fn) has norm at most 1. Then (fn) can be partitioned into O(1ε ) sequences,
each of whose Gramian is bounded below by ε0ε. Here, ε0 and the constant
implicit in O(1ε ) are universal constants.

The statement for finite sequences (which is all we need) is [15, Theorem
6.7]; see [15, Theorem 6.11] for the extension to infinite sequences.

Unlike in the proof of (WS) + (C) ⇒ (IS) in [4], Theorem 3.1 does not
apply directly to our situtation. This is because the Gramian of a sequence
of normalized reproducing kernels is bounded if and only if the Carleson
measure condition holds; see Proposition 2.1. But the Carleson measure con-
dition need not hold for simply interpolating sequences; indeed, this is what
distinguishes simply interpolating sequences from interpolating sequences for
the multiplier algebra.

Proposition 2.2 shows that we need to work with uniformly minimal se-
quences. With the help of Theorem 3.1, we will establish the following result.

Theorem 3.2. Let (fn) be a sequence of vectors in a Hilbert space that is
uniformly minimal. Then (fn) is a finite union of sequences whose Gramian
is bounded below.

More precisely, there exist universal constants τ,M > 0 so that if (fn) is
ε-uniformly minimal with 0 < ε ≤ 1, then (fn) can be partitioned into ⌊Mε2 ⌋
sequences, each of whose Gramian is bounded below by τε2.



12 N. CHALMOUKIS, A. DAYAN, AND M. HARTZ

The proof of Theorem 3.2 occupies the remainder of this section.
Recall that if (fn)

N
n=1 is a finite sequence of linearly independent vectors in

a Hilbert space, then the minimal dual system of (fn) is the unique sequence

(gn)
N
n=1 in

∨N
n=1 fn satisfying 〈fn, gj〉 = δnj for all 1 ≤ n, j ≤ N .

We require two elementary linear algebra lemmas, which are well known.
For the convenience of the reader, we provide the short proofs.

Lemma 3.3. Let (fn)
N
n=1 be a finite sequence of linearly independent vectors

in a Hilbert space and let G = [〈fi, fj〉]Ni,j=1 be its Gramian. Let (gn)
N
n=1 be

the minimal dual system of (fn)
N
n=1. Then G−1 = [〈gi, gj〉]Ni,j=1.

Proof. Let M =
∨N

n=1 fn and let

T :M → CN , x 7→ (〈x, fn〉)Nn=1.

A simple computation shows that T ∗en = fn, where (en) is the usual or-
thonormal basis of Cn. By linear independence, T is invertible, and G =
TT ∗. So G−1 = (T ∗)−1T−1. By definition of minimal dual system, T−1en =
gn. Another small computation shows that

(T−1)∗x = (〈x, gn〉)Nn=1

for all x ∈M . Thus, G−1 = (T ∗)−1T−1 is the Gramian of the gn. �

If A ∈Mn(C), we denote the (k, n) entry of A by Akn.

Lemma 3.4. Let A ∈ Mn(C) be positive and invertible. Then for each
n = 1, . . . , N , we have

(A−1)nn ≥ (Ann)
−1.

Proof. Since A is positive and invertible, it is the Gramian of a linearly
independent sequence (fn)

N
n=1 in CN . Let (gn)

N
n=1 be the minimal dual

system. Then Lemma 3.3 and the Cauchy-Schwarz inequality show that

(A−1)nn = ‖gn‖2 ≥ 1

‖fn‖2
|〈gn, fn〉|2 =

1

‖fn‖2
= (Ann)

−1. �

We are now ready for the proof of Theorem 3.2. The basic idea is the
following. Let G be the Gramian of (fn). As explained above, G may
be unbounded. Instead, we consider the operator (I + G−1)−1, which, at
least formally, is a positive contraction. In particular, (I+G−1)−1 is again a
Gramian of a sequence (hn), and we will apply the solution of the Feichtinger
conjecture (Theorem 3.1) to the sequence (hn). To avoid technical difficulties
in working with unbounded operators, we will first consider finite sequences,
and then pass to the limit. Of course, it is then crucial to obtain estimates
that are independent of the length of the sequence.

Proof of Theorem 3.2. Let (fn)
N
n=1 be an ε-uniformly minimal sequence and

let G = [〈fi, fj〉]Ni,j=1 be its Gramian. By uniform minimality, the fn are

linearly independent, so G is invertible, and G−1 is positive. Thus, H =
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(I +G−1)−1 is a positive contraction. In particular, H is again a Gramian,
so H = [〈hi, hj〉]Ni,j=1 for some vectors h1, . . . , hn ∈ CN .

In order to apply Theorem 3.1, we require a lower bound on the norm of
the hn. Since the fn are ε-uniformly minimal, Lemmas 2.6 and 3.3 imply
that the diagonal entries of G−1 are bounded above by 1

ε2 , so the diagonal

entries of I+G−1 are bounded above by 1+ 1
ε2

. Lemma 3.4 then shows that

the diagonal entries of H are bounded below by (1 + ε−2)−1. Therefore,

‖hn‖2 ≥ (1 + ε−2)−1 ≥ 1

2
ε2.

In this setting, Theorem 3.1 shows that there exist universal constants
M, τ > 0 so that (hn)

N
n=1 can be partitioned into r ≤ M

ε2 sequences, each of

whose Gramian is bounded below by τε2. Now, since H = (I +G−1)−1, we
have H ≤ G. Thus, the Gramian of any subsequence of (fn) is bounded be-
low by the Gramian of the corresponding subsequence of (hn). In particular,
if we partition (fn) in the same way as (hn), then we obtain a partition of
(fn) into r sequences, each of whose Gramian is bounded below by τε2.

Since the number r is independent of N , the case of an infinite sequence
follows from the case of finite sequences by a combinatorial compactness re-
sult known as the pinball principle; see [17, Proposition 2.1] or [15, Theorem
6.9] and also the proof of [15, Theorem 6.11]. �

4. Equivalence of simple interpolation and strong separation

We are now ready for the proof of Theorem 1.1. As mentioned before,
it is known that every simply interpolating sequence is strongly separated;
see the discussion following Proposition 2.7. We will establish the following
quantitative converse.

Theorem 4.1. Let H be a normalized complete Pick space. Then every
strongly separated sequence is simply interpolating. More precisely, if (zn) is
ε-strongly separated, then the Gramian of the normalized reproducing kernels
is bounded below by τ

M ε6, where τ and M are the constants of Theorem 3.2.

Proof. Let (zn) be sequence in X that is ε-strongly separated. Clearly, ε ≤
1. Let (fn) be the normalized reproducing kernels, which are ε-uniformly
minimal by Proposition 2.7. By Theorem 3.2, we may partition (fn) into
r = ⌊M

ε2
⌋ sequences, each of whose Gramian is bounded below by τε2. Let

Z1, . . . , Zr be the corresponding partition of the sequence (zn). We also write
Z = {zn : n ∈ N}.

We can now argue similarly to the proof of the main result of [4]. Here
are the details. For each j = 1, . . . , r, Proposition 2.8 yields a family of
multipliers (ϕz)z∈Zj that form a row of multiplier norm at most one with

ϕz(w) = τ1/2εδzw for all z, w ∈ Zj . Let Φ be the row of all the ϕz for z ∈ Z,
in the order in which the points z ∈ Z appear in the sequence (zn). Then

Φ has multiplier norm at most
√
r and the n-th entry of Φ(zn) is τ1/2ε.

By strong separation, there exists a diagonal multiplier D of norm at most 1
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such that D(zn) is the matrix whose (n, n) entry is ε and whose other entries

are all zero. Let Ψ = r−1/2ΦD. Then Ψ is a row multiplier of norm at most
1 such that Ψ(zn) = r−1/2τ1/2ε2eTn for all n. Again by Proposition 2.8, we
find that the Gramian is bounded below by r−1τε4 ≥ τ

M ε6. �

Remark 4.2. The analogue of Theorem 4.1 for general uniformly minimal
sequences of unit vectors in a Hilbert space fails. That is, Gramians of
uniformly minimal sequences need to be bounded below.

For example, consider G = (1 + 1
n)I − P , where P is the matrix all of

whose entries are 1
n . Since P is an orthogonal projection, G is positive and

invertible, and so G is the Gramian of a sequence of unit vectors. A little
computation shows that

G−1 =
n

n+ 1
(I + nP ),

so that the diagonal entries of G−1 are at most 2, but ‖G−1‖ ≥ n. Taking a
direct sum of such matrices, we obtain a uniformly minimal sequence whose
Gramian is not bounded below. Note that the Gramian is bounded in this
example.

More relevantly for the subject of this article, one can ask which repro-
ducing kernel Hilbert spaces have the property that any uniformly minimal
sequence of normalized reproducing kernels has a Gramian that is bounded
below. Theorem 4.1 shows that this is the case for normalized complete Pick
spaces. Moreover, a theorem of Schuster and Seip [37] shows that this is also
true in the Bergman space on the disc; see also [28, Section 5]. On the other
hand, Schuster and Seip [36, Section 4] show that the Paley–Wiener space
does not have this property; see also [6, Theorem 3.1].

Theorem 4.1 yields a different proof of a theorem of Berndtsson [12], ac-
cording to which every sequence in Bd that is uniformly separated for H2

d is
interpolating for H∞(Bd). Indeed, this now follows from the fact that uni-
form separation for H2

d implies strong separation for H2
d (see the discussion

following Proposition 2.2) and the next corollary.

Corollary 4.3. Every sequence in Bd that is strongly separated for H2
d is

interpolating for H∞(Bd).

Proof. Let (zn) be a strongly separated sequence for H2
d . Then (zn) is sim-

ply interpolating for H2
d by Theorem 4.1. By Proposition 2.8, there exists

a bounded row multiplier Ψ = (ψ1, ψ2, ψ3, . . .) ∈ Mult(H2
d ⊗ ℓ2,H2

d) with

ψ(zn) = eTn . In particular, supz∈Bd

∑
n |ψn(z)|2 <∞. Thus,

ℓ∞ → H∞(Bd), (αn) 7→
∑

n

αnψ
2
n,

is a linear operator of interpolation. �

Conversely, Berndtsson showed in [12] that uniform separation with re-
spect to H2

d is not necessary for interpolation with respect to H∞(Bd). In
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Section 7, we will construct a sequence that is strongly separated for H2
d ,

but not uniformly separated for H2
d . By Corollary 4.3, this sequence will

then also by an interpolating sequence for H∞(Bd) that is not uniformly
separated for H2

d .
As mentioned in the introduction, the implication (WS) + (C) ⇒ (IS)

can also be proved without using the positive resolution of the Feichtinger
conjecture, by making use of the column-row property [25]. Thus, we ask:

Question 4.4. Can Theorem 4.1 be proved without the use of the positive
resolution of the Feichtinger conjecture?

5. Uniformly separated sequences that are not interpolating

The goal of this section is to construct sequences that are uniformly sep-
arated, but not interpolating in Da for 0 < a < 1. Throughout, we let

ka(z, w) =
1

(1− zw)a
(z, w ∈ D)

denote the reproducing kernel of Da. Given a subset Z = {z1, z2, . . .} ⊂ D,
we consider the Gramian G = (Gkj) of the normalized reproducing kernels
at the points in Z, given by

Gkj =
ka(zk, zj)

ka(zk, zk)1/2ka(zj , zj)1/2
.

We also call G the Da-Gramian of the points in Z.
In a first step, we construct finite sequences for which the operator norm

of the Gramian is much larger than the ℓ2-norms of the columns of the
Gramian. The construction uses equidistributed points on circles centered
at the origin. As usual, if A and B are non-negative real numbers depending
on some parameters, we write A . B to mean that A ≤ CB for some
constant C ≥ 0 that does not depend on the parameters, and A .a B to
indicate that the constant C may depend on the parameter a. We also write
A ≃ B to mean that A . B and B . A, and similarly A ≃a B to indicate
that the implied constants may depend on a.

Lemma 5.1. Let 0 < a ≤ 1, let N ∈ N, N ≥ 2 and let 1 − 1
N ≤ r < 1.

Define

ZN = {re 2πin
N : 0 ≤ n < N}.

Let GN = (Gkj) be the Da-Gramian of the points in ZN . Then:

(a) The points in ZN are weakly separated, with weak separation constant
independent of r and N .

(b) The following asymptotic relation holds:

sup
j

∑

n 6=j

|Gnj |2 ≃a





(1− r)2aN, if 0 < a < 1
2 ,

(1− r)N logN, if a = 1
2 ,

(1− r)2aN2a, if 1
2 < a ≤ 1.

(c) We have the lower bound ‖GN‖ &a N(1− r)a.
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Proof. We will use the estimate

|1− zw| ≃ max
{
1− |z|, 1 − |w|,

∣∣∣
z

|z| −
w

|w|
∣∣∣
}

(z, w ∈ D \ {0}).

When w = 1 the above estimate is an exercise in plane geometry. For general
points z, w ∈ D \ {0} it follows from the previous case and the estimate

max{1− |z|, 1 − |w|} ≤ 1− |zw| ≤ 2max{1− |z|, 1− |w|}.

If 1 ≤ j ≤ ⌊N2 ⌋, then |1− e
2πij
N | ≃ j

N , so since 1− r ≤ 1
N , it follows that

(2) |1− r2e
2πij
N | ≃ j

N
(1 ≤ j ≤ ⌊N

2
⌋).

(a) Let da be the metric induced by the kernel ka. Then

d2a(re
2πin
N , re

2πij
N ) = 1− |Gnj |2,

and

(3) |Gnj |2 =
|1− r2|2a

|1− r2e
2πi(n−j)

N |2a
.

Thus, the minimal da-distance between two points in Z is da(r, re
2πi
N ). The

metric da is equivalent to the metric d1, which in turn is the pseudohyperbolic
metric ρ, given by

ρ(z, w) =
∣∣∣
z − w

1− zw

∣∣∣.

Since

ρ(r, re
2πi
N ) =

r|1− e
2πi
N |

|1− r2e
2πi
N |

is bounded below by (2), part (a) follows.
(b) Using Equation (3), we find that

sup
j

∑

n 6=j

|Gnj |2 =
N−1∑

n=1

|Gn0|2 ≃
⌊N

2
⌋∑

n=1

|Gn0|2.

Relation (2) implies that

|Gn0|2 ≃a (1− r2)2aN2a 1

n2a
,

so

sup
j

∑

n 6=j

|Gnj |2 ≃a (1− r2)2aN2a

⌊N
2
⌋∑

n=1

1

n2a
,

from which the first claim follows.
(c) Let zn = re

2πin
N and recall from Proposition 2.1 that

‖GN‖ = sup
{N−1∑

n=0

|f(zn)|2
ka(zn, zn)

: ‖f‖Da ≤ 1
}
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The lower bound for ‖GN‖ follows by choosing f = 1. �

By choosing appropriate values of r and N depending on a in Lemma
5.1, we can find finite sequences for which the ℓ2 norms of the columns of
the Gramian are uniformly bounded, but the operator norm of the Gramian
tends to infinity. We will use biholomorphic automorphisms of the disc
to assemble the finite sequences into one infinite sequence. Since we will
require it later, we directly work on the unit ball. Let Aut(Bd) denote the
group of biholomorphic automorphisms of Bd. For background material on
automorphisms, see [35, Section 2.2]. Let

Ka(z, w) =
1

(1− 〈z, w〉)a (z, w ∈ Bd).

Lemma 5.2. Let 0 < a ≤ 1, let z1, . . . , zN , w1, . . . , wM ∈ Bd and let ε > 0.
Then there exists ϕ ∈ Aut(Bd) such that

N∑

n=1

M∑

m=1

|Ka(ϕ(zn), wm)|2
Ka(ϕ(zn), ϕ(zn))Ka(wm, wm)

< ε.

Proof. Since M,N are fixed and since the function t 7→ ta is continuous at
0, it suffices to show that for each δ > 0, there exists ϕ ∈ Aut(Bd) with

|K1(ϕ(zn), wm)|2
K1(ϕ(zn), ϕ(zn))K1(wm, wm)

≤ δ for all 1 ≤ n ≤ N, 1 ≤ m ≤M.

To this end, let

ρ(z, w) =

√
1− |K1(z, w)|2

K1(z, z)K1(w,w)
(z, w ∈ Bd)

be the pseudo-hyperbolic distance on Bd, and let

β(z, w) =
1

2
log

1 + ρ(z, w)

1− ρ(z, w)
(z, w ∈ Bd)

be the Bergman metric. Then β is a metric, which is automorphism invariant
in the sense that β(ϕ(z), ϕ(w)) = β(z, w) for all z, w ∈ Bd and all ϕ ∈
Aut(Bd). Moreover, for each fixed z ∈ Bd, we have β(z, w) → ∞ as ‖w‖ → 1.
These facts can be found for instance in [43], see Lemma 1.2 and Section 1.5
there.

Now, let R = max{β(0, wm) : 1 ≤ m ≤M}. We may find x ∈ Bd with

β(zn, x) ≥ R+
1

2
log

4

δ
for all 1 ≤ n ≤ N.

Let ϕ ∈ Aut(Bd) be an automorphism that maps x to 0. Then by the reverse
triangle inequality for β, we find that

β(ϕ(zn), wm) ≥ β(ϕ(zn), 0) − β(0, wm) = β(zn, x)− β(0, wn) ≥
1

2
log

4

δ
.
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Since β ≤ 1
2 log

4
1−ρ2

, this estimate shows that

1

1− ρ2(ϕ(zn), wm)
≥ 1

4
e2β(ϕ(zn),wm) ≥ 1

δ
,

from which the claim follows. �

The next lemma now allows us to assemble finite sequences into one infinite
sequence.

Lemma 5.3. Let 0 < a ≤ 1. For N ∈ N, let ZN be a finite sequence in Bd

and let GN be the Gramian of the points in ZN with respect to the kernel ka.
Let ε > 0.

Then, for all N ∈ N, there exists ϕN ∈ Aut(Bd) such that the Gramian of
the points in

⋃
N∈N ϕN (ZN ) has the form

G = D
( ⊕

N∈N

GN

)
D∗ +R,

where D is a diagonal matrix with unimodular entries, and R is a Hilbert–
Schmidt operator with ‖R‖HS < ε. Moreover, the only non-zero entries of
R occur outside of the block diagonal corresponding to the block diagonal
operator

⊕
N∈NGN .

Proof. We choose the automorphisms ϕN inductively using Lemma 5.2. Let
ϕ1 be the identity. If ϕ1, . . . , ϕN−1 have been chosen, letWN =

⋃N−1
n=1 ϕn(Zn),

and apply Lemma 5.2 to find ϕ = ϕN ∈ Aut(Bd) such that

(4)
∑

z∈ZN

∑

w∈WN

|Ka(ϕ(z), w)|2
Ka(ϕ(z), ϕ(z))Ka(w,w)

< ε22−N−1.

Let G̃N be the Gramian of the points in ΦN (GN ). Then the Gramian G of
the points in

⋃
N∈N ϕN (ZN ) is of the form

G =
⊕

N∈N

G̃N +R,

where, thanks to (4),

‖R‖2HS = 2

∞∑

N=1

∑

z∈ϕN (ZN )

∑

w∈WN

|Ka(z, w)|2
Ka(z, z)Ka(w,w)

< ε2.

Finally, a well-known identity for ball automorphisms (see [35, Theorem
2.2.5]) shows that

(1− ‖ϕ(z)‖2)1/2(1− ‖ϕ(w)‖2)1/2
1− 〈ϕ(z), ϕ(w)〉 = ω(z)ω(w)

(1− ‖z‖2)1/2(1− ‖w‖2)1/2
1− 〈z, w〉 ,

where

ω(z) =
1− 〈z, ϕ−1(0)〉
|1− 〈z, ϕ−1(0)〉| .
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From this and from the fact that (st)a = sata if s and t both have positive
real part, it follows that

Ka(ϕ(z), ϕ(w))

Ka(ϕ(z), ϕ(z))1/2Ka(ϕ(w), ϕ(w))1/2
= ω(z)aω(w)a

Ka(z, w)

Ka(z, z)1/2Ka(w,w)1/2
.

Since ωa takes unimodular values, we see that GN and G̃N are unitarily
equivalent via a diagonal matrix with unimodular entries. �

We are now ready to construct a uniformly separated sequence that is not
interpolating in Da. This establishes Theorem 1.2 (a) for Da.

Proposition 5.4. Let 0 < a < 1. There exists a sequence (zn) in D that is
uniformly separated, but not interpolating for Da.

Proof. Let N ∈ N with N ≥ 2. Set

(5) rN =





1− 1

N
1
2a
, if 0 < a < 1

2 ,

1− 1
N logN , if a = 1/2,

1− 1
N , if 1

2 < a < 1,

and define

ZN = {rNe
2πin
N : 0 ≤ n < N − 1}.

Let GN denote the Da-Gramian of the points in ZN . The Lemma 5.1 shows
that the ℓ2 norms of the columns of GN are uniformly bounded in N , but
‖GN‖ → ∞ as N → ∞.

To assemble the finite sequences (ZN ) into one sequence, we apply Lemma
5.3 with ε = 1

2 and consider the points in Z =
⋃

N∈N ϕ(ZN ). Then then

Gramian G of the points in Z is unbounded, but the ℓ2-norms of the columns
of G are uniformly bounded.

Finally, it remains to check weak separation, i.e. that there exists δ > 0
with |Gkj | ≤ 1 − δ for all k 6= j, where G = (Gkj). If w ∈ ϕN (ZN ) and
z ∈ ϕN (ZM ) for N 6=M , then the modulus of the corresponding entry of G
is uniformly bounded away from 1 by our choice ε = 1

2 . If w, z ∈ ϕN (ZN )
with w 6= z, then the modulus of the corresponding entry of G is uniformly
bounded away from 1 by Lemma 5.1 (a). Uniform separation then follows
from Proposition 2.2. �

6. Simply interpolating sequences that generate an infinite

measure

The goal of this section is to construct examples of strongly separated
sequences in Da that generate an infinite measure. In particular, these
sequences are not uniformly separated by Propositions 2.2 and 2.3. For
0 < a ≤ 1

2 , strongly separated sequences that are not uniformly separated
can also be constructed by a procedure similar to the one in the preceding
section, as the next example shows. In this example, simple interpolation
can be checked directly without appealing to Theorem 4.1.
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Example 6.1. Let 0 < a ≤ 1/2, and choose, for all N in N, N equi-
distributed points on the circle of radius rN = 1− 1/N :

ZN =

{(
1− 1

N

)
e

2πin
N : 0 ≤ n < N

}
.

Let GN be their Gramian with respect to the kernel ka. By Lemma 5.1 (b),
the supremum of the ℓ2-norms of the columns of GN tend to infinity as N
tends to infinity.

On the other hand, one can estimate directly that the GN are uniformly
bounded below thanks to equi-distribution and the fact that ka is invariant
under rotations. Indeed, such symmetry implies that G is a circulant matrix,
that is, the n-th column of G is σn(v), where v is the first column of GN

and σ is the (cyclic) shift of the coordinates in RN . The eigenvalues of the
self-adjoint circulant matrix GN can be computed as

λj = P (wj), j = 0 . . . , N − 1

where w = e
2πi
N and P (z) =

∑N−1
n=0 Gn0z

n is the polynomial whose ordered
coefficients are the coordinates of the first column of G; see for instance [27].
Thus,

λj = ka(rN , rN )−1
N−1∑

n=0

ka(rN , rNw
n)wnj .

Writing ka(z, w) =
∑∞

m=0 cm(zw)m, where cm =
(
−a
m

)
and using the standard

orthogonality relations for N -th roots of unity, one has

N−1∑

n=0

ka(rN , rNw
n)wnj =

∞∑

m=0

cmr
2m
N

N−1∑

n=0

wn(j−m) = N

∞∑

m=0

cNm+jr
2(Nm+j)
N .

Since a < 1, the coefficients (cm)m are decreasing, from which we conclude
that

λN−1 < λN−2 < · · · < λ0.

(We mention in passing that ‖GN‖ = λ0 ≥ Nka(rN , rN )−1 ≃a N
1−a, so that

we recover Lemma 5.1 (c) in this case.) Since cm ≃a (m + 1)a−1, we may
estimate the least eigenvalue λN−1 of GN as

λN−1 = Nka(rN , rN )−1
∞∑

m=0

cNm+N−1r
2(Nm+N−1)
N

≃a N(1− rN )a
∞∑

m=0

(N(m+ 1))a−1r
2N(m+1)
N

=
∞∑

m=0

(m+ 1)a−1r
2N(m+1)
N

≃a
r2NN

(1− r2NN )a
.
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Since rNN → e−1 as N → ∞, it follows that there exists ε > 0 such that GN

is bounded below by 2ε for all N .
Given such ε, apply Lemma 5.3 and assemble the finite point configu-

rations into one sequence Z := (ϕN (ZN ))N∈N having Gramian G. Since
the off-diagonal blocks of G have Hilbert-Schmidt norm less than ε, G is
bounded below by ε, and we obtain a sequence that is simply interpolating
(and hence strongly separated) but that is not uniformly separated, since
thanks to Lemmas 5.1 (b) and 5.3 the l2 norms of the columns of the N ×N
diagonal blocks of G are unbounded in N . Observe that each column of G is
bounded, thus Z generates a finite measure. Therefore, this proves Theorem
1.2 (b) for the spaces Da, 0 < a ≤ 1/2.

In order to cover the whole range 0 < a < 1 and in order to obtain infinite
measure sequences, we will pursue a different approach.

A Fuchsian group is a discrete subgroup of Aut(D), the group of biholo-
morphic automorphisms of the unit disc. We will consider sequences that
are orbits of Fuchsian groups. Background material on Fuchsian groups can
be found in [21, 26].

A proper subset Z ( D is said to be a zero set for Da if there exists a
function f ∈ Da \ {0} such that Z = {z ∈ D : f(z) = 0}. It is a property of
Da that subsets of zero sets are zero sets, see e.g. [3, Proposition 9.37].

Proposition 6.2. Let 0 < a ≤ 1. Let G be a Fuchsian group, let w ∈ D and
let Z be the orbit of w under G. The following are equivalent:

(i) Z is a zero set for Da;
(ii) Z is strongly separated for Da.

Proof. (ii) ⇒ (i) By assumption, there exists a non-zero f ∈ Da that vanishes
on Z \ {w}. Then (z − w)f(z) ∈ Da vanishes on Z. So Z is a subset of a
zero set, and hence a zero set.

(i) ⇒ (ii) Let Z be a zero set. Since subsets of zero sets are zero sets, there
exists a multiplier ϕw ∈ Mult(Da) of norm at most one vanishing on Z \{w}
such that ϕw(w) = ε > 0. It is well known that the multiplier algebra of Da

is isometrically invariant under biholomorphic automorphisms; this follows
from a computation with the reproducing kernels, see e.g. [23, Corollary 4.4].
Thus, the family {ϕw ◦ θ : θ ∈ G} is a family of multipliers of norm at most
one, which shows that Z is strongly separated. �

Example 6.3. Let Z ⊂ D be the Cayley transform of the sequence (n+i)n∈Z
in the upper half plane; explicitly,

Z =
{ n

n+ 2i
: n ∈ Z

}
.

Then Z is the orbit of a Fuchsian group (the group generated by the disc
automorphism corresponding to the upper half plane automorphism z 7→
z + 1). Since

1−
∣∣∣

n

n+ 2i

∣∣∣ ≃ 1−
∣∣∣

n

n+ 2i

∣∣∣
2
=

4

n2 + 4
,
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we find that ∑

z∈Z

(1− |z|)a <∞ ⇐⇒ a >
1

2
.

In particular, Z is a Blaschke sequence that generates an infinite measure in
Da for a ≤ 1

2 . Moreover, Z is contained in a horocycle touching ∂D at 1. This
horocycle has in particular finite order of contact with the boundary. In this
setting, a result of Bogdan [14], based on a theorem of Taylor and Williams
[41], implies that Z is a zero sequence for the classical Dirichlet space, and
in particular for Da. Hence for a ≤ 1

2 , the sequence Z is a strongly separated
infinite measure sequence for Da.

Using deeper results from the theory of Fuchsian groups, the construction
in the previous example can be extended to the whole range 0 < a < 1. This
establishes Theorem 1.2 (c) for Da.

Proposition 6.4. Let 0 < a < 1. There exists a strongly separated sequence
that generates an infinite measure in Da.

Proof. A theorem of Beardon [11, Theorem 1] shows that there exists ε > 0
such that if G denotes the Fuchsian group generated by the upper half plane
automorphisms

z 7→ z + 2 + ε and z 7→ −1

z
,

and Z is the orbit of any point under G, then
∑

z∈Z

(1− |z|)a = ∞.

(See e.g. the introduction of [34] for an explanation for why the convergence
of the sum considered in [11] is equivalent to the convergence of the sum
above.)

By Proposition 6.2, we may finish the proof by showing that Z is a zero set
for the classical Dirichlet space. To this end, we use the fact, established by
Beardon [11], that G is a Fuchsian group of the second kind. Pommerenke
[32] showed that the limit set of any finitely generated Fuchsian group of
the second kind is a Carleson set; see also [40, 42] for an even stronger
statement. A result of Daase [20, Lemma 3], combined with a theorem of
Taylor on Williams [41], then shows that Z is the zero set of a function f
with the property that all derivatives of f belong to the disc algebra. In
particular, Z is a zero set for the classical Dirichlet space. �

7. Interpolating sequences in the ball

The goal of this section is to construct examples of sequences on the ball
that distinguish the various interpolation and separation conditions for the
Drury–Arveson space. To this end, we will leverage our examples on the
disc.
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We use a device that is frequently useful for constructing examples related
to the Drury–Arveson space; it already appeared in Arveson’s work, see [10,
Theorem 3.3]. Let

r : B2 → D, (z1, z2) 7→ 2z1z2.

A proof of the following result can be found in [5, Section 7].

Lemma 7.1. The map

D1/2 → H2
2 , f 7→ f ◦ r,

is an isometry, and the map

Mult(H) → Mult(H2
2 ), ϕ 7→ ϕ ◦ r,

is a (complete) isometry.

The idea is now is to construct examples for H2
d from our examples from

D1/2. The following lemma is a first step in this direction.

Lemma 7.2. Let z ∈ D, let z1/2 be any square root of z, let N ∈ N, N ≥ 2,
and define

W = {2−1/2z1/2(e
2πij
N , e

−2πij
N ) : 0 ≤ j ≤ N − 1}.

If N ≤ 1
(1−|z|)1/2

, then W is uniformly separated for H2
2 with uniform sepa-

ration constant independent of z and N .

Proof. Let wj = 2−1/2z1/2(e
2πij
N , e

−2πij
N ). Let G = (Gnj) be the H2

2 -Gramian
of the points w0, . . . , wN−1. Thus,

Gnj =
(1− ‖wn‖2)1/2(1− ‖wj‖2)1/2

1− 〈wn, wj〉
=

1− |z|
1− |z| cos(2π(n − j)/N)

.

First, we will show that W is weakly separated with weak separation
constant independent of z and N . For this, we need to show that there
exists ε > 0 such that |Gnj | ≤ 1 − ε for all j 6= n. The maximum value of
|Gnj | for n 6= j occurs for (j, n) = (0, 1). Moreover, by the Taylor expansion
of cosine,

1

|G10|
− 1 =

|z|(1− cos(2π/N))

1− |z| ≃ 1

N2(1 − |z|) ,

which is at least 1 by assumption. This yields the claim about weak separa-
tion.

It remains to show that supj
∑

n 6=j |Gnj |2 ≤ C for some universal constant
C; see Proposition 2.2. To see this, we again use Taylor expansion of cosine
to find δ > 0 such that cos(2πn/N) ≤ 1 − δ(n/N)2 for all 1 ≤ n ≤ ⌈N/2⌉.
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Thus,

sup
j

∑

n 6=j

|Gnj |2 =
N−1∑

n=1

|Gn0|2 .
⌈N/2⌉∑

n=1

(1− |z|)2
(1− |z| cos(2πn/N))2

≤
⌈N/2⌉∑

n=1

(1− |z|)2
(1− |z|(1 − δ(n/N)2))2

≤(1− |z|)2
⌈N/2⌉∑

n=1

N4

δ2n4

≤ 1

δ2

∞∑

n=1

1

n4
,

where the final estimate follows from the upper bound on N . �

To deal with uniform separation, we also require the following estimate.

Lemma 7.3. There exists a universal constant C ≥ 0 such that for all
0 ≤ t ≤ π

2 , all z ∈ D and all N ∈ N with N ≥ 1
2(1−|z|)1/2

, the following

estimate holds:

1

N

⌊N
4
⌋∑

l=0

1

|1− z cos(t− 2πl
N )|2

≤ C
1

|1− z|3/2 .

Proof. We may assume that N ≥ 8; otherwise, |z| is bounded away from 1,
and the result is immediate. We write t = 2πm

N +s for some s with 0 ≤ s < 2π
N

and m ∈ Z with 0 ≤ m ≤ ⌊N4 ⌋. Then

1

N

⌊N
4
⌋∑

l=0

1

|1− z cos(t− 2πl
N )|2

≤ 1

N

⌊N
4
⌋∑

l=−⌊N
4
⌋

1

|1− z cos(s− 2πl
N )|2

.

We first deal with the summand corresponding to l = −⌊N4 ⌋, for which we

observe that π
4 ≤ s − 2πl

N ≤ 3π
4 , so that summand is bounded uniformly in

z,N and s. For the remaining summands, we have cos(s− 2πl
N ) ≥ 0.

Let I = {l ∈ Z : −⌊N4 ⌋ + 1 ≤ l ≤ ⌊N4 ⌋} be the set of remaining indices.
We break up I into

I1 = {l ∈ I : |l| ≤ ⌊2N |1− z|1/2⌋}

and I2 = I \ I. For I1, we use the basic estimate |1 − z| ≤ 2|1 − rz| for all
r ∈ [0, 1] and z ∈ D and obtain

1

N

∑

l∈I1

1

|1− z cos(s− 2πl
N )|2

.
1

N

∑

l∈I1

1

|1− z|2 .
1

|1− z|3/2 .
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For I2, we use the Taylor expansion of cosine to bound 1 − cos(s − 2πl
N ) &

(s− 2πl
N )2, so

1

N

∑

l∈I2

1

|1− z cos(s − 2πl
N )|2

≤ 1

N

∑

l∈I2

1

(1− cos(s− 2πl
N ))2

.
1

N

∑

l∈I2

1

(s − 2πl
N )4

.
1

N

∑

l≥⌊2N |1−z|1/2⌋

N4

l4

.
N3

(⌊2N |1 − z|1/2⌋)3 .
1

|1− z|3/2 .

In the final estimate, we used the assumption N ≥ 1
2(1−|z|)1/2

, so ⌊2N |1 −
z|1/2⌋ ≥ N |1− z|1/2. �

The following result makes it possible to turn counterexamples on the disc
into counterexamples on the ball.

Proposition 7.4. Let (zn) be a sequence in D, let z
1/2
n be any square root

of zn, let Nn = ⌊ 1
(1−|zn|)1/2

⌋ and define

W =
{
2−1/2z1/2n (e

2πij
Nn , e

−2πij
Nn ) : 0 ≤ j ≤ ⌊Nn

4
⌋, n ∈ N

}
⊂ B2.

Then:

(a) If (zn) is strongly separated for D1/2, then W is strongly separated

for H2
2 .

(b) If (zn) generates an infinite measure for D1/2, then W generates an

infinite measure for H2
2 .

(c) If (zn) fails the Carleson condition for D1/2, then W fails the Car-

leson condition for H2
2 .

(d) If (zn) is uniformly separated for D1/2, then W is uniformly separated

for H2
2 .

Proof. Let w(n,j) = 2−1/2z
1/2
n (e

2πij
Nn , e

−2πij
Nn ) and observe that r(w(n,j)) = zn.

(a) Since (zn) is strongly separated for D1/2, there exists a constant C1 ≥ 0
and multipliers ϕn ∈ Mult(D1/2) with ‖ϕn‖Mult(D1/2) ≤ C1 and ϕn(zm) =

δnm. Lemma 7.2 (see also the discussion following Proposition 2.2) shows

that for each n, the points (w(n,j))
Nn−1
j=0 are strongly separated in H2

2 with
strong separation constant independent of n. Thus, there exists a constant
C2 ≥ 0 and multipliers ψ(n,l) ∈ Mult(H2

2 ) with ‖ψ(n,l)‖Mult(H2
2 )

≤ C2 such
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that ψ(n,l)(w(n,j)) = δlj . Define θ(n,l) = (ϕn ◦ r) · ψ(n,l). Lemma 7.1 shows
shows that ‖θ(n,l)‖Mult(H2

2 )
≤ C for some constant C. Moreover,

θ(n,l)(w(m,j)) = ϕn(zm)ψ(n,l)(w(m,j)) = δ(n,l)(m,j).

This shows that W is strongly separated for H2
2 .

(b) and (c) Let f ∈ D1/2. Then

∑

n

|f(zn)|2(1− |zn|2)1/2

=
∑

n

(1− |zn|2)1/2
⌊Nn

4 ⌋+ 1

⌊Nn
4

⌋∑

j=0

|(f ◦ r)(w(n,j))|2

.
∑

n

(1− |zn|2)
∑

j

|(f ◦ r)(w(n,j))|2

.
∑

(n,j)

|(f ◦ r)(w(n,j))|2(1 − ‖w(n,j)‖2).

Choosing f = 1, we obtain (b).
To prove (c), recall that ‖f ◦r‖H2

d
. ‖f‖D1/2

by Lemma 7.1, so if W satis-

fies the Carleson measure condition for H2
2 , then (zn) satisfies the Carleson

measure condition for D1/2.
(d) Suppose that (zn) is uniformly separated for D1/2. Part (a) shows that

that W is in particular weakly separated for H2
2 , so we have to show that

sup
n,j

∑

(m,l)

(1− ‖w(n,j)‖2)(1 − ‖w(m,l)‖2)
|1− 〈w(n,j), w(m,l)〉|2

<∞.

To this end, we estimate with the help of Lemma 7.3

∞∑

m=0

⌊Nm
4

⌋∑

l=0

(1− ‖w(n,j)‖2)(1 − ‖w(m,l)‖2)
|1− 〈w(n,j), w(m,l)〉|2

=

∞∑

m=0

⌊Nm
4

⌋∑

l=0

(1− |zn|)(1− |zm|)
|1− z

1/2
n z

1/2
m cos(2π( k

Nn
− l

Nm
))|2

.

∞∑

m=0

Nm(1− |zn|)(1− |zm|)
|1− z

1/2
n z

1/2
m |3/2

.

∞∑

m=0

(1 − |zn|)1/2(1− |zm|)1/2

|1− z
1/2
n z

1/2
m |

.

∞∑

m=0

(1 − |zn|2)1/2(1− |zm|2)1/2
|1− znzm| ,
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where in the penultimate step, we used the definition of Nm and the estimate

|1 − z
1/2
n z

1/2
m | ≥ 1

2(1 − |zn|), and in the last step, we applied the inequality

|1 − z
1/2
n z

1/2
m | ≥ 1

2 |1 − znzm|. Uniform separation for D1/2 shows that the
right-hand side above is bounded uniformly in n, hence W is uniformly
separated for H2

2 . �

As a consequence, we can establish Theorem 1.2 (a) and (c) for H2
d .

Corollary 7.5. Let d ≥ 2. There exists a sequence in Bd that is strongly
separated and that generates an infinite measure for H2

d . Moreover, there
exists a sequence that is uniformly separated, but not interpolating for H2

d .

Proof. If d = 2, then the result follows from Proposition 5.4, Example 6.3
and Proposition 7.4. For general d ≥ 2, we embed B2 into Bd in the obvious
way. Since the restriction of the kernel of H2

d to B2 is the kernel of H2
2 , this

gives the desired counterexamples for d ≥ 2. �

Remark 7.6. By embedding D into Bd, one also obtains a strongly sepa-
rated infinite measure sequence and a uniformly separated not interpolating
sequence for the space on Bd with kernel 1

(1−〈z,w〉)a , where 0 < a < 1.

Finally, we establish Theorem 1.2 (b).

Proposition 7.7. Let H be one of the spaces H2
d for d ≥ 2, or Da for

0 < a < 1. Then there exists a strongly separated sequence that generates a
finite measure and that is not uniformly separated.

Proof. By Proposition 6.4 and Corollary 7.5, there exists a sequence (zn)
that is strongly separated, but that generates an infinite measure. Let ZN =
{zn : 1 ≤ n ≤ N}. Let GN be the Gramian of the points in ZN . Since (zn) is
simply interpolating by Theorem 4.1, there exists ε > 0 such that GN ≥ 2εI
for all N . Moreover, since (zn) generates an infinite measure, the ℓ2 norm of
the first column of GN tends to infinity; see Proposition 2.3.

We now apply Lemma 5.3 with the given ε and obtain automorphisms
ϕN . Let Z =

⋃
N∈N ϕN (ZN ). Then the Gramian G of the points in Z is

bounded below, hence Z is simply interpolating and thus strongly separated.
Moreover, the ℓ2 norms of the columns are unbounded, so uniform separation
fails. Finally, each column individually belongs to ℓ2, so Z generates a finite
measure. �
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