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A B S T R A C T

Closing the gap between experiments and simulations in the investigation of high-pressure silicon phase
transitions calls for advanced, new-generation modeling approaches. By exploiting massive parallelization, we
here provide molecular dynamics (MD) simulations of Si nanoindentation based on the Gaussian Approximation
Potential (GAP). Results are analyzed by exploiting a customized Neural Network Phase Recognition (NN-PR)
approach, helping to shed light on the phase transitions occurring during the simulations. Our results show
that GAP provides a realistic description of silicon phase transitions. With the support of NN-PR method,
the formation mechanism and stability of high-pressure phases are comprehensively studied. Additionally, we
also show how simulations based on the less demanding and widely-used Tersoff potential are still useful to
investigate the role played by the indenter tip modeling. However, high-pressure phases obtained with GAP
are more consistent with observations made in nanoindentation experiments, removing a spurious phase that is
shown by Tersoff simulations. This behavior is explained on the base of relative phase stability with comparison
with Density Functional Theory (DFT) calculations. This work provides insight into the application of state-
of-the-art Machine Learning (ML) methods on nanoindentation simulations, enabling further understanding of
the phase transition mechanisms in silicon.
1. Introduction

Silicon is the most important material for the semiconductor in-
dustry and understanding its mechanical behavior and deformation
mechanisms is critical for the optimization of the design and produc-
tion of Si-based devices. While being commonly known as a brittle
material at room conditions, silicon can also exhibit a ductile behavior
under certain loading and temperature conditions [1,2]. This behavior
results from complex plastic mechanisms that may include slip [3,4],
dislocations nucleation [5] and twinning [5,6] but are mostly driven
by structural Phase Transitions (PTs). Silicon indeed exhibits several
metastable allotropes some of which are very promising for optoelec-
tronic Si-based devices, e.g. the BC8/R8 [7–9], the hexagonal diamond
(hd) [10] and the amorphous phase (aSi) [11,12].

PTs in silicon under high-pressure conditions have been extensively
studied in the last decades. PTs are obtained by different experimental
approaches. One is the Diamond Anvil Cell (DAC) [13,14] where a
nearly hydrostatic loading is imposed to a powdered sample; another
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possibility is the laser-driven shock compression [15]; a last, widely-
used, technique is the micro/nano indentation [4,16,17], where a
sample is loaded with the help of an indenter with a specific tip geome-
try. This last technique is particularly suited for the investigation of the
PTs by the controlled application of a load (or an imposed strain rate)
on a large sample. This also opens the way to an all-silicon alternative
to the heterointegration of different semiconductors, promising for the
exploitation of Si allotropes monolithically integrated with the exist-
ing Si-based technology. The general picture regarding Si PTs under
loading and successive unloading as obtained by a nanoindentation
experiment is the following: the diamond cubic structure (dc) under-
goes a first PT under compressive loading ending in a metallic phase in
the 𝛽-Sn structure that is about 22% denser than dc [18,19]. During
unloading silicon does not transform directly to dc phase. Instead,
depending on the specific unloading conditions, different metastable
phases like BC8 or R8, or aSi are formed [4,20]. Finally, under an-
nealing at a high enough temperature (starting from about 200 ◦C)
these metastable phases can transform into the hd phase [21,22].
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These PTs can be analyzed by post mortem analysis like X-ray Raman
spectroscopy [15,21,23] or Transmission Electron Microscopy (TEM).
Recent experimental improvements even allow in situ analysis of the
PTs. These analyses typically require Raman spectroscopy, probing only
a shallow region of material close to the surface of the sample [19], or
complex setups involving X-ray Diffraction (XRD) facilities [22,23]. A
complete understanding of the phase diagram or the PTs mechanism
under pressure is thus still lacking. With this respect, modeling the PT
mechanisms plays a crucial role in understanding the process.

Classical Molecular Dynamics (MD) simulations can in principle
asily capture the phase transformation process during nanoindenta-
ion. However, there are still some difficulties that preclude a proper
nvestigation. The first issue is the limited time/space scales achievable
y MD simulations. This poses severe limits particularly to the strain
ates achievable by MD simulations, which are typically 6 or 7 orders
f magnitude higher than the typically experimental values [18]. A
ultiscale modeling framework coupling MD to mesoscale approaches

ike Discrete Dislocation Dynamics or Crystal Plasticity represents the
nly way to extend time/space limitations for nanoindentation [24,25].
hese approaches however are not suited for the modeling of PT
echanisms, since they lack essential atomistic details.

A second issue for the realistic modeling of PTs in Si is the lack of
ccurate classical interatomic potentials. One of the most widely used
nteratomic potentials for silicon is the Stillinger–Weber potential that
as been proven to be particularly efficient in capturing dislocation-
ased processes, but poor in the prediction of PTs [26]. By contrast,
ersoff-type potentials [27,28] have been demonstrated by many re-
earchers to provide reasonably accurate PTs under high-pressure con-
itions [29–32], but it is still not versatile enough to accurately reflect
he experimental observations. Moreover, phase stability obtained by
ersoff calculations does not completely agree with formation energies
s evaluated by Density Functional Theory (DFT) calculations or es-
imated experimentally. The most evident consequence of this is the
mergence of the BCT5 phase in Tersoff indentation simulations, as
urther discussed below. This phase was initially identified in nanoin-
entation experiments (see for example Ref. [33]), possibly supported
y earlier Tersoff simulation results. However, being the Raman peak
ssociated to this phase so close to the dc one the same authors later
ecognized that the attribution of this peak to the BCT5 phase is
nlikely [19] and identified it as a strained dc phase and referred to
t as dc-2 [34].

Numerous efforts have been done to modify the original Tersoff
otential in order to overcome its limitations, like the Integrated Po-
ential (IP) proposed by Abram et al. [35] built as a combination
f the Tersoff and SW potentials and the screened version of the
ersoff potential provided by Pastewka et al. [36]. Recently, inter-
tomic potentials based on Machine Learning (ML) techniques have
een developed and demonstrated to be capable of a high degree of
ccuracy, in some cases approaching ab initio predictions [37–39].
lthough these ML potentials have much higher computational costs as
ompared to classical interatomic potentials, it is worth probing them
or the simulations of nanoindentation. Different implementation of
L potentials for silicon exists. The Gaussian Approximation Potential

GAP) [37] is the first general-purpose potential reported for silicon.
t is trained on a very large database that includes several metastable
hases, vacancies, surfaces, point and line defects, providing a very
road scope of applicability. More recent approaches based on Neural
etworks (NN) [40] or the Atomic Cluster Expansion (ACE) [38] have
een demonstrated to be computationally more efficient but still ques-
ionable in terms of breadth of applications. We detailed our analysis
ith an alternative ML potential (PACE [38]) in the Supplementary
aterial Section S3.

Finally, it is important to notice that recognizing all the relevant
i allotropes obtained by nanoindentation is not an easy task per se.
n fact, silicon has a large number of different phase structures and
2

t is a great challenge to identify them, especially when they are
mixed together and/or highly deformed. Most of the MD studies use
coordination number (CN) to simply distinguish between the six-fold
coordinated 𝜷-Sn, the five-fold coordinated BCT5 and the diamond
cubic. Sometimes the CN method is expanded to a second shell, but still
cannot cover the characteristic features of all the phases. In such cases,
the radial distribution function (RDF) and bond angle distribution
function (ADF) may be applied jointly. A wide number of more complex
structure identification methods relying on structural functions or fin-
gerprints have been proposed [41–45] but, to our knowledge, none of
them has been demonstrated to work for all the complex Si allotropes.
Alternative approaches rely on the recent advances in the field of
ML in order to develop and train a flexible NN model to assess the
phases based on local atomic configuration descriptors. The capability
and portability of these approaches to distinguish different phases was
demonstrated in Ref. [46], but limiting the application of the method to
a few crystal structures: fcc, bcc, hcp, diamond cubic, hexagonal cubic
and simple cubic, without considering the whole family of Si allotropes.
A similar approach has been followed in this paper, training a NN to
identify all the relevant Si phases that are encountered in high-pressure
PTs.

In this paper, we address the two problems mentioned above by
exploiting state-of-the-art ML potentials and a properly-developed NN
phase recognition method. The paper is organized as follows: Section 2
describes the computational methods exploited in this work, including
the setup of the MD and DFT calculations and technical details of the
NN-PR approach that we developed to identify Si phases. The latter
is first tested on typical cases (Section 3.1), and then shown to be
crucial for the assessment of critical parameters of the indentation
in Section 3.2. Finally, in Section 3.3 we discuss the effect of the
interatomic potential on the simulation results, by directly comparing
the Tersoff semi-empirical potential with the GAP potential.

2. Methods

2.1. Molecular dynamics simulations

Large-scale MD simulations were performed to investigate PTs in
monocrystalline silicon induced by nanoindentation. The indenter tip
consists of fixed atoms interacting with the silicon substrate by means
of a Morse potentials. The parametrization chosen for this potential
was as in Ref. [47], representing the interaction between carbon and
silicon atoms. Both the Berkovich indenter and the spherical indenter
geometry were considered. The indenter hit the substrate perpendicular
to the (001) surface. A detailed description of the system size, as well as
the parameters chosen for each simulation, can be found in Section 3.
For each system the convergence of the stress field values on the
lateral and bottom boundaries was carefully checked at the maximum
loading condition. The substrate was divided into fixed, thermostat, and
Newtonian layers. The fixed layer was located at the bottom to ensure
structural stability; the thermostat layer just above the fixed layer was
maintained at a constant temperature of 300 K with a Nosé–Hoover
thermostat to dissipate excess thermal energy; finally, in the Newtonian
layer, the motion of the atoms is based on Newton’s equation. A typical
timestep of 1 fs was considered in the integration of the equations of
motion.

Two separate potentials were considered for the description of the
interactions between silicon atoms: the extensively-used Tersoff poten-
tial [27,28] and the recently-developed GAP [48]. The nanoindentation
simulations were conducted with the LAMMPS code
[49] and the atomistic configurations were visualized and analyzed

using the OVITO software [50].
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Fig. 1. Phase distribution in nanoindentation as recognized by (a) our Neural Network Phases Recognition (NN-PR) method and (b) coordination number (CN). The amorphous
phase, dc, 𝜷-Sn, BCT5, sh (simple hexagonal), ST12, R8, BC8 and hd phases are distinguished by different colors, as indicated in the lower color scheme of panel (a). Coordination
number coloring scheme is indicated in the lower part of panel (b); panel (c) shows the ADF and RDF of the atomic structure shown in the upper inset of panel (a), while panel
(d) shows the ADF and RDF of the atomic structure in showed in the lower inset of panel (a). The dashed lines correspond to the peak of monomorphic BCT5 and 𝜷-Sn phase for
panels (c) and (d), respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
2.2. Density functional theory

The formation energies and structural stability of the different
phases of interest in high-pressure Si phases have been calculated by
means of DFT calculations based on the generalized-gradient approxi-
mation (GGA) using Perdew–Burke–Ernzerhof pseudopotentials [51] as
implemented in the Vienna Computational Software Package (VASP)
[52]. A plane-wave basis set with a kinetic energy cutoff of 250 eV
has been used, with projector augmented wave (PAW) pseudopoten-
tials [53], and a 32 × 32 × 32 k-point mesh for sampling the Brillouin
zone of the cubic diamond Si structure, and adapted according to
the size of the primitive cell of the other Si phases. The convergence
criterion on the total energy was set to 10−6 eV for the structural
relaxations.

2.3. Neural network phase recognition

A feed-forward Neural Network (NN) [54] performing soft-max
classification was trained and exploited for the identification of the
different crystalline phases. The inputs consisted of the first 24 Smooth
Overlap of Atomic Position (SOAP) components for the chemical neigh-
borhood for each atom [55], as implemented in the DScribe python
library [56]. NN output is a vector whose components can be inter-
preted as the confidence level for assigning each atom to a specific
phase. The database was composed of approximately 106 examples,
3

split in training and validation sets, representing silicon dc, hd, R8,
BC8, 𝛽-Sn, sh, BCT5, ST12 and the amorphous phase. Each config-
uration in the database set has been obtained by adding random
deformations to the equilibrium ones, obtained from the Materials
Project website [57]. Validation has been performed on an indepen-
dent validation set composed of 20% of the configurations randomly
extracted from the database and the model was trained for 1000 epochs
until the average accuracy was above 90%. The trained model has
finally been implemented in OVITO for a seamless postprocessing of
the simulation results. Additional details regarding the building of the
database and the training of the NN-PR tool are reported in Section S1
of the Supplementary Material file of this paper. The code implemen-
tation of the phase classifier is freely available in an online repository
at the following link https://bitbucket.org/frovaris/nn-pr.

3. Results and discussion

3.1. NN-PR applied to indentation simulations

In this Section, we start by showing the application of our NN-PR
method to a test case of an indentation simulation. Fig. 1(a) shows the
phase distribution as recognized by our NN-PR method in a simulation
cell of a small Si sample indented with a spherical tip. The interatomic
potential considered in this case was the Tersoff potential [27,28] while
the interaction between the fixed carbon atoms of the indenter tip and

https://bitbucket.org/frovaris/nn-pr
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the Si substrate was described by a Morse potential [47]. Different
colors represent phases as recognized by our method according to the
labels in the lower part of the panel. It is evident that, except for
the highly deformed region close to the surface, the NN-PR clearly
distinguishes the main stable phases formed by indentation-induced
PTs. Being a test case, we double-checked that the predictions were
correct: we show in the two insets small regions extracted from the full
structure. They can be clearly recognized as BCT5 and 𝛽-Sn structures,
as correctly identified by our NN-PR method. Fig. 1(b), instead, shows
the same simulated structures, but using a color-code based on their
CN. The difference in information is quite evident, with the simple
approach based on CN not able to fully capture the phases in the
transformed regions despite the coordination number of dc, 𝛽-Sn and
BCT5 being different. This is due to the high deformation reached inside
the cell where the phases are distorted. Under these conditions, the CN
approach is not reliable anymore. Even worst, other Si allotropes would
not have been distinguishable at all based on CN, e.g. dc/hd, BC8/R8
or ST12/fcc. The advantages of our NN-PR methods are thus evident,
showing better generality and robust behavior in the identification of
phases.

Fig. 1(c) and (d) also show the ADF 𝑔(𝜃) and the RDF 𝑔(𝑟) for
the BCT5 and 𝛽-Sn phase, respectively, as shown in the two insets of
Fig. 1(a). The dashed vertical lines overlapped in the plots represent
the peaks of the ADF and RDF for the two phases in their ground state,
providing evidence that the identification of these peaks is not always
straightforward in a real case scenario like a deformed configuration
obtained during indentation simulations. Moreover, ADF/RDF analysis
relies on a proper selection and extraction of a relevant region of the
simulated domain, and many different regions should be probed in
order to get a complete picture of the PTs happening during the process.
This procedure is evidently not suitable as an on-the-fly algorithm that
automatically detects phases during the simulations; on the contrary,
NN-PR could be in principle seamlessly integrated with such automated
procedures.

Based on these findings, the analysis of all simulation results pre-
sented in the following is based solely on NN-PR.

3.2. Role of the indenter

In this Section, we discuss two different aspects related to the
indenter modeling. At first, we point out that some care is needed when
describing the indenter–substrate interaction. Subsequently, we analyze
the role of the indenter shape in causing the deformation.

The effect of interacting potential between indenter and substrate
A first set of MD simulations of indentation was performed consid-

ering a realistic Berkovich indenter tip geometry. Despite being the
most common indenter in experiments it was rarely investigated in
simulations [32]. We considered an initially monocrystalline silicon
substrate with dimensions 49.16 × 49.16 × 18.38 nm3, made of 2 097 152
atoms. The 3D schematic diagram of the system is shown in Fig. 2(a).

In the simulation, the interaction between silicon atoms was de-
scribed by the Tersoff potential. Whereas the interaction between the
indenter (carbon) and substrate (silicon) was described by a Morse
potential [47]. We considered two different definitions of the Morse
potential: implementing the ‘‘full’’ expression of the Morse potential,
or only the repulsive part of the potential, smoothly connecting both
energy and forces to zero at the cutoff.

As shown in Fig. 2(b), the force versus indentation depth profile
obtained using the original Morse potential shows an obvious negative
part during the unloading process, which also can be observed in
several previous MD indentation studies [29,58,59]. However, this
effect is not observed in experimental data [18]. Such an issue could
be due to the small size of the systems that can be investigated by
MD simulations with respect to the real experimental counterparts.
With the second implementation of the Morse potential, obtained by
4

c

removing the attractive part between the tip and the substrate, the MD
simulations closer mimic the experimental evidence. In this case, as
shown in Fig. 2(b), the negative part of the force versus indentation
depth curve is removed.

The effect of the tip potential definition is also clearly manifested in
the PT behavior. Fig. 2(c)–(f) shows lateral cross-section views of phase
distribution after maximum loading and full extraction of the tip, both
using the ‘‘repulsive’’ (c, d) and the ‘‘original’’ (e, f) Morse potentials.
The maximum indentation depth simulated was 5 nm, reached with
an indenter tip speed of 0.2 Å/ps. The high-pressure phases, mainly
𝜷-Sn and BCT5, are formed at a very early stage. When the indentation
reaches the maximum depth, Fig. 2(c) clearly shows that the 𝜷-Sn
structure is concentrated at the center of the deformed region under the
indenter, with the BCT5 phase surrounding it. Such a phase distribution
can be easily understood by the fact that 𝜷-Sn is generated by a
flattening of the tetrahedron structure of the diamond cubic silicon
caused by the compressive loading along the [001] direction. Moreover,
as reported by previous studies [60,61], the presence of small shear
stress also promotes the transformation from dc to 𝜷-Sn. The BCT5 was
formed instead by flattening the initially stepped sixfold rings of the
diamond lattice onto the (110) plane [61]. With a rapid stress release
during unloading, part of the BCT5 structure recovers to pristine cubic
diamond, while the main part of 𝜷-Sn structure is transformed into
amorphous silicon. At the end of the simulation, part of the BCT5
phase remains stable even after the indenter is fully extracted. In the
simulation performed by considering the original Morse potential, the
phase distribution at maximum loading is similar to the ‘‘repulsive’’
one, as shown in Fig. 2(e). On the contrary, the high-pressure phases
are completely transformed into amorphous after fully extracting the
indenter, as shown in Fig. 2(f). Because of the limited scale of the
MD simulation, the negative force would ‘‘pull’’ the deformed atoms
back to their origin site rather than releasing the stress during the
unloading process. Therefore, in order to better mimic the experimental
conditions on the small scales we considered only the repulsive part of
the Morse potential for all the simulations described in the following.

Remarkably, by repeating several simulations based on an analo-
gous system to that of Fig. 2, and with the help of NN-PR method,
the effects of several important factors for the indentation simulations,
including indent velocity and maximum depth were further explored.
No significant differences in phase formation and distribution were
found with the variation of indent speed in the range between 0.1 to
10 Å/ps, and maximum depth starting from 30 to 70 Å. A different
behavior is observed instead for shallow penetration depths below 30 Å.
In this case, the PT region obtained at the maximum loading conditions
is so small that, after full extraction of the tip, almost all the phases
obtained are transformed back to pristine dc or aSi. This behavior is
shown in the Supplementary Materials Section S2 of this paper.

The effect of indenter shape
In this Section we discuss the effect of the indenter shape, consider-

ing the Berkovich and the spherical tip shapes, on the phase transitions
obtained by indentation simulations. In order to easily compare the two
considered tip geometries, the cross-section view along a symmetrical
side of the Berkovich tip is shown in Fig. 3. The maximum depth
reached is 70 Å with a speed of 0.2 Å/ps. In order to avoid the ac-
cumulation of stress at the bottom of the simulation box, the thickness
of the substrate was doubled with respect to the simulation reported in
Fig. 2.

When the indentation reaches the maximum depth, as shown in
Fig. 3(a) and (d) for the Berkovich and spherical indenter, respectively,
the 𝜷-Sn phase is formed surrounded by the BCT5 phase in both the
simulations. Interestingly, the main shape-related differences appeared
in the unloading process. The 𝜷-Sn structure under the Berkovich
ndenter is transformed to the amorphous phase due to the rapid stress
elease which was consistent with the previous simulations. On the

ontrary, the main part of 𝜷-Sn under spherical indenter remains stable
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Fig. 2. (a) 3D schematic diagram of the system with Berkovich indenter; (b) force versus indentation depth profiles of the simulation using the original Morse potential and only
the repulsive part of the Morse potential. The lateral cross-section views of phase distribution obtained by the original Morse potential at the maximum loading depth of 5 nm
(c) and full extraction of the tip (d). Correspondingly, the lateral cross-section views of phase distribution as obtained by the repulsive Morse potential at the maximum loading
depth of 5 nm (e) and full extraction of the tip (f). All the phases were recognized by NN-PR method.
Fig. 3. Side cross-section views of phase distribution obtained from indentation with the Berkovich indenter (a)–(c) and the spherical indenter (d)–(e); (a), (d) Maximum loading
depth is 7 nm; (d), (e) Indentation depth of 3 nm during unloading; (c), (f) Full extraction.
upon full extraction of the tip. This transformation was quantified and
shown plotted on the profiles of Fig. 4. Here it is shown the evolution
of the Phase Fraction (number of atoms in the 𝜷-Sn phase divided
by the total number of atoms in phases different than dc) during the
simulation time. The stability of 𝜷-Sn can be strongly correlated with
5

the stress conditions reached in the simulation cell. The 𝜷-Sn phase
is formed directly beneath the Berkovich indenter. During unloading,
with the effect of volume expansion produced by the recovery of BCT5,
the 𝜷-Sn can be easily transformed into the amorphous structure by
releasing the stress along the vertical direction. On the contrary, the
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Fig. 4. Evolution of Phase Fraction (number of atoms of 𝜷-Sn/number of atom other than dc) during the simulations time. The insets show the side cross-section views at different
stages of the indentation process and the atom color specifies the shear strain level. (For interpretation of the references to color in this figure legend, the reader is referred to
the web version of this article.)
𝜷-Sn phase formed beneath the spherical indenter is embedded in
an upper diamond structure, which plays a role in preventing stress
release and maintaining the 𝜷-Sn structure stable during the unloading
process. The two simulations here discussed for the Berkovich and
spherical indenter tips are also included as movie files showing the
entire indentation process and named Supplementary Movie 1 and
Supplementary Movie 2, respectively.

It is then interesting to investigate the reasons for the different
distributions of phases under the different indenter tips. According to
the insets in Fig. 4, the maximum shear stress was located at different
positions with the different indenter tips before the formation of high-
pressure phases. This indicates that the application of shear stress can
effectively promote the transformation from diamond cubic to 𝜷-Sn,
consistent with previously reported results [60,61].

Although the above indentation systems provide precious details on
the formation mechanisms of high-pressure Si phases, it is arguable
whether the description of the phase transition is accurate and realistic.
For instance, the BCT5 structure was never clearly identified in the
indentation experiments. This motivated us to explore a more accurate
potential, as will be extensively discussed in the next Section.

3.3. Effect of interatomic potential between silicon atoms

GAP is a ML interatomic potential based on the Gaussian process
regression [37]. The GAP for silicon was originally developed as a
general-purpose interatomic potential showing an accurate description
of the energy of a wide range of configurations [48]. In Fig. 5 we
directly compare formation energies as obtained by Tersoff, GAP and
DFT calculations for some of the most relevant Si phases. It can be
easily observed that GAP and DFT calculations are in excellent agree-
ment. The general trend of increasing energy with increasing density
of the phase is fully captured by GAP, while Tersoff predictions fail
to reproduce this behavior. In particular, the high-density BCT5 phase
shows formation energy that is lower or comparable to much less dense
6

phases like BC8/R8, thus mistaking the relative phase stability under
high-pressure conditions.

Despite its advantages, the application of GAP for MD simulations
requires a huge computation effort, particularly compared to semi-
empirical potentials like Tersoff. It is almost impossible to carry on the
indentation simulation using the same system described in the previous
Section, without scaling down its dimensions. We thus prepared a
new smaller system by carefully testing the stress convergence on the
boundaries. The chosen substrate has the dimensions of 19.63 × 19.63 ×
9.68 nm3 containing 186 576 atoms, while the spherical indenter has a
radius of 4 nm, and a maximum loading depth of 3 nm, setting the
indenter speed to 1 Å/ps.

The lateral cross-section views of the simulation results obtained
by using the Tersoff potential are presented in Fig. 6(a–c) at different
stages of the indentation process. It is worth noting that the phase
distribution produced with this smaller radius for the spherical indenter
tip qualitatively is still consistent with the description reported in the
previous Section. Fig. 6(d–f) show the results obtained by the GAP
simulation. During the indentation simulation the first phase transition
observed is the formation of a small 𝛽-Sn nucleus under the indenter,
starting at a contact pressure of about 11.6 GPa. This value is in agree-
ment with direct experimental observations of the dc to 𝛽-Sn transition,
happening between 10 to 12 GPa, as measured in anvil cell experi-
ments [62]. A difference that distinguishes the results obtained by GAP
from those of Tersoff is the absence of BCT5 structure. This fact can be
attributed to the unfavorable energy of the BCT5 phase compared with
other high-pressure phases, according to the formation energy values
in Fig. 5. The main phase formed in the deformed volume appears to
be a mixture of 𝜷-Sn and simple hexagonal (sh). These two phases have
very close formation energies predicted by GAP, in agreement with DFT
calculations. Moreover, as demonstrated by other ab initio studies [63]
the cells of these two structures are very similar and are separated
by a very low energy barrier (less than 0.01 eV/atom), thus possibly

explaining their coexistence under high stresses. We notice that we
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Fig. 5. Formation energy of different silicon phases as calculated by Tersoff and GAP interatomic potentials and DFT calculations. The phases are ordered in term of increasing
density.
Fig. 6. The side cross-section views of phase distribution with (a–c) Tersoff and (d–e) GAP; (a), (d) Indentation depth = 1.5 nm during loading; (d), (e) Maximum loading depth
= 3 nm; (c), (f) Full extraction; (g) Evolution of the Phase Fraction of 𝜷-Sn and BCT5 in Tersoff, 𝜷-Sn and sh in GAP during the simulation time.
do not observe dislocation nucleation in our indentation simulation.
Dislocation injection is an important plastic relaxation mechanism,
alternative to phase transition in a nanoindentation experiment. The
ability to nucleate and model the subsequent dislocation glide is thus
an important feature of a potential used for modeling nanoindentation.
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As we demonstrate in the Supplementary Material Section S4, under
the proper conditions the GAP potential nucleates a dislocation with
a critical stress very close to the prediction by the SW potential. The
absence of dislocations in the indentation simulation of Fig. 6(d)–(f)
should thus be read as a feature of the deformation process under the
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present conditions, and not a lack due to the potential not being able
to model dislocation nucleation.

At later stages, the metastable phases formed are completely trans-
formed to amorphous after full extraction of the tip. This result appears
in agreement with the experimental observation of 𝜷-Sn phase trans-
formation into aSi [23,64] in experiments using a high release rate.
The evolution of 𝜷-Sn and BCT5 phases in Tersoff versus 𝜷-Sn and
sh phases in GAP are illustrated in Fig. 6(g). Finally, we note that
some atom extrusion on the surface can be observed in the simulation
using GAP, as also observed in experiments [65]. In general, without
claiming perfection, we conclude that the GAP potential provides an
unprecedented atomic-scale description of the phase transformation
during indentation. The two simulations here discussed, exploiting the
Tersoff and GAP interatomic potentials, are also included as movie
files showing the entire indentation process and named Supplementary
Movie 3 and Supplementary Movie 4, respectively.

Finally, it is worth noticing that recent alternative ML potentials
have been demonstrated to be computationally more efficient than
GAP [38,39]. In particular, the PACE potential, as discussed in details
in Ref. [38], has been demonstrated to be among the best ML potentials
developed so far in terms of computational efficiency. Furthermore,
the implementation of PACE for silicon has been trained on the same
database of the GAP silicon potential. However, based on the detailed
comparative simulations reported in the Supplementary Material Sec-
tion S3, there is considerable doubt as to whether PACE is fully reliable
for the specific case of large scale nanoindentation simulations.

4. Conclusions

In this work, we showed that a suitable, synergic use of ML-based
approaches allows for noticeable improvements in the simulation of
silicon phase transitions during nanoindentation. An advanced NN
phase recognition method has been properly developed for Si allotropes
and an accurate ML interatomic potential has been exploited for the MD
simulations. This allowed us to obtain a realistic description of phase
transitions in nanoindentation simulations, providing several important
details shedding light on the pressure-induced PTs in Si and clarifying
crucial aspects for the atomistic simulations of nanoindentation.

In particular, we first showed how simulations based on Tersoff
potential are still useful to evaluate general mechanical aspect of
the nanoindentation, like the shape of the indenter and the kind of
interaction between the indenter and the substrate (purely repulsive
or not). We showed that the phases produced under high-pressure
conditions remains stable after fully extracting the indenter only if the
interaction between the indenter tip and substrate is properly treated.
Furthermore, the effect of the tip geometry has been investigated by
directly comparing the spherical and Berkovich tip geometries, linking
the observed differences in PTs behavior to the different geometry of
the imposed stress field.

Moreover, the stability of the two main phases produced during
Tersoff simulations, 𝜷-Sn and BCT5, has been critically discussed with
the help of DFT calculations for the formation energies of Si allotropes.
These results have been directly compared with high-pressure phases
obtained by analogous simulations performed with the GAP poten-
tial, particularly manifesting: (i) the absence of BCT5 structure; (ii)
a complete transition to amorphous during unloading with (iii) atom
extrusion on the surface. These phenomena are all consistent with the
observations made in nanoindentation experiments.
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