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Computational complexity is a quantum information concept that recently has found applications
in the holographic understanding of the black hole interior. We consider quantum computational
complexity for n qubits using Nielsen’s geometrical approach. In the definition of complexity there
is a big amount of arbitrariness due to the choice of the penalty factors, which parameterize the cost
of the elementary computational gates. In order to reproduce desired features in holography, such
as ergodicity and exponential maximal complexity for large number of qubits n, negative curvatures
are required. With the simplest choice of penalties, this is achieved at the price of singular sectional
curvatures in the large n limit. We investigate a choice of penalties in which we can obtain negative
curvatures in a smooth way. We also analyze the relation between operator and state complexities,
framing the discussion with the language of Riemannian submersions. This provides a direct relation
between geodesics and curvatures in the unitaries and the states spaces, which we also exploit to
give a closed-form expression for the metric on the states in terms of the one for the operators.
Finally, we study conjugate points for a large number of qubits in the unitary space and we provide
a strong indication that maximal complexity scales exponentially with the number of qubits in a
certain regime of the penalties space.

I. INTRODUCTION

An important problem in theoretical quantum
computation is to determine the best quantum cir-
cuit to implement a desired unitary transforma-
tion. In general, this might be a challenging ques-
tion. Moreover, it would be nice to have better
theoretical tools to prove if a quantum computa-
tion problem has or not an efficient solution. The
concept of quantum computational complexity has
been introduced to answer these questions. Com-
plexity itself is defined in a rather heuristic way
as the minimal number of computational gates re-
quired to build a given unitary operator with some
tolerance. In order to improve the quantitative un-
derstanding, a geometrical approach to computa-
tional complexity in quantum mechanics was in-
troduced in [1] and further studied in [2–5]. The
basic idea is to introduce a Riemannian metric in
the space of unitary operators acting on a given
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number of qubits, which quantifies how hard it is
to implement a given quantum computational task.
The distance induced by the metric in the space of
unitary operators is used as a measure of the com-
plexity of the quantum operation.

An additional motivation to study complexity
arises from the desire of understanding the physics
of the black hole interior [6–10]. Quantum infor-
mation theory already provided us with many in-
sights along the road to understand quantum as-
pects of gravity. This is especially powerful in the
framework of AdS/CFT. The concept of entangle-
ment entropy has a natural dual in terms of area
of extremal surfaces [11]. Recently, such a geomet-
ric realisation of entanglement led us to a better
understanding of the Page curve [12] for an evap-
orating black hole, see e.g. [13–15].

It is natural to conjecture that other features of
holographic spacetime are encoded in other quan-
tum information quantities, such as complexity.
In the context of AdS/CFT correspondence, the
growth of computational complexity was proposed
as the boundary dual of the growth of the size of
the Einstein-Rosen bridge connecting the left and
the right sides of an eternal black hole in AdS.
Two main holographic duals for complexity were
proposed:
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• the complexity=volume (CV) conjecture re-
lates complexity to the volume of an ex-
tremal slice anchored to the boundary [6–8];

• the complexity=action (CA) conjecture re-
lates complexity to the action computed in
the Wheeler-DeWitt patch [16, 17].

Holographic complexity was recently studied in a
large variety of settings, see e.g. [18–25]. An-
other promising generalisation is provided by sub-
region complexity [26–39]. The appropriate no-
tion of complexity in quantum field theory, dual
to these holographic quantities, is still an open
problem. One of the most promising and challeng-
ing approaches is to generalise Nielsen’s geometric
method to quantum field theory, see e.g. [40–53].

A conjecture about the generic time evolution
of complexity has been proposed in [9]. In this
picture, at early times complexity grows linearly
for a period that is exponential in the number of
qubits n. This initial phase is called the complexity
ramp. At time t ∝ en it reaches its maximum value
and then it flattens for a very long time t ∝ ee

n

,
doubly exponential in n (this is called the com-
plexity plateau). After this very long time, quan-
tum recurrence can bring back the system to sub-
exponential values with non-negligible probability.
This picture, if confirmed, would give us interest-
ing insights on the quantum history of black holes.
For instance, white holes could be thought of as the
gravity duals of a phase of decreasing complexity
due to quantum recurrence.

The geometrical approach by Nielsen is an inter-
esting direction to put the definition of complexity
on firmer grounds. There is an important order
zero property that complexity must satisfy in or-
der to fit the expectations in [9]: in the limit of
large number of qubits n, the maximal complexity
should scale exponentially with n.

A full understanding of complexity is still an
open problem already in quantum mechanics. In
particular, there are many ways to define geomet-
ric computational complexity. Riemannian geom-
etry is just a possibility. It could be that Finsler
geometry is more appropriate to investigate com-
plexity, both for quantum computer science [1] and
in the holographic case [47]. Even in the more tra-
ditional paradigm of Riemannian geometry, there
is a lot of ambiguity in defining complexity. Part
of it comes from the choice of the penalty factors
for the Hermitian generators of the unitary trans-
formations, which implement the physical concept
that some operations can be harder than others to
perform in a quantum circuit. The simplest possi-
bility would be to choose a uniform penalty factor,
independent of the number of qubits entangled by
the given quantum operation. However this brings

to a maximal allowed complexity which does not
scale exponentially with the number of qubits [1]
and so it does not match our expectations. It was
suggested in [1] that Finsler metrics with uniform
penalty factors or Riemannian metrics with non-
uniform penalties may instead give an exponential
complexity in some regions of the parameter space.

An interesting toy model for many desired fea-
tures of complexity geometry was proposed in [54],
considering geodesics in a compact 2-dimensional
space with negative curvature. In particular, it was
argued that negative curvature gives an interesting
crossover between L2 norm at small distances and
an effective L1 norm at large distances. This al-
lows us to remain in the framework of Riemannian
geometry, which is easier to deal with compared to
Finsler geometry.

Another desirable property of complexity metric
is the ergodicity of geodesics, which is important
to apply thermodynamical arguments to complex-
ity evolution [55–57]. Ergodicity in this context
refers to the general idea that the trajectory of a
generic state along a geodesic will eventually visit
all the allowed portions of the unitary space. There
are classical mathematical results (see e.g. [58])
showing that the geodesic flow on a manifold with
all negative sectional curvatures is ergodic. The
complexity metric with uniform penalty factors is
positively curved in all the directions and does not
have an ergodic geodesic flow. The introduction
of non-uniform penalty factors can make some of
the sectional curvatures negative [5], but not all of
them. If the negative contribution dominates, we
expect that the geodesic motion is still ergodic.

Let us denote with w, which we will refer to as
the weight, the number of qubits which are simul-
taneously entangled by a given generator. In [5],
the following choice of penalty factors was studied
in detail for systems of n qubits:

q(w) = 1 , w ≤ 2 ,

q(w) = q , w > 2 . (I.1)

In order to get negative scalar curvature, a penalty
factor q of order 4n is needed. This brings to a sin-
gular limit where the negative scalar curvature is
dominated by a few negative sectional curvatures
which diverge in the large n limit. The penalty
choice in (I.1) was called draconian in [55]. It was
argued that this choice is not appropriate to repro-
duce black hole properties such as scrambling time
and switchback effect [59].

For this reason, in [55] a less drastic choice of
penalty factors was advocated. In this paper we
will study a variant of this choice:

q(w) = αw−1 , (I.2)
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where α > 1 is a constant. We will call the choice
(I.2) progressive penalties. In order to understand
complexity geometry in an analytic way, we will
propose a large α limit in which complexity geom-
etry might be studied order by order in the expan-
sion parameter α−1. The leading order sectional
curvatures scale as α0. We find closed form for all
the curvatures up to the next-to leading order α−1.

As recently emphasised in [60], two different but
strongly related definitions of complexity can be
considered for quantum systems:

• Unitary complexity quantifies how hard it is
to build some unitary operators. It was phys-
ically motivated by the problem of quantum
circuit computational complexity [1–5].

• State complexity quantifies how hard it is to
build a unitary transformation which trans-
forms the reference state to the target state
[6–8, 10]. This is the most natural way to ap-
ply the notion of complexity to holography.

For n qubits, the unitary complexity metric is de-
fined on the group manifold SU(2n) and it is a
homogeneous but not isotropic metric. In partic-
ular, homogeneity tells us that scalar quantities
(such as curvature) are constant. The state com-

plexity metric instead is defined on CP2n−1 and it
is neither isotropic nor homogeneus. The number
of dimensions is smaller than in the unitary met-
ric, but the geometrical structure is more compli-
cated, because this space is not homogeneous and
the scalar curvature is not constant. In this paper
we point out that the relation between unitary and
states complexity is a particular case of Rieman-
nian submersion [61]. For this reason, geodesics on
the state space are determined by just projecting
a class of geodesics on the unitary space, the hor-
izontal ones [62]. Moreover, the curvatures in the
state space can be obtained from the curvatures in
the unitary space by O’Neill’s formula [61].

Complexity is determined (both in unitary and
state spaces) as the length of the shortest geodesic
which connects two given points. Given a geodesic
starting from an initial point P , there exists an-
other point along the geodesic where it begins to
fail to be the minimal one. This is called the cut
point of the geodesic. The cut locus of a given
point P is defined as the set of all the cut points
of the geodesics starting from P . For unitaries
complexity, the metric is homogeneus and then it
is enough to study the cut locus at the identity.
In general, finding the cut locus is a complicated
problem. A useful approach is to consider conju-
gate points which, roughly speaking, are the points
of the manifold that can be joined by a continuous
1-parameter family of geodesics. From a general

result in geometry, we know that a given geodesic
fails to be the minimising one after its first conju-
gate point. The converse is not true: a geodesic
may stop to be minimising well before a conjugate
point is reached. In this paper we study conjugate
points of complexity metric both for one and for
a large number of qubits. From this analysis, we
find an evidence that maximal complexity scales
exponentially with n in the progressive model for
large α.

The paper is organised as follows. In section
II we review some results of [5] for the complex-
ity geometry in the unitary space for an arbitrary
number of qubits and we derive a useful explicit
formula for sectional curvatures. In section III we
briefly discuss some few qubits examples. In sec-
tion IV we consider the situation of a large number
of qubits n: after a brief review of the draconian
case, we study the progressive choice of penalties
(I.2). In section V we discuss state complexity and
we point out the relevance of the Riemannian sub-
mersion, which relates the geometry of the states
to the one of the unitaries. We also derive a closed-
form expression for the state metric. In section VI
we study the conjugate points in the unitary space
of a simple class of geodesics, given by the expo-
nential of the generators which are eigenvalues of
the penalty matrix. We conclude in section VII.
Technical details and examples are deferred to ap-
pendices.

II. UNITARY COMPLEXITY

We will first review several useful results about
the geometry of unitary complexity, following [5].
We will consider the space of unitary operators act-
ing on a n qubits system, which is SU(2n). The
tangent vector at a generic point U0 can be speci-
fied in terms of a traceless Hermitian generator H,
which is the tangent to the curve

U(t) = e−iHtU0 , (II.1)

evaluated at t = 0.
For a generic curve U(t) in the space of unitaries

determined by the Schrödinger equation U̇(t) =
−iH(t)U(t), we can define in general a complexity
norm using a suitable Riemannian metric:

l =

∫
dt〈H(t), H(t)〉1/2 . (II.2)

In our application, we will consider 〈. . . 〉 to be a
positive-definite inner product independent of the
group point U . Such a metric can be therefore
defined at the origin of the group manifold and it
can be mapped to every point of the manifold using
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right-translations. This metric is usually called a
right-invariant metric [63, 64] and can be defined
starting from a given scalar product at the origin:

〈H,K〉 =
Tr [HG(K)]

2n
. (II.3)

Here G is a positive-definite operator on the space
of unitaries, i.e. a superoperator. This terminol-
ogy is common in the quantum information litera-
ture.

A. Comments on the choice of basis

We work with the basis defined by generalised
Pauli matrices σ, which are nothing but the ten-
sor products of n matrices, each of which can be
either a SU (2) Pauli matrix σi (i = 1 , 2 , 3) or
the identity 12. We define the weight w (σ) as the
number of SU(2) Pauli matrices involved in the
tensor product σ. We will consider only diagonal
metrics in our basis, i.e. G(σ) = qσσ, so that the
inner-product (II.3) reads

〈σ, τ〉 = qσδστ , (II.4)

and we denote by qσ the penalty factor for the
generator σ normalized as Tr

(
σ2
)

= 2n. We call
the choice qσ = 1 the unpenalised choice.

The generalised Pauli matrices have a useful
property: if we choose two elements of the basis,
they either commute or anti-commute. In the one
qubit case this follows directly from the Pauli ma-
trices algebra and it can be easily generalised to
the n qubits case. In particular, let us consider
the product τσ of two generalised Pauli matrices.
Then we have

σ τ = (−1)
l
τ σ , (II.5)

where l is the number of the corresponding entries
in the tensor products in τ and in σ involving dif-
ferent Pauli matrices.

It is useful to count the number of generalised
Pauli matrices anticommuting with a given σ. If
σ = 1, trivially there are no operators anticom-
muting with it. If σ 6= 1, a generalised Pauli ma-
trix ρ anticommutes with it under the condition
that there is an odd number l of corresponding en-
tries in the tensor products in σ and ρ involving
different Pauli matrices. Let us suppose that σ
has weight w (its tensor product contains w Pauli
matrices). Then, we necessarily have 0 ≤ l ≤ w.
Among the n entries of the tensor product in ρ, the
n − w entries in correspondence with the identity
12 in σ can arbitrarily be any matrix in the basis
(12, σi) indifferently. Thus we have 4n−w choices
for such entries. For the remaining w entries of ρ,

we have
(
w
l

)
choices for the l positions of the un-

equal Pauli matrices. Once this is fixed, there is
a further 2w degeneracy of choices. Summarizing,
the number of generalised Pauli matrices ρ anti-
commuting with σ is

4n−w
w∑

l odd=1

(
w

l

)
2w =

4n

2
. (II.6)

It is remarkable that the number of ρ anticom-
muting with a given σ 6= 1 does not depend on the
weight of σ.

The commutator of two elements of the basis (if
not vanishing) is proportional to another element
of the basis, because the two products in the com-
mutator give the opposite matrix (l is odd). Given
two non-commuting elements of the basis σ and τ ,
we define q[σ,τ ] as the penalty of their commutator;
if [σ, τ ] = 0 we set by definition q[σ,τ ] = 1.

B. Connection and geodesic equation

Let us now derive an expression for the Levi-
Civita connection ∇ compatible with the metric
(II.3). This is given by the Koszul formula [65],
which, thanks to the fact that the inner product
can be computed at the identity (and therefore is
constant in a suitable basis), simplifies to

−2i〈∇XY,Z〉 = 〈[X,Y ], Z〉+〈[Z,X], Y 〉−〈[Y, Z], X〉
(II.7)

where X,Y, Z are right-invariant fields interpreted
as Hermitian matrices at the origin. Eq. (II.7)
allows us to define

∇XY =
i

2

(
[X,Y ] + G−1([X,G(Y )] + [Y,G(X)])

)
.

(II.8)
Setting Y = X in eq. (II.8), we obtain the

geodesic equation, which is nothing but the Euler-
Arnold1 equation [64]:

Ẋ + iG−1 ([X,G(X)]) = 0 . (II.9)

In general we expect that geodesics have an intri-
cate behaviour. Eq. (II.9) shows that there exists
a simple class of geodesics, given by the exponen-
tial of an eigenvector of the penalty operator G.
We will call the geodesics which are exponential
of such eigenvectors ”exponential geodesics”. We
study the behaviour of their conjugate points in
section VI.

1 Recent applications of the Euler-Arnold equations in re-
lation to complexity were found in [52, 53].
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C. Riemann tensor

Let us now specialize the discussion to SU(2n)
using Pauli matrices ρ , σ , τ , µ, which can be
viewed as right-invariant frame fields. The cur-
vature tensor is [5]

Rρστµ = 〈∇ρτ ,∇σµ〉−〈∇στ ,∇ρµ〉−〈∇i[ρ ,σ]τ , µ〉 .
(II.10)

Using eq. (II.8), we find:

∇στ = i cσ ,τ [σ , τ ] , cσ ,τ ≡
1

2

(
1 +

qτ − qσ
q[σ ,τ ]

)
.

(II.11)
The Riemann tensor is given by the expression:

Rρστµ = cρ ,τ cσ ,µ 〈i [ρ , τ ] , i [σ , µ]〉
−cσ ,τ cρ ,µ 〈i [σ , τ ] , i [ρ , µ]〉
−c[ρ ,σ] ,τ 〈i [i [ρ , σ] , τ ] , µ〉 .

(II.12)

Since eq. (II.12) depends just on commutators,
the Riemann curvature of a subgroup of unitaries
does not depend on the metric data outside this
subgroup. For example, complexity on a one qubit
subgroup depends just on penalties of generators
acting on that particular subgroup. An important
result [5] is that the component Rρστµ vanishes
unless the product of the corresponding generalised
Pauli matrices ρστµ is proportional to the identity.

D. Sectional curvatures

The sectional curvature is defined as half of
the scalar curvature of a 2-dimensional submani-
fold with tangent space specified by the directions
(ρ, σ). The general expression for the sectional
curvature of the plane determined by the vectors
(v, w) is [66]

K(v, w) =
Rαβγδv

αwβwγvδ

(vαvα)(wβwβ)− (vαwα)2
. (II.13)

The quantity K(v, w) depends just on the plane
which is defined by (v, w) and does not depend on
their normalization. The sectional curvature is a
non-linear object and it is a non trivial function of
the orientation of the plane; in general, in order to
determine K on an arbitrary plane it is not enough
to determine it on the planes defined by couples of
vectors on an orthogonal basis.

The generalised Pauli matrices are orthogonal
but not normalized, see eq. (II.4). The sectional
curvature in the plane spanned by two generalised
Pauli matrices is

K (ρ , σ) =
Rρσσρ
qρ qσ

. (II.14)

From eq. (II.12) we find

Rρσσρ = cρ ,σ cσ ,ρ 〈i [ρ , σ] , i [σ , ρ]〉
−c[ρ ,σ] ,σ 〈i [i [ρ , σ] , σ] , ρ〉 .

(II.15)

This vanishes if ρ and σ commute. Instead, in the
case of anticommuting ρ and σ, a direct calculation
gives:

〈i [ρ , σ] , i [ρ , σ]〉 = 4 q[ρ ,σ] ,

〈i [i [ρ , σ] , σ] , ρ〉 = −4 qρ , (II.16)

where in both the relations we repeatedly used the
fact that ρ and σ anticommute. We can also use
the property q[[ρ ,σ] ,σ] = qρ to get the sectional
curvature

K (ρ , σ) =
1

qρ qσ
× (II.17)[

−3 q[ρ ,σ] + 2 (qρ + qσ) +
(qρ − qσ)

2

q[ρ ,σ]

]
,

which is valid if [ρ, σ] 6= 0 (otherwise K (ρ , σ) = 0).
This formula, which as far as we know is new

and not contained in [5], has interesting conse-
quences. We see that the only negative contribu-
tion to K (ρ , σ) comes from q[ρ ,σ]: K can become
negative only if the commutator [ρ , σ] has a large
enough penalty factor. In general, we expect that
K is positive, unless q[ρ ,σ] is big enough compared
to qρ and qσ.

One may wonder if it is possible to get negative
all the sectional curvatures of the orthogonal basis.
This is not possible, because the sectional curva-
tures of the one qubit subspace depend just on the
one qubit penalty factors. In section III A we will
show that at least 2 out of 3 independent sectional
curvatures are always positive for one qubit.

E. Ricci tensor and curvature

Sectional curvatures are related to Ricci tensor
and Ricci curvature. As shown in [5], in our basis
the only non-vanishing component of the Ricci ten-
sor Rστ are the diagonal ones, with σ = τ . Given
an orthonormal basis {ek} with k = 1, . . . , N and
such that e1 = v, we have the following result [66]
valid for all Riemannian manifolds:

Rαβv
αvβ =

N∑
k=2

K(v, ek) . (II.18)

In this way the scalar curvature can be expressed
in terms of the sectional curvatures as

R =

N∑
k=1

Rαβe
α
k e
β
k =

∑
σ, ρ

K (ρ , σ) . (II.19)
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It should be emphasised that the sectional cur-
vatures do not transform linearly as tensors, still
their sum reproduces the Ricci scalar.

The sign of sectional curvatures plays a key role
in relation to ergodicity [55]. Roughly speaking,
the geodesic flow is called ergodic if its typical
geodesic will eventually pass nearby to all the al-
lowed portions of the operator space. The average
of observables along the geodesic trajectory will
then coincide with the average over the manifold of
unitaries. In the context of the motion in the group
manifold of unitaries, one can consider the time
evolution of two neighboring geodesics intersecting
at t = 0 under infinitesimally close local Hamilto-
nians. In such a case, the deviation between the
geodesics is governed by the sectional curvature
corresponding to the section containing the two
geodesics: if the sign is positive as in the stan-
dard inner product metric, then the geodesics con-
verge. On the other hand, an appropriate choice
of penalty factors allows to obtain negative sec-
tional curvatures, implying that the geodesics di-
verge. The divergence of geodesics is an important
requirement for quantum chaos, which in turn re-
quires an ergodic behaviour.

From a general theorem [58], we know that
geodesic flow is ergodic in manifolds whose all sec-
tional curvatures are negative. This result is not
directly applicable to unitary complexity, because
at least some of the sectional curvatures in the one
qubit directions are always positive. Indeed, er-
godicity of geodesic is still preserved in some ex-
amples where the curvature is partly negative and
partly positive (see e.g. [67]). In general, we expect
that the presence of directions with mostly nega-
tive sectional curvatures is a strong indication of
ergodic behaviour of geodesics. From eq. (II.19)
we know that the scalar curvature is the sum of
all the sectional curvatures of an orthogonal basis,
and so we expect that negative scalar curvature
R is a detector of ergodicity. Unfortunately, we
don’t know about any rigorous mathematical the-
orem which relates the sign of R to the ergodicity
of geodesics.

In view of the investigation of conjugate points
of the geodesics in section VI, it is convenient to
introduce a specific notation for the diagonal com-
ponents of the Ricci tensor. Using an orthonormal
basis {u(σ)} in the algebra, we define

Rσ = Rαβu
α(σ)uβ(σ) =

Rσσ
qσ

,

uα(σ)uβ(σ)gαβ = 1 . (II.20)

Using the definitions for the curvature quantities
given above, we start by considering in section III
the simple cases where the quantum-mechanical
system is composed by one or two qubits. We

will extract the sectional curvatures and the Ricci
scalar and study their behaviour in relation to var-
ious choices of the penalty factors on the genera-
tors. Then we will generalize in section IV to the
case with many qubits, where we will propose some
choices of penalty factors to reproduce expected
properties of complexity.

III. FEW QUBITS EXAMPLES

A. One qubit

Let us fix the penalty factor for σx to 1 and de-
note the penalty factors for σy and σz by Q and P .
For Q = 1, the metric has a U(1) isotropic sym-
metry which rotates (σx, σy). Applying the results
of the previous section, the sectional curvatures of
the planes selected by our orthonormal basis are:

Kxy =
−3P 2 + 2P + 2PQ+Q2 + 1− 2Q

PQ
,

Kxz =
−3Q2 + 2Q+ 2PQ+ P 2 + 1− 2P

PQ
,

Kyz =
−3 + 2P + 2Q+ P 2 +Q2 − 2PQ

PQ
,

(III.1)

and the scalar curvature is

R = −2
(Q− P )2 − 2(P +Q) + 1

PQ
. (III.2)

The signs of sectional and scalar curvatures are
shown in Fig. 1. Note that two out of the three
sectional curvatures in eq. (III.1) are positive in
all the parameter space.

The sectional curvatures form a non-linear ob-
ject; these quantities are not enough to compute
the sectional curvature in an arbitrary plane, which
can be found using expressions from the Riemann
tensor. In the one qubit case, we checked that the
values in eq. (III.1) correspond for all P,Q to the
maxima and minima of the sectional curvature.

Conventionally, we will call the generators with
lowest penalty ”easy” generators, and those with
highest penalty ”hard” generators. We are inter-
ested in limits where the maximal complexity be-
comes large, in general exponential in the num-
ber of states. So it might seem a contradiction
to search for limits of large complexity in the one
qubit Hilbert space. This is not necessarily the
case: in order to explore a toy model with large
maximal complexity, one may consider the limit
where the weight factors P,Q go to infinity.

One of these limits may be obtained by setting

P = 1 , Q→∞ . (III.3)
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Kxy<0

Kxz<0

Kyz<0
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FIG. 1. Regions of negativity of sectional curvatures in the (P,Q) plane. In the white region all the sectional
curvatures are positive. The blue shaded regions correspond to a negative scalar curvature.

In this case the scalar and the sectional curvatures
diverge:

R = 8− 2Q , Kxy = 4− 3Q ,

Kxz = Kyz = Q . (III.4)

In general, if we set P constant and we send Q→
∞, we do not obtain a smooth limit.

It is also interesting to consider the limit

P = Q→∞ . (III.5)

The scalar curvature remains small:

R =
8

P
− 2

P 2
, Kxy = Kxz =

1

P 2
,

Kyz =
4

P
− 3

P 2
. (III.6)

In this case all the sectional curvatures are positive
and become small.

Another possibility is to consider

P = βQ→∞ , (III.7)

with β constant. At large P we find that the
sectional curvatures approach to constants. For
β 6= 1, at large P the scalar curvature is negative,
R = −2(β − 1)2.

In all these limits the volume of the space (mea-
sured using the complexity metric) goes to infin-
ity. From the point of view of complexity, in-
stead, these limits are very different. In the case
(III.3) the maximal complexity does not approach
infinity, because the remaining easy generators are
enough to build whatever unitary we want. In-
stead, in the cases in eq. (III.5) and (III.7) the
maximal complexity goes to infinity, because the
only easy generator at our disposal allows to pro-
duce just a very special class of unitary, i.e. the
rotations along the x axis.

B. Two qubits

The two qubits case is the simplest environment
where we can address the question of what happens
if one penalizes operators according to the number
of qubits that are entangled at the same time.

We choose A as penalty factor for the weight 1
matrices and B as penalty factor for the weight
2 ones. The non-vanishing sectional curvatures
K(ρ, σ) in the orthonormal basis can take three
values:

a =
1

A
, b =

A

B2
, c =

4B − 3A

B2
. (III.8)

The value a arises when (ρ, σ) have both weight
w = 1, the value c when they have both w = 2
and the value b if they are generators with differ-
ent weights. The multiplicity of each value of the
sectional curvatures is:

Na = 12 , Nb = 72 , Nc = 36 . (III.9)

The scalar curvature is:

R = −12
3A2 − 12AB −B2

AB2
. (III.10)

Let us specialise A = 1 and B = q with q > 1.
We are penalizing the weight 2 matrices (denoted
as ”hard”) compared to the weight 1 matrices (de-
noted as ”easy”). The scalar curvature is

R = 12
−3 + 12 q + q2

q2
, (III.11)

which is always positive. Note that in this case the
structure of the algebra generators is as follows

[easy , easy] = easy , [easy ,hard] = hard ,

[hard ,hard] = easy , (III.12)
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and so it gives rise to positive sectional curvatures,
from eq. (II.17). Although such a choice is the
most intuitive, it necessarily provides positive cur-
vatures, see also [60] for the same conclusion. Note
that no singularity appears in the curvature if we
send q →∞.

If we instead set A = p and B = 1, we are pe-
nalizing the weight 1 matrices and the scalar cur-
vature is

R = −12
3 p2 − 12 p− 1

p
. (III.13)

Note that in this case the structure of the algebra
generators is reversed

[hard ,hard] = hard , [easy ,hard] = easy ,

[easy , easy] = hard , (III.14)

and indeed gives negative curvature at large
enough p, according to eq. (II.17). This result
gives a quantitative explanation of some intuitions
discussed in [60].

We point out that the abovementioned case is
not the only one where such a behaviour occurs.
In general, when we split the set of generators in
two classes, one of which is a maximal subalgebra,
the structure of commutators (III.12) and (III.14)
always arises.

IV. MANY QUBITS

We consider quantum systems composed by
many qubits, which is the first step in the direc-
tion of a system with infinite degrees of freedom as
it happens in field theory. In this case it is possi-
ble to study the dependence of the curvatures on
the number of qubits, in order to understand the
assignment of penalty factors that can reproduce
physical phenomena like the switchback effect and
scrambling.

The idea is to study the time evolution of com-
plexity when the system of interest is subject to a
perturbation. From the holographic point of view,
this is usually performed with the introduction of
a shock wave very far in the past, in such a way
that the scrambling time corresponds to the de-
lay after which the black hole reaches again the
equilibrium [7]. From the perspective of quantum
circuits, a useful model consists in the evolution of
an epidemic [10]. If there is a single infected qubit
which can interact with all the other ones via a lo-
cal Hamiltonian, the scrambling time measures the
scale after which the infection has involved a large
enough number of qubits in order for complexity
to reach the value n, corresponding to the number
of qubits.

In this context, a related effect is the switchback
one, which is a delay in the growth of complexity
arising from cancellations between multiple shock
waves or perturbations. Using the toy model in-
troduced in [54], it was suggested that, in order to
get a satisfying description of switchback effect and
scrambling, the typical sectional curvatures should
scale as 1/n or 1/n2 in the large number of qubits
limit (depending on the variant of the model). For
a recent discussion of the switchback effect for low
number of qubits, see [68]. Even without restrict-
ing to a particular toy model, the divergence of
sectional curvatures in the large number of qubits
limit gives rise to a singular behaviour that should
be avoided. In this section we will study the conse-
quences of various assignments of penalties on the
behaviour of curvatures.

Let us consider the case with n qubits, equipped
with a class of penalty factors which are functions
just of the weight of the generators. Let us denote
the penalty associated to the weight k by qk. The
number of generalised Pauli matrices with weight
k in our basis is given by:

Nk = 3k
(
n

k

)
. (IV.1)

Given two generators (ρ, σ), let us denote respec-
tively by M and N the weights of ρ and σ, and by
w the weight of the commutator [ρ, σ]. From the
analysis given in appendix A, we can show that w
can take the following values

wr = |M −N |+ 1 + 2r , (IV.2)

where the integer r has the following range

0 ≤ r ≤ min(M,N)− 1 . (IV.3)

If two directions in the unitary space do not
commute, the sectional curvatures can be obtained
from eq. (II.17), i.e.

K(M,N, r) =
1

qMqN
×(

−3 qwr + 2 (qM + qN ) +
(qM − qN )

2

qwr

)
(IV.4)

where K(M,N, r) denotes the sectional curvature
of the plane spanned by generalised Pauli ma-
trices of weights M and N , whose commutator
has weight wr, given by eq. (IV.2). We denote
by N (M,N, r) the degeneracy of such sectional
curvatures. We derive an explicit expression for
N (M,N, r) in appendix A.

If two directions commute K(M,N, r) = 0;
given a generalised Pauli matrix, about one half
of the other Pauli matrices in the basis commute
with it, see eq. (II.6). So about one half of the
total sectional curvatures vanish by construction,
independently of the penalty factors.
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A. Draconian penalties

The combination of 1 and 2 qubits operators is
universal and can be used to build an arbitrary op-
erator in SU(2n) [69]. This result suggests a some-
what minimal choice of penalty factors, studied in
detail in [5]

qσ = 1 , w ≤ 2 ,

qσ = q , w > 2 . (IV.5)

This choice does not distinguish different values of
the weight w > 2 and was called ”draconian” in
[60].

The sectional curvatures can be found using the
general expression in eq. (II.17), giving the values
in Table I.

[ρ , σ] ∈ P [ρ , σ] ∈ Q
ρ, σ ∈ P K = 1 K = 4− 3q

ρ, σ ∈ Q K = 4 q−3
q2

K = 1
q

ρ ∈ P, σ ∈ Q K = q K = 1
q2

TABLE I. Values of the non-vanishing sectional curvature
K for various choices of ρ, σ in the model with draconian
penalty factors. We denote by P andQ the set of generators
with w ≤ 2 and w > 2 respectively.

For q = 1 we recover the case where all the
penalty factors are equal, which corresponds to a
bi-invariant metric on SU(2n). In this case all the
non-vanishing sectional curvatures are equal and
positive. The interesting region with negative cur-
vature is at large q. So in this limit it makes sense
to use the approximation where only the sectional
curvatures at leading order in q are considered.

Let us consider the approximation in which we
keep just the O(q) and the O(1) terms. In this
limit the only non-vanishing sectional curvatures
are:

K(1, 1, 0) = K(2, 1, 0) = K(2, 2, 0) = 1 ,

K(3, 2, 0) = q ,

K(2, 2, 1) = 4− 3q , (IV.6)

with multiplicities

N (1, 1, 0) = 6n ,

N (2, 1, 0) = N (2, 2, 0) = 18n(n− 1) ,

N (3, 2, 0) = N (2, 2, 1) = 54n(n− 1)(n− 2) .

(IV.7)

The scalar curvature then is:

R = −54n(n− 1)(n− 2)q + 6n(36n2 − 99n+ 64) .
(IV.8)

This calculation is in agreement with the exact
result computed in [5] in a different way:

R = −54 q n (n− 1) (n− 2) + 6n
[
36n2 − 99n+ 64

]
+

+
1

q

[
4n

2

(
4n − 1 +

3n (3n− 1)

2

)
− 6n

(
45n2 − 117n+ 74

)]
+

− 1

q2
[
3n (3n− 1) 4n−1 − 6n (3n− 4) (6n− 7)

]
.

(IV.9)

In order to get negative curvature, we need q ∝ 4n

or larger. This means that q has to grow expo-
nentially with n. In particular, in this regime the
scalar curvature is dominated by a small number
(polynomial in n) of sectional curvatures whose
magnitude grows like |K| ≈ q ≈ 4n. This is a
singular limit, and, as discussed in [55], this brings
to some unwanted properties in the scrambling and
switchback effect of black holes complexity.

B. Towards a more sustainable taxation
policy

In [55] a more moderate penalty factors choice
was advocated:

qσ = 1 , w ≤ 2 ,

qσ = c 4w−2 , w > 2 , (IV.10)

where c is an order 1 constant. The authors called
this choice ”moderate”, because sectional curva-
tures are not as big as in the draconian model.
Big curvatures in general are not a desired fea-
ture of complexity geometry, because they are in
tension with the desired properties of scrambling
and switchback effect. The exponential behaviour
qk ∝ 4k in (IV.10) is suggested by the draconian
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model: in such a case the behaviour q ∝ 4n of
penalties is needed in order to have negative cur-
vature. In this section we will consider some vari-
ations of this model, in which qk ∝ αk for some
appropriate constant α.

The draconian model resembles a flat tax: all the
weights bigger than 2 are treated the same. The
middle-class exponents with w ≈ 3 and the billion-
aires with w ≈ n pay exactly the same amount of
taxes. The penalty choice in eq. (IV.10) goes in
the direction of a more progressive taxation, be-
cause high incomes are taxed progressively. Still
there is a minor source of inequality in eq. (IV.10):
the very low income guys at w = 1 are taxed just
the same as the working class at w = 2. In order
to promote social justice we are motivated to in-
troduce the following choice of penalties (see also
[70])

qσ = αw−1 , (IV.11)

which we will call ”progressive” penalties. The
scaling as 4k at large k is generalised as αk.

The model (IV.11) simplifies in the large α limit,
which can be used as an expansion parameter for
the analytical understanding of the model. In par-
ticular, from eq. (II.17) we can see that at large α
sectional curvatures scale at most as α0. With the
choice in eq. (IV.11), we expect that by construc-
tion the maximal complexity becomes infinity at
fixed n in the limit α→∞, because one qubit op-
erators cannot produce the most general operators
in the unitary space. For example, they cannot
produce unitaries which entangle two qubits that
were previously unentangled. Physically, we will
be interested in the limit of large but finite α.

Moreover, we can consider generalisations of this
basic model. In particular, we can generalise the
choice in eq. (IV.11) as

qσ = 1 , w ≤ w0 ,

qσ = αw−w0 , w > w0 , (IV.12)

with w0 ≥ 2. For w0 = 2 and α = 4, we re-
cover the model studied in [55]. With this choice
of penalties, we expect that the maximal complex-
ity at fixed n does not diverge for α→∞, because
the combination of 1 and 2 qubits operators is uni-
versal and can be used to build an arbitrary op-
erator in the unitary space. From eq. (II.17), we
can see that this model has the property that at
large α sectional curvatures scale at most as αw0−1.
Therefore, the large α limit provides a singular ge-
ometry, as the curvature diverges.

C. Progressive penalties

We computed the curvatures as a power expan-
sion in α, at the leading order α0 and at next to
leading order α−1. The cumbersome calculations
are deferred to appendix B.

At the leading order in α, the scalar curvature
is:

R = 3n
(
4n − 2 7n−1

)
. (IV.13)

It is negative for n ≥ 3 and comes just from two
values of the sectional curvatures: K = 1 with
multeplicity N+ and K = −3 with multeplicity
N−, where

N+ = 12 7n−1n− 3 22n+1n+ 18n ,

N− =
N+

2
− 3n . (IV.14)

At next to leading order, the correction to the cur-
vature is:

δR =
9

2
n(n− 1)

4n

α
. (IV.15)

In order to get a feeling on the average sectional
curvature, it is convenient to divide R by the total
number of sectional curvatures between couples of
elements in the basis, which we denote by

η = (4n − 1)2 − (4n − 1) . (IV.16)

The average sectional curvature becomes tiny at
large n and α, i.e.

K̄ =
R

η
≈ −6

7
n

(
7

16

)n
+

1

α

9

4n
n(n− 1)

2
. (IV.17)

We don’t have an analytic expression at higher or-
der in α for the generic n qubits case. However, if n
is fixed to be some not too large value, we can com-
pute the exact result at all orders explictly since
the sum over the penalties contains a finite number
of terms.

The exact value of the average sectional curva-
ture as a function of α for a few values of n is
plotted in Fig. 2. Nothing special happens for
the value α = 4, which instead plays an important
role for the draconian model. It is interesting that
there is a minimum at finite α. It turns out that
the series expansion in α−1 for K̄ is, at large n, an
alternate sign series with slow rate of convergence.
For example, in order to get the minimum in the
plot for K̄ when n = 10, we have to expand up to
the order α−5.

This choice of penalties for α → ∞ has many
similarities with the one qubit case in eq. (III.7),
where P = βQ→∞ with β constant and different
from 1. In both limits we expect that the maximal
complexity diverges, and the sectional curvatures
do not. Also, R approaches a negative constant in
both cases.
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FIG. 2. The exact value of R/η plotted as a function of α in the case of progressive penalties, for n = 5, 10, 15, 20.
The asymptotic value at α → ∞ is shown in black. The minimum in the picture appears for n ≥ 8. Increasing
n, the shape of the minimum tends to become more and more steep and it is located at a lower value of α. Note
that when n = 20, for values α ≥ 4 the result of the average sectional curvature at O(α0) is already very close to
the exact result.

V. STATE COMPLEXITY AND
SUBMERSIONS

Up to now, we have focused the discussion on
the complexity of unitaries. In this section, we
bring the attention of our reader to the geometry
of the space of states. Geometrically, this space is
naturally associated with a quotient of the space of
unitaries where all the different unitary transfor-
mations that, starting from a given reference state,
build the same state (up to a phase) are identified.
The complexity of the state built in this way is
then defined to be the minimum of the complex-
ities of all the identifed unitaries. Requiring that
the state complexity is also obtained as a length
on the space of states defines a map between two
Riemannian manifolds, which turns out to be a
Riemannian submersion. We recall its definition
in section V A, and we proceed in the subsequent
sections in exploiting known results for Rieman-
nian submersions.

In particular, O’Neill’s formula relates the cur-
vature of the space of states to the one of the space
of unitaries, providing a lower bound on the curva-
ture on states. This underlying geometrical struc-
ture allows a direct comparison of some class of
geodesics, which we explore in section V D and VI.

A. Submersions

For convenience of the reader, in this section we
briefly review the concept of Riemannian sumber-
sions, referring to the textbooks [65, 71] for more
details.

Let us consider two Riemannian manifolds
(M, gαβ) with dimension m and (B, hαβ) with di-
mension b < m and a smooth map π : M → B
with surjective differential dπ. dπ is a map dπ :
TM → TB , that for any y ∈ M induces a lin-
ear map between the vector spaces TyM and TxB,
where x = π(y). This map has maximal rank, and
thus a kernel of dimension f = m− b. We will call
Vy = ker(dπy) the vertical space at y. Its orthog-
onal complement in TyM , induced by the metric
g, is called the horizontal space at y and denoted
by Hy. For the submersion to be Riemannian, Hy
has to be identified with TxB in an isometric way,
in other words

g(X,Y ) = h(dπ(X), dπ(Y )), ∀X,Y ∈ Hy .
(V.1)

A pictorial depiction is shown in Figure 3.
Quotients of manifolds by an isometric group

action provide interesting examples of submersion
(see for example the textbooks [65, 71]). Let M
be a Riemannian manifold and G be a closed sub-
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FIG. 3. A reproduction of a depiction of a submersion from [71].

group of the isometry group of M , and denote by
π the projection from M to the quotient space
B = M/G. This defines a natural metric on B
such that π is a Riemannian submersion [65].

In the following sections, we make use of this
construction to understand properties of the space
of states from the complexity of unitaries.

B. Submersions and complexity geometry

Let us apply the notion of submersion to the
complexity geometry. We take M = SU(2n) with
a right-invariant metric (the unitary space) and G
as the subgroup of the isometries ofM which leaves
the reference state invariant up to a phase. More
precisely, we consider a unitary U which generates
the state |ψ〉 starting from the reference state |ψ0〉

U |ψ0〉 = |ψ〉 . (V.2)

We call unbroken subgroup the subgroup of SU(2n)
that fixes the reference state up to a phase

V |ψ0〉 = eiφ|ψ0〉 . (V.3)

Such a V is an element of SU(2n−1)×U(1). Thus,
up to a phase, both U ′ ≡ UV and U prepare the
same state |ψ〉:

U ′|ψ0〉 = eiφ|ψ〉 , =⇒ U ′ ∼ U . (V.4)

Therefore we have a map from the unitary space
to the quotient B defined as

π : SU(2n)→ B (V.5)

where

B = CP2n−1 =
SU(2n)

SU(2n − 1)× U(1)
. (V.6)

This map is an isometric submersion, as we are
going to prove writing it explicitly in a specific co-
ordinate system.

In order to make contact with section II, we take
a diagonal penalty matrix in the basis of the gen-
eralised Pauli matrices, see eq. (II.4), with the
property

〈σr, σs〉 = qr δrs = qr
1

2n
Tr(σrσs) . (V.7)

For the states metric it is more convenient to do a
change of basis. We can identify a basis for broken
generators ρk and unbroken ones τa:

ωl = (ρk, τa) , 1 ≤ k ≤ 2(K − 1) ,

1 ≤ a ≤ (K − 1)2 , K = 2n , (V.8)

with normalization

Tr (ωl ωm) = δml . (V.9)

We can express

σr =
∑
l

ωl Tr (ωlσr) ,

ωl =
1

2n

∑
r

σr Tr (ωlσr) . (V.10)

Then we can find the penalty scalar product in the
basis ωk:

Mlm = 〈ωl, ωm〉 =
1

22n

∑
r

qrTr (ωlσr) Tr (ωmσr) .

(V.11)
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This discussion also applies to the case where Mlm

is a generic symmetric matrix. Let us introduce the
following notation for the exponential of broken
and unbroken generators

Uθ = eiθkρk , Vλ = eiλaτa , (V.12)

where the variables θk denote the coordinates in
the state space and λa are the additional coordi-
nates that define the unitary space. A generic ele-
ment of SU(K) can be written as U = UθVλ. Then
we can compute

dUU† = (dUθVλ + UθdVλ)V †λU
†
θ

= dUθU
†
θ + UθdVλV

†
λU
†
θ , (V.13)

where

dUθ =
∂Uθ
∂θk

dθk , dVλ =
∂Vλ
∂λj

dλj . (V.14)

In this way the right-invariant forms defined on
SU(K) are given by

Xr = −iTr(dU U† ωr)

= −i(AdU†
θ
)rsTr

{
(U†θdUθ + dVλV

†
λ )ωs

}
.

where we have used the adjoint action

U†θωrUθ = (AdU†
θ
)rsωs . (V.15)

We can now write the metric in the unitary space
as

ds2 = MrsXrXs = M̃lm(ul + vl)(um + vm) ,
(V.16)

where

M̃lm = Mrs(AdU†
θ
)rl(AdU†

θ
)sm ,

us = −iTr
{
U†θdUθωs

}
,

vs = −iTr
{
dVλV

†
λωs

}
, (V.17)

in such a way that M̃lm depends just on θk, us con-
tains just (θk, dθk) and vs contains just (λa, dλa).

Now it is convenient to split the indices in ωr
in indices corresponding to broken and unbroken
generators, as in eq. (V.8). We have that vi = 0
for i corresponding to a broken index. Then we
can write the unitary metric eq. (V.16) as

ds2 =
(
ui ua + va

)(
M̃ij M̃ib

M̃aj M̃ab

)(
uj

ub + vb

)
= (M̃ij − M̃icM̃

−1
ca M̃aj)uiuj + M̃abfafb ,

(V.18)

where we introduced

fa = va + ua + M̃−1ad M̃djuj . (V.19)

The problem of finding the minimal infinitesimal
operator which synthesizes the state of coordinates
θk +dθk from the state with coordinates θk is then
solved by the equation fa = 0, because the term
M̃abfafb in eq. (V.18) is positive-definite. This
construction generalises the result in [60] to arbi-
trary number of qubits.

We can then identify the metric on the state
space B as

ds2S = (M̃ij − M̃icM̃
−1
ca M̃aj)uiuj . (V.20)

We explicitly checked that the metric in the space
of states CP1 for a single qubit coincides with the
result found in [60]. In appendix C we will see how
to apply this result to qutrits.

From eq. (V.18), it follows that the projection
map π from M to B

π : (θk, λj) 7→ (θk) (V.21)

is a Riemannian submersion, where π−1(θk) is
parametrised by λk, for fixed θk. The explicit ex-
pression for the horizontal spaces at arbitrary θk
is given by fa(X) = 0 for any generic vector X in
the tangent space.

C. Submersions and curvature

We can use O’Neill’s formula [61] to relate the
sectional curvatures of states KS to the ones of
unitaries K:

KS(h̃1, h̃2) = K(h1, h2) +
3

4

|V([h1, h2])|2

|h1|2|h2|2 − 〈h1, h2〉2
,

(V.22)
where V is the projector on the vertical subspace,
〈. . . 〉 is the scalar product from the metric of the
manifold M , | . . . | is the norm induced by the

scalar product, h̃k = dπ(hk) are vectors fields in
the state space, hk are horizontal fields in the uni-
tary space, [h1, h2] is the commutator of the vector
fields in the unitary space.

This expression shows that the sectional curva-
ture of a plane in the space of states can be always
expressed as sectional curvature of an appropriate
plane in the unitary space plus a positive definite
contribution coming from the commutator of hori-
zontal vectors. It can be used to compute the cur-
vatures in the state space without even knowing
its metric. As an illustrative example, we apply
eq. (V.22) to the one qubit case in appendix D.

D. Submersions and geodesics

The relation between geodesics in B and
geodesics in M for generic submersions was studied
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in [62]. An important result is that if a geodesic
in M is horizontal at some point, it remains hori-
zontal. Then the projection by π of an horizontal
geodesic is a geodesic in the space of states B. As
a general result, we have that for submersions from
complete manifolds M as our unitary space, every
geodesic of B can be built as the projection of a
horizontal geodesic in M . It is important to stress
that the projection of a geodesic which is not hor-
izontal in general does not provide a geodesic on
B.

We know from eq. (II.9) that the exponential of
an eigenvector of the penalty matrix G is a geodesic
in the unitary space. Combining with the previ-
ous result, the exponential of an eigenstate of G
which is also perpendicular to the unbroken sub-
group at the origin, gives a geodesic in the state
space B. This property provides us a simple class
of geodesics in some particular situations. In the
1-qubit case, this is studied in section VI C.

Let us instead consider the 2-qubits case with
penalties depending just on the weights. Taking
as reference state |00〉, the unbroken subgroup is
generated by the following generators:

1⊗ σz , σz ⊗ 1 , σz ⊗ σz ,
σx ⊗ (1− σz) , σy ⊗ (1− σz) ,
(1− σz)⊗ σx , (1− σz)⊗ σy ,
σx ⊗ σy − σy ⊗ σx ,
σx ⊗ σx + σy ⊗ σy . (V.23)

The orthogonal complement to this space is gener-
ated by:

σx ⊗ (1 + ασz) , σy ⊗ (1 + ασz) ,

(1 + ασz)⊗ σx , (1 + ασz)⊗ σy ,
S−2 = σx ⊗ σy + σy ⊗ σx ,
S+
2 = σx ⊗ σx − σy ⊗ σy , (V.24)

where α is a coefficient2 dependent on the penalty
factors, chosen to ensure orthogonality with unbro-
ken generators in eq. (V.23). Note that just the
last two generators S±2 in eq. (V.24) have a defi-
nite weight w = 2, and so just these two operators
generate exponential horizontal geodesics.

We can generalise this arguments to n qubits as
follows. Let us take as reference state |00 . . . 0〉.
Let us consider the action of a infinitesimal trans-
formation on this state, with w = n and which
contains just σx and σy entries in the tensor prod-
uct. This operator will rotate the state as

|00 . . . 0〉 → |00 . . . 0〉+ ε|11 . . . 1〉 , (V.25)

2 The precise value is completely irrelevant for the following
discussion.

where ε is an infinitesimal complex number. This
sector of operators contain 2n generators; out of
this set, a vector space of dimension 2n − 2 oper-
ators is unbroken. So, in the w = n sector which
contain just tensor products of σx and σy we can
always find a broken dimension 2 subspace which
is orthogonal to the vertical space

Let us build these generators explicitly. We in-
troduce

Ans =
1(
n
s

) ∑
(k1,...,kn)

σk1 ⊗ . . .⊗ σkn (V.26)

where the sum runs over all the permutations
(k1, . . . , kn) which contain s generators σy and n−s
generators σx. Then the two generators

S+
n =

k even∑
0≤k≤n

ik Ank , S−n =

k odd∑
0≤k≤n

ik+1Ank .

(V.27)
are both broken by the reference state and orthog-
onal to all the unbroken w = n generalised Pauli
matrices which contain just σx and σy in the tensor
product. This construction generalises to n qubits
the two operators in the last line of eq. (V.24).

Then we can look for other generators orthogo-
nal to the vertical space. We can consider a gener-
alised Pauli matrix of the form S±n−1 ⊗ (1 + α1σz)
with the coefficient chosen in such a way that it is
orthogonal to S±n−1⊗(1−σz). This involves a linear
combination of weight n and n− 1 generators and
in general one can find 2

(
n
1

)
such operators. One

can iterate the construction, looking for generators
of the form

S±n−s ⊗ (1 + αsσz)
s , (V.28)

and determine αs in such a way that (V.28) is or-
thogonal to the unbroken operators

S±n−s ⊗ (1− σz)⊗ 1b ⊗ σcz , (V.29)

where b, c are some integer numbers. For each in-
teger s, the operators in (V.28) are linear combi-
nations of weight w generators with

n− s ≤ w ≤ n . (V.30)

There are 2
(
n
s

)
of such operators, with 1 ≤ s ≤ n.

In this way one can build all the 2n − 1 horizontal
vectors in the unitary space, which project to the
CP2n−1 directions in the state space. A broken
unitary labelled by s is a linear combination of
generalised Pauli matrices with weight w with n−
s ≤ w ≤ n.

If the penalties of each weight qw are all different
(as in the progressive model), just the s = 0 broken
unitaries S±n are penalty eigenstates. This is the
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most generic case. The only exponential horizontal
geodesics are generated by linear combinations of
S+
n and S−n .
If some penalties for different weights are degen-

erate, we can find more eigenstates of the penal-
ties which are orthogonal to the unbroken sub-
group. For example, in the draconian model all
the weights with 3 ≤ w ≤ n are equally penalised,
so all the broken unitaries with 0 ≤ s ≤ n − 3
generate projectable exponential geodesics.

There is a relation between conjugate points
in M and B [62]. Let us consider a horizontal
geodesic

γ(t) : [a, b]→M (V.31)

and let γ(t0) be the first conjugate point of γ along
the geodesic starting form γ(a). Then the pro-
jected geodesic β(t) = π(γ(t)) has a conjugate
point for t′0 ≤ t0.

VI. TOWARDS AN EXPONENTIAL
COMPLEXITY

The definitions of unitary and state complexity
require the minimization of the length of a path
connecting the identity with a generic unitary, or
the reference state to the target state, respectively.
In the following, we exploit the techniques devel-
oped in the previous sections to find explicit classes
of geodesics and to find their conjugate points,
which play an important role in the minimisation
process.

A. Conjugate points and Raychaudhury
equation

An important problem in the geometric ap-
proach to complexity is to determine the mini-
mal length geodesics that connect the identity to a
given unitary. From a general result in Riemannian
geometry, a geodesic does not minimise lengths
anymore after its first conjugate point. This is not
a necessary condition: there could be a globally
shorter path before the first conjugate point.

A useful tool to study conjugate points is the
Raychaudhury equation (see e.g. [72] for a review).
Let us consider a congruence of geodesics which is
orthogonal to a family of hypersurfaces in an ar-
bitrary Riemannian manifold. Let us denote by
uα the tangent vector field to the geodesics, with
uαuα = 1. The geodesics are in affine parameteri-
zation, i.e. uβDβu

α = 0, where Dβ is the covariant
derivative. The deviation vectors ξµare taken or-
thogonal to uα, i.e. ξαuα = 0. We can define the

transverse part of the metric as:

hαβ = gαβ − uαuβ , (VI.1)

and the tensor

Bαβ = Dβuα , (VI.2)

which can be shown to be symmetric if the con-
gruence of geodesics is orthogonal to a family of
hypersurfaces. Morever Bαβ can be decomposed
in the trace and traceless part

Bαβ =
1

d− 1
Θhαβ + σαβ , (VI.3)

where d is the dimension of space, Θ is the expan-
sion scalar and σαβ the (traceless and symmetric)
shear tensor. The expansion scalar Θ measures
the time derivative of an infinitesimal transverse
volume ∆V of the geodesic, i.e.

Θ =
1

∆V

d∆V

dλ
. (VI.4)

If the scalar Θ approaches −∞ in some point r
along a geodesic, it detects the presence of conju-
gate points for our congruence of geodesics. This
means that the geodesic that we are studying
does not anymore give us the minimal distance for
points beyond r. The Raychaudhury equation de-
termines the evolution of Θ along the geodesic flow:

dΘ

dλ
= − 1

d− 1
Θ2 − σαβσαβ −Rαβuαuβ , (VI.5)

where Rαβ is the Ricci tensor and λ is an affine
parameter. There exists also an equation for the
traceless part σαβ , see e.g. [73]. We discuss this
equation in appendix E.

B. An application to a simple class of
geodesics

From eq. (II.9), we know that, in the uni-
tary space, the exponential of eigenvectors of
the penalty factors matrix G gives us a class of
geodesics, which we call ”exponential geodesics”.
It is particularly convenient to apply the Ray-
chaudhury equation to this class of geodesics,
which have constant Rαβu

αuβ . If we neglect the
term σαβσαβ in eq. (VI.5), it can be solved ana-
lytically. In general this term is non-zero (see ap-
pendix E), but it is positive definite. So, neglecting
the σαβσαβ term gives us an upper bound for the
presence of a conjugate point along a geodesic.

Let us first solve eq. (VI.5) in the limit Θ→∞,
as it is the case for a family of geodesics starting
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from the same point. In this case we can neglect
Rαβu

αuβ , leading to:

Θ̇ +
1

d− 1
Θ2 = 0 , Θ =

d− 1

λ− k
, (VI.6)

where k is an integration constant. This approx-
imation is the same as considering the flat space
limit. In order to consider a family of geodesics
which start at the same point at λ = 0, we set
k = 0. Let us now consider

Θ̇ +
1

d− 1
Θ2 +B = 0 , (VI.7)

where B = Rαβu
αuβ . The conjugate point, in this

approximation, shows up only for B > 0. Requir-
ing that at small λ the solution reproduces the flat
space one Θ = (d− 1)/λ, we find:

Θ =
√
B(d− 1) cot

(√
B

d− 1
λ

)
, (VI.8)

and so it has a conjugate point at

λ0 =
π
√
d− 1√
B

. (VI.9)

Since σαβσαβ is a positive-definite quantity, the
value of λ0 provides an upper bound for the dis-
tance λc of the conjugate point from the origin:

λc ≤ λ0 =
π
√
d− 1√

Rαβuαub
. (VI.10)

Note that, keeping the Ricci curvature fixed, λ0
scales exponentially with the number of qubits due
to the factor

√
d− 1 ≈ 2n. This is a first evidence

of the exponential nature of the maximal complex-
ity.

C. One qubit

In order to make the discussion concrete with a
clear example we will consider the one qubit case,
see section III A. In this case the unitary manifold
is a generalised Berger sphere and an explicit ex-
pression for the metric is available. Introducing the
coordinates (θx, θy, θz) to parameterize the unitary

U = eiσzθzeiσyθyeiσxθx , (VI.11)

the metric can be written explicitly:

gij =
1

2

 Ξ Ψ 2P sin 2θy
Ψ Σ 0

2P sin 2θy 0 2P

 , (VI.12)

where

Ξ = 2
(
P sin2 2θy + cos2 2θy

(
Q sin2 2θz + cos2 2θz

))
,

Ψ = (1−Q) cos 2θy sin 4θz ,

Σ = (Q− 1) cos 4θz +Q+ 1 . (VI.13)

We know from the general analysis that the expo-
nentials of σx, σy, σz are geodesics, with

Gx : θx = λ, θy = θz = 0 ,

Gy : θy =
λ√
Q
, θx = θz = 0 ,

Gz : θz =
λ√
P
, θx = θy = 0 ,

(VI.14)

as can be also checked directly from the geodesic
equations of the metric (VI.12).

We have seen that the presence of conjugate
points on this simple class of geodesics can be de-
tected by the Ricci tensor:

Rx =
2(1− (P −Q)2)

PQ
,

Ry =
2(Q+ P − 1)(Q− P + 1)

PQ
,

Rz =
2(P +Q− 1)(P −Q+ 1)

PQ
, (VI.15)

where we denote Rx,y,z ≡ Rσx,σy,σz .
Conjugate points of the geodesic Gk in eq.

(VI.14) occur in the regions of the parameter space
(P,Q) where the corresponding Rk is positive, see
Fig. 4. In particular, each of the geodesics Gk for
k = x, y, z develops a conjugate point in the region
where Rk > 0 for

λc ≤ λ0 , λ0 =
π
√

2√
Rk

. (VI.16)

A plot of an example of conjugate point is shown
in Figure 4 in stereographic projection.

Using eq. (E.1), it is also possible to include
the σαβσαβ corrections, in order to determine in
general the exact location of the conjugate points.
From such an equation, we can show that σαβ van-
ishes for Gx in the P = Q case, for Gy in the P = 1
case and for Gz in the Q = 1 case (see Appendix
E). We have then a few exact results:

• For Q = 1, Gz has a conjugate point at λ =
π√
P

• For P = 1, Gy has a conjugate point at λ =
π√
Q

• For P = Q, Gx has a conjugate point at λ =
πP (see the black spot in Fig. 4).
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Rx>0,Ry ,Rz<0

Rz>0,Rx ,Ry<0

Ry>0,Rx ,Rz<0

Rx ,Ry ,Rz>0

0.0 0.5 1.0 1.5 2.0 2.5 3.0
P0.0

0.5

1.0

1.5

2.0

2.5

3.0
Q

FIG. 4. Left: Regions where each Rx,y,z is positive. Right: Example of an exact conjugate point (the black
spot) of geodesics for P = Q = 0.4 in stereographic projection.

In particular, it is interesting to consider the
limit in eq. (III.3), with P = 1 and Q → ∞.
In this case the only exponential geodesic with a
conjugate point is Gy. In the limit Q → ∞ the
conjugate point moves very close to the origin, at
θy = π/Q and at λ = π/

√
Q. The Gy geodesic is

then minimising only very close to the origin, and
the limit is singular. Indeed we already expected
a singularity from the behaviour of curvatures, see
eq. (III.4). Also, sending the penalty Q to infinity
does not correspond to getting a big complexity in
the σy direction: a shortcut with length scaling as
1/
√
Q is for sure available just after the conjugate

point. This is an indication of low maximal com-
plexity and it is correlated to a singular limit in
the curvature.

It is also interesting to consider the limit in eq.
(III.5), where P = Q → ∞. The Ricci curvatures
are all positive:

Rx =
2

P 2
, Ry = Rz =

4

P
− 2

P 2
. (VI.17)

In this case Gx has an exact conjugate point at
θx = λ = πP , while Gy,z have conjugate points for

λ . π
√
P/2, which correspond to θy, θz of order

1. There is no singularity in geodesic, as expected
from the curvatures in (III.6). Note that, while the
distance of the conjugate point in Gy,z diverges,
their position in the coordinate θy,z approaches a
finite limit for P →∞. The limit of large penalty
indeed may correspond to a large maximal com-
plexity, because no obvious shortcuts are available.
This is supported by numerical computations: the
points with large complexity lay nearby the conju-
gate point, and so the maximal complexity scales
as
√
P .

In the one qubit case, the exponential geodesics
on unitary space can be projected to the states
space using the submersion, as explained in sec-
tion V D. Taking as a reference state |0〉, the un-
broken subgroup is generated by σz. The geodesics
shooted in the orthogonal directions σx and σy
are then horizontal and projectable. For generic
P,Q there are then two exponential horizontal
geodesics. The corresponding geodesics on states
can be obtained by the projection of these curves
by the submersion π.

It is more intuitive to plot the geodesics in the
states space, since it is a 2-dimensional space. In
the one qubit case, the metric for states in the
standard Bloch sphere coordinates (θ, φ) is

gij =
1

Ψ

(
Λ11 Λ12

Λ21 Λ22

)
(VI.18)

where

Λ11 = P cos2 θ cos2 φ+ PQ cos2 θ sin2 φ+Q sin2 θ ,

Λ12 = Λ21 = P (Q− 1) sin θ cos θ sinφ cosφ ,

Λ22 = P sin2 θ
(
Q cos2 φ+ sin2 φ

)
,

Ψ = 4
{

sin2 θ sin2 φ+ P cos2 θ +Q sin2 θ cos2 φ
}
.

(VI.19)

We checked numerically that the projection of the
horizontal geodesics in the unitary space corre-
sponds to geodesics in the states space, as is re-
quired by general results on submersions.

It is then interesting to plot the geodesics for the
case of large P and Q in the state space. In Fig.
5 the geodesics for the case P = Q = 10 on the
Bloch sphere are shown. In particular, we see that
the maximal complexity region lies just before the
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conjugate point in σy. Such a point lies inside the
drop delimited by the self intersection of the black
curve. As it is clear from the figure, no geodesics
of length less than λ can penetrate inside the drop.

D. Draconian model

In order to study conjugate points in the draco-
nian model we can use the results from [5] for Rσ,
where σ is a generalised Pauli matrix with weight
w:

w = 1 , Rσ = 2 (3n− 2) +
1

q2

(
4n

2
− 2 (3n− 2)

)
,

w = 2 , Rσ = −24 q (n− 2) + 8 (6n− 11) +
1

q2

(
4n

2
− 8 (3n− 5)

)
,

w = 3 , Rσ =
1

q

(
12 q2 +

4n

2
+ 36 (n− 3)− 1

q
12 (3n− 8)

)
,

w ≥ 4 , Rσ =
1

q

(
4n

2
+ 4w (3n− 2w)− 1

q
4w (3n− 2w)

)
. (VI.20)

These expressions are valid for arbitrary n and q.
In particular, for q = 1 we recover the cases with
uniform penalties q(w) = 1, where all the Rσ are
the same, i.e. Rσ = 4n/2. In order to have nega-
tive scalar curvature, we have to scale q with n as
q ≈ O(4n).

In studying conjugate points along the expo-
nential geodesics, it is interesting to consider not
only the distance λ from the origin, but also their
position in a coordinate θ, which runs along the
geodesic and does not scale with the penalty. We
can define θ as the length in the case with all
the penalties qσ = 1 (bi-invariant metric). In our
normalization, an exponential geodesic can be de-
scribed by

U(θ) = exp
i θ σ√

2n
, (VI.21)

where σ is the generalised Pauli matrix pointing
in the direction of the given exponential geodesic.
Note that this geodesic comes back to the identity
matrix after a period

θp = π 21+n/2 . (VI.22)

In the large n limit of the unpenalised case
q(w) = 1, eq. (VI.10) gives that for all the weights
w

λ0 = θ0 ≈ π
√

2 . (VI.23)

In every direction, the cut point must then be re-
alised for λ ≤ λ0. This implies that the maximal
complexity is less than π

√
2, which is independent

of n.
Let us now consider the regime with negative

scalar curvature q ≈ O(4n). We can use eq.
(VI.10) with d = 4n − 1 to get an estimate of the
distance of conjugate points from the origin:

w = 1 , λ0 ≈
π2n√

6n
, θ0 = λ0 ,

w = 3 , λ0 ≈
π2n√
12q
≈ π√

12
, θ0 =

λ0√
q
≈ 1

2n
π√
12
,

w ≥ 4 , λ0 ≈ π
√

2q ≈
√

2π 2n , θ0 =
λ0√
q
≈
√

2π , (VI.24)

where we have inserted q ≈ 4n and θ0 is the length
of these geodesics in the unpenalised metric qσ = 1.

The geodesics with w = 1 have a conjugate point

after a length which is exponential in n. However,
this cannot correspond to a cut point. Indeed this
conjugate point occurs after that the geodesic has
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FIG. 5. Geodesics with length λ = 2.5 for Q = 10, P = 10. The geodesics are plotted in different colours. The
endpoints of the various curves are represented in black.

passed through the identity matrix many times,
since from eq. (VI.22) we have θp � θ0 at large n.

The geodesics with w ≥ 4 instead have a con-
jugate point at θ of order 1, with a length which
scales exponentially in n. If in addition we would
know that the cut point coincides with the con-
jugate point, this would be a proof that maximal
complexity is scaling exponentially with n. Un-
fortunately, we don’t have a strong indication that
this happens. Still, the fact that θ remains of order
1 makes the possibility that the cut point coincides
with conjugate point not as unrealistic as in the
w = 1 case. Note that, with very good approxima-
tion, there is no dependence on w for w ≥ 4 in the
distance of the conjugate point from the origin.

The geodesics with w = 3 have a conjugate point
at a value of the coordinate θ very close to the iden-
tity. In this limit we have evidence that the conju-
gate point is also a cut point, because it happens
at infinitesimal value of the coordinate θ. How-
ever, the distance from the origin is of order 1, so
this does not teach us anything interesting about
the possible exponential growth of complexity at
large n. Also, the exponential dependence θ ∝ 2−n

shows that draconian penalties are by construction
singular.

From the results in section V D, we know that
we can find many directions orthogonal to the un-
broken subgroup which are also penalties eigen-
vectors. In particular, all the tangent directions
orthogonal to the vertical space with 0≤ s ≤ n−3,
see eq. (V.30), contain just operators with weight
w ≥ 3 and so generate exponential projectable
geodesics. The considerations about conjugate
points for these exponential geodesics can then be
extended to the state space, with the caveat that

the conjugate point might occur before in the state
space, see [62].

E. Progressive model

At leading order in α, the Ricci contraction with
the unit vector pointing in the direction σ is (for
w > 1)

Rw = 2w
(
2w−1 − 22n−2w+1

)
, (VI.25)

and Rw = 2 for w = 1 (see appendix B, eq (B.11)).
This is positive for w = 1 and for

w >
2

3
(n+ 1) . (VI.26)

The conjugate point for w = 1 is estimated at

λ0 = θ0 =
π√
2

2n . (VI.27)

Again, eq. (VI.22) tells us that θp � θ0 at large
n, so this conjugate point cannot correspond to a
cut point.

The conjugate points for the generators at large
w in eq. (VI.26) are more interesting. In this class,
the largest positive Rw is at w = n, which reads

Rn = n(2n − 4) , (VI.28)

and gives a conjugate point at

λ0 =
π 2n/2√

n
, θ0 =

λ0
αn/2

=
π 2n/2√
nαn/2

.

(VI.29)
The smallest positive value of Rw is realised for

slightly different values of the integer w, depending
on the value of n modulo 3. We have to distinguish
the following cases:
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n = 3a , w = 2
n

3
+ 1 , Rw = 22n/3

(
1 +

2n

3

)
≈ n 22n/30.67 ,

n = 3a+ 1 , w =
2n+ 4

3
, Rw = 22n/3 (n+ 2) 21/3 ≈ n 22n/31.26 ,

n = 3a+ 2 , w =
2n+ 5

3
, Rw = 22n/3

7(2n+ 5)

6 · 21/3
≈ n 22n/31.85 , (VI.30)

where a is an integer number. In all cases Rw ≈
n 22n/3 up to order one factors. This gives a con-
jugate point at:

λ0 =
π 22n/3√

n
, θ0 =

λ0
αn/3

=
π 22n/3√
nαn/3

.

(VI.31)
Intermediate values of the weight give conjugate
points distances which scale in between the ones
in eqs (VI.29) and (VI.31).

In order to have small θ0 in the large n limit in
eqs. (VI.29) and (VI.31), we have just to require
α > 4. The required value of α should also be large
enough to trust the leading order result (VI.25).
The Ricci curvature indeed seems to converge to
the asymptotic value at large α quite fast (see Fig.
2 for the Ricci scalar).

Since θ0 → 0, we expect that, for large n, the
geodesics in eq. (VI.29) and (VI.31) are truly min-
imising ones. So we find strong indication that
in this limit the distance of the cut point of the
geodesics with large w (in the window 2

3n < w <
n) is in between

π 2n/2√
n
≤ λ0 ≤

π 22n/3√
n

. (VI.32)

Consequently, the maximal complexity is bigger
than

λmax =
π 22n/3√

n
, (VI.33)

and scales exponentially in n.

One may wonder if this is just an artifact of the
large α limit: indeed in this regime we expect that
the maximal complexity goes to infinity by con-
struction. In order to clarify this subtle point, let
us consider higher order corrections to Rw and to
λ. The order α−1 term vanishes for all the Ricci,
except for w = 2 which is not interesting for con-
jugate points (see appendix B). So we need to go
to order α−2.

To make the computation simpler, let us con-
sider w = n. In this case, the non-vanishing α−2

terms in the sectional curvatures which contribute

to Rn are:

δK(n, 2, 0) = − 3

α2
, δK(n, 3, 0) =

2

α2
,

δK(n, n− 2, 0) = − 2

α2
, δK(n, n− 1, 0) =

1

α2
,

δK(n,N, 1) =
1

α2
, for 4 ≤ N ≤ n− 1 . (VI.34)

A direct calculation gives

Rn = n(2n − 4) +
(n− 1)n ((2n − 16)n− 2 (2n − 4))

6α2

≈ n · 2n +
1

6α2
n32n . (VI.35)

The length of the geodesic built from the expo-
nential of a w = n generator before the conjugate
point is then, at the next order in α:

λ0 =
π · 2n√

n · 2n + n3

6α2 2n
≈ π√

n
2n/2

(
1− 1

12α2
n2
)
.

(VI.36)
In order to trust the approximation, we should just
increase α in a way slightly faster than n for large
n, for example quadratically. From this polyno-
mial increase of α with n, we get an exponential
increase of complexity. We believe that this is a
strong indication that maximal complexity scales
exponentially with n with a progressive choice of
penalties.

This is not a rigorous proof. For example, we ne-
glected the shear term in the Raychaudhuri equa-
tion which may cause the conjugate point to ap-
pear before. It would be interesting to improve the
analysis studying the impact of these terms. We
leave this as a problem for future investigation.

From section V D, we know that for the progres-
sive model there is just a two dimensional space of
vectors which are both orthogonal to the vertical
space and also eigenstates of the penalty. They
are generated by arbitrary linear combinations of
S±n in eq. (V.27) and they have both w = n. So
the previous calculation in unitary space for w = n
applies also for state complexity, with the caveat
that the conjugate point might occur before in the
state space, see [62].
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VII. CONCLUSIONS

In this paper we studied several aspects of com-
plexity geometry. Using the formalism introduced
in [5] for unitary complexity of a system of n
qubits, we showed that the negativity of sectional
curvatures K along the directions ρ, σ in the uni-
tary space is directly related to a large penalty
factor for the commutator [ρ, σ], i.e.

K (ρ , σ) =
1

qρ qσ
× (VII.1)[

−3 q[ρ ,σ] + 2 (qρ + qσ) +
(qρ − qσ)

2

q[ρ ,σ]

]
.

In this equation, the only negative term is pro-
portional to the penalty of [ρ , σ], so that in order
to get a negative K(ρ, σ) the penalty q[ρ ,σ] has to
dominate compared to qρ and qσ; this is always
possible for large enough q[ρ ,σ]. From this expres-
sion it is clear that negative curvature is always
associated to commutators of the form

[easy , easy] = hard , (VII.2)

where easy and hard refer to small and large
penalty factors respectively. This is consistent
with the analysis in [60]. The correlation between
negative curvature and the condition in eq. (VII.2)
holds also in the qtrit example that we studied in
appendix C.

We applied the formalism of [5] to various ex-
amples, both for small and large number of qubits.
The one qubit case is already an interesting nut-
shell for some generic properties (see section III A).
First of all, one qubit is a universal closed subsector
of the n-qubits space, because sectional curvatures
inside each qubit space depend just on the penal-
ties of this subsector. In the generic one qubit pa-
rameter space, we have that at least 2 out of 3 of
the sectional curvatures in the orthogonal basis are
positive. This argument shows that, for complex-
ity geometry of n qubits, at least some sectional
curvatures are always positive. Moreover, some
of the possible behaviours that are realised when
some of the penalty factors are sent to infinity gen-
eralise to large number of qubits. There are two
prototypical situations:

1. if the easy generators (which are the ones
whose penalties are not sent to infinity) are
enough to construct the generic unitary, the
maximal complexity does not diverge. Some
of the sectional curvatures instead diverge
and the geometry is singular. An example
of this case is realised for Q → ∞ and P
constant.

2. if the remaining easy generators are not
enough to construct the generic unitary, the
maximal complexity is infinity by construc-
tion and the sectional curvatures do not di-
verge. An example of this case is for P =
βQ→∞, with β constant, where both van-
ishing (for β = 1) and negative (for β 6= 1)
scalar curvatures can be realised.

For a larger number of qubits n the situation is
much more intricate, because the dimension of the
space of unitaries scales as 4n. The allowed values
of sectional curvatures in the orthogonal basis have
large multiplicities, which can scale exponentially
or polynomially with n and the weight w. In ap-
pendix A we provide general expressions for this
counting. For large n we have a huge arbitrariness
in the choice of the penalty factors. Two useful
prototypes are:

• draconian penalties, defined by eq. (I.1). In
the large q limit, for fixed n, complexity does
not diverge, and the geometry becomes sin-
gular. This is similar to point 1 of the one
qubit case.

• progressive penalties, as defined in eq. (I.2).
In the large α limit, complexity diverges for
fixed n and the geometry is not singular (the
sectional curvatures scale as α0). The scalar
curvature, see eq. (IV.13), is negative. The
situation is similar to point 2 in the one qubit
case.

So far we discussed complexity as defined for uni-
tary operators. For applications to holography, it
is more relevant to consider the different but some-
how related notion of state complexity [8]. Com-
plexity for states is defined as the lowest possible
complexity of an operator which prepares the state,
starting from a given reference state. In general,
we have to minimise over all the possible unitaries
that prepare the given state [60]. The complexity
metric here is much more intricate, because the
geometry is not homogeneous.

In section V, we point out that the relation be-
tween the unitary and the state geometry follows
directly from the mathematical theory of Rieman-
nian submersions [61, 62, 71]. In particular, the
geodesics in the state space B can be found by a
projection of a particular class of geodesics (the
horizontal ones) from the unitary space M . More-
over, conjugate points for geodesics in B are re-
alised for a complexity equal or less than the one
in M . Curvatures in the state and in the uni-
tary spaces are related by O’Neill’s formula [61].
Geodesics in the state space can be in principle
computed without even knowing the metric on B.
Our approach gives also a a closed-form expression
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for the state metric. We checked that this result re-
produces the known 1-qubit metric with arbitrary
penalties. As a new application, we determine the
state complexity metric and curvatures for the one
qutrit example.

An important open problem is to understand the
regime in which the complexity metric provides a
complexity distance scaling exponentially with the
number of qubits. In section VI we provide robust
evidence for the exponential behaviour of complex-
ity for progressive penalties. The analysis is based
on the study of conjugate points in the unitary
space. For a general manifold, the study of con-
jugate points does not provide direct information
about the maximal possible complexity, because a
geodesic might cross its cut point before the conju-
gate point. This obstruction can be circumvented
if one considers parametric regimes in which the
angular position of the conjugate point approaches
the identity. In this limit we expect that the cut
point coincides with the conjugate point. We show
that this regime is realised for progressive penal-
ties at large α and we give an estimate for a lower
bound for the scaling of complexity. This bound
scales exponentially with n.
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APPENDIX

Appendix A: Counting non-vanishing sectional
curvatures

Given two generators (ρ, σ), we define l as the
number of corresponding tensorial product entries
in which ρ and σ have different Pauli matrices (for
anticommuting ρ and σ, l is odd). We define m

as the number of corresponding tensorial product
entries in which ρ and σ have the same Pauli ma-
trices.

The number of entries in the tensorial product in
which there is a Pauli matrix in σ and an identity
in the corresponding entry in ρ is given by

s = N − l −m. (A.1)

Due to the properties of generalised Pauli matri-
ces, if a pair of generators in the basis do not com-
mute, then they necessarily need to anti-commute.
Consequently, the commutator [ρ, σ] has weight

w = M +N − l − 2m, (A.2)

where l+m ≤ min(M,N). The minimal weight is
realised just for l = 1 and for m = min(N−1,M−
1). The maximum weight instead is realised by
l = 1 and m = 0.

In order to parameterize the possible values of
the weight w, let us introduce an integer label r:

for N ≤M : (A.3)

r = N − l + 1

2
−m, r = 0, . . . , N − 1 ,

for N > M : (A.4)

r = M − l + 1

2
−m, r = 0, . . . ,M − 1 ,

in such a way that the weight of the commutator
is

wr = |M −N |+ 1 + 2r . (A.5)

The r = 0 case corresponds to the lowest possible
weight of the commutator, while the maximum of
r corresponds to the maximum weight.

The weight is limited also by the number of
qubits, i.e. wr ≤ n. So, for any given pair (M,N),
we must have that the integer r is in the following
range:

for N ≤M , (A.6)

0 ≤ r ≤ min

(
N − 1,

n− |M −N | − 1

2

)
,

for N > M , (A.7)

0 ≤ r ≤ min

(
M − 1,

n− |M −N | − 1

2

)
.

Note that for each fixed number of qubits n, r ≤
[(n− 1)/2] where [. . . ] denotes the integer part.

Given a generator ρ in the basis with weight M ,
we similarly denote by R(M,N, r) the number of
generators with weight N whose commutator with
ρ has a weight parameterized by a given integer r,
as in eq. (A.5).
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We give now an explicit formula for R(M,N, r).
Let us first consider the N ≤ M case and let us
start with r = 0. In this case we need to determine
how many σ will give a [ρ, σ] with the minimal pos-
sible weight. As stressed before, this is realised just
for l = 1, m = N−1 and s = 0. We have M places
to stick the l = 1 entry of σ (which corresponds to
a different Pauli matrix compared to ρ, so there
is an extra factor of 2), and then we have

(
M−1
N−1

)
ways to stick the m = N − 1 entries of σ with the
same Pauli matrix as in ρ. The number of such
matrices is:

R(M,N, 0) = 2M

(
M − 1

N − 1

)
. (A.8)

Let us consider r = 1. Here in general we have
two possible situations. We may have l = 1, m =
N − 2, s = 1 or instead l = 3, m = N − 3 and
s = 0. In the first case, there are 3 ways to choose
the Pauli matrix in σ which has an identity in the
corresponding entry in ρ. This gives:

R(M,N, 1) =

(
M

3

)
23
(
M − 3

N − 3

)
(A.9)

+

(
M

1

)
21
(
M − 1

N − 2

)(
n−M

1

)
3 .

In the general case we have to sum over all the
possible odd values of l; it is then convenient to
set l = 2k + 1 with integer k. In general we have(
M
l

)
2l ways to set the entries in tensor product

where ρ and σ have different Pauli matrices,
(
M−l
m

)
ways to set the entries in such a way that ρ and σ
have the same Pauli matrices in the corresponding
entries and

(
n−M
s

)
3s ways to set entries in which

in the corresponding elements of ρ and σ there are
an identity matrix and a Pauli matrix respectively.
The total combinatorial factors is

R(M,N, r) =

r∑
k=0

(
M

l

)
2l
(
M − l
m

)(
n−M
s

)
3s

=

r∑
k=0

(
M

2k + 1

)
22k+1

(
M − 2k − 1

N − k − 1− r

)
×(

n−M
r − k

)
3r−k ,

(A.10)

where we used s = r − k. In this expression
we should not worry about negative values of
N−k−1−r, which indeed may occur, because the
corresponding terms in the sum vanish after ana-
litically continuing the binomial coefficients with
the Γ function.

If N > M , we can write a similar formula. We
can still use the same eq. (A.10), with s = r− k+

N −M and m accordingly given by (A.1):

R(M,N, r) =

r∑
k=0

(
M

l

)
2l
(
M − l
m

)(
n−M
s

)
3s

=

r∑
k=0

(
M

2k + 1

)
22k+1

(
M − 2k − 1

M − k − 1− r

)
×(

n−M
r − k +N −M

)
3r−k+N−M .

(A.11)

Let us denote by N (M,N, r) the number of sec-
tional curvatures with value given by eq. (IV.4).
These can be found as

N (M,N, r) = NMR(M,N, r) = NNR(N,M, r) ,
(A.12)

where NM ,NN are defined in eq. (IV.1).

Appendix B: Explicit calculations for the
progressive penalties case

In this section we consider the choice in eq.
(IV.11). A direct calculation gives, for N ≤M :

K(M,N, r) = −3α2(r+1−N) + 2α1−N + 2α1−M

+α−2r(1 + α−2(M−N) − 2α−(M−N)) ,

(B.1)

and, for N > M :

K(M,N, r) = −3α2(r+1−M) + 2α1−N + 2α1−M

+α−2r(1 + α−2(N−M) − 2α−(N−M)) .

(B.2)

Note that at large α sectional curvatures scale at
most as α0 +O(α−1).

1. Leading order

Let us start with the α0 terms. For r = 0, the
only non-vanishing sectional curvatures at this or-
der are K = 1, for M = N = 1 and

M,N > 1 , M 6= N . (B.3)

For r ≥ 1, the only term that can be of order α0

is for M,N > 1 and is given by

K (M,N, r) =

=

{
−3α2(r+1−N) +O

(
α−1

)
M ≥ N

−3α2(r+1−M) +O
(
α−1

)
M < N

.

(B.4)
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If M ≥ N , we have r = 0, ..., N − 1, then K = −3
only for the maximal value r = N − 1. If M < N ,
we have r = 0, ...,M − 1, then K = −3 only for
the maximal value r = M − 1.

We first compute the Ricci tensor contracted
with a unit vector u (σ), where σ has weight M , as
defined in eq. (II.20):

RM =
∑
N

∑
r

K (M,N, r) R (M,N, r) . (B.5)

For M = 1, the only leading-order contribution is
for M = N = 1:

R1 = R (1, 1, 0) = 2 . (B.6)

Let us now consider 1 < M ≤ n. The positive
leading-order contributions to RM are given by the
scalar curvatures with r = 0, whose value is K = 1:

R+
M =

M−1∑
N=2

R (M,N, 0) +

n∑
N=M+1

R (M,N, 0)

= 2M
(

2M−1 − 3 + 22(n−M)
)
. (B.7)

The negative leading-order contributions to RM
are given by the scalar curvatures with r = N − 1
if M ≥ N and r = M − 1 if M < N , all equal to
K = −3. The expression turns out to be the same
for both the cases:

for M ≥ N (B.8)

R (M,N,N − 1) = 2M

(
n−M
N − 1

)
3N−1 ,

for M < N (B.9)

R (M,N,M − 1) = 2M

(
n−M
N − 1

)
3N−1 ,

We finally get

R−M =

1+n−M∑
N=2

2M

(
n−M
N − 1

)
3N−1

= −6M
[
22(n−M) − 1

]
. (B.10)

The maximum value of N in the sum, Nmax =
1 + n − M , ensures that r = M − 1 is allowed
in the case M < N , as can be obtained from eq.
(A.6).

The final result for RM at the leading order is:

RM = R+
M +R−M = 2M

(
2M−1 − 22(n−M)+1

)
.

(B.11)
Using eq. (IV.1) and this result, the scalar curva-
ture is computed as

R =

n∑
M=1

NM RM = 3n
(
4n − 2 7n−1

)
. (B.12)

2. Next to leading order

We can systematically improve this calculation
order by order in the expansion parameter α. For
example, at order α−1, the only non-zero contri-
bution to the sectional curvatures, that we denote
as δK(M,N, r), are

M = N = 2 , r = 0, 1 , δK =
4

α
,

M = N + 1 , N ≥ 3 , r = 0 , δK = − 2

α
,

M = 2 , N ≥ 4 , r = 0 , δK =
2

α
,

M = 2 , N ≥ 3 , r = 1 , δK =
2

α
,

and the ones obtained exchanging M with N . Due
to a non-trivial cancellation, the only corrections
to RM is for w = 2

δR2 =
4n

α
. (B.13)

This gives the following correction to the curvature

δR =
9

2
n(n− 1)

4n

α
. (B.14)

Appendix C: State complexity for 1 qutrit

In this section we show an application of the
method in section V B to determine the metric and
the curvature properties in the space of states, us-
ing the explicit decomposition of the unitary space
as a submersion. We consider the case of a qu-
dit theory, which describes a system with n energy
levels. In particular, we focus on the case of one
qutrit, where n = 3 and the group manifold is
M = SU(3).

The corresponding space of states is M/G =
CP2, which is parameterized by two complex co-
ordinates (zi, z̄i) with i ∈ {1, 2}. Alternatively,
we can use four real coordinates (θi, φi) where
θi ∈ [0, π] and φi ∈ [0, 2π] with i ∈ {1, 2}. The pa-
rameterization with complex coordinates is useful
to transform the reference state, which we conven-
tionally take to be |ψ0〉 = (1, 0, 0), into the generic
state

|ψ〉 =
1√

1 + ziz
i

 1

z1
z2

 =

 cos θ1
eiφ1 sin θ1 cos θ2
eiφ2 sin θ1 sin θ2

 .

(C.1)
The parameterization with angular coordinates,
which we use in the second equality, will be conve-
nient to describe the curvatures, giving a compact
expression for the Ricci scalar.
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Here and in the following, the subscript refers
to the coordinate dependence of the group element
from the space of states (θ subscript) or from the
additional coordinates that bring to the space of

unitaries (λ subscript). Instead the superscript
(K) refers to the group SU(K) to which the el-
ement belongs. The generic element of the coset
space M/G is given by

U
(3)
θ =

1√
1 + ziz

i

(
1 −zj
zi
√

1 + ziz
iδij − zizj

1+
√

1+zizi

)
=

=


cos θ1 −e−iφ1 sin θ1 cos θ2 −e−iφ2 sin θ1 sin θ2

−eiφ1 sin θ1 cos θ2 cos
(
θ21
2

)
− cos(2θ2) sin

(
θ21
2

)
−ei(φ1−φ2) sin

(
θ21
2

)
sin(2θ2)

−eiφ2 sin θ1 sin θ2 −e−i(φ1−φ2) sin
(
θ21
2

)
sin(2θ2) cos

(
θ21
2

)
+ cos(2θ2) sin

(
θ21
2

)
 .

(C.2)

While the last equality is specific of this case, the
expression in the first line applies to the space
CPK with K ∈ N arbitrary. In the general case,
the only difference is that the index runs over
i ∈ {1, . . . ,K}.

The group SU(3) contains as maximal subgroup
SU(2)×U(1). In order to build the stabilizer of the
element (1, 0, 0) inside SU(3), we use a recursive
procedure. The SU(2) factor corresponds to the
case of a single qubit: then the stabilizer of the
element (1, 0) is given by the exponental of the
Pauli matrix σz, which reads

V
(2)
λ = eiλ2σz =

(
eiλ2 0

0 e−iλ2

)
. (C.3)

Now we consider the coset element of SU(2), that
can be easily taken from the lower-dimensional
generalization of eq. (C.2) and reads

U
(2)
λ =

(
cosλ1 −e−iλ3 sinλ1

eiλ3 sinλ1 cosλ1

)
. (C.4)

In this way we build the generic element of SU(2)
as

U (2) = U
(2)
λ V

(2)
λ

=

(
eiλ2 cosλ1 −e−i(λ2+λ3) sinλ1

ei(λ2+λ3) sinλ1 e−iλ2 cosλ1

)
.

Finally, the stabilizer of the reference state inside
SU(3) requires another U(1) factor, coming from a
global phase that does not change the physics of
the system. Indeed, we have the freedom to add
another real variable, and the generic element of
the maximal subgroup can be written as

V
(3)
λ = p2U

(2)
E , (C.5)

with the phasis given by the matrix

pK =


eiKλ2K 0 . . . 0

0 e−iλ2K . . . . . .

. . . . . . . . . 0

0 . . . 0 e−iλ2K

 , (C.6)

and where we need to embed the matrix U (2) inside
SU(3) as follows:

U
(2)
E ≡

(
1 0

0 U (2)

)
. (C.7)

In this way we finally obtain the stabilizer of the
reference state as

V
(3)
λ =

e2iλ4 0 0

0 ei(λ2−λ4) cosλ1 −e−i(λ2+λ3+λ4) sinλ1
0 ei(λ2+λ3−λ4) sinλ1 e−i(λ2+λ4) cosλ1

 . (C.8)

It depends on four real coordinates λi, with i ∈ {1, 2, 3, 4}.
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Now we want to apply eq. (V.20) to determine
the metric on the states space starting from the
right-invariant form us and the left-invariant form
vs defined in (V.17). In addition, we need to spec-
ify the penalty matrix M. The most relevant case
corresponds to penalizing the unbroken generators,
because it is a configuration that allows for the ex-
istence of commutators of the form

[easy, easy] = hard , (C.9)

which are expected to generate negative curva-
ture. This happens due to the algebraic rela-
tions (III.14), which occur because we selected a
maximal subalgebra. In addition, by considering
0 ≤ P < 1, we can also realize a relation of the
form (III.12), where only the broken generators are
penalized.

For these reasons, we take the penalty matrix to
be

M = diag(P, P, P, P, 1, 1, 1, 1) , (C.10)

where the first four components refer to directions
along the maximal subgroup SU(2)×U(1), and the
last four directions to the broken generators.

We analitically compute the metric on states
(V.20). The result is

ds2S = dθ21 +
2P sin2 θ1
A(θ1)

dθ22 +
2P sin2 θ1 cos2 θ2

A(θ1)
dφ21

+
C(θ1, θ2)

A(θ1)B(θ1)
dφ22 +

2P sin2 θ1 cos2 θ2
A(θ1)B(θ1)

D(θ1)×(
cos2 θ2(dφ1 − dφ2)2 + 2dφ1dφ2

)
, (C.11)

where we defined for convenience the quantities

A(θ1) ≡ (P − 1) cos(2θ1) + P + 1 ,

B(θ1) ≡ (P − 1) cos(4θ1) + P + 1 ,

C(θ1, θ2) ≡ P sin2 θ1 [B(θ1)− cos(2θ2)(
2P cos(2θ1) + (P − 1) sin2(2θ1)

)]
,

D(θ1) ≡ 3(P − 1) cos(2θ1) + P + 3 . (C.12)

The metric depends on the angles θi but not on
the phases φi. The scalar curvature reads

R =
15

2

(
1

P
− 1

)
+

14P

((P − 1) cos2 θ1 + 1)
2

+
2− 2P (3P + 14)

(P + 3)(P − 1) cos2 θ1 + P + 3

+
96P

((P − 1) cos(4θ1) + P + 1)
2

+
−8(P − 1)(9P + 19) cos2 θ1 + 3P (P − 18) + 3

(P + 3) ((P − 1) cos(4θ1) + P + 1)
.

(C.13)

We observe that the Ricci scalar depends only on
the angular coordinate θ1, giving a further simpli-
fication with respect to the metric on CP2. This is
due to the many symmetries of the penalties in eq.
(C.10).

In Fig. 6 we plot the Ricci scalar as a function
of θ1 for different values of the penalty P. We ob-
serve that when 0 < P < 1 the scalar curvature
is always positive, and reaches a constant value
R = 24 when P = 1, the case of undeformed inner
product on SU(3). When P > 1 there is always a
region with negative curvature which increases its
size accordingly to the increasing of the penalty.

We consider the limit when P → ∞, which
means that the motion along the subgroup direc-
tions is strongly penalised. In this limit the Ricci
scalar is

lim
P→∞

R = −3

2
[sec(2θ1)(11sec(2θ1) + 12)

+4sec2θ1 + 5
]
. (C.14)

As can be seen in Fig. 7, in such a case the Ricci
scalar is always negative and contains singularities.
In the opposite limit P → 0 we instead obtain
everywhere a positive and divergent Ricci scalar,
since it contains a singular term proportional to
P−1.

The behaviour of the curvature in this example
is similar to the one qubit case with Q = 1 and P
generic, which was studied in detail in [60].

Appendix D: Submersion for 1 qubit

Let us apply the method of submersion to the 1
qubit case. In order to generate a state specified
by the (θ, φ) angles on the Bloch sphere starting
from |0〉, we can use the following unitary

Uθ = exp

[
i θ

2
(σx cosφ+ σy sinφ)

]
. (D.1)

The action of unbroken generators can be
parametrized by Vλ

Vλ = exp
(
i
σz
2
λ
)
, (D.2)

and the generic SU(2) transformation is

U = UθVλ

=

(
e
iλ
2 cos

(
θ
2

)
i sin

(
θ
2

)
e−

1
2 i(λ+2φ)

i sin
(
θ
2

)
e

1
2 i(λ+2φ) e−

iλ
2 cos

(
θ
2

) )
.

The submersion is realised by the projection

π : (λ, θ, φ)→ (θ, φ) , (D.3)

and the vertical space is spanned by ∂λ.
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FIG. 6. Scalar curvature (C.13) for the state space CP2 with penalty factors P applied to all the generators of
the maximal subgroup.

FIG. 7. Scalar curvature (C.14) for the unitary space SU(3) in the limiting case of penalty P → ∞ applied to
all the generators of the maximal subgroup.

The metric on the unitary space M , with penal-
ties P and Q as in section III A, is

ds2 =
1

4

{
(Tr[idU U† σx])2 (D.4)

+Q (Tr[idU U† σy])2 + P (Tr[idU U† σz])
2
}
,

where

dU =
∂U

∂θ
dθ +

∂U

∂φ
dφ+

∂U

∂λ
dλ . (D.5)

Explicitly, we find

dUU† = i

(
a b

b∗ −a

)
. (D.6)

where

a =
1

2
((dλ+ dφ) cos θ − dφ) ,

b =
1

2
e−iφ(dθ − i(dλ+ dφ) sin θ) . (D.7)

Using the unitary metric, we can find the hori-
zontal vectors fields (which are defined as orthog-
onal to the vertical direction ∂λ)

h1 = ∂θ −
(Q− 1) sin θ sin 2φ

2
(
P cos2 θ + sin2 θ

(
Q cos2 φ+ sin2 φ

))∂λ ,
h2 = ∂φ +

−2P cos2 θ + 2P cos θ − sin2 θ((Q− 1) cos 2φ+Q+ 1)

2
(
P cos2 θ + sin2 θ

(
Q cos2 φ+ sin2 φ

)) ∂λ , (D.8)
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which have the property π(h1) = ∂θ, π(h2) = ∂φ.
Then we can use eq. (V.22) to find the curvature

in the states space, using the results for the 1 qubit
unitaries in section III A. An explicit calculation
gives the curvature in the states space:

R =
α

β
, (D.9)

where

α = 8
{
−2(Q− 1) sin2 θ cos2 φ ×[
−P 2 + (P − 1) cos2 θ(P −Q)2 + P +Q2

]
+(P − 1) cos2 θ

[
−2
(
P 2 −Q2 +Q

)
−(P − 1)(Q− 1)(P −Q) cos2 θ

]
+(P − 1)(Q− 1)2(P −Q) sin4 θ cos4 φ

+P (Q− 1) + (Q− 1)Q+ P 2
}
, (D.10)

β = PQ
[
(P − 1) cos2 θ

+(Q− 1) sin2 θ cos2 φ+ 1
]2
,

which matches with the one that can be calculated
directly from the states metric in [60]. The differ-
ence of the sectional curvatures between the uni-
tary and the state spaces matches with O’Neill for-
mula

∆K = KS(h̃1, h̃2)−K(h1, h2)

=
3

4

|V([h1, h2])|2

|h1|2|h2|2 − 〈h1, h2〉2
. (D.11)

The plot of KS(h̃1, h̃2), K(h1, h2) and ∆K for par-
ticular values of the penalties is shown in Fig. 8.

Appendix E: Shear tensor equation

The equation for the traceless part σαβ in Eu-
clidean signature is:

Dσµν
dλ

= − 2

d− 1
Θσµν − σσµσνσ

+
1

d− 1
hµνσ

αβσαβ − Cµανβuαuβ

− 1

d− 2
R̄µν , (E.1)

where

R̄µν = hαµh
β
νRαβ −

1

(d− 1)
Rαβh

αβhµν (E.2)

is the projected trace-free part of Rµν .
The Weyl tensor is given by

Cµανβ = −Rµανβ

+
Rµβgαν −Rµνgαβ +Rανgµβ −Rαβgµν

d− 2

+
gµνgαβ − gµβgαν
(d− 1) (d− 2)

R (E.3)

and its contraction with the normalized velocity is

Cµανβ u
α (σ)uβ (σ) =

1

qσ
Cµσνσ . (E.4)

Recalling that in our basis Rµσνσ = −Rµσσν 6= 0
only if µ = ν and that both the metric and
the Ricci tensor are diagonal, we conclude that
Cµσνσ 6= 0 only if µ = ν. However, if µ = ν = σ,
we have Cµσνσ = 0. Therefore, the only relevant
non-vanishing components of Cµσνσ are the ones
with µ = ν = ρ 6= σ. These components read

Cρσρσ = qρ qσ

[
K (ρ , σ)− Rρ +Rσ

d− 2

+
R

(d− 1) (d− 2)

]
. (E.5)

The only non-vanishing components of the Weyl
tensor contraction with the normalized velocity are
the ones with ρ 6= σ:

Cραρβ u
α (σ)uβ (σ) = (E.6)

= qρ

[
K (ρ , σ)− Rρ +Rσ

d− 2
+

R

(d− 1) (d− 2)

]
A direct calculation gives that R̄µν is non-

vanishing only if µ = ν = ρ 6= σ:

R̄ρρ = qρ

[
Rρ −

1

d− 1
(R−Rσ)

]
. (E.7)

The non-vanishing components of the tensor enter-
ing into the shear equation (E.1) are thus the ones
with ρ 6= σ:

Cραρβ u
α (σ)uβ (σ) +

1

d− 2
R̄ρρ

= qρ

{
K (ρ , σ)− 1

d− 1
Rσ

}
. (E.8)

Note that in the one qubit case (d = 3), by means
of eqs. (III.1) and (VI.15), all the components of
the above tensor vanish for Gx if P = Q, for Gy if
P = 1 and for Gz if Q = 1. In these cases, from
eq. (E.1) we get that if the shear tensor σαβ = 0,
then it vanishes along all the geodesic.
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FIG. 8. Comparison of KS(h̃1, h̃2), K(h1, h2) and ∆K as a function of (θ, φ). The numerical values P = 6,
Q = 3 have been used for illustrative purposes.
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