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ABSTRACT

Algorithms are vulnerable to biases that might render their decisions unfair toward par-
ticular groups of individuals. Fairness comes with a range of facets that strongly depend on
the application domain that consider different notions of what is a fair decision in situations
impacting individuals in the population. The precise differences, implications and orthogo-
nality between these notions have not yet been fully analyzed and we try to make some order
out of this zoo of definitions. When it comes about enforcing such constraints, most in-
processing mitigation models embed fairness constraints as fundamental component of the
loss function thus requiring code-level adjustments to adapt to specific contexts and domains.
Rather than relying on a procedural approach, we propose a model that leverages declarative
structured knowledge to encode fairness requirements in the form of logic rules, capturing
unambiguous and precise natural language statements. We present a neuro-symbolic inte-
gration approach based on Logic Tensor Networks that combines data-driven network-based
learning with high-level logical knowledge, allowing to perform classification tasks while re-
ducing discrimination. Experimental evidence shows that our model is capable of encoding
diverse definitions of fairness, covering a good portion of group constraints. With perfor-
mance reaching or outperforming state-of-the-art approaches, our algorithm proves a flexible

framework to account for non-discrimination with tiny to no cost at all in terms of accuracy.
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If a thing exists, it exists in some amount; and if it exists in

some amount, it can be measured.

E. L. Thorndike

Preface

HUMANS ARE UNWILLING TO TRUST MACHINES as we are disinclined to attribute any sense
of feeling, or moral consciousness, to algorithms. The way Artificial Intelligence models are
designed though, strive for generalising from examples and faithfully capture underlying pat-
terns. If training data mirrors biases and inequalities inherent to the real world, then it is le-

gitimate to expect that algorithms are keen on replicating such disparities. Twist of fate, the



misgiving towards Al has opened the unprecedented opportunity of inspecting discrimina-
tion in recorded data, as unfair machines follow just as consequence, mostly. Information
that fuels models have proved to be often tainted with prejudices and stereotypes, intrinsi-
cally pervasive in most phenomena and often affecting human decisions. Stressing the value
of non-discrimination becomes redundant here, being universally recognised as fundamen-
tal principle of human rights. Hence, the importance of fair decision should disregard the
nature of its origin, yet there is a growing concern towards machine-based decision.

At the time of writing this thesis, I went to the post office to pick up a parcel. A young
man, not older than a teenager, had patiently waited his turn to ask for assistance since his
bank card was stuck inside the ATM. The employee retrieved the card and asked for identity
papers. The boy showed his father’s documents since the card was registered to his parent
who, it will be clear in a moment, was probably thousands miles apart. The employee replied
thoughtlessly that there was no way of getting the card back unless the account holder showed
up in person within three days, otherwise the card would have been shredded. Afterwards,
the procedure to get the money back would have turned to be extremely complex. The boy
was in obvious difficulty since that card was probably everything he owned, but kindly asked
some additional information in the attempt of getting the situation sorted. At the same time,
an old lady, whose highest valuable task of the day probably consisted in getting fresh blueber-
ries at the greengrocer’s, started to complain loudly about the time she was wasting because
of this young man’s pointless insistence. This shouldn’t be an important information, but
the skin of this boy was black and I am ready to bet that things would have gone differently
otherwise.

I had spent my entire life convinced that if something exists, then it can be measured. Yet



this interaction was not recorded nor evaluated, thus in all respect, it hadn’t happened. I have
wondered whether it was worth to write this piece of work, since this attention towards Al
fairness probably rises from the fact that it is more convenient to blame a machine, rather
than a person. Nonetheless, I am persuaded that issues around discrimination should not
be uniquely sought into a wrong weight of a neural network or an incorrect leaf split of a

random forest but rather in the greatest of evils: human brain.



Introduction

ENSURING JUST ALGORITHMIC DECISIONS is directly tied to the more ambitious intent of
protecting the rights of individuals and avoiding harm. As society becomes more attuned
to issues of discrimination and justice, there is a major focus on ensuring that Al systems

are designed and deployed in ways that are fair and equitable. Governments and regulatory



bodies around the world are increasingly requiring organizations to guarantee that their Al
systems do not discriminate; businesses not paying attention to such constraints could face
legal and reputational consequences.

The most harmful impacts of Al on individuals arise when opportunities are unjustly de-
nied or resources are unfairly distributed as a consequence of algorithmic decisions. This
work focuses on feature-based binary classification tasks, where one of the possible outcomes
represents an unfavourable decision towards groups of individuals identified by a sensitive
attribute, whose nature is typically socio- demographic. Binary classification represents de
facto the archetypal task of Machine Learning, yet its ubiquity attests the key role it plays in
the industry and, as far as I can witness, in the financial sector. This manuscript is the result
of the research I conducted within an executive Ph.D program in collaboration with Intesa
Sanpaolo, where I experienced that artificial Intelligence offers countless and impressive pos-
sibilities but nevertheless, what often drives the highest value boils down to a yes-no decision.
Imagine a situation where a person asks for a loan, whose acceptance or refusal is determined
by a machine learning model. Here, training instances are based on past human decisions
that might have been prone to biases concerning gender or ethnicity for instance. Defence
against this eventuality requires a set up of guidelines, processes and monitoring over the ML
pipeline: during my concurrent experience as a data scientist in a major international bank,
I’ve been in charge of developing and put into production a number of Al models, each time
verifying a potential risk for discrimination. And each time, despite an apparent simplicity,
the hardest task was assessing whether model outcomes could be considered fazr. This task
encompasses a landscape of fairness definitions that is nevertheless extremely rich and com-

plex that had started to build up far before the advent of artificial intelligence, as we intend



it. To this extent, this manuscript to disentangle and analyze in depth the research question

RQI: WHAT ARE THE INTERDEPENDENCE AND RELATIONSHIPS AMONG

EXISTING FAIRNESS DEFINITIONS?

The contribution, that was collected and published in Castelnovo et al. A clarification of the
nuances in the fairness metrics landscape.” Scientific Reports 12.1 (2022), lies not so much in
the exhaustiveness of the taxonomy as in the attempt to clarify the nuances in the fairness
metrics landscape with respect to the twofold dimensions — group vs. individual notions
and observational vs. causality-based notions. We focus mainly on general and qualitative
descriptions: building upon rigorous definitions we want to highlight incompatibilities and
links between apparently different concepts of fairness.

Along with definitions, come their enforcing. The burst of interest has fueled the research:
literature has proposed a number of bias mitigation strategies that may apply according to
the specific fairness definition at stake, that we explore later in the same section. In doing
s0, we begin to frame where our model places within the broad category of mitigation strate-
gies while identifying similar frameworks we can compare against. As will be apparent, most
mitigation approaches expect fairness constraints to be embedded within the loss function,
hindering the feasibility to make modifications and adapt to the specific domain’s purpose.
In turn, the option to express natural language fairness constraints into logical predicates al-
lows for a wider leeway while addressing the task. The ability to embed declarative logical
statements into neural models is one of the key features of neuro-symbolic integration (NSI)
and introduces the chance to account for symbolic rules, in contrast to a mere procedural
data-driven process. We illustrates the key features and properties of NSI, wrapping up the

existing frameworks within a taxonomy, questioning if
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RQ2 - THERE EXISTS AN APPROPRIATE NEURO-SYMBOLIC FRAMEWORK TO

EMBED FAIRNESS CONSTRAINTS?

After identifying a plausible alternative, we explain the rationales behind the choice of Logic
Tensor Networks and briefly summarise its components, features and functioning.
The main experimental contributions and the formal framing of fairness constraints into

injected knowledge aims at attesting whether

RQ3 - CAN WE TRANSPOSE A STATISTICAL FAIRNESS CONSTRAINT INTO A

FIRST-ORDER LOGIC AXIOM?

We focus on group fairness, and specifically, we start by taking into account the requirement
imposed by statistical parity, which expects an equal predicted positive rate among groups
identified by sensitive attributes. Our contributions rely on a first-order logic axiomatization
of fairness constraint, along with a solid theoretical discussion about the choice of optimal

fuzzy logic operators for connectives and quantifiers. Experimental setting is meant to asses

RQ4 - CAN LOGIC TENSOR NETWORKS CORRECTLY OPTIMISE FOR FAIRNESS

WITHOUT EXCESSIVELY LOOSING ON CLASSIFICATION ACCURACY?

Evidence shows that our approach reaches results that often outperform similar models while
providing the additional advantage of greater flexibility and ease of constraint declaration.
The novelty of our approach, in fact, lies in that the user can specify fairness constraint in
a unique logic predicate, whose impact on the model as a whole, can be incrementally con-
trolled by a corresponding weight. The axiomatization and experimental results are sum-
marised in Greco et al. "Declarative Encoding of Fairness in Logic Tensor Networks.”, Proceed-

ings of 26" European Conference on Artificial Intelligence (2023).



The intuition behind this paper was extended and further developed in this manuscript,

primarily with the intent of assessing to what extent

RQS5 - CAN OUR APPROACH BE GENERALISED TO DIFFERENT NOTIONS OF

FAIRNESS?

The demonstration encompasses the implementation of axioms based on the separation prin-
ciple through tiniest adjustment, thus enhancing the value of FOL compositionality. While
applying LT N in the fairness domain, we have observed a strong impact of the logical connec-
tives and quantifier interpretation on the model efficacy and inference task and we propose
a discussion that helps clarifying model choices that might benefit the model application in
real-word use cases. Evidences illustrate that Logic Tensor Networks represent a valid ap-
proach in the wild and bungled context of fairness. Results proves as good as top state-of-the
art models while providing extra avails. Undoubtedly, this work lays just a first brick but
unlocks further research on neuro-symbolic-based bias mitigation strategies, for which we
propose a few future directions.

The rest of this work is organised as follows: Section 2 introduces the main concept of algo-
rithmic fairness in the attempt of clarifying their interrelations along with the most promising
approaches for bias mitigation, which we compare against. Afterwards, we wrap up the back-
ground of neuro-symbolic integration approaches in Section 3 highlighting the key features.
We explain the reason behind the choice of opting for Logic Tensor Networks in the attempt
of enforcing group fairness in a binary classification task. The approach we propose is thor-
oughly described in Section 4 that collects the experiments and results concerning the fairness
notion of independence. Last, we demonstrate that our model is capable of optimising for

a diverse fairness notion based on separation in Section 5 where we extend the analysis on



implication interpretation and we extensively test details concerning the research question.
We conclude with Section 6 where we summarise our findings, declare the limitations and

collect future research directions.



Algorithmic Fairness

THE D1SCUSSION about fair decision making has only recently shifted to the level of Arti-
ficial Intelligence models. Despite its seemingly compelling nature, this debate has at least
half-century of history (Hutchinson & Mitchell, 2019): its course has evolved trough a few

decades in a way that partly mirrors and revisits the current trends. It all began in 1964 when
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the landmark United States Civil Rights Act outlawed discrimination on the basis of race,
color, religion, sex or national origin. The use of assessment tests in the public and private
sector was an established practice at that time, particularly in the employment and educa-
tional systems, to begin with. Such tests generally consisted in simple linear models where
the prediction was a (weighted) sum of item scores representing features of the participants.
The very first attempts to quantitatively assess whether a model could be discriminatory were
carried out by the psychologist and statistician T.Anne Cleary, researcher at the Educational
Testing Services. She was concerned about regression models used for predicting educational
outcomes from test scores (Cleary, 1966, 1968). According to her work, a test is said to be
biased if consistent nonzero prediction errors are made for members of a (racial) subgroup.
Namely, if the score predicted from the common regression line is consistently too low for
members of a subgroup, the results are said to be unfair. During that same period, Robert
Guion carried out analogous analysis on the employment domain, trying to assess whether
candidates with similar probability of success had similar probability of being hired for the
job. He uncovered the difficulties in objectively measuring certain features, like the proba-
bility of success for instance, which are not observable and often a sophisticated construct
are needed for an estimation. A generalised concern and skepticism about evaluation tests
started to emerge but the scientific community and civil rights associations agreed that in-
terviews couldn’t be a preferable alternative since indeed they could introduce an increasing
amount of subjective bias.

In the seventies, another prominent figure that contributed to shape advancements in the
field, Edward Thorndike, was convinced that the discussion had been oversimplified. He

flips the view and formulates one of the first quantitative of fairness, rather than focusing
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on unfairness. Differently from Cleary, that based her work on the notion of independence,
(Thorndike, 1971) introduces a concept — known today as separation — that accounts for
situations where different groups exhibit (legitimately) different base rates of the target vari-
able. In this scenario, a test is said to be fair if the ratio of predicted positives to ground truth
positives is equal for each group. He arguably pointed out two major issues that are yet again
under continual discussion: the inevitable tension between the individual and group fairness
concepts and the impossibility of decoupling the definition of fairness from the specific con-
texts it is used in. In other words, there is no such thing as a fair model, but a fair use of the
model. In the attempt of finding a common formalization, Darlington (1971) expresses the
two approaches in terms of correlation between the demographic attribute, the test score and
the target variable, stressing the fact that the two are incompatible, except for under special
conditions. Hence, acompromise situation could easily end up not satistying either criterion.
In the following years, fairness definition began to proliferate introducing the possibility to
account for equality of true positive rates (Cole, 1973), equality of positive predictive values
(Linn, 1973), equality of true negative and the ratio between true positive and true negative
rates across subgroups (Petersen & Novick, 1976). Noteworthy, not all the authors that pro-
posed a novel approach also advocated for its use: rather, they were explicitly exploring the
space of possibilities (Hutchinson & Mitchell, 2019).

By the end of the decade, research came to a standstill. To date, the scientific community
was unable to identify a statistic that could unambiguously indicate whether a test could be
considered fair. The multitude of definition often at odds, the lack of clarity about their

usage and the absence of a standard procedure kept any further advancements in check.
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2.1 BINARY CLASSIFIERS AND NOTATION

The complex and dynamic nature of the problem has reflected in a consistent response from
the scientific community in the attempt to fill the gap between ethical regulatory demand
and the increasing adoption of Al at scale. This work focuses on feature-based binary classifi-
cation scenario, whose relevance has fostered extended research (Mehrabi et al., 2019) since in
this circumstance fairness can be actually quantified by a number of different metrics (Castel-
novo et al,, 2022b) and eventually mitigated.

It is assumed the reader is familiar with classification tasks and we’ll briefly introduce the
problem for the sake of illustrating the notation that will be used throughout the manuscript.
Let A be the categorical random variable representing a protected attribute, that for reference
we shall take to be gender, we label with X all the other (non-sensitive) random variables that
the algorithm is going to use to provide its yes/no decisions represented by ¥ = A{X, 4) €
{0,1}. We label Y € {0,1} the ground truth target variable that needs to be estimated —
typically by minimizing some loss function £(Y, ¥). X = (X, 4) collectively represent all
the features of the problem. We denote with lowercase letters the specific realizations of ran-
dom variables, e.g. {(x1,91), ..., (%,,7,)} represent a dataset of # independent realizations
of (X, Y). We employ calligraphic symbols to refer to domain spaces, namely X" denotes the
space where features X live™.

An example of such task, that we will often exploit as a running example, consists in pre-
dicting whether a credit applicant will get a positive or negative response from an algorithm

that considers his personal and financial features and that was trained on past examples made

*Technically, since we employ uppercase letters to denote random variables, it would be more proper to say
that X is the image space of X : O — &, where Q is the event space, and that x € X. We shall nevertheless
use this slight abuse of notation for sake of simplicity.

13



of officers’ decisions. The predicted outcome can be inspected to assess whether the deci-
sion can be considered a fair classification, either from an individual or a group connotation

(Dwork et al., 2012; Zemel et al., 2013).

2.2 MEASURING INEQUALITIES

Fairness notions proposed in recent literature, and thus specifically conceived in reference to
Artificial Intelligence models, are usually classified in broad areas: definitions based on parity
of statistical metrics across groups identified by different values in protected attributes (e.g.
male and female individuals, or people belonging to different ethicity); definitions focusing
on preventing different treatment for individuals considered similar with respect to a specific
task; definitions advocating the necessity of finding and employing causality among variables
in order to really disentangle unfair impacts on decisions. These three broad classes can be

further seen in light of two major distinctions (Castelnovo et al., 2022b):

* OBSERVATIONAL VS. CAUSALITY-BASED discriminates criteria that are based purely
on observational distribution of the data from criteria that try to first unveil causal rela-
tionships among the variables at play in a specific situation (mainly through a mixture

of domain knowledge and opportune inference techniques) and then assess fairness.

* GROUP (OR STATISTICAL) VS. INDIVIDUAL (OR SIMILARITY-BASED) discriminates
criteria that focus on equality of treatment among groups of people from criteria re-

quiring equality of treatment among couples of similar individuals.

The contribution we propose, besides collecting the most prominent definitions, consists

in analysing the relationship among the metrics and trying to put order in the fairness land-
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scape, accounting for our first research question

RQI: WHAT ARE THE INTERDEPENDENCE AND RELATIONSHIPS AMONG

EXISTING FAIRNESS DEFINITIONS?

2.2.1 INDIVIDUAL FAIRNESS

The hunch behind individual fairness embeds the concept that any two individual who are
similar with respect to a particular task should be classified similarly (Dwork et al., 2012).
This is perhaps the most forthright conception of equality thar resemble the notion originally
outlined by Aristotle (Binns, 2020), disregards any constructs and statistics. In other words,
irrelevant differences between people should not lead to significant differences in their chance
of a positive outcome in a classification model. This paradigm, as the name itself, bears as an
alternative to group fairness as the latter is acknowledged to concern protections for groups
rather than for individuals. Next, it offers the opportunity to forbid, or at least reduce, a
number of discriminatory practices from explicit and implicit discrimination to redlining and
tokenism (Dwork et al., 2012). It can detect and address the issue of cherry-picking random
individuals from the unfavoured group with the mere intent of a selecting a proportionate
number, disadvantaging in fact deserving applicants.

The above mentioned arguments have motivated the groundbreaking work of Dwork etal.
(2012) who proposed a mathematical formalization, encompassing two pieces. The firstis a
similarity metric: a distance measuring the extent of similarity between two individuals x and
y. The second is a function that measures the difference in the chances two individuals get as
an outcomes of the decision model, intended as a mapping M from individuals to outcomes.

Individual fairness requires that the distance between two individuals’ outcomes is no greater

IS5



than their distance according to the similarity metric and is formalised by Lipschitz condition.
Any two individuals x;, x; that are at distance d(x;, ;) € [0, 1] map to distributions A (x;)
and M (x;), respectively, such that the statistical distance between the mappings is at most the

distance between individuals.

D(M(x), M(x) < d(x, ) (2.1)

Distributions over outcomes observed by x and y are indistinguishable up to their distance
d(x,). Resuming the running example on credit granting, Eq. 2.1 requires that any two
individuals with similar assets, finances or job position shall be predicted with similar loan
acceptance score.

As demonstrated in the original work, a convenient property of the Lipschitz condition
lies in that, in special circumstance, it does imply statistical parity between certain subsets of
the population, winning the goal of individual and group fairness at once.

The intuitive simplicity of the paradigm however, wryly collides with difficulties in its
practical application (Fleisher, 2021). The similarity metric is task-specific and hard to gen-
eralise, thus requiring human insight and domain information on a case-by-case basis. It
requires constant adaptation and careful consideration about task-relevant features, but it
is also rather complicated, or even unrealistic (Zemel et al., 2013), to conceive a reasonable
distance metric among individuals. Indeed, devising an additional step that involves human
judgment introduces the possibility of further bias. Apart from the obstacles in its practical
application, the construction of the initial mapping suffers from two main drawbacks. First,
the task of fair classification appears to boil down to finding a convenient fair distance metric.

For instance, one might decide that two individuals are similar if they have the same age, and

16



increasingly differ as their age gap grows. This difference of course can involve more than
one variable in the hyperspace, and might coincide with the Euclidean distance. Secondly,
the framework does not involve a learning process: the mapping is formulated on a given set
of individuals and does not provide a procedure to generalise when dealing with novel data.

A parallel stream that points in the direction of individual fairness, defines similar individ-
uals as couples belonging to different groups with respect to sensitive features but with the
same values for all the other features. Historically, in fact, the naive approach to the prob-
lem has been to assert that the algorithm merely does not consider protected attributes such
as gender or ethnicity. To wit, this option is hence requiring that model outcome should re-
main unchanged if we take an observation and we only change its protected attribute A. This
concept is usually referred to as Fairness Through Unawareness (FT'U) or blindness (Verma
& Rubin, 2018), and it is expressed as the requirement of not explicitly employing protected
attributes in making decisions . Despite the appealing simplicity, this notion express the
constraint in terms of how the model works, without providing adequate indication about
assessing if the requirement is satisfied in the first place. Even so, there exists a couple of can-
didate metrics that might fit the role, the first being proposed by Zemel et al. (2013) and it
estimates how much the decision Yis close to the decisions given to its £ nearest neighbors in

the feature space:

n

1 1
consistency = 1 — — Z Vi — Z Z ViRE (2.2)

n 5
=1 X €LNN(x;)

TThis concept is also referred to as disparate treatment, i.e. there is disparate treatment whenever two indi-
viduals sharing the same values of non-sensitive features but differing on the sensitive ones are treated differently
(Barocas & Selbst, 2016; Zafar et al., 2017).
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Similarly, Thanh et al. (2011) suggest that, given a couple of individual, one can devise dis-
crimination if there exists a significant difference of treatment among the neighbors belong-
ing to a protected group and its neighbors not belonging to it. Nonetheless, especially in cir-
cumstance where individuals exhibiting a given attribute are underrepresented (e.g. female),
it may happen that the £ neighbors of, say, a male individual are all males: in this case consis-
tency (2.2) would in fact be equal to 1, but this does not prevent the model from explicitly
using 4 in making decisions.

A second suitable option draws from the work of Berk (2009) and measures the difference

in decisions among men and women weighted by their similarity in feature space:

1

ni7ny o
=0

e—dz';t(x,v,xj

3 =31, (2.3)

The higher its value the higher the difference in treatment for couples of similar males and

females. here, the term ¢~ 4%(%)

can be interpreted with any measure of similarity of the
points x; and x;.

As noticed thus far, and it will become evident further on, no fairness approach comes
with no limitations, drawbacks or counterexamples. As regards FTU, it fails at taking into
account the redundant encoding, namely the possible interdependence between the protected
attribute 4 and the rest of the feature space X. There are almost always ways of predicting
unknown protected attributes from other seemingly innocuous features, thus explicitly re-
moving the sensitive attribute is not sufficient to remove its information from the dataset.

To bring an example, in a dataset there might be a very low chance that a male and a female

have similar values in all the (other) features, since gender is correlated with some of them,
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income for instance. According to the specific domain and task under exam, one may or may
not decide that (some of) these correlations are legitimate and do not represent a source of
unfair discrimination. Section 2.2.3 will dwell more on this issue, specifically it will examine
situation where there may be some information correlated to the sensitive attribute but still
considered fazr.

Broadly speaking, the Lipschitz notion expressed in eq. 2.1 is sometimes referred to as Fair-
ness Through Awareness (FTA), as opposed to Fairness Through Unawareness: in fact, even
if they share the same principle of treating equally similar individuals, FTA is generally meant
to use similarity metrics that are problem and target specific, i.e. that derive from an aware-
ness of the possible impact, while FTU is a simple recipe that does not depend on the actual
scenario. All in all, no consistent novelties have been introduced thereafter, in terms of theo-
retical formalization of a definition for individual fairness. Conversely, a number of strategies
involving learning have been proposed and implemented in the attempt of overcoming the

main shortcomings of the original approach, and will be discussed in Section 2..3.

2.2.2 GROUP FAIRNESS

Fairness notions expressed in terms of equalising statistical criteria over groups constitutes
the dominant research approach in literature. The three main broad partitions of observa-
tional group fairness were wrapped up in the benchmark work of Barocas & Selbst (2016)

and include independence, separation and sufficiency.
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INDEPENDENCE

Independence is strictly linked to what is known as Demographic Parity or Statistical Parity,

and states that the decisions should be independent of any sensitive attribute:

A

Y1 4. (2-4)

In case of a binary decision Ye {0, 1}, this constraint can be formalized by asking that

PY=1|d=a)=P(Y=1|4d=0b), Vabe A, (2.5)

i.e. the ratio of loans granted to men should be equal to the ratio of loans granted to women.
In other words, membership in a protected class should have no correlation with the deci-
sion. Although under a different name, Statistical Parity was first formulated in the work by
Kamiran & Calders (2009) and embodies a concept that has become pervasive in the litera-
ture being particularly straightforward and with attractive mathematical properties. Figure
2.1 shows a very simple visualization of a model reaching demographic parity among men
and women.

In order to actually measure the amount of disparity, it is common to use either maximum
possible difference of positive prediction ratios (PPR): a difference close to o indicates a fazr
decision system with respect to 4. Typically, some tolerance is considered by employing a
threshold below which the decisions are still considered acceptable. As an alternative, espe-
cially when the base rate for the target label Y'is very low — in anomaly detection settings

for instance — one can seek for the minimum possible ratio of PPR among all couples of
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demographic parity

ppr =4/8 ppr = 3/6
50% 50%
granted
not granted
men

loan repayed
loan not repayed

Figure 2.1: Example of demographic parity in gender in credit lending.

subgroups (being 1 its optimal value). This because in the said settings, even a remarkable
difference in the predicted positive ratio among groups would result in a minimal and negli-
gible difference to the untrained eye, while representing a big gap in all respects.

The intuition behind the concept is, however, merely superficial for a host of motivations.
One of the counterexample that is often mentioned, concerns universal rejection: system-
atically denying the opportunity to all applicants would satisfy Statistical Parity while being
patently unfair. This conjecture, which incidentally applies to many other criteria including
individual fairness, ends in itself and strives for exploring the space of possibility, representing
in fact a very unlike scenario. Additionally, fairness requirements in classification problems
necessarily compete with the learning task, that in turn pursues optimization and the above
mentioned scenario is rather unrealistic. A second, plausible and indeed perilous prospect
concerns cases when, in order to satisfy independence, it is necessary to treat different groups
in different ways. Precisely, in order to compensate for the (unwanted) model behavior, this

requirement is likely to assign a favourable outcome to undeserving individual with the only
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demographic parity

ppr = 4/8 r = 3/6
50% pp50%

Sunex

loan repayed
loan not repayed

Figure 2.2: example of a subtlety of demographic parity: in order to reach demographic parity
between men and women and still using rating as fundamental feature, one must use a dif-
ferent threshold between the groups, thus manifestly treating differently men and women.

goal of equalising the demographic leading to treat different groups in different ways. This is
somehow the opposite of an intuitive notion of fairness. Let us refer to the context of credit
lending and assume that, for whatever reason, women tend to actually pay back their loans
with higher probability than men. If this is the case, it is reasonable to assume that a credit
rating variable that we call R will be higher for women than for men. Figure 2.2 displays this
example: to reach equal PPR, one must use a different rating threshold for each group.
Wrongly used, this gambit not only favours reverse discrimination denying opportunities
to worthy candidates but can easily generate a vicious cycle in the longer term. Consider-
ing a loan application setting, granting a loan to unworthy individuals from the unfavoured
groups, can lead to a situation where they might not be able to repay it back, lowering the
overall credit worthiness of the said group, and in turn making it more difficult to get a loan

in the future. Note that this last consideration does not necessarily arise on purpose: the
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minority group might be underrepresented and the shortage of training data can result in a
random guessing or even the model can overlook at prediction errors on such subgroup since
they are less important in terms of mere counting. A last argument, that by no means exhaust
the list, concerns the inter-relation between imposing independence and the impact on the
classifier utility. Consider an oracle classifier that reaches perfect accuracy on a task where
there is a legitimate correlation among 4 and ¥ = Y, say in a context where the algorithm
estimates the propensity to click on an advertisement. Here, it is reasonable to assume that
independence shall not be verified at all cost and this isn’t by itself a cause for concern as in-
terests naturally vary from one group to another. As a result, the loss in utility of imposing
demographic parity can be substantial for no good reason.

Despite its limitations, statistical parity represent a immediate and quite popular choice,
would dare to say more frequently in literature than in industry application. For this reason,
we’ll start implementing this definition in our experiments illustrated in Section 4 both be-
cause we find a extensive ground for comparison with similar approaches and because, due to
its simplicity, if our model cannot optimise on such a thing as statistical parity, it will hardly
succeed on more complex definitions.

A variation of the independence criteria, that represent a reasonable requirement in many
real-life scenarios, is Conditional Demographic Parity, firstintroduced in Kamiran etal. (2013).
Instead of requiring full independence, one could condition on levels from another variable,

let’s say a risk levels. Formally, this results in requiring Y independent of A given R,

YU A|R, (2.6)
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or, in other terms:

PY=1|A=a,R=r)=P(Y=1|4d=0bR=r),

Va,b € ANVr. (2.7)

In other words, the only disparities that are acceptable between predictions made on groups
are those justified by a third, possibly objective and reliable variable. Resuming our running
example, one could require equal acceptance rate of loan application among groups of appli-
cants with the same credit rating. This goes somewhat in the direction of being an individual
form of fairness requirement, since parity is assessed into smaller groups with respect to the
entire sample. As a drawback, it might not be straightforward to identify the variables that

are suitable for conditioning.

SEPARATION

Independence and conditional independence over model outcomes, disregard the use of the
true target Y. The concept of separation (Barocas & Selbst, 2016) instead, precisely condi-
tions on the target label. This is equivalent to requiring the independence of the decision Y
and gender 4 separately for individuals that actually repay their debt and for individuals that
don’t. Namely, among people that repay their debt (or don’t), we want to have the same rate

of loan granting for men and women. Formally, this concept can be expressed as follows:

YU A|Y. (2.8)
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In other terms, placing the emphasis on equality among groups:

PY=1|d=a,Y=y)=PY=1|4d=0Y=y),

Va,b e A, y € {0,1}. (2.9)

Equivalently, disparities in groups with different values of 4 (male and female) should be
completely justified by the value of Y (true repayment or not).

As in the conditional independence case, this appears a very reasonable fairness require-
ment, provided that one can completely trust the target variable. Namely, one should be ex-
tremely careful to check whether the target Yis not itself a source of bias.

For example, if Y instead of reflecting true repayment was the outcome of loan officers’
decision on whether to grant the loans, it could incorporate bias, thus we it would be risky to
assess fairness with direct comparisons with Y. Moreover, as said above, even in the objective
case where Y'is the actual repayment, a form of selection bias would likely distort the rate of
repayment.

Separation can be expressed in terms of what are known in statistics as ¢ype I and type 11
errors. Indeed, it is easy to see that the two conditions in equation (2.9) — one for y = 1
and one for y = 0 — are equivalent to requiring that the model has the same false positive
rate and false negative rate across groups identified by 4. False positives and false negatives
are precisely type I and type Il errors, respectively. Namely, individuals that are granted loans
but are not able to repay, and individuals that are able to repay but are not granted loans.

This is known as Eguality of Odds (Hardt et al., 2016) and requires the same error rates

across relevant group, as displayed in Figure 2.3.
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equality of odds

fpr = 1/3 fpr = 2/6
for = 1/4 for = 1/4 A

Sunex

men

loan repayed
loan not repayed

Figure 2.3: Example of Equality of Odds between men and women: false negative and false
positive rates must be equal across groups.

. To encompass the great diversity of circumstances when it can be applied, there are two

relaxed version of this criterion:

* Predictive Equality: equality of false positive rate across groups,

PY=1|A=a,Y=0)=P(Y=1|A=0bY=0),

Va,b € A,

* Equality of Opportunity: equality of false negative rate across groups,

PY=0|Ad=a,Y=1)=PY=0|4d=0bY=1),

Va,b e A.
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While demographic parity, and independence in general, focuses on equality in terms of
acceptance rate (loan grating rate), Equality of Odds, and separation in general, focuses on
equality in terms of error rate: the model is fair provided that it is as efficient in one group as
itis in the other.

The difference between Predictive Equality and Equality of Opportunity lies in the per-
spective behind the specific task. The first takes the perspective of people that won’t repay
the loan, while Equality of Opportunity takes the one of people that will repay. Depending
on the problem at hand, one may consider either of these two alternatives as more important.
For example, Predictive Equality may be considered when we want to minimize the risk of
innocent people from being erroneously arrested: in this case it may be reasonable to focus
on the parity of among innocents. In the credit lending environment, on the other hand,
it may be reasonable to focus on Equality of Opportunity, i.e. on the parity among people
that are indeed deserving. From the perspective of the banking industry, which correspond
to the context of my executive program, our experiments reported in Section § will account
for the notion of Equal Opportunity, demonstrating that it is possible to account for oze of
the separation notions but that could be indeed further extended to Predictive Equality, for
instance,

To conclude, separation embodies the concept of parity given the ground truth outcome
and see trough the eyes of individuals that are subject to the model decisions, rather than the
decision maker. Conversely, the next subsection shall take into account the other side of the

coin: parity given the model decision.
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SUFFICIENCY

Sufficiency (Barocas & Selbst, 2016) takes the perspective of people that are given the same
model decision, and requires parity among them, irrespective of sensitive features. It takes
into account the number of individuals who won’t repay among those who are given the loan,
differently from separation that deals with error rates in terms of fraction of errors over the
ground truth — the number of individuals whose loan request is denied among those who
would have repaid. Mathematically speaking, this is the same distinction that lies between
recall (or true positive rate) and precision, namely P(¥Y = 1| ¥ =1)and P(Y = 1| ¥ = 1),
respectively.
A fairness criterion that focuses on this type of error rate is called Predictive Parity (Choulde-

chova, 2017), also referred to as outcome test (Verma & Rubin, 2018; Mitchell et al., 2021):

PY=1|Ad=a,Y=1)=PY=1|Ad=5bY=1),

Va, b€ A, (2.10)

i.e. the model should have the same precision across sensitive groups. If we require condition
(2.10) to hold for the case Y = 0 as well, then we get the following conditional independence

statement:

YU A7,

which is precisely the condition required by sufficiency (Barocas & Selbst, 2016).
Predictive Parity, and its more general form of sufficiency, focuses on error parity among

people who are given the same decision. In this regard, it takes the perspective of the decision
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maker that tend to group people with respect to the decisions rather than the true outcomes.
Taking the creditlending example, the decision maker is indeed more in control of sufficiency
rather than separation, since parity given decision is something directly accessible, while par-
ity given truth is known only in retrospect. Moreover, the group of people who are given
the loan (Y = 1) is less prone to selection bias than the group of people who repay the loan
(Y = 1): indeed we can only have the information of repayment for the Yy=1 group, but
we know nothing about all the others (Y = 0). As hinted at above, going along a similar
reasoning, one can define other group metrics, such as Equality of Accuracy across groups:

P(Y=Y|A=a)=PY=Y|4d=b),foralla,b € A,ie. focusing on over unconditional

errors, and others (Verma & Rubin, 2018).

2.2.3 COUNTERFACTUAL FAIRNESS

Another important distinction of fairness criteria occurs between observational and causality-
based criteria.* As we have seen, observational criteria rely only on observed realizations of
the distribution of data and predictions. In fact, they focus on enforcing equal metrics (ac-
ceptance rate, error rate, etc...) for different groups of people. In this respect, they don’t
make further assumptions on the mechanism generating the data and suggest to assess fair-
ness through statistical computation on observed data.

Causality-based criteria, on the other hand, try to leverage domain and expert knowledge
to come up with a casual structure of the problem, that enables to answer questions like what
would have been the decision if that individual had a different gender? While counterfactual

questions seem in general closer to what one may intuitively think of as ’fairness assessment’,

*The modeling approach we propose for bias mitigation does not involve counterfactual fairness, therefore
we shall only make a brief reference to cover the main aspects without delving into details.

29



the observational framework is on the one hand easier to assess and constrain on, and on the
other more robust, since counterfactual criteria are subject to strong assumptions about the
data and the underlying mechanism generating them, some of which are not even falsifiable.

As we argued above in section 2.2.1, answering to counterfactual questions is very differ-
ent from taking the feature vector of, e.g., a male individual and just flip the gender label
and see the consequences in the outcome. The difference lies precisely in the causal chain of
‘events’ that this flip would trigger. If there are some features related, e.g., to the length of
the hair, or the height, then it is pretty obvious that the flip of gender should come together
with a change in these two variables as well. And this may be the case for other, less obvi-
ous but more important, variables. This also suggests why counterfactual statements involve
causality relationships among the variables. In general, to answer counterfactual questions,
one needs to know the causal links underlying the problem. This requires a certain number
of assumptions, usually driven by domain knowledge.

However, as major drawback, once given the casual structure there are many counterfac-
tual models compatible with that structure (actually infinite), and the choice of one of them
is not falsifiable in any way. Indeed, causality-based criteria can be formulated at least at two
different levels, with increasing strength of assumptions: at the level of interventions and at
the level of counterfactuals whose further discussion however, falls outside the scope of this

manuscript.

2.2.4 INCOMPATIBILITIES, CONFLICTS AND LIMITATIONS

The proliferation of definitions has found little agreement on the most promising approach

while none of them was proved to capture the intuitive notions of fairness (Fleisher, 2021).
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What is more, there is a number of counterexamples suggesting that decisions satisfying sta-
tistical metrics over groups appear to behave blatantly unfair towards single individuals. To
conclude, as pointed out by the well-known smpossibility theorem, no more than one of the
three fairness metrics of demographic parity, predictive parity and equalized odds can hold
at the same time for a well calibrated classifier and a sensitive attribute capable of introducing
machine bias (Kleinberg et al., 2016). The high count of metrics, definitions and paradigms
that literature has proposed have not provided a contribution in the direction of clarifying
when it is more appropriate to use which of the approaches. Remaining within the sphere of
classification tasks, the main controversies that have arisen concerns three main arguments:
what happens if one tries to satisfy multiple group criteria at once, whether it is possible to
conciliate group and individual notions and how to tackle scenarios where more than a pro-

tected attribute shall be accounted for.

THE IMPOSSIBILITY THEOREM

While at first sight the major partition splits the individual and group paradigms, incom-
patibilities exists even, perhaps mainly, among different notions within group fairness. Un-
doubtedly, it is interesting to explore what happens if one requires to satisfy multiple criteria
at once.

The short answer is that this is not possible except in trivial or degenerate scenarios, as stated
by the following propositions drawn from the literature (Chouldechova, 2017; Kleinberg

etal., 2016; Barocas et al., 2019; Riz, 2021; Simoiu et al., 2017):

1. if Yisbinary, Y Sand Y ) A, then separation and independence are incompatible.

To achieve both separation and independence, the only possibility is that either the
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notion use of ¥ condition

Demographic Parity - equal acceptance rate across groups
» equal acceptance rate across groups

group Conditional Demographic Parity - in any strata

fairness

Equal Accuracy v equal accuracy across groups

error parity | Equality of Odds v equal FPR and FNR across groups

Predictive Parity v equal precision across groups

individual FTU/Blindness - no explicit use of sensitive attributes
fairness Fairness Through Awareness * similar people are given similar decisions
an individual would have been given

causality-based Counterfactual Fairness - the same decision if she had had different
fairness values in sensitive attributes
path-specific same as above, but keeping fixed

Counterfactual Fairness ) some specific attributes

* there are exceptions to these cases where Yis actually employed, e.g. CDP conditioning on Y becomes Equality of Odds,
and there are notions of individual fairness that use a similarity metric defined on the target space (Berk et al., 2017).

Table 2.1: Fairness metrics: qualitative schema of the most important fairness metrics dis-
cussed throughout the manuscript.

model is completely useless (Y L S), or the target is independent of the sensitive
attribute (Y 1L A), which implies an equal base rate for different sensitive groups.
Namely, if there is an imbalance in groups identified by 4, then one cannot have both

conditions holding.

2. Analogously: if Y U A, then sufficiency and independence cannot hold simultane-
ously.
Thus, if there is an imbalance in base rates for groups identified by 4, then you cannot
impose both sufficiency and independence.

3. Finally, if YL A and the distribution (A, S, Y) is strictly positive, then separation and
sufficiency are incompatible.

Meaning that separation and sufficiency can both hold either when there is no imbal-
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ance in sensitive groups (i.e. the target is independent of sensitive attributes), or when
the joint probability (4, S, Y) is degenerate, i.e. — for binary targets — when there
are some values of 4 and S for which only ¥ = 1 (or ¥ = 0) holds, in other terms
when the score exactly resolves the uncertainty in the target (as an example, the perfect

classifier § = Y always trivially satisfies both sufficiency and separation).

Notice that proposition 3 reduces to a more intuitive statement, if the classifier is also binary
(e.g. whenS = Y):if YU A, Yand Yare binary, and there is at least one false positive predic-
tion, then separation and sufficiency are incompatible. Moreover, it has be shown (Kleinberg
et al., 2016) that Balance of Positive Class, Balance of Negative Class and Calibration within
Groups can hold together only if either there is no imbalance in groups identified by A4 or if
each individual is given a perfect prediction (i.e. S € {0,1} everywhere).

When dealing with incompatibility of fairness metrics, the literature often focuses on the
2016 COMPAS® recidivism case (Angwin et al., 2016), that has become a case study in the
fairness literature. Indeed, the debate on this case is a perfect example to highlight the fact that
there are different and non-compatible notions of fairness, and that this may have concrete
consequences on individuals. While literature has provided extensive discussion about the
COMPAS case (Washington, 2018; Chouldechova, 2017), it is worth to point out that the
debate involved two parties, one stating that the model predicting recidivism was fazr since
it satisfied Predictive Parity by ethnicity, while the other claiming it was #nfair since it had
different false positive and false negative rates for black and white individuals. Chouldechova
(2017) showed that, if Y )L 4, i.e. if the true recidivism rate is different for black and white

people, then Predictive Parity and Equality of Odds cannot both hold. This suggests the

SA recidivism prediction instrument developed by Northpoint Inc.
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foremost importance and careful reflection about which of the two notions (in general out
of many others) is more important to be pursued in each specific case.

Summarizing, apart from trivial or peculiar scenarios, the three families of group criteria
above presented are not mutually compatible. Recent works point in the direction of stating
that two notions can be compatible provided that one does not seek perfect satisfaction of

criteria. On the other side, this compromise might end up satisfying neither of the two.

ON THE CONFLICT BETWEEN INDIVIDUAL AND GROUP FAIRNESS

One of the main drawbacks of group fairness lies in that it ensures conditions to hold only
on average among groups, leaving room to bias discrimination zznside the groups. Technically
speaking, Statistical Parity can be satisfied using a different credit rating threshold for men
and women leading to situations where, despite belonging to the same rating class, men will
receive the loan, and women won’t. This is precisely what individual fairness is intended to
account for.

As already mentioned, this is only one possibility: one may as well reach DP by not using
neither gender nor rating, and grant loan on the basis of other information, provided it is
independent of 4, but one would lose important information that can strongly penalise the
classifier. Otherwise, in the attempt of pursuing DP by using as much information of ¥’
as possible contained in (X, 4) — thus minimizing the risk E[L(AX, 4), Y)] — then it is
unavoidable to have some form of disparate treatment among people in difterent groups with
respect to 4 whenever X I 4. This has been thoroughly discussed by Dwork et al. (2012),
where they call fair affirmative action the process of requiring DP while trying to keep as low

as possible the amount of disparate treatment between people having similar X.
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In addition to what examined within the context of single definitions and in the attempt
to clarify the general picture and help responding to RQ1, one can represent the different no-
tions of (observational) fairness in a plane characterised by two gualitative dimensions (see
figure 2.4): 1. to what extent a model is fair at the individual level, 2. how much informa-
tion of 4 is retained in making decisions. The first dimension represents to what extent two
individuals with similar overall features X are given similar decisions: the maximum value
is reached by models blind on 4 (FTU). These are the models that are also using all infor-
mation in X, irrespective of the interdependence with 4, thus FTU-compliant models will
use all information contained in X apart from the information that is contained in 4 only.
The minimum value in this dimension is reached by models that satisfy DP. Models using
suppression methods, being blind to both 4 and other features with high correlation with
A, are individually fair in the sense of preventing disparate treatment. In so doing, they can
exploit more or less information of A4 with respect to general DP-compliant models depend-
ing on how many correlated variables are discarded. However, the price to pay for discarding
variables is in terms of errors in approximating Y, which is not highlighted in this plot. No-
tice that, of course, full suppression — i.e. removing all variables dependent on 4 — trivially
satisfies the condition ¥ LI 4, i.e. itis DP-compliant as well. In other terms, one can have
a DP-compliant model that is individual as well. In figure 2.4, we label with DP a general
model that tries to maximize performance while satistying a DP constraint, without any fur-
ther consideration. Models satisfying CDP are somewhat in-between, of course depending
on the specific variables considered for conditioning. They guarantee less disparate treatment
than unconditional DP, and they use more information of 4 by controlling for other vari-

ables possibly dependent on 4.
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information of A used
A

YA

group individual

Figure 2.4: Landscape of observational fairness criteria with respect to the group-vs-
individual dimension and the amount of information of 4 used (via X).

Notice thatapproaches such as fair representation (further discussed in Section 2.3.1), that
try to remove all information of 4 from X to get new variables Z which are as close as possible
to being independent of 4, produce decision systems ¥ = AZ) that are not, in general,
individually fair. This is due to the simple fact that, precisely to remove the interdependence
of 4 and X while keeping as much information of X as possible, two individuals with same X
and different 4 will be mapped in two distinct points on Z, thus having, in general, different
outcomes. Referring again to the credit lending example, suppose that we have R = ¢g(4) +
U, with ¢ a complicated function encoding the interdependence of rating and gender, and
U some other factor independent of A4 representing other information in R orthogonal to A.
In this setting, the variable Z that we are looking for is precisely U. Notice that U is indeed
independent of 4, thus any decision system Y= AU) satisties DP, but given two individuals
with R = 7 nothing prevents them from having different U. In other terms, you need to have
some amount of disparate treatment to guarantee DP and employ as much information as
possible to estimate Y.

Figure 2.5 shows a gualitative representation of observational metrics with respect to the

amount of information of 4 (through X) that is used by the model, and the predictive per-
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information of A used
A

constant score

YA

model performance

Figure 2.5: Landscape of observational fairness criteria with respect to the model perfor-
mance dimension and the amount of information of A4 used (via X).

formance. Notice that DP can be reached in many ways: e.g. a constant score model, namely
a model accepting with the same chance all the individuals irrespective of any feature, is DP-
compliant (incidentally, it is also individual), a model in which all the variables dependent
on A4 have been removed (a full suppression), or a model where DP is reached while trying to
maximize performance (e.g. through fair representations). All these ways differ in terms of
the overall performance of the DP-compliant model. FTU-compliant models, on the other
hand, by employing all information in X will be, in general, more efficient in terms of model
performance.?

Notice that this discussion is to be taken at a qualitative level, one can come up with
scenarios in which, e.g., models satisfying DP have higher performances than models FTU-
compliant (think, e.g., of a situation in which ¥ Il 4 and X ) A4).

The (apparent) conflict that holds in principle between individual and group families of
fairness notions is debated in the literature (Friedler et al., 2016; Hertweck et al., 2021; Binns,
2020). This analysis provides arguments to the claim that individual and group fairness are

not in conflict 7z general, since they lie on the same line whose extreme values are separation

90f course it is understood that the model fin ¥ = AX) is trained to maximize performance.
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(i.e. unconditional independence) and FTU (i.e. individuals are given the same decisions
on the basis of non-sensitive features only), with conditional metrics ranging between them.
Thus, the crucial aspect is assuming and deciding az the ethical and legal level what are the
variables that are allowed in specific scenarios: given those, we place ourselves on a point
on this line reachable both by choosing an appropriate distance function on feature space
(i.e. employing an individual concept) and by requiring parity among groups conditioned
on those variables (a group notion).

Indeed, when referring to the conflict between individual and group families one is com-
mitting a slight abuse of notation, since the actual clash is rather on the assumptions regarding
what is to be considered fair in a specific situation, than on metrics per se. Namely, one usu-
ally consider individual (group) concepts as the ones in which more (less) interdependence
of X and 4 is allowed to be reflected in the final decisions. In the credit lending example, if
income is correlated with gender, the issue weather it is fair to allow for a certain gender dis-
crimination as long as justified by income can be seen as an instance of the conflict between
individual or group notions, but it is rather a conflict about the underlying ethical and legal

assumptions (Binns, 2020).

COPING WITH INTERSECTIONAL FAIRNESS AND DISCRETIZATION

Itis always notstraightforward to identify which feature shall be treated as protected attribute
and in fact, it is often the case where multiple variables must be considered jointly. However,
all the definitions and results we gave in previous sections, at least in their plain formulations,
posit that the sensitive feature 4 is represented by a single and categorical variable. Issues arise

when any of the two conditions is no longer met.
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Even though a detailed discussion about the issue of multiple sensitive features is out of
the scope of this manuscript, we shall nevertheless give a brief overview. If, for a given prob-
lem, we identify more than one characteristic that needs to be taken into account as sensitive
or protected — say (4, . . ., 4;) — it is straightforward to assess fairness on each of them sep-
arately. This approach, that Yang et al. (2020) call independent group fairness, unfortunately
is in general not enough: even if fairness is achieved (in whatever sense) separately on each
sensitive variable 4, it may happen that some subgroups given by the intersection of two
or more 4,’s undergo unfair discrimination with respect to the general population. This is
sometimes referred to as intersectional bias (Crenshaw, 1994), or, more specifically, fazrness
gerrymandering (Kearns et al., 2018).

To prevent bias from occurring in // the possible subgroups identified by all 4,’s one can
simply identify a new feature 4 = (4, . . ., 4;), whose values are the collection of values on
all the sensitive attributes, and require fairness constraints on 4. Yang et al. (2020) call this
intersectional group fairness.

This last z7ick indeed solves the problem of intersectional bias, at least theoretically. Still,

issues remain at a computational and practical level, whose two main reasons are:
* the exponential increase of the number of subgroups when adding sensitive features,

* the fact that, with finite samples, many of the subgroups will be empty or with very

few observations.

These two aspects imply that assessing (group) fairness with respect to multiple sensitive at-
tributes may be unfeasible in most practical cases. Since the presence of many sensitive fea-

tures is more of a norm than it is an exception, this actually represents a huge problem, that
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the literature on fairness in ML has barely begun to address (Yang et al., 2020; Kearns et al.,
2018, 2019; Buolamwini & Gebru, 2018).

What has emerged so far, portray algorithmic fairness as rather chaotic and uncertain with
very few firm points. This prevents regulations to provide precise indications about metrics
or thresholds, leaving room for interpretations. What appears realistic while assessing and

enforcing fairness, atleast in the financial domain, can be summarised in a few rule of thumbs:

* Statistical parity, although immediate and easy to handle, it rarely reflects a plausible

alternative in the business domain

* Notions base on error rate parity are indeed a more reasonable option. Here, instead
of questioning about what is fair, it is helpful to identify what it #nfazr, namely what
is the situation that lead to a possible discrimination, to best choose among Equal Op-

portunity and Predictive Parity

* It is often hard to assess group fairness when the minority group is heavily under-
represented and counts just a few instances. In those cases it is important to make

sure the model does not learn to systematically overlook at those instances

There is no such thing as one-fits-all approach and this does not necessarily represent a
negative aspect but implies the need to establish an apposite committee made up of differ-
ent professionals, ranging from computer science to philosophy and legal, that can guide the

business domain expert to come up with a plausible scenario.

40



2.3 MITIGATING DISPARITIES

Eliminating algorithmic bias is likely to represent a implausible intent, and this because of
many reasons. A more reasonable objective points in the direction of mitigating and take
control over model disparities, often setting up a tolerance threshold that again, is far from
being universal. Loosely speaking, the existing means of mitigating algorithmic bias can be
framed within three methods: pre-processing, in-processing, and post-processing, according

to the step of the Al life cycle they operate on.

2.3.1 ACTING ON INPUT DATA

Pre-processing is meant to reduce or eliminate bias in the dataset (Zhang et al., 2023) by re-
labelling the target variable Y to satisfy a certain fairness measure (Kamiran & Calders, 2009;
Luong et al., 2011), by reweighting (Calders et al., 2009; Krasanakis et al., 2018) or resam-
pling (Kamiran et al., 2012) representative but unbiased instances or by learning an interme-
diate representation that satisfies fairness constraints while preserving helpful information
(Zemel et al., 2013; Feldman et al., 2015). In some cases, the latter approach is often as-
cribed to a form of implicit in-processing since several approaches do involve learning, e.g.
the use of variational autoencoder (Louizos et al., 2016) or adversarial learning Madras et al.
(2018). All things considered, pre-processing techniques often lack the ability to achieve a
user-defined trade-off between fairness and accuracy (Sun et al., 2022) and are not well suited
to circumstances where the problem is caused by the algorithm. And besides, this category
of approaches are often inconvenient to handle situations where the distributions of input

data undergo frequent drifts.
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2.3.2 ACTING ON MODEL OUTPUT

Post-processing strategies have the advantage of being model-agnostic and do not require
access to the training procedure (Lohia et al., 2019). Loosely speaking, they function by
changing the predicted labels on a subset of samples, appropriately selected to meet fairness
constraints. Proposed methods differ in the rationales behind the choice of the instances
that undergo a switch in the predicted labels: some approaches construct randomised deci-
sion rules (Hardt et al., 2016; Pleiss et al., 2017), others operate on the uncertainty boundary
or the disagreement region of ensemble models (Kamiran et al., 2012) or imposing separate

thresholds for different groups (Corbett-Davies et al., 2017; Menon & Williamson, 2018).

2.3.3 ACTING AT TRAINING TIME

If the mitigation is designed to be enforced at training time, it comes down to learning un-
biased models on biased training data (Kamiran & Calders, 2009). Algorithms are then de-
signed to maximise accuracy while minimising discrimination constraints. A prejudice re-
mover regulariser has been proposed by Kamishima et al. (201 1), which enforces a classifier’s
independence from sensitive information, to be integrated into the loss function of a logit
model. Although the methods appears scalable to different classification models, the results
in term of debiasing are only measured trough ad-hoc indexes, hindering to possibility to
compare with other approaches. Donini et al. (2018) introduces an approach based on em-
pirical risk minimization incorporating incorporates a fairness constraint into the learning
problem. Another work that minimises the loss function subject to a series of constraints was
presented by Zafar et al. (2017) that equalises misclassification rates. Remaining on learn-

ing with constraints, Goh et al. (2016) handles multiple goals on a single dataset using the
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ramp penalty to accurately quantify costs. Severall fairness definitions are encompasses by
Quadrianto & Sharmanska (2017) as a classical two-sample problem of conditional distri-
butions, which can be solved using distance measures in Hilbert Space. Learning flexible
representations that minimize the capability of an adversarial critic is introduced by Edwards
& Storkey (2015). This adversary tries to predict the relevant sensitive variable from the rep-
resentation, and so minimizing the performance of the adversary ensures there is little or no
information in the representation about the sensitive variable. A fair neural network classi-
fier (FNNC) was introduced by Padala & Gujar (2020) and incorporates fairness constraints
into the loss in the form of Lagrangian multipliers. This work represent one valid method, as
it covers different fairness definitions and reaches results that compare to state of the art and,
most interestingly, is probably the most similar approach to what we propose. First, the two
models share the neural backbone, relying a similar architecture made of a two-layered feed-
forward neural network. Secondly, the fairness metric to be optimised, can be selected by
acting on the model constraints. Nonetheless they differ in two yet crucial aspects: FNNC
need to act on the loss function, hindering the possibility to further generalise to other defi-
nitions unless on has a profound control of code-level adjustments and moreover, the paper
does not account for the possibility of tuning the relevance of the constraint in the com-
putation of the overall task. This means that the model will try to reach the best possible
debiasing, no matter the cost in terms of accuracy. Leveraging on a novel measure of deci-
sion boundary (un)fairness, Zafar et al. (2019) implemented two complementary approaches
that maximise Disparate Impact and accuracy, respectively. Taking into account tree-based
classifiers, Castelnovo et al. (2022a) presents FFTree, a method to find fair splits designed to

work with different criteria and metrics.
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Although characterised by different connotations, all the above-mentioned approaches
rely on the idea of hard-coding the fairness notion as a building block of the loss function.
Nonetheless, the need to ensure fair outcomes in a diversity of application domains requires a
meticulous choice among the broad availability of definitions, or even the urge to devise a be-
spoke constraint. This makes it difficult to conceive and implement models able to respond
to the most diverse requirements unless it is possible to leverage declarative knowledge, rather
than procedural. When analysing results in Section 4 and s, our approach will be experimen-
tally compared against feature-based (binary) classification models that account for group
fairness at training time, or that involve learning while retrieving a fair representation of the
dataset. Specifically, we will take into account the major and most promising approaches
that optimise Statistical Parity Difference, Disparate Impact or Equal Opportunity, as sum-
marised in Table 2.2..

Finally, to the best of our knowledge, literature proposes a single work in the direction of
neuro-symbolic integration for fairness (Wagner & d’Avila Garcez, 2021) that primarily in-
sists on iterative querying to inspect biases through Shapely values and proposes interactive
continual learning by adding knowledge through LTN. Conversely, this paper precisely fo-
cuses on fairness enforcement in binary classification tasks through first-order logic clauses

instilled through LTN. We discuss the relationship with this previous work in Section 3.5.3.

2.3.4 SEEKING INDIVIDUAL PARITY

Despite this work focuses on bias mitigation in its group connotation, it is worth to men-
tion that literature proposes a number of works that pursue individual fairness. Explicitly

inspired by the theoretical background lied by the work from Dwork et al. (2012), Joseph et
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Work Type | Independence Separation
Our Framework In DP, DI EOpp
Padala & Gujar (2020) In DP, DI
Castelnovo et al. (2022b) In DP, DI EOpp
Madras et al. (2018) Pre/In DP EOpp
Zemel et al. (2013) Pre/In DP
Zafaretal. (2019) In DI
Zafaretal. (2017) In EOpp
Feldman et al. (2015) Pre DI
Hardt et al. (2016) Post EOpp
Donini et al. (2018) Pre/In EOpp
Edwards & Storkey (2015) Pre/In DP
Goh et al. (2016) In DI
Quadrianto & Sharmanska (2017) In EOpp

Table 2.2: Capabilities of different methods in mitigating disparities. Our experiments op-
timise DP and DI concerning the Independence notion and Equal Opportunity as a relaxed
separation notions. We specifying which approaches account for different notions as a indi-
cator of their ability to generalise. If not explicitly reported, specific metrics adopted in the
original papers, differs from the ones we compute, therefore an immediate result confronta-
tion on equal terms is not feasible.

al. (Joseph et al., 2016)propose a study based on the multi-armed bandit problem, interpret-
ing non discrimination through demanding that given a set of applicants (say, for credit), a
worse applicant is never favored over a better one, despite a model’s uncertainty about the
true payofts. Their definition of fairness is analogous yet trying to overcome the assumption

- and limitation - that the similarity metric is meant to be defined by the algorithm designer:

the expected reward of each arm represent in fact a natural metric.
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The problem with logic is that once you deduce something
you can’t get rid of it.

M. Minsky

Learning with constraints:

neuro-symbolic artificial intelligence

IT SHOULD BE NO SURPRISE that a robust artificial intelligence is to bear from a profound

understanding of human mind, in terms of its functioning 4zd ability to reason. For quite
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along time, artificial intelligence has been associated, as a matter of facts, with artificial neu-
ral networks, or connectionist Al, taken to be an abstraction of the physical workings of the
brain (Hitzler etal., 2022). By contrast, what we perceive through introspection, and explicit
cognitive reasoning can be understood as an abstraction of formal logic, namely symbolic
Al That being said, the early discussions about how to instill common sense into comput-
ers were a fair fight, all in all. In a Science article published in 1982 (Kolata, 1982), John
McCarty, who also happened to be an inventor of the term artificial intelligence, was con-
vinced that machines should be programmed to reason according to the well worked out
language of mathematical logic, whether or not that was actually the way people think. The
same article reported the opposite (today we would say complementary) view: putting large
collections of information into a computer — much more information that is ever needed
to solve a particular problem — and then define, in each situation, which details are cru-
cial and which are optional. That time onward, the story is rather familiar: the emphasis on
end-to-end learning with massive training sets has distracted from the more ambitious task
of developing techniques involving high-level cognition (Marcus, 2020). The connectionist
approach, however, has not revealed to be all sunshine and rainbows: concerns about trust,
safety, interpretability and semantical soundness of Al are increasingly pervasive (Garcez &
Lamb, 2020), matter if they come from the scientific community or regulatory bodies. Even
discarding those risks, recent language model capabilities appear astonishing but not yet close
to a general intelligence. It is still missing a sparkle that, according to many, is to come from
explicit reasoning, whether it is instilled or emergent from a neural architecture. It’s not like
research hasn’t focused on the integration of the neural and symbolic Al paradigms — the

next sections will prove quite the opposite — but recently, more so than ever before, the need

47



for a principled synthesis has become evident.

Each paradigm complements each other with respect to their strengths and weaknesses.
Deep learning and inference under uncertainty are expected to address the brittleness and
computational complexity of symbolic systems. Learning from raw data, they are robust
against outliers or errors in the underlying distributions, while symbolic systems are gener-
ally less trainable (Hitzler et al., 2022). Conversely, symbolic systems make explicit use of
knowledge using formal languages — including logic — and the manipulation of symbols.
They are to a high extent self-explanatory, as they can often be inspected and understood in
detail by a human, aspect that isn’t exactly connectionist flagship feature. Symbolism has
been expected to provide additional knowledge in the form of constraints for learning, in the
attempt of overcoming the neural difficulty with extrapolation in unbounded domains or
with out-of-distribution data (Garcez & Lamb, 2020). However, despite several decades of

research and a number of valid approaches, their mutual integration still remains a challenge.

3.1 SYMBOLS AND CONNECTIONS

Logical knowledge representation is symbolic in nature (Bader et al., 2004): the data struc-
tures under consideration consist of words over some language or of collections of finite trees,
for example, depending on the perspective of the problem at hand. Logic programs, more
specifically, consist of sets of first-order formulae under a restricted syntax and precisely, they
are composed of a set of (universally quantified) clauses, which in turn consist of atoms and
negated atoms only.

Successful connectionist architectures, however, can be understood as networks of simple

computational units, in which activation is propagated as a real number. Input and output
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of such networks consist of real valued vectors in Euclidean space in contrast to logic which
is symbolic and thus discrete. Integrating logic and connectionism requires to bridge the gap
between the discrete, symbolic setting of logic, and the continuous, real-valued setting of

artificial neural networks.

3.2 WHAT KIND OF INTEGRATION

There are two driving forces behind the field of neural-symbolic integration: If on the one
hand, the integration is the striving for an understanding of human cognition, on the other,
the vision of combining the two technologies pursues more powerful reasoning and learn-
ing systems for computer science applications (Bader & Hitzler, 2005). The blending re-
volves around several aspects, some of them being rather technical, other more conceptual

and cognition-oriented.

3.2.1 LOCALIST VERSUS DISTRIBUTED

There is a bit of an issue around whether objects and concepts are represented in the brain
by single neurons or multiple ones, where the multiple ones are supposed to represent sub-
concepts or microfeatures. Almost by osmosis, this conundrum has transferred to artificial
intelligence, spawning the never ending debate between the theories of localist (in a sense sym-
bolic) and distributed representation, generally associated with connectionism (Roy, 2011).

Symbolic representation of Al expects a single node in a network to represent a single en-
tity, in contrast to the distributed representation, where such objects are represented in a
decomposed form by their component elements or microfeatures. This decomposition prin-

ciple works pretty well for physical objects but generally breaks down for higher-level con-
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cepts in a semantic tree: modeling hierarchical semantic knowledge trough a connectionist
approach tend to flatten the upper portion of the tree and represent the higher-level concepts
by single nodes in the output layer of the network. This reduction results in a inevitable
loss of semantic information. A second attention point concerns the distributions in micro-
features: although it appears to be rather an easy task to decompose single objects, a cat, into
features like whiskers and tail, the corresponding higher-level concepts — such as a living
thing and animal — are not substituted by any microfeature. These higher-level concepts
are still represented by single nodes given the impossibility to be represented in terms of any
physical or perceptual attributes (as the ones used for physical objects).

The success of connectionism suggests that distributed representations with gradient-based
methods are more adequate for learning and optimization. However, extensive literature
(Rogers & McClelland, 2004; McClelland & Rogers, 2003) has been unable to demonstrate
that semantic relations can be learned without using the corresponding symbolic representa-
tions of concepts that therefore needs to be an inherent and necessary part of neural models
of hierarchical semantic knowledge. Thus the need for single node symbolic representation

of higher-level concepts is clearly evident in these models of complex cognitive processes.

3.2.2 INTEGRATED VERSUS HYBRID

The interrelations among the two paradigms can occur through an hybrid system, mean-
ing that to address a problem, one can combine the two solving techniques that run in par-
allel. An integrated neural-symbolic system differs in that it consists of one connectionist
main component in which symbolic knowledge is processed. A detailed taxonomy of said

approaches is illustrated in Section 3.4
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3.3 WHAT KIND OF LANGUAGE

The knowledge representation language that systems are able to deal with embodies a key
capability of logic-based neural-symbolic integration approaches. In this respect, a major dis-
tinction needs to be made between systems based on propositional logics, and those relying

on first-order predicate logics(Bader & Hitzler, 2005).

3.3.1 PROPOSITIONAL VERSUS FIRST-ORDER

Propositional theories involve only a finite number of propositional variables, and corre-
sponding models. They do not require sophisticated symbol processing to handle nested
terms, as well as substitutions or unifications. Due to their finitary nature and a correspond-
ing ease of implementation, propositional logic programs using neural networks has repre-
sented the major line of research. To begin with, the landmark work by McCulloch & Pitts
(1943) provides fundamental insights on how propositional logic can be processed using sim-
ple artificial neural networks.

In contrast, predicate logics generally allow to use function symbols as language primitives
introducing the possibility to use terms of arbitrary depth. Models shall necessarily assign
truth values to an infinite number of ground atoms. The difficulty lies in the finiteness of
neural networks, that yet necessitates to capture the infinitary aspects of predicate logics by
finite means(Bader & Hitzler, 2005). First-order approaches attempt to tackle the issue by
using encodings of infinite sets by real numbers, and representing them in an approximate
manner. Another problem is linked to variable binding, and refers to the fact that the same
variable may occur in several places in a formula, or that during a reasoning process variables

may be bound to instantiate terms. In a neural setting, different parts of formulae and differ-
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ent individuals or terms are usually represented independently thus subnets are blind with
respect to detailed activation patterns in other regions but this issue has been dealt with by a
number of different expedients. That being said, the longstanding limitation that allowed to
embed just fragments of first-order logic, has been recently unlocked (Badreddine et al., 2022)
in the direction of full first-order logic, offering incredibly numerous attributes, including ex-
pressiveness, symbolic manipulation of variables, compositionality and modularity to begin
with. This was made possible by translating logical statements into the loss function rather
than into the network architecture. First-order logic statements are therefore mapped onto
differentiable real-valued constraints using a many-valued logic interpretation. The trained
network and the logic become communicating modules of a hybrid system, instead of the

logic computation being implemented by the network.

3.4 INTEGRATION TAXONOMIES

It appears to be a natural question to ask how these two abstractions can be related or even
unified in a principled way, or how symbol manipulation can arise from a neural substrate.
Statistical learning and symbolic reasoning have been developed largely by distinct research
(D’Avila Garcez et al., 2015) and one of the first attempts to summarise different approaches
in a taxonomy was proposed by Henry Kautz in his talk with AAAI Conference in 2020

(Wang & Yang, 2022).

* TyrE 1. SymBoLIC NEURO SYMBOLIC: this is the current standard operating proce-
dure of deep learning methods in some application tasks where the input and output
are symbols. Includes many Natural Language Processing models where the symbolic

input is converted into vector representations, or embeddings. Real valued vectors are
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then processes by the network that, at the end, transfers them to the required symbolic

category or sequence of symbols via a softmax operation.

TyPE 2. SyMBOLIC[NEURO]: includes loosely coupled hybrid systems, where neural

modules are internally used as subroutine within a symbolic problem solver.

TyPE 3. NEURO | SymBoLIC: differs from type 2. in that the neural component is a
parallel complementary program rather than of a sub-routine, and focus on a collabo-

ration instead to a dependence.

TyPE 4. NEURO:SYMBOLIC — NEURO: Symbolic knowledge is compiled into the
training set of a neural network. This includes tightly-coupled but localist neural-
symbolic systems, where various forms of symbolic knowledge, not restricted to if-
then rules, are translated into the initial architecture and set of weights of a neural
network. Differently from Type 1., this does not provide a symbolic derivation of the

result.

TYPE 5. NEUROgy\mouic : tightly-coupled but distributed neural-symbolic systems,
with a direct encoding of logical statements into neural structures through the use of
embeddings, acting as a form of regularization and soft constraints on the network loss
function. Logic Tensor Networks falls in this category as it translates first-order logic
formulae as fuzzy relations on real numbers for neural computing, allowing gradient

based sub-symbolic learning.

TyPE 6. NEURO[SYMBOLIC]: inspired by Systemr and System2 described by Kah-

neman (2017), is a fully-integrated system capable of true symbolic reasoning inside
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a neural engine where. System1 (neural) conducts initial reasoning, and when it puts
attention on a certain part of the problem, it triggers System2 (symbolic) which per-
forms a combinatorial search. It can perform challenging tasks that requires the ability
to efficiently perform complex symbolic reasoning and search through large solution

spaces.

3.5 CHOOSING AN APPROPRIATE FRAMEWORK FOR FAIRNESS

3.5.1 RATIONALES BEHIND THE CHOICE

Among different approaches provided by literature, for the purpose of enforcing group fair-
ness through constraints injection, we evaluated Logic Tensor Networks to be a suitable

framework, thus tackling

RQ2 - THERE EXISTS AN APPROPRIATE NEURO-SYMBOLIC FRAMEWORK TO

EMBED FAIRNESS CONSTRAINTS?
The reasons behind this choice are multiple:

* EXPRESSIVENESS: based on differentiable first-order logic with fuzzy semantics, it
supports different interpretations of logical connectives and quantifiers, which enables

the use of the full expressiveness of FOL and several modeling choices

* COMPOSITIONALITY/MODULARITY: allows to refer to larger or nested clauses by the
composition of symbols and relations among them. This ingredient offers the most
promising advantages in the attempt of encoding fairness since, in principle, can allow
to take into account different notions of group fairness, including Independence and

separation, that are analysed within this work
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* CLAUSE WEIGHTING: LTNs allow for the specification of weights on clauses, which
can be highly beneficial when dealing with conflicting tasks. This capability is partic-
ularly useful in balancing competing objectives and in our domain, to retain control

over the desirable fairness level

* VERSATILITY: LTNs allow to mix predicates whose interpretation is learned from the
data and predicates whose interpretation is fixed into individual formulas, which we

found relevant to model fairness

* UNDIRECTED GRAPHICAL MODELS: views logic as a constraint on a predictive model
rather than focusing on causal relationships. This aligns better with the notion of

fairness being viewed as a constraint on the model

3.5.2 LoGIC TENSOR NETWORKS

Logic Tensor Networks (Badreddine et al., 2022) are a NSI framework and computational
model that enables learning and reasoning using rich knowledge, that relies on Real Logic
(Serafini & d’Avila Garcez, 2016), way more expressive than propositional logic. LTN sup-
ports the representation and computation of the main Al tasks, including binary classifica-
tion, leveraging on a uniform language. Knowledge can be expressed through fully difteren-
tiable first-order logic, encompassing universal and existential quantification (such as Vx and
Jy), arbitrary n-ary relations over variables (for example, R(x, ¥, 2, ...)), and function sym-
bols.

As mentioned, Real logic constitutes a major component of the framework and can be

summarized through its most distinguishing features.
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* Syntax: Real Logicis defined on a first-order language £ with a signature that contains
a set C of constant symbols, a set F of function symbols, a set P of relation symbols
(predicates), and a set X’ of variable symbols. Terms are constants and variables (ob-
jects), sequences of terms, and function symbols applied to terms. Objects, functions,
and predicates are typed: a function D assigns types to the elements of £ to the cor-
responding domain symbol D. Formulas are defined as in FOL, provided that typing
constraints are preserved: if #,£,, and ¢ are terms and Pis a predicate, then #; = #, and
P(¢) are atomic formulas; complex formulas can be defined inductively as usual with

logical connectives.

* Semantics is inspired by standard abstract semantics of FOL and based on a ground-
ing function G, which provides the interpretation of the domain symbols in D and the
non-logical symbols in £. G associates a tensor of real numbers to any term of £, and
areal number in the interval [0, 1] to any formula @. Intuitively, G(¢) are the numeric
features of the objects denoted by #, and G(@) represents the system’s degree of con-
fidence in the truth of @; the higher the value, the higher the confidence. There are
a few aspects of LTN semantics that are relevant to our work. The tensor operation
that grounds a predicate P can be implemented with an arbitrary neural network; the
semantics of logical connectives is based on the semantics of first-order fuzzy logic,
for which different interpretations have been proposed (e.g., different t-norms and t-
conorms for conjunction and disjunction), thus making TN highly dependent on
the selection of specific semantic interpretations; if domain knowledge, in our case
fairness, highly depends on universally quantified implications, the interpretation of

fuzzy implication have a deep impact on modeling (e.g., Godel vs Eukasiewicz); differ-
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ent parametric interpretations of the universal quantifiers are possible: the truth value
of a formula @ such as VA (x) (where 4(x) represents an arbitrary formula with a free
variable x) estimates the truth value of @ based on some aggregation of the truth values

estimated for instantiated formulas 4(c) found in the training data.

* Learning is mainly governed by grounding that plays a key role in the task of inductive
inference. After fixing some choices, e.g., interpretation of connectives, interpretation
of quantifiers, and boundaries of domain grounding, the parameters that underpin the
representations of language elements can be learned in such a way as to maximize the
satisfiability of a set of axioms, which include factual propositions available in a train-
ing set as well as generalized propositions encoding general constraints. The learning
process eventually searches the optimal set of parameters from a hypothesis space that
maximises the satisfiability of a theory 7" = (I, G5) namely the tuple composed by the
set of closed predicates K defined on a set of symbols, and the parametric grounding

for symbols and logical operators Gj.

Two powerful concepts of LTN are (1) the grounding of logical concepts onto tensors with
the use of logical statements which act as constraints on the vector space to help learning of
an adequate embedding, and (2) the modular and differentiable organisation of knowledge
within the neural network which allows querying and interaction with the system. Any user-
defined statement in first-order logic can be queried in LTN which checks if that knowledge

is satisfied by the trained neural network.
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3.5.3 PREVIOUS LITERATURE

Given the premises, if natural language facts or constraints, can be formalised into logical
statements, then fairness can be instilled through a neural-symbolic approach and, interest-
ingly enough, little research has been conducted in this direction. As mentioned previously,
afirstapproach to neural-symbolic integration to fairness was proposed by (Wagner & d’Avila
Garcez, 2021) that, differently from our objectives, primarily focuses on the continuous in-
teraction between the model and the human in the loop. Using explanatory features provided
by Shapeley values, the authors recursively inspect bias in model outcomes and address it ac-
cordingly by injecting background knowledge. This work is based on a previous version of
LTN that is no longer available and that differs from the current version in a number of rel-
evant theoretical and code-level aspects, and does not investigate the role of different axioms
and interpretations of logical operators. By contrast, with our work, we propose an original
axiomatization of fairness that, to the best of our knowledge, is unseen in literature, and pro-
vide a meticulous investigation of the role played by different mathematical interpretations

of universal quantifiers and implication operators.
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Harnessing disparities

with Logic Tensor Networks

FURTHER ON we'll try to answer our research questions regarding the feasibility of seeking

group fairness trough a first-order logic axiomatization of constraints to be used within the
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neuro-symbolic framework of Logic Tensor Networks. We’ll build the knowledge base and
test different choices of quantifiers’ parameters, implication interpretation and the impor-

tance of fairness task within the overall optimisation

4.1 PROBLEM SETTING

Framing a classification task within LT'N requires the definition of the knowledge base along
with the encoding of dataset features and classification labels using Real Logic. To begin with,
let Instances denote the domain of the examples in the dataset. If the training examples are

described by 7 features, then the grounding of the domain can be expressed as

G(Instances) C R” (4.1)

Therefore, each example £ of domain Instances is a constant symbol whose grounding
G (k) is represented by a tensor in G(D(k)) = R”. We can then introduce a variable x that

represents a finite sequence of 7 individuals, each described by 7 features:

G(x) = R (42)

In the credit granting context, instances represent individuals to be classified, described by
their features (e.g. income or age).

To retrieve information about the target variable, we introduce the function Label that
maps each instance k to its corresponding label y € 0,1. This helps in identitying two
variables x; and x_ indicating respectively the sequence of positive and negative training

instances. The grounding of the variable indicating positive instances can be expressed as

6o



follows:

G(xy) = (d € G(x) | Label(d) = 1) (4-3)

Finally, we introduce a set of predicates that operate on the domain and represent classes
of these individuals. Predicates can be known a priori, for instance they can identify whether
an instance belongs to the privileged - or unprivileged - subgroup: for instance Priv(x) and
Unpriv(x) are non-trainable predicates that map each individual x to a truth value based on
whether he belongs to the privileged or non-privileged group, respectively. Alternatively,
predicates can be predicted — and are thus trainable — as it happens for the classification task
that in our case predicts learns and predicts whether an individual shall be granted or denied
aloan. The classification task is thus accomplished by predicate @ * a trainable classifier

with grounding

G(C|8): x — sigmoid(MLPs(x)) (4.4)

where MLP is a Multilayer Perceptron T with learning parameters ¢ and single output neu-
ron that returns values between o and 1, interpreted as truth values. The learning process is

meant to optimise the parameters of the predicate functions C(x) while satisfying the follow-

ing constraints:

VX+ C(X+)

(45)
Vx_—C(x_)

The grounding of instances remains stable and is not subject to training. This possibility
is encompassed by the framework we use and could be explored in the future; for the intent

of this work however, we focus on a pure in-processing technique without learning a (fair)

“From now on, trainable predicated will be highlighted with an underline
TThe framework also supports more complex Neural Network architectures, like CNN for instance.
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representation of instances.

4.1.1 KNOWLEDGE BASE ON ADULT DATASET

The following schema wraps up the knowledge base in the running example of a credit lend-
ing scenario, explicited on the Adult dataset from UCI-ML repository that contains 45222
instances described by 9 numerical feature with the aim of predicting whether their income
exceeds 50k$ per year. Although it is not exactly about credit granting, we’ll use the annual

wage as a proxy for loan acceptance, for the sake of simplicity.

Domain

People (denoting the individuals from dataset )

Functions

GoodCredit(x) for the real target class
To obtain information regarding the target variable, a function named
Good Credit is introduced, mapping each instance to its corresponding la-
bel y € 0, 1. This helps in identifying two variables x; and x_ indicating

respectively the sequence of positive and negative training examples.

Variables
x4 for the people with good credit (positive examples).
x_ for the people with bad credit (negative examples).

x for all the people.
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Fixed Predicates
Male(x) privileged group made of male individuals

Female(x) unprivileged group made of female individuals

Trainable Predicates

Predict_Granted(x) for the predicted target class

Groundings
G (Peaple) C R’
G(x) = R#5:22250

1, ifx wasassigned the credit

G(GoodCredit) : x =

0, otherwise

1, ifxisamaleindividual

G(Male) : x =

0, otherwise

1, ifxisafemaleindividual

G(Female) : x =

0, otherwise
G(xy) = (d € G(x) | GoodCredit(d) = 1)
G(x_) = (d € G(x) | GoodCredit(d) = 0)

G(Predict_Granted | 0): x — sigmoid(MLP4(x)),

where MLP is a Multilayer Perceptron with learning parameters ¢ and single
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output neuron that returns values between o and 1, interpreted as truth

values.

Classification Axioms

Vx, Predict_Granted(x..)

Vx_—Predict_Granted(x_)

Fairness Axioms

Vx(Male(x) — Predict_Granted(x)) <> Vx(Female(x) — Predict_Granted(x))

Learning
Learning is defined as searching the best parameters & for the Multilayer
Perceptron MLP that maximize the satisfability of the FOL formulas 4.s.

In practice, the learning process minimizes the following loss:

L= (1—sex Goen(p))

where x is grounded with the data from the dataset D.

HARNESSING DISPARITIES

After expressing the classification task, we finally introduce symbolic knowledge to encode

fairness constraints. As mentioned above, we focus on group fairness and specifically, we be-

gin accounting for statistical parity. As mentioned before, this principle expresses the notion
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of even distribution of resources and, in addition to convenient technical properties, it is fre-
quently discussed in legislative contexts related to disparate impact(Feldman etal., 2015) and
provides a common ground for comparison to other bias mitigation strategies. This principle
is based on the assumption of independence and requires that the probability of a positive
prediction, given a sensitive attribute, should be equal across all groups. Formally, this can

be expressed as:

P{Y=1,4d=a}=P{Y=1,4=10} (4.6)

where A = a, b corresponds to different groups identified by protected attributes whose
symbolic representation needs to be encapsulated within the domain.

At this point, the knowledge base holds all the essential elements required to render the
probabilistic formulation of statistical parity into a FOL axiom and we argue that it takes the
form of an equivalence between two implications:

Vx(Priv(x) = C(x)) «— Vx(Unpriv(x) — C(x)) (4.7)

Intuitively, the axiom states that the truth conditions attributed to the two components of
the bi-implication must have the same truth conditions and this formalization aims to ensure
fairness by asserting that the predicted target C(x) is applied equally to both privileged and

unprivileged groups. This addresses the research question

RQ3 - CAN WE TRANSPOSE A STATISTICAL FAIRNESS CONSTRAINT INTO A

FIRST-ORDER LOGIC AXIOM?

Although it does not seem straightforward, this representation embodies the intuition that

a statistical concept can eventually be captured through a fuzzy logic axiomatization. The
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Axiom Formalization

Unconditional fair Va(Priv(x) — Clx)) — Va(Unpriv(x) — C(x))

Vi (Priv(xy) — Clxy)) — Vay (Unpriv(xy) — Clxy))
Vx_(Priv(x_) — —C(x_)) «— Vx_(Unpriv(x_) — ~C(x_))

Bipartite fair

Guarded fair (Vx : Priv(x))C(x) «— (Vx : Unpriv(x))C(x)

Table 4.1: Different axiomatizations that were tested to optimise Demographic Parity. Only
Unconditional fair yielded optimal results on the datasets under consideration

plausibility of this assumption can be sought in the universal quantifier: iterating over in-
stances, its interpretation resembles a mean of clause truth value over the domain instances,
thus reconciling with the probabilistic formulation in eq. 4.6. In the context of credit lend-

ing, if Predict_Granted(x) represents the likelihood of being assigned a positive outcome and

Male(x) and Female(x) denote two groups based on gender, the axiomatization asserts that

the probability of assigning a granted label should be equivalent between these groups:

Vx(Male(x) — Predict_Granted(x)) «— Vx(Female(x) — Predict_Granted(x))

By establishing this equivalence, the axiom states unbiased granted label assignment, regard-
less of an individual’s gender.

For the sake of completeness Two other axiomatizations were devised and assessed. How-
ever, this manuscript does not contain details about formalizations that yielded worse results
compared to Axiom 4.7. As illustrated in Table 4.1, these two axiomatizations share nu-
merous similarities with the first, preserving the same logical meaning while exhibiting some

distinctions:

* The Bipartite fair axiom enables the universal quantifier to range separately over the
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positive and negative subdomains. Itintroduces a more fine-grained specification, giv-
ing the model an additional degree of freedom to reason about statistical parity inde-
pendently within each subdomain. This approach acknowledges that privileged and
non-privileged groups may be represented difterently in the positive and non-positive
subdomains. Preliminary results indicate that this approach does not optimise statis-

tical parity metrics significantly.

The Guarded fair axiom leverage LTN’s guarded quantifier (further illustrated in sec-
tion 4.2.3), where the quantifier ranges only over individuals who satisfy the internal
predicate, propagating gradients exclusively across privileged and unprivileged individ-
uals. In principle, this approach enables abstraction from the implication operator’s
distinct semantics, simplifying the knowledge base’s definition. Preliminary results
reveal that this approach optimizes fairness independence metrics, albeit with consid-
erably worse outcomes in terms of overall fairness and trade-offs in accuracy compared

to Axiom 4.7.

Bias mitigation strategy we propose in this paper strongly relies on Axiom 4.7, it is note-

worthy to delve into the details concerning its implementation. We’ll discuss what shall be

set trainable or not, the choice of fuzzy implication operand and the interpretation of quan-

TRAINABLE PREDICATES

In modeling fair classification, we leverage an explicit and fixed grounding of constants, which

model instances with known features that must be classified, and concentrate on the key
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learning task of finding the optimal grounding of logical predicates, which encode the sepa-
ration of instances in groups based on their label. Observe that, since the choice of operators
that interpret connectives and quantifiers deeply impacts the grounding of the formulas, this
choice also impacts significantly on the satisfaction of predicates, and, eventually, on the per-

formance of a classifier that depends on predicates’ grounding.

4.2.2 IMPLICATIONS INTERPRETATION

Broadly speaking, implications are employed in two well-known rules of inference: modus
ponens and modus tollens. Considering the implication Vx a(x) —  b(x), Modus ponens
states that if 2(x) is known to be true, then b(x) is also true. Modus tollens instead, poses its
accent on the consequent and when — 4(x) is known to be true, then = a(x) is true as well,
this is because if the antecedent were true, the consequent should have been true as well. If
in FOL the implication has a well-defined semantic, its interpretation in fuzzy logic can vary.
There are two primary classes of implications generated from the fuzzy logic operators for

negation, conjunction, and disjunction:

* STRONG IMPLICATIONS are defined using a fuzzy negation and fuzzy disjunction as

a—f=-aVp.

* RESIDUATED IMPLICATIONS are defined using a fuzzy conjunction and can be un-
derstood as a generalization of modus ponens, where the consequent is at least as true

as the (fuzzy) conjunction of the antecedent and the implication.

When the classification predicate predicts a scenario with a false implication, there are mul-

tiple ways to rectify it. Consider the following implication from the left-hand side of Axiom
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4.7
Vx( Priv(x) — C(x)) (4.8)

This formula implies that all privileged examples are positive examples, namely all male in-
dividuals will receive the loan. Four categories emerge: positive privileged examples (PPE),
negative non-privileged examples (NNPE), positive non-privileged examples (PNPE), and
negative privileged examples (NPE). Assuming an NPE is observed, which is inconsistent

with the background knowledge, there are two options:

* Mopus PoNENs: transfer truth from the antecedent to the consequent, namely he

truth of the consequent is believed if the antecedent is true.

* Mopus ToLLENS transfers denied truth from the consequent to the antecedent. The

antecedent is believed to be false if the consequent is false.

Given that the predicate Pr7v(x) has a fixed grounding, opting for an interpretation of impli-
cation that is modeled around modus ponens coluld represent a more suitable alternative. Ina
differentiable fuzzy logic setting, this means that when the antecedent s high, the consequent
is increased. The modus tollens reasoning could result in being less effective since it operates
by decreasing the antecedent, which cannot be changed due to its inherent fixed nature.
This might sound counter-intuitive in the first place but nevertheless (Pr7v(x) in 4.8 repre-
sents the antecedent of the implication composing one of the sides of the double implication.
Indeed, if this axiom holds true, necessarily the right consequent shall hold true as well. As-
suming that the network will try to satisfy this constrains, it will modify the truth value after

the training step.
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Fuzzy implications, and their respective classifications, that are supported by LTN are sum-
marised in Table 4.2. R-Implications involve a pure 'modus ponens reasoning’ approach,

while S-Implications incorporate both inference rules.

Implication I(x,y) = Class
Godel 1, ifx<y R
I 9y, otherwise
Goguen 1, ifx<y R
Ip y/x, otherwise
Kleene-Dienes max (1 — x, ) S
Ixp
Reichenbach
1—x+xy S
Ir
Luka;lewmz min(1—x+1) | R+S
I

Table 4.2: Fuzzy implications and their classes (R-implications and S-implications).

This implication makes strong discrete choices and increases at most one of its outputs.
The Go6del implication increases the consequent whenever is smaller than the antecedent,
which, in turn, is never changed (Krieken et al., 2020). Moreover, as the derivative of the

negated antecedent is always o, it can never choose the modus tollens correction, as intended.

4.2.3 QUANTIFIERS INTERPRETATION

Another degree of freedom lies in the aggregation function used in universal quantifiers, for
which we choose the parametric 4,,.z(Badreddine et al., 2022). With this choice, universal
quantifiers are represented by the generalised mean w.r.t the error, or a smooth minimum,

that measures to what extent each value deviates from the ground truth. Given 7 truth-values
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al,...;anallin [0, 1],

dppislar, - an) =1 [ =S (1= ay (4.9)

where p can be seen as a hyper-parameter as it provides flexibility in formulating more or
less strict formulas, thereby accommodating or limiting the impact of outliers in data. The
intuition behind the choice of p lies in that the higher its value, the higher the importance
attributed to false truth values. It retrieves the arithmetic mean for p = 1, while the value for
the quantifier starts diminishing as 4, converges to the 77z operator when p increases. As
already stated before, universal quantifier plays a key role in our argument since it motivates
the use of fuzzy FOL to interpret a statistical quantity.

Logic Tensor Networks provide a gnarded quantifier, an extension of the universal quan-
tifier, to operate over a set of elements within a domain whose grounding meets a particular

condition:

(Vx : m(x)) p(x)

In this case, 72 embodies the condition, referred to as a mask, and G(m) corresponds to a
function returning a Boolean value for 72, meaning that ‘every x satisfying 72(x) also satisfies
@(x). In crisp and conventional FOL, this statement would be equivalent to Vx(m(x) —

@(x)), but in Real Logic, they may yield different outcomes (Badreddine et al., 2022).

4.2.4 ARCHITECTURE

The architecture of our approach is summarized in Figure 4.1. Predicate Cis the only that is

configured to be trainable since it represents the classification task. Its parameters are trained
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Terms : Predicates : Axioms

: : A
Features : Pri : PME
[ Race ‘ : G(Priv) G(Priv(z)) : Ie p=1
S G(z) Race(x) == White —] —
R Non-white
NN IO umriata))
Y White : :

Non-white

Figure 4.1: Conceptual representation of the elements of Real Logic and their role within
the proposed approach. Classification task and Fairness constraints are declared separately
through their respective axioms.

to jointly optimize the satisfiability of the facts in the training set (via Axiom 4.5) and the

fairness constraint specified by Axiom 4.7, whose compositional interpretation is also shown

in the figure.

4.3 REsuULTS oN STAaTISTICAL PARITY

This section collects the results of the experiments and aims at evaluating to what extent our
approach is able to optimise observational group fairness metrics derived from eq. 4.6 with-
out excessively yielding on accuracy. In particular we account for Statistical Parity Difference

and Disparate Impact

SPD=P{Y=1,d=a} —P{Y=14=10} (4.10)
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B P{Y=1,4=a}
CP{Y=1,4=14}

DI (4.11)

for all demographic groups 4, . Optimum values for SPD are close to zero while DI im-
plies equity for values close to one. Despite at first sight the two metrics may seem inter-
changeable, it is important to remark that one might be more suitable than the other de-
pending on the specific context: in applications where the rate of positive labels is extremely
low (e.g. fraud detection), minimising SPD is not an advisable choice since its value would
be indeed negligible ever for very diverse values of P{ Y=1} among groups.

Our mitigated model will be confronted with a baseline model implemented in LITN with
ho fairness constraint to verify the eventual drop in accuracy while optimising non-discrimination.
In addition, debiased results will be compared against SOTA in-processing approaches pro-
posed in the literature and metrics for accuracy, SPD and DI will be checked against.

The MLP that implements the grounding of the classification predicate
underlineC is composed of a two-layered feed-forward network with (100, 50) hidden neu-
rons, for all the datasets. Due to their statistical nature, observational group fairness measures
only make sense when calculated across samples containing a number of instances from both
the sensitive groups, we approximate group fairness metrics (SPD and DI) using batch train-
ing.

All the results presented in this work have been computed through the following settings
* Number of epochs: 500 for all the datasets.
* Validation: s-fold cross-validation.

* Optimizer: Adam with a fixed learning rate set to 0.001.
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* Inference: Threshold = o.5.
* Classification axiomatization weight: Fixed to 1.
* Fairness axiom: Unconditional fair axiom 4.7.

* Quantifier aggregation: p-mean error with a fixed p € {1,3,5,7} for all universal

aggregators in the knowledge base.
* Fuzzy implication: Each fuzzy operator from Table 4.2.

* Fairness axiomatization weight: Fixed values between 1 and 3. A value of 1 indicates
that the satisfiability of the fairness axioms has the same importance as the classification
axioms in the overall weighted computation of satisfiability. In contrast, a value of 3
means that the satisfiability of the fairness axioms has three times greater weight in the

learning process compared to classification.

Our model is trained and evaluated on three benchmark datasets used in the fairness do-

main (Mehrabi et al., 2019), available from the UCI ML-repository:

* Adult income dataset has 45,222 instances. The target variable indicates whether or
not income exceeds $50K per year based on census data, with gender as the protected

attribute.

* German credit risk dataset is composed by 1,000 entries and is meant to classify bad
credits based on a set of attributes encompassing demographic and financial informa-

tion, including gender, that is used as a protected attribute.
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Dataset - Protected Attribute

Metric Adult- Gender Compas-Race German - Gender

SPD 0.200 0.095 0.067
DI 0.362 0.805 0.907

Table 4.3: Inherent bias over the dataset under examination

* COMPAS dataset includes 7,918 records collecting demographics and criminal his-
tory to predict someone’s recidivism. Here, race is considered the protected attribute

- restricted to white and black defendants.

The inherent bias corresponding to different metrics computed on the three datasets is
reported in Table 4.3

We train our model to enforce the fairness clause formalised in Axiom 4.7, along with
the classification task expressed in Axiom 4.5. The weight associated with the classifier is
kept fixed, while we vary the weight of the fairness constraint: in principle, our approach
allows for a fine-grained control on the degree of fairness given that the fairness axiom can
be associated with a weight determining its relevance within the overall computation of the
satisfiability. Hence, we investigate how accuracy and bias metrics vary according to different
weights. We establish our baseline to be a plain classifier based on LTN, with no additional
constraints. Being our model optimised on the probabilistic formulation of statistical parity
and not on the associated metrics, we are interested in evaluating fairness both in terms of
statistical parity difference and disparate impact.

In observing results, we wish to remark that enforcing fairness principles like statistical par-
ity, which do not condition on the true target label, cannot reach perfect accuracy even with

aperfect model since in that case, one would retrieve the inherent fairness level. Therefore, in

75



= Accuracy
= SPD
= DI

1 15 2 25 3
Axiom weight

Figure 4.2: Mitigation results on Adult Income Dataset with G6del interpretationand p = 1

these cases, there needs to be a trade-off between fairness and accuracy, which shall be taken
into account while analysing the results from the mitigation. We perform a thorough analysis
of the Adult dataset as it has a stronger inherited bias and represents the most interesting sce-
nario to evaluate in terms of room for fairness improvements. For the remaining dataset, we
report performance and fairness metrics for the optimal parameter configuration, deferring
further analysis to the next Section. According to what emerges from Figure 4.2, increasing
fairness axiom weight does have an impact both on SPD and D], simultaneously, that reach
almost perfect equality for weights close to 2.7. Despite the inherent bias of the Adult dataset
being rather severe and one would expect a significant drop in accuracy as a result of the mit-
igation, the plot shows that accuracy remains relatively stable. This reveals a highly efficient
optimization process: to equalise statistical parity, a significant number of predictions shall
be changed, increasing the rate of positive predictions among the unprivileged group. If this
relevant adjustment merely impacts accuracy, the model is mainly changing predictions to
individuals that were incorrectly classified in the first place and that most likely were assigned

a predicted probability close to the decision boundary.

76



== DI = = Accuracy

p=3 p=5

-

1 1.5 2 2.5 31 1.5 2 2.5 31 1.5 2 25 3

Axiom weight

Figure 4.3: Different optimization curves for increasing value of parameter p of the universal
quantifier, as a function of the fairness axiom weight. Optimal results are achieved for 4z
converging to arithmetic mean

Despite the architectural optimization of the network and its parameters falling outside
the scope of this paper, it is noteworthy to remark that this tuning has not resulted in sig-
nificant improvements in model outcomes in terms of accuracy. Indeed, the satisfiability
of logical clauses - and consequently the learning process - strongly depends on the choice
of the operators approximating the connectives and quantifiers. Taking into account that
some first-order fuzzy semantics are better suited for gradient-descent optimization, the best-
performing implementation for conjunction uses the product t-norm 7 with its dual t-
conorm Sp for disjunction, together with standard negation .

We also evaluate the impact of parameter p used in the 4,5,z interpretation of the universal
quantifier (see eq.4.9). In a learning setting, assigning an excessively high value to p may lead
to a “single-passing” operator that overly focuses on outliers at each step. This can result in
gradients overfitting one input at that step, which may adversely affect the training of other
inputs. This can be experimentally observed in Figure 4.3 where we observe values of DI

and accuracy for different values of p. Lastly, another crucial aspect influencing the training
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Axiom weight

Goguen Kleene Dienes
08 =====- N e R
~
0.6 s
0.4 -
0.2

1 1.5 2 25 3 1 1.5 2 25 3
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Figure 4.4: Disparate Impact and Accuracy for different implication interpretations as a
function of fairness axiom weight. For both metrics, the higher corresponds to the better.

procedure involves the choice of implication operator, as thoroughly discussed above: in con-
trast to what reported in other contexts, we observe, that Godel represents the optimal choice
concerning the implication operator. Lukasiewicz and Reichenbach interpretations are able
to reach similar Disparate Impact although slightly decreasing accuracy, while Goguen and
Kleene-Dienes fail at reaching an appropriate debiasing, and will be no longer considered in
further experiments.

Wrapping up, the parameters’ space spans three dimensions: fairness axiom weight, impli-

cation operator and universal quantifier’s exponent p. Table 4.4 reports accuracy and fairness
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Accuracy DI SPD
mitig  baseline mitig baseline mitig baseline
Adult 0.823 0.805 0.949 0362 0.0I12 0.200
COMPAS o0.643 0.631 0.957 0.805 0.020 0.095
German 0.699 0.675 0.966 0.907 0.021 0.067

Table 4.4: Fairness metrics and accuracy on diverse dataset, choosing p = 1 and Godel impli-
cation interpretation and selecting the weight that leads to the best value in term of fairness
metric

metrics for all the dataset under consideration, for the optimal configuration identified by
p = land Godel implication operator, while the optimal value for w varies according to the
dataset. Results collected so far provide a positive answer to the research question

On each dataset, our approach is able to perform a mitigation that is close to complete de-
bias, no matter the magnitude of the initial inherited bias. On mitigated predictions, the loss
in accuracy is negligible, and in some cases performance increases. A possible explanation for
this phenomenon is that the baseline model is keen on overfitting and the fairness enforce-
ment act as a regulariser. It is necessary to take into account that neural-symbolic integration

models offer way different advantages rather than a mere accuracy optimization.

RQ4 - CAN LOGIC TENSOR NETWORKS CORRECTLY OPTIMISE FOR FAIRNESS

WITHOUT EXCESSIVELY LOOSING ON CLASSIFICATION ACCURACY?

4.3.1 COMPARATIVE RESULTS

In this section, we wish to compare our experiments with the results obtained by similar ap-

proaches that have been introduced in Section 2.3. Instead of reproducing each model, we
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Accuracy for SPD < 0.05 Accuracy for DI > 0.95
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FEL FNNC FFtree Madras Zemel Edwards FEL FNNC FFtree Zafar Feldman Goh

Figure 4.5: Comparative results, FEL refers to the proposed approach of Fairness Encoding
in LTN. Concerning our framework, we chose the best accuracy that satisfies the imposed

threshold

directly report the results from the original papers *. It is noteworthy that prior studies differ
from our approach in that they do not explicitly enforce SPD and DI jointly, whereas they
separately formulate different optimizations. Our model, in fact, reaches the best values for
the two metrics for the same input parameters and configuration, as evident from Figure 4.2.
Furthermore, literature has often focused on reporting accuracy for DI > 0.8, not taking into
account that inherited bias in COMPAS and German dataset already satisfy this condition,
which is likely to be replicated by a non-mitigated model. Instead, in Figure 4.5 we report re-
sults at a higher threshold to better capture the behavior of our model and show it can reach
way higher fairness values, much closer to perfect equality.

In comparing results, we choose the thresholds for SPD to be o.05, higher than what re-
ported in other works, in order to include all the approaches under consideration. This does
not affect the soundness of the comparison since the chosen value is itself very close to the

reachable minimum. Similarly, we deviate from the convention of evaluating accuracy for

*Performances from the model from Zafar et al. (2017) and Hardt et al. (2016) are taken from the work by
Donini et al. (2018) through the officially released code
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DI > 0.8 since, as discussed above, we consider it a too-mild requirement.
As evinced by Figure 4.5, when evaluated on Adult dataset, our approach of Fairness En-
coding in LTN (FEL) is outperformed uniquely by FNNC (Padala & Gujar, 2020) in both

metrics but is able to keep accuracy higher than any other model taken into consideration.
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Generalising to different

fairness definitions

PERHAPS one of the most convenient features of applying Logic Tensor Networks to the fair-

ness domain lies in that, atlest in principle, it can encompass diverse constraints formalisation
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as it does not require a direct edit of the loss function. This section aims at answering

RQS5 - CAN OUR APPROACH BE GENERALISED TO DIFFERENT NOTIONS OF

FAIRNESS?

We will be assessing whether one can declaratively account for a fairness definition that
falls within the separation principle, namely in the class that equalises error rate among pro-
tected group. Indeed, this represent a test bench: conditioning on the ground truth adds
new degrees of interplay among variables. The introduction of further connectives results
in numerous fragments whose single satisfiability must conciliate with the more ambitious
overall task.

Let us start by recalling Equal Opportunity that requires an equal predicted positive rate

among groups:

PY=1|d=a,Y=1)=PY=1|Ad=5bY=1),

Va, be A, (5.1)

that becomes

Vx((Priv(x) APositivelnstance(x)) — C(x)) <— Vx((Unpriv(x)\Positivelnstance(x)) — C(x))

(5-2)

The first-order logic formalisation highlights the utmost role of compositionality: despite

a verbose appearance, eq. 5.2 only differs from 4.7 by an and connective on both sides that
considers the conditioning on the true target label. Here, the flow of truth value is first com-

puted on inner components (e.g. Priv(x)) and recursively calculated at outer layers, up to
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Figure s.1: Equal Opportunity and accuracy as a function of axiom weight, each subplot
refers to different implication interpretations

the double implication. Note that we will be measuring Equal Opportunity in terms of the
difference between sides of eq. 5.1, hence the smaller, the better.

First, we run experiments on the Adult dataset and we measure accuracy and Equal Op-
portunity difference for different clause weights assigned to the fairness task. The architec-
ture and premises are completely analogous to what illustrated in Section 4.3, and we test the
three implication interpretations: Godel, Reichenbach and Eukasiewicz. Figure 5.1 depicts
that again, the model is capable of effectively carry out a debiasing — difterence close to zero
for Godel and Reichenbach — while preserving the accuracy. Note that, in the context of sep-
aration principle, the situation does not necessarily demand for a trade-oft between fairness
and accuracy.

Here again, it is evident that, given a fixed number of training epochs and namely not
adopting an early stopping strategy, there is a precise clause weight that represents the opti-
mum choice for obtaining the ultimate fairness measure. However, this situation deserved a
closer look and in particular Figure 5.2 depicts the behavior of the model for all implications

at different training epochs for incremental weight. We immediately note that an interesting
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Figure 5.2: Different implications on Adult dataset. The plots show how the models behave
during training for increasing fairness axiom weight represented by line colors, non-mitigated
models (assigned with a zero axiom weigh) highlighted in orange. Some of the weights that
were tested are omitted here to avoid overlapping curves and facilitate the reading
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pattern emerges in Godel: it is not that there exist just a single optimal weight for ensuring
high fairness but rather each weight has an optimal stopping point. Curves corresponding
to incremental clause weight show an evolution that is very alike but shifted to the left as the
weight increases. The same phenomenon can also be presented from a different perspective:
we plot the epoch that reaches the top fairness metric as a function of the axiom weight. On
the same plot but using a different scale, we report the value of predictive equality differ-
ence. Interestingly enough, for low weights, way less epochs are necessary to optimise the

task, reaching the same goal while reducing the time and resource waste.

500 ° Equal_opp

400

epochs

200 L 0.015

100

0.01

1.6 1.8 2

axiom_weight

Figure 5.3: Epochs needed to perfectly optimise Equal Opportunity as a function of clause
weight using G6del implication. Marker color represent the fairness metric, although colors
appear different, note that the range is extremely tiny

The remaining implications instead, do reach an asymptotic behavior and are far less de-
pendent on the exact epoch one decide to stop the training. What the three operands have in
common lies in that for large weights, the model degenerates until it fails at reaching both fair-

ness and classification accuracy (light green lines). Allin all, if one sticks to mere performance
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Dataset Implication Accuracy Equal Opp
mitig  baseline mitig  baseline

Godel 0.816 0.813 0.0I3 0.134
Adult Reichenbach  0.840 0.813 o0.016 o0.134
Lukasiewicz© 0793 0.805 0.068 0.118
Godel 0.700 0.710 ©0.037  0.126
German Reichenbach  0.703 o711 0.033 o.172
BFukasiewicz©  o0.710 0713  0.063  0.165

Godel™ 0.633 0.647 0.025 0.179
Compas Reichenbach™ 0.617 0.638 o0.029 o0.184

BFukasiewiczt  0.610 0.619 0.023 0.175

Table 5.1: Summary of results obtained on all the considered datasets and testing all implica-
tion interpretations. Experiment marked with * yielded significantly better results adopting
early stopping.

at the end of training, Table A.1 wraps up quantitative results, where mitigated models are
compared to baseline: they both share same architecture and parameters, and differ in that
the latter only accounts for classification, namely the weight associated to the fairness axiom
is set to zero. Note that, and it not a mistake, in 4dult dataset the baseline model that only
accounts for classification reaches, to the third decimal, the exact same accuracy and Equal
Opportunity regardless of the implication being used.

Let us now compare our model with state-of-the-art approaches that accounts for Equal
Opportunity, as wrapped up in Table 2.2 of Section 2 and we report the results in Figure
5.4. Once again, our model equals and often outperforms similar approaches presented in
literature on the most common dataset used in the field and, to the best of our knowledge,
no other framework reaches better results than the one we propose.

To conclude the analysis, we evaluate different implication and weight choices on the two

dataset of COMPAS and German. On the first, the behavior at training time as well as the
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Accuracy for Eq_Opp < 0.05

0.9
0.8
0.7
06
0.5
0.4
0.3
0.2
0.1
0

0.84 0.83 0.84

0.78 0.77

Accuracy

FEL FFtree Madras  Zafar Donini Quadrianto

Figure 5.4: Comparative results, FEL refers to the proposed approach of Fairness Encoding
in LTN.

final results mirrors what happened on Adult. However, on German dataset, despite improv-
ing on the baseline, the model exhibit a noisy behavior with large variance among different
folds of the validation procedure most likely due to the much much smaller number of train-

ing (and validation) instances composing the dataset.

0.4
—Eq_Opp
0.3 —SPD
0.2
0.1
0
0 100 200 300 400 500

epochs

Figure 5.5: Measuring statistical parity difference while optimising for Equal opportunity,
Adult dataset with Godel implication.

The last analysis aims at checking what happens to statistical parity difference while op-
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timising Equal Opportunity, to verify that the model is doing its duty on a specific metric.
Results are reported in Figure 5.5 and we observe that the algorithm is indeed considering
the correct constraints and discards statistical parity since it has not been instructed to take it
into account in this settings.

Experimental evidence leads to the following points:

* With a light edit of the declarative axiomatization, it is possible to quick switch from

a fairness notion to another

* The optimization process does reach parity in pretty all scenarios though in some cases

early stopping significantly improved results

* Concerning the implications, Gédel is capable of optimising fairness nearly for all ax-
iom weights, provided that one accounts for early stopping or, conversely, lets the
model run for a sufficient number of epochs. Reichenbach and Eukasiewicz on the
contrary, exhibit a rather stable behavior and here axiom weight plays a crucial role on
the fairness metric, since there is a tiny range of weights that can optimise fairness, no
matter the number of training epochs. Nonetheless, although stabilised with time,

early stopping proved to be beneficial even selecting the optimal weight.

* The model considers the right fairness axiom that was declared initially, discarding

other notions that were not part of this exact experiment

Allin all, we can argue that Logic Tensor Networks is a poweful tool for enforcing fairness,
the value of its compositionality features in enhanced by effectiveness of results and perfor-
mance, paving the way to extend the application to other notions or even unseen definitions

whose need might emerge from specific domain or use cases.
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Discussion and future work

This work has collected and examined very diverse fairness notions and metrics that liter-
ature has proposed, in the attempt of disentangling their relationship and clarifying their
nature. After a brief review of neuro-symbolic state-of-the art, we proposed and explored
an approach that encodes fairness constraints in a binary classification setting, exploiting the

declarative power of first-order logic and its fuzzy implementation in Logic Tensor Networks,
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a neural-symbolic integration framework. We instill the fairness principle based on indepen-
dence and, to the best of our knowledge, present the first method that remains at a higher level
of abstraction and optimises on a satisfiability constraint rather than on a numerical metric.
We have proposed an argument to bridge the statistical formulation of constraint with its
correspondent first-order-logic axiomatization, leveraging on the fuzzy universal quantifier
operator whose interpretation resembles a mean of truth value over the domain instances.

In every setting and configuration, we concurrently reach the best values for demographic
parity difference and disparate impact, often at a small cost in terms of accuracy. We have also
observed that in some circumstance, the biased baseline model can even be outperformed in
terms of accuracy by a mitigated one, arguably because the fairness axiom acts as a regulari-
sation and prevents overfitting on the training data. we have demonstated that adherence to
non-discrimination constraint can be incrementally controlled by axiom weight, allowing to
achieve the required trade-off between fairness and accuracy. We have provided a theoretical
grounding of the choices in terms of universal quantifier and implication operator interpre-
tations, which are supported by experimental evidence and provide conclusive insights on
opportune choices to model fair classification with LI'N, regardless of the application do-
main.

Experimentally, we contrast our results to similar models presented in literature, often out-
performing state-of-the-art approaches, despite using a simple formalization of fairness with
interpretable semantics. While we focus here on two well-known quantitative definitions of
fairness, we have demonstrating to be able to effectively account for two out of the three main
families of group metrics, namely independence and separation. In fact, one could consider

using this framework and extending the axiomatisation to include equalised odds or predic-
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tive parity for instance.

Concerning the limitations, no relevant issues have emerged while carrying out the re-
search except perhaps the initial complexity of formalising statistical (or natural language)
notions into logic axioms, which might not be the average user’s cup of tea. However, once
this obstacle is overcome, no further code-level adjustments to the loss function are needed.
In addition, considering another generalised limitations of neuro-symbolic approaches that
are considered somehow less trainable on data, we did not experience significant faults in this
direction.

To conclude, further research might point the direction of exploring a different NSI frame-
work, like LyRICS for instance, or to explore a learnable grounding for a fair representation

of instances.
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Additional information

This appendix contains further evidence from the experiments, in particular it shows details

about the 5-fold cross-validation and takes into account the variance, in addition to the mean.
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Dataset Implication Accuracy Equal Opp
mitig baseline mitig baseline
Godel 0.816 £ 0.004 0.813 £0.003 0.013 +0.0I1 0.134 £ 0.028
Adult Reichenbach  0.840 + 0.002 0.813 +0.003 0.016 +0.012 0.134 F 0.028
Lukasiewicz®  0.793 = 0.005 0.805 +0.003 0.068 +0.020 0.118 = 0.022
Godel ™ 0.700 £ 0.022 0.710t0.031 0.037 £0.023 0.126 t 0.043
German Reichenbach 0.703 £0.026 0.711 £0.034 0.033 £0.028 o.172£0.119
BFukasiewicz©  o0.710 £ 0.030 0.713 0.035 0.063 = 0.025 0.165 & 0.065
Godel™ 0.633 £ 0.006 0.647 £0.007 o0.025 to0.025 0.179+ 0.022
Compas Reichenbach™  0.617 £ 0.007 0.638 = 0.006 0.029 +0.023 0.184 % 0.027
Bukasiewiczt  0.610 +0.007 0.619 0.008 0.023 *0.012 0.175 *0.017

Table A.1: Summary of results for Equality of Opportunity obtained on all the considered
datasets and testing all implication interpretations with evidence of the standard deviation.
Experiment marked with + yielded significantly better results adopting early stopping.
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