RESEARCH ARTICLE | JUNE 11 2020

The quantum future of microscopy: Wave function
engineering of electrons, ions, and nuclei

I. Madan ® ; G. M. Vanacore; S. Gargiulo; T. LaGrange; F. Carbone & ©

’ @ Check for updates ‘

Appl. Phys. Lett. 116, 230502 (2020)
https://doi.org/10.1063/1.5143008

A CrossMark
X A

View Export
Online  Citation

2]
-
Q
)
e
()
—
/2]
O
2]
>
=
Q.
o
D
Qo
Q.
<<

8€:G2'v | ¥20T Yoten zz

Boost Your Optics and

MWWW Photonics Measurements
e i ‘AH‘“

f J |
N4 Zurich : - f\@ m . o e |
AlIP N\ Instruments (& 2 2 2 232339 |

é‘ Publishing Boxcar Averager



https://pubs.aip.org/aip/apl/article/116/23/230502/38507/The-quantum-future-of-microscopy-Wave-function
https://pubs.aip.org/aip/apl/article/116/23/230502/38507/The-quantum-future-of-microscopy-Wave-function?pdfCoverIconEvent=cite
https://pubs.aip.org/aip/apl/article/116/23/230502/38507/The-quantum-future-of-microscopy-Wave-function?pdfCoverIconEvent=crossmark
javascript:;
https://orcid.org/0000-0002-0137-8537
javascript:;
javascript:;
javascript:;
javascript:;
https://orcid.org/0000-0001-7854-6167
https://crossmark.crossref.org/dialog/?doi=10.1063/1.5143008&domain=pdf&date_stamp=2020-06-11
https://doi.org/10.1063/1.5143008
https://servedbyadbutler.com/redirect.spark?MID=176720&plid=2314480&setID=592934&channelID=0&CID=850271&banID=521689171&PID=0&textadID=0&tc=1&scheduleID=2233963&adSize=1640x440&data_keys=%7B%22%22%3A%22%22%7D&matches=%5B%22inurl%3A%5C%2Fapl%22%5D&mt=1711117538222562&spr=1&referrer=http%3A%2F%2Fpubs.aip.org%2Faip%2Fapl%2Farticle-pdf%2Fdoi%2F10.1063%2F1.5143008%2F13240730%2F230502_1_online.pdf&hc=03f38db4d618232e0b92f0467a8fdc179cf0d777&location=

scitation.org/journal/apl

Applied Physics Letters PERSPECTIVE

The quantum future of microscopy: Wave function
engineering of electrons, ions, and nuclei

Cite as: Appl. Phys. Lett. 116, 230502 (2020); doi: 10.1063/1.5143008 @ 1 @
Submitted: 19 December 2019 - Accepted: 29 May 2020 - r—1
published online: 'I'I June 2020 View Online Export Citatior CrossMark
I. Madan, (%) G. M. Vanacore, S. Gargiulo, T. LaGrange, and F. Carbone®

AFFILIATIONS

Laboratory for Ultrafast Microscopy and Electron Scattering (LUMES), Institute of Physics (IPhys), Ecole Polytechnique Federale de
Lausanne (EPFL), Lausanne 1015 CH, Switzerland

2 Author to whom correspondence should be addressed: fabrizio.carbone@epfl.ch

ABSTRACT

The ability to manipulate particles has always been a fundamental aspect for developing and improving scattering and microscopy
techniques used for material investigations. So far, microscopy applications have mostly relied on a classical treatment of the electron-matter
interaction. However, exploiting a particle’s quantum nature can reveal novel information not accessible with conventional schemes. Here,
after describing recent methods for coherent wave function engineering, we discuss how quantum manipulation of electrons, He ions, and
nuclei can be used to implement low-dose imaging methods, to explore correlated quantum state dynamics in condensed matter, and to
modulate nuclear reactions for energy-related applications and gamma-ray lasers.

© 2020 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/1.5143008

Transmission electron microscopy (TEM) established itself as a
versatile technique for material science,’ optoelec’[ronics,2 condensed
matter,” and biophysics.” In this broad scope of disciplines, TEM techni-
ques have been used predominantly to extract classical or semi-classical
information about the samples—atomic positions, sample orientation,
morphology, and composition, together with the spatial distribution of
excitations via energy-filtered TEM or cathodoluminescence. In recent
years, new methods exploiting the quantum nature of electrons
emerged, offering interesting developments of TEM techniques, as well
as some unexpected perspectives. In this Letter, we comment on new
methods that we find particularly fascinating and propose a few poten-
tially disruptive applications.

The quantum mechanical approaches to electron microscopy can
be subjectively divided into three broad categories: (1) experiments
based on interference effects, (2) experiments based on the
longitudinal-phase modulation of the electron wave function, and (3)
experiments based on the transverse-phase modification of the elec-
tron wave function. In the first half of this perspective, we illustrate
experiments from each category and theorize on future applications.
In the second half, we consider how the concepts emerged from TEM
experiments can be applied beyond conventional electron microscopy,
with a particular focus on beams of composite particles, such as neu-
trons, protons, and atomic nuclei.

In the first topic, we discuss the latest concerted efforts in imple-
menting  interaction-free measurements for dose reduction

experiments. This concept was envisioned primarily in the context of
imaging the three-dimensional (3D) structure of biological molecules
in close-to-natural environments without extensive sample prepara-
tion that can perturb molecular structures, for which TEM has been
revolutionarily useful in the latest years.” In particular, the develop-
ment of cryo-EM has allowed scientists to address individual proteins
in aqueous surroundings,”” defining our understanding of how geom-
etry affects biological functions and allowing a deep understanding of
how our body works on the molecular level.” Conceptually, the next
big leap would be an observation of the real-time dynamics of
molecules in their biological processes.” "' In condensed matter and
material science, such advances already emerged, in which observing
in direct space and real-time atomic motions,”'” charge,” and spin
dynamics'* are a reality. The main obstacle for biological imaging,
even in static observations, is radiation damage. As molecules com-
prise very light atoms that are not confined in a rigid crystalline struc-
ture, they can sustain small irradiating electron doses."” Overcoming
this limitation has been inspirational for new approaches, with new
experimental,'®'® instrumental,"” ** computational,” *® and concep-
tual’”* schemes proposed.

A particularly interesting and disruptive concept in this context is
the so-called interaction-free measurement, often referred to as the
quantum electron microscope, which takes advantage of the quantum
nature of electrons.” This approach is based on the Elitzur-Vaidman™
thought experiment, which hypothesizes a detection of an object
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without ever looking at it. The concept is explained in Fig. 1. The setup is
a simple Mach-Zehnder interferometer, with 50/50 beam splitters BS1
and BS2, and two detectors D1 and D2. The arms of the interferometer
are set in a way that the beam (of electrons or photons) interferes con-
structively on the detector D1 and destructively on detector D2. If an opa-
que object is entirely inserted in one of the two arms, there will be a 1/4
chance that the detector D2 will detect a photon (or an electron). In this
way, the object can be detected without ever interacting with it.

The apparent limitation of this approach is that the efficiency of
the measurements would be at most 50%.” This limit can be over-
come by the repeated interrogation of the region and properly adjust-
ing the reflectivity of the beam splitter.”” One possible implementation
of this principle is shown in Fig. 1(c). Horizontally polarized photon is
injected into the ring resonator with a waveplate and an interferome-
ter. After the waveplate, the polarization cube reflects the vertical
polarization into the object arm (dashed line). If no object is present,
after N circulations, the polarization would be rotated to vertical and
remain horizontal on the contrary case. In this set-up, the absorbed
dose is proportional to the inverse of the number of interrogations.
The key for understanding this apparent paradox is to note that the
total dose (or probability of photon absorption) after N interrogations
is the sum of the square of the wave function amplitude >~V > while
the probability of the photon detection in either case is the square of

2
the sum of the wave function amplitude (lev 1\%) . Alternatively, this

can be thought of as a variation of the discrete Quantum Zeno effect,
where sufficiently frequent interrogation of the system prevents it
from decaying.”’ The efficiency above 50% was observed for optical
systems, proving the viability of the concept.”’ These concepts were
successfully applied for dose-reduced imaging™* and suggested for
quantum cryptography.”

It is conceptually plausible that a similar approach can be realized
for electron microscopy, giving an invaluable tool for dose-dependent
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measurements and single electron counting experiments.’® Despite
technical limitations, this and similar concepts’ are currently in devel-
opment, and their feasibility will be tested in the coming years. Besides
interaction-free measurements, other quantum imaging techniques in
optics will find their analogs in electron microscopy, such as quantum
ghost imaging,”” quantum illumination,” or delayed-choice
measurements.”’

The described approach for low-dose imaging applications is
based on real-space interference effects and requires no modification
of the phase profile of the free-electron wave function. Other quantum
phenomena in electron microscopy involve the active engineering of
an electron’s wave function employing phase plates or laser-based
modulators. We first consider a longitudinal-phase modulation, which
has already been proven useful for condensed matter applications.”" *°
For observing quantum effects, such modulations have to be faster
than the electron coherence time and thus faster than few tens of fem-
toseconds.”” For this reason, such schemes are only implemented via
the use of high-intensity ultrafast laser sources. Several recent experi-
mental works have demonstrated that laser pulses can indeed modu-
late the longitudinal phase of an electron wave packet. Such a process
can be viewed more intuitively in the energy domain as a coherent
emission and absorption of photons by the electrons,” ***** similar
to Rabi oscillations on a quantum ladder having infinite levels (Fig. 2).

This method brings several capabilities to electron microscopy.
One phenomenon is the dispersive reshaping of the electron density
into trains of attosecond pulses that can be used for attosecond elec-
tron microscopy and diffraction.””** > Another is a quantum holog-
raphy method based on the coherent interaction of the electron with
multiple laser pulses.”” This was recently implemented in our labora-
tory and applied to the dynamical observation of a nanoconfined elec-
tromagnetic field."’

The fundamental principle of this holographic approach lies in
the possibility of using light to modulate the phase of an electron wave
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FIG. 1. Elitzur—Vaidman experiment as a basis for interaction-free measurements. (a) A device without an object. Mach-Zehnder interferometer is adjusted in a way that the
incident wave (electron or photon) makes a constructive interference pattern on detector D1 and destructive inference pattern on detector D2. (b) The device with an object.
The object is opaque. The photon goes to Mirror M1 with a 50% probability, and thus detector D2 has a 25% probability of detecting the presence of the object. (c) A setup for
multiple interrogations of the object suggested in Ref. 31. The optical pulse is injected in the ring resonator from the bottom left corner. The waveplate rotates the polarization
at each pass, with polarizing cube sending 1/N? of intensity into Objects arm. If no object is present, the polarization rotates to Vertical after N rounds. In contrast, if the Object

is present, the polarization will remain Horizontal.
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FIG. 2. (a) Principle of Ramsey holography applied to the spectroscopy of many-body states in solids: the different modes involved in a many-body state responsible for the
inelastic interaction with the electrons will manipulate the electron wave function according to their spatial and temporal evolution, redistributing the electron wave function in
energy and space. Such a modulation can be detected in the imaging plane of a transmission electron microscopy via energy-filtered electron microscopy (EFTEM), retrieving
information on the different states and their mutual coherence at once. (b) An example of a holographic image of plasmon polaritons excited in the Ag/Si3N4 planar structure
(scale bar 2 um). (c) The vertically integrated intensity of the region of interest in panel (b), showing characteristic beatings (background removed). (d) Fourier transform of (c),
showing two polariton modes corresponding to polaritons on Ag/SisN, and Ag/vacuum interfaces.

function. Indeed, since the optical profile can be directly imprinted
onto the electron phase profile, the modulation by two optical pulses
add up coherently. That is, if the two pulses are of the same amplitude
and are in the antiphase, the modulation can even be canceled. Since a
longitudinal modulation is associated with an energy splitting, one can
judge the relative phase and amplitudes of two optical pulses by mea-
suring the velocity distribution spectrum of the electrons.

In Fig. 2, we present a schematic of this technique in a TEM and
its potential application to condensed matter spectroscopy. First, an
electron pulse is made to interact with a spatially homogeneous refer-
ence field—a laser pulse reflected from an electron-transparent light-
mirror.” This first interaction modulates the longitudinal phase of the
electron and, therefore, its energy spectrum. The second optical pulse
excites various modes in the material (phonons, excitons, plasmons,
etc.). The interaction of the phase-shaped electron with these modes
will re-modulate the phase of the electrons further. Thus, such addi-
tional modulations will be reflected in a variation of the electron
energy spectrum after the specimen. By scanning through the phase-
shift between the two pulses, the wave function can be entirely recon-
structed, yielding information about the amplitude and the phase of
the interaction to be tested.*®

The laser and the excitation fields can overlap in space, but, in
general, they can be entirely spatially separated. For example, in
Figs. 2(b)-2(d), we study two plasmon polariton modes existing on
the opposite sides of the silver film at the interfaces with vacuum and
dielectric substrate Si3N4, respectively. While the first plasmon inter-
feres with the reference field in real space, the second is well screened
by a 50 nm Ag film. A more intuitive way for understanding this holo-
graphic method is to view the reference and signal beams split in time
instead of space. Electrons serve as a propagating phase-sensitive
“photographic plate,” encountering first with the reference field and
then with the unknown signal to be measured.

Besides the longitudinal phase modulation, also the transverse
electron phase profile can be efficiently structured. This can be

performed either using static phase plates,”*”” laser cavity phase
plates,”” or laser-induced nano-structured polariton modes.”
Specifically, in our laboratory, we have demonstrated that a helical
phase distribution can be imprinted on the electron wave packet by
employing chiral plasmons carrying orbital angular momentum
(OAM), thus generating an ultrafast vortex electron beam.”” Due
to the high degree of tunability of the driving optical field, the
prominent feature of our approach is the ability to dynamically
control the vortex beam structure on the attosecond time scale.
Such a vortex dynamic control can allow for investigating nano-
scale ultrafast processes in which chirality plays a significant role.
Chirality is a crucial quantum concept in modern physics, espe-
cially in the context of topological materials whose properties are
defined by spin-orbit coupling, time-reversal, crystalline, and par-
ticle-hole symmetries. As theoretically envisioned by Haldane,”
the breaking of one or several of these symmetries prompts a sub-
stantial modification of the electronic structure and a radical
change of the underlying order. As such, intriguing chiral phenom-
ena can be directly imaged using the holographic approach
described above when adopting ultrafast vortex electrons.

For example, time-reversal symmetry can be broken by photoex-
citation with circularly polarized light, forming photon-dressed bands
(Floquet bands).”” When a pair of dressed bands hybridizes, each
acquiring a non-trivial winding number, new protected edge modes
can appear. For instance, edge plasmon polaritons can form in two
branches with different velocities propagating along the opposite
directions. Thus, a new class of collective electron modes with a chiral
symmetry (Berry plasmons) could emerge.””” These types of pro-
cesses would be particularly relevant in 3D magnetic semiconductors,
where the magnetically controlled Berry curvature could be able to
modify the propagation direction of such surface plasmons, creating a
direct link between spintronic and plasmonic properties. Another class
of materials with strong chiral properties is hexagonal materials with
broken space-inversion symmetry where chiral phonons®’ have been
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predicted as a possible handle for controlling inter-valley scattering in
valleytronics applications.”'

The selectivity of chiral interactions involving OAM electrons
can be used not only for imaging applications but also to trigger or
enhance chiral processes. An intriguing example for energy applica-
tions is the recently observed process of nuclear excitation by electron
capture (NEEC).”” NEEC is a resonant process in which the capture of
a free electron by an ion results in the resonant excitation of a nucleus,
provided that the kinetic energy of the electron, Ej, equals the differ-
ence between the nuclear transition energy, E,, and the atomic binding
energy of the capture orbital, E, (ie., Ex = E, — Ep). Besides energy,
also the angular momentum must be conserved in the process. In par-
ticular, the total angular momentum change between the free and the
captured electron states must match the nuclear spin variation. Thus,
by providing electrons with a well-defined angular momentum, one
would be able to choose the particular subset of orbitals in which they
are captured, thus maximizing the efficiency of nuclear excitation per
incident electron.

Further improvement in the efficiency of NEEC detection can be
achieved in a variant of the process called NEECX,”** depicted in the
top part of Fig. 3. Here, the capture does not occur in the electronic
ground state but rather in an excited orbital. Because of this, the inter-
nal conversion (IC) channel of nuclear deexcitation is partially
blocked, and deexcitation with gamma emission is more probable.
Furthermore, such excited decay channels are characterized by a wider
transition width compared to decay channels with fully occupied
ground state [Fig. 3(d)]. The transition width can increase from few
ueV to few meV, better matching the natural width of external
electron sources. For example, in the case of a bare 22U nucleus, the
capture in the 2 p; /, subshell exhibits an integrated NEECX cross sec-
tion, Syggcx, about three orders of magnitude larger than the one for a
non-excited atom.”’

Although electron microscopy applications inspired the concepts
discussed above, these concepts are generally applicable to beams of
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FIG. 3. In top panels, the nuclear excitation by the electron capture followed by a
fast X-ray emission is depicted. In (a), the electron capture in the L shell induces a
nuclear excitation (E), followed by an electron decay in the K shell with the emis-
sion of an X-ray photon after few femtoseconds (b). In (c), the nucleus slowly
decays through a gamma-ray emission to the ground state (GS), since IC is
blocked. Panel (d) describes how the presence of vacancies in lower shells, with
respect to the one where capture occurs, leads to an increase in the transition width
for NEECX. In NEEC, the electron capture leads only to the production of a
nuclear-excited state, while for NEECX, it leads to double (atomic and nuclear)
excited states.
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other massive composite particles in a variety of domains. In particu-
lar, for advanced microscopy, helium (He) ion microscopes and
pumped atom lasers are two recent technologies that hold interest.
The He ion microscopes discovered in 2006”° can be beneficial to
scanning electron microscopes (SEMs). In having a shorter de Broglie
wavelength (tens of femtometers), He ion beams in the SEM can be
focused to sub-nm probe sizes and provide a much-improved resolu-
tion on the dngstrom level. The stronger interaction with the sample
means that femtoampere ion beam currents can be used, mitigating
sample charging and, in some instances, beam-induced damage that
occurs with electrons.””*® As such, He ion microscopes have had the
most impact on the fields of soft matter and biomaterial imaging.
However, the proliferation of these microscopes to other research
fields has been limited due to cost-benefit reasons. As with conven-
tional electron microscopes, He ion guns can be made into pulsed
sources for ultrafast experiments, and similar advantages for imaging
and resolution can be gained by using pulsed He ions as a probe. The
larger interaction cross sections may also mean that lower numbers of
ions per pulse are required, reducing space—charge effects and provid-
ing a possible path to very high time resolution measurements.

Besides microscopy applications, engineering the wave function
of composite particles has been recently shown to provide insight into
sub-atomic phenomena. For instance, OAM-carrying neutrons would
exhibit a modified internal charge distribution that, in a scattering
experiment, could provide crucial insights into their internal arrange-
ment of quarks and gluons.””** Similarly, we have predicted that vor-
tex proton beams would exhibit an OAM-dependent density
distribution, which will reflect its spin-dependent intrinsic properties’
and may shed light on one of the long-standing open questions in sub-
atomic physics: the origin of the proton spin.

The wave function reshaping methods described above could
also be extended to atomic nuclei with intriguing consequences.
Kaminer ef al. have considered a compelling case,”” where they have
calculated that wave function engineering can extend the lifetime of
decaying particles, such as an unstable hydrogen isotope, or altering
other decay processes. In practical applications, a composite particle
wave function can be efficiently patterned via properly designed phase
plates.”’””” When imparting orbital angular momentum to an atom or
an ion,””" the inner charges/masses can redistribute in a doughnut
shape, similar to what happens in the case of neutrons’” and protons.”
The effect of such mass redistribution can be included in the theory
commonly used to describe nuclear excitations, the so-called liquid
drop model.”” In this framework, the nucleus is considered as a liquid
drop whose excitations are its characteristic deformation modes, also
called phonons in an analogy to structural vibrations in condensed
matter. The spectrum of these “vibrations” and their shape determines
the path and probability of the different decay processes. An axially
deformed Woods-Saxon potential is used for energy level calcula-
tions.”® Here, we solve the Schrodinger equation in spherical symme-
try,”” considering a modified Woods-Saxon potential that increases at
the center of the nucleus and allows us to mimic mass redistribution
(see the top panel in Fig. 4). The attractive potential leads to a signifi-
cant renormalization of the energy levels for both protons and neu-
trons. In Fig. 4, we show the modified potential and the relative proton
single particle energy states in the case of a double magic nucleus. It is
instructive to note that different levels shift in a non-uniform way,
potentially leading to a situation in which two close-lying nuclear
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FIG. 4. (Top) Proton energy levels as calculated using a spherical Woods—Saxon
potential. In the upper panel, a deformed potential is introduced to replicate the
modulation induced by the vortex. (Bottom left) Phase vortex modulation could be
imprinted on any de Broglie particle, as an electron (blue sphere) or an atom
(orange sphere), by a spiral phase plate (SPP). Here, the curved arrows and the
toroid symbolize that the particle is characterized by a defined orbital angular
momentum, as well as a particular amplitude distribution (i.e., Laguerre-Gaussian).
(Bottom right) Gamma-ray laser prototype where isomers are injected in a storage
ring. SPPs are distributed along the path in order to induce a vortex modulation
periodically.

levels would switch in energy between each other. An interesting
example is *>Mo, which could exhibit up to 10 orders of magnitude
faster decay if the 21/2+ and 17/2+ spin states are reversed.”®

The possibility to manipulate decay rates of nuclei via phase
modulation has far-reaching implications. For example, they can offer
new solutions for gamma-ray lasers, for which historically, it has been
challenging to reach the population inversion regime necessary to
amplify a seed beam.”” Various proposals and patents have been put
forward using isomers, ie., long-lived excited nuclei, as an active
medium to provide gamma-rays. Still, only a few well-selected cases of
isomers offered some perspective for reaching the population inver-
sion regime. Here, we propose that the ability to modify at will a
nuclear decay rate might be used for reaching population inversion in
a stream of isomers. A schematic of such a concept is depicted in
Fig. 4, lower panel. A beam of isomers is injected in a storage ring in
which a device to impart OAM is placed periodically. Upon crossing
such a device, a portion of the isomers will acquire OAM, while others
will continue the circulation, and some will decay to their ground state
through the usual channels. At the next OAM device, more isomers
acquire OAM and so on for the remaining OAM devices. New isomers

PERSPECTIVE scitation.org/journal/apl

are injected in the ring at a given rate. As more isomers acquire OAM,
their decay rate can slow down until the point where the presence of
excited isomers overcomes the inherent losses of the storage ring and
the low probability of direct excitation by the gamma-rays emitted by
the decaying isomers. In such a scenario, population inversion could
happen and yield a net amplification of a seed gamma-ray beam. As
discussed before, if switching between the two high-spin states of *>Mo
is possible, a subsequent fast depletion of the population can be trig-
gered even without the necessity of a seed. The initial coherence
required for the successful operation of the phase shaping devices can
be provided by isomeric atomic lasers, which have already been con-
sidered as candidates for gamma-ray lasers.””*' For the previously
considered schemes, we believe that the wave function reshaping
methods recently developed in the field of ultrafast electron micros-
copy will be an enabling technology for solving some of the long-
standing issues behind these technologies.

To conclude, the utilization of quantum methods in electron
microscopy based on interference effects and phase-manipulation of
an electron wave function will lead to many new directions that have
the potential of becoming independent research fields. The dose reduc-
tion approaches would be beneficial in biological applications, whereas
wave function engineering approaches have clear benefits for con-
densed matter problems. At the same time, these tools and approaches
can be applied as well to other matter-waves associated with composite
particles, bringing potentially revolutionizing technologies for high-
energy physics and energy domains.
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