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Abstract

Social media are pervasive in our daily lives. These platforms are gaining momentum thanks to
powerful artificial intelligence models. Serious negative consequences of social media have been
repeatedly highlighted in recent years, pointing at various threats to society and its more vulnerable
members, such as teenagers, in particular, ranging from much-discussed problems such as digital
addiction and polarization to manipulative influences of algorithms and further to more teenager-
specific issues.

The thesis proposes a collective well-being-oriented social media companion by examining the
background and context surrounding these issues, such as problems related to the AI-human value
alignment and how to deploy Educationally managed social media and well-being metrics that are
flexible enough to take into account specific needs and the coexistence of different stakeholders such
as educators and content creators.

The research includes agent-based simulations to examine the impact of content and people rec-
ommendation strategies on opinion dynamics and otherwise invisible network-based threats directly
into the user feed, such as polarisation and echo chambers.

A deep learning architecture based on a graph neural network for classifying tweets is introduced,
and a dataset annotation protocol that combines objective and subjective features to understand
factors affecting the potential misleadingness of images is proposed because methods for addressing
social media threats must support multimodal content too.

Overall, the results indicate that machine learning models can serve as detectors for labelling
content in the proposed companion and that there is room left for including additional types of
information (e.g. social media context) given the flexibility of the proposed architecture. The game-
based digital media literacy educational intervention inspired by the wisdom of crowds phenomenon
can increase the perception of social media’s influence on participants, so it fits educational needs.

This contribution is motivated by the desire to improve the impact of social media on society.
The presence of a trade-off between users’ rights and duties or freedom VS safety introduces ethical
issues that require the formulation of a comprehensive and shared view of the values of the social
media community, so more multidisciplinary work is still required.

Keywords: social media, recommender system, teenager, echo chamber, filter bubbles, educa-
tional activities, deep learning
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Chapter 1

Introduction

Digital platforms based on Web 2.0 [111], an umbrella term that refers to websites that emphasize
user-generated content 1 such as social media, nowadays dominate the information and enter-
tainment arena all around the world. Projections to 2027 2 reported in Figure 1.1 clearly show an
increase in the share of active users on these platforms.

Understanding the outcome of this collective participation and its effects on individual well-
being and welfare is crucial to derive consensus and extensive adoption of a policy framework. A
disruptive regulatory innovation [294] will be required in the following years to safeguard society
and exploit the benefits and positive aspects of social media for citizens, institutions and private
companies.

The first theme to consider in this regulatory framework is deeply intertwined with the business
model these platforms introduced. The so-called phenomenon of platformisation refers to the in-
creasing centralization of digital markets around a few dominant platforms. In Figure 1.3 the actors
involved in multi-sided platforms are depicted. Social media platforms like Facebook, Twitter, and
Instagram have become dominant players in the digital advertising market, with Google and Meta
controlling over half of the global digital advertising revenue in 2019. This concentration of market
power has led to concerns about the ability of these platforms to control access to information, and
undermine competition.

The dominance of a few large platforms has led to concerns about the lack of competition,
with smaller players struggling to compete and innovate in the digital advertising market. This
concentration of market power has also led to concerns about the ability of these platforms to
engage in anticompetitive practices, such as using their dominance to leverage into adjacent markets
or acquire potential rivals.

This aspect of the regulation must address these concerns by creating a level playing field for
competition, preventing anticompetitive practices, and promoting innovation. This could involve
measures such as imposing data interoperability requirements, promoting open standards, and man-
dating platform neutrality in their fee structure.

The second theme to consider is the role of social media as a public good. Social media platforms
have become important tools for communication, information sharing, and social interaction, with
many users relying on these platforms for access to news, public services, and social connections.

1A definition of web2.0 can be found here https://en.wikipedia.org/wiki/Web_2.0.
2Source: Statista.com https://www.statista.com/statistics/278414/number-of-worldwide-social-network-users/.
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However, the dominance of a few large platforms has led to concerns about the privatization of
public discourse and the lack of democratic accountability given also the recent diffusion of laws
that impose practices of business and algorithmic auditing.

A disruptive regulatory framework is needed to address these concerns by recognizing the public
value of social media and promoting public interest objectives. This could involve measures such
as mandating platforms to disclose their algorithms and decision-making processes, promoting user
data portability, and establishing public oversight mechanisms. At the moment, only Twitter open-
source its content Recommender systems 3. Moreover, the balance between public and private
interest should be balanced based on democratic decisions that must involve all the stakeholders.

In addition to the regulatory framework proposed above, it is worth exploring alternative models
for social media that prioritize social management and learning. The proposal of this thesis will
go in the direction of creating an educationally managed social media community where educators,
users, and all stakeholders have a voice and can actively transform social media into a learning
environment. By creating a social media that prioritizes education and community-building, it is
possible to harness the potential of social media to promote critical thinking, civic engagement, and
digital literacy. This proposal aligns with the public value proposition of social media as a tool for
social connection and collective action, while also addressing concerns about privacy, competition,
and democratic accountability.

Figure 1.1: Number of social media users worldwide from 2018 to 2027 (in billions). Source: statista.com

The shift in the communication paradigm, which characterizes social media platforms, described
by Baeza-Yates et a., [29], highlighted that people are theoretically free to connect directly with
others in this new era. They could publish whatever they wanted without intermediaries between
themselves and their (connected) peers as early as 1999. Traditional (such as radio, television and
newspaper) and new media (Digital platforms) information flows are depicted in Figure 1.2. It
points out the role of each user in his context, which can dramatically influence what information
he or his connected peers are exposed to.

This participatory aspect and the emphasis on user-generated content are critical components

3Check here: https://blog.twitter.com/engineering/en_us/topics/open-source/2023/
twitter-recommendation-algorithm, retrieved on April 7, 2023
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Chapter 1. Introduction

Figure 1.2: Left : traditional Unidirectional media information flow. Right : new media information flow
where everyone can directly expose or be exposed to information from connected peers across different
platforms.

of social media platforms. People can connect with each other by creating a network based on rela-
tionships and interests (collaborative or competitive). They can exchange multi-modal (including
text, images, and videos) information and user-generated content while giving explicit or implicit
feedback through likes, shares, clicks, and ratings. These characteristics make each user a self-
publisher, and these new platforms’ paradigms, also called "network as platforms", substitutes the
equivalent Web 1.0 on the web. In Table 1.1, some Web1.0 and Web2.0 counterpart examples are
reported.

Web1.0 Web2.0
mp3 Napster

Britannica Online Wikipedia
Ofoto Flickr

personal websites Blogging

Table 1.1: The Table reports some examples of Web1.0 services and their Web2.0 counterpart.

From an economic perspective, digital platforms are characterized by lower search and transaction
costs 4 [123], which has allowed them to become a leading business model. The platforms’ users (who
can be divided into one or more groups, called sides) are affected by direct and indirect network
effects, which means that users’ experience (and their utility in economics terminology) can be
affected simply by the number of participants. Moreover, the fee structure (eventually) applied to
each side can be non-neutral. This perspective highlights the relevance of taking a comprehensive
approach when evaluating the impact of multi-sided platforms and their algorithm engines, such as
social media. Wang et al., [424], fund at least two challenges for multi-sided platforms concerning
recommender systems:

1. Different, and potentially conflicting, utility functions for each side

2. in the case of heterogeneous item space, the classical recommender systems algorithms can

4Social media can reduce the transaction costs to exchange information with friends because they can reduce
information asymmetry while platforms like eBay or Amazon reduce the search costs, making it easier for buyers and
sellers to find each other.
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fail because recommended items are a collection of other recommendations (i.e. the current
Netflix recommender system)

Figure 1.3: Multi-Sided Platforms structure: different classes of users, characterized by diverse objectives
and needs, are served by the platforms. A typical example is Linkedin, the world’s leading professional
networking service, which currently runs a three-sided platform that connects individual users (professionals),
recruiters and advertisers.

The increasing rate of use of social media that, in most cases, is free to use was driven by the
lowering cost of multiple factors:

• Internet access

• Mobile devices

• Mining, storing, processing and analyzing data

The widespread adoption of smartphones allows everyone to overcome every geographical limit
and potentially interact with anyone with a smartphone and a connection. The so-called "big data"
is the Internet’s, mainly social media’s, most exciting by-product. A simple definition, based on
Mills et al., [266] is:

"[Big Data is] a term that describes large volumes of high velocity, complex and variable
data that require advanced techniques and technologies to enable the capture, storage,
distribution, management and analysis of the information".

The colossal volume (in terms of quantity of data), low veracity [189, 345] (intended as the
uncertainty included in the data), and also the low density of information underlying the data all
set tremendous challenges to developing automated technologies to process, analyze and support
strategic decisions efficiently. Still, they also create significant opportunities to generate profits for
those who control all the process phases.

This definition, and the current debate on the need for transparency 5, point out the leading
role of tech companies and urge a further understanding of social media’s overall effect on people’s
well-being.

There is no doubt that there are many positive effects of social media. However, in recent years,
some of its seriously negative implications have repeatedly been highlighted, such as its potential
threat to society and, more specifically, to its most vulnerable members, such as teenagers. These

5See for example the Wall Steet Journal investigation "Facebook Files" here https://www.wsj.com/articles/
the-facebook-files-11631713039, retrieved on April 7, 2023
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potential drawbacks range from digital addiction [18] and polarization [146] to the manipulative
influences of algorithms and teenager-specific issues (e.g. body stereotyping) [251].

A recent investigation by the Financial Times 6 can be helpful to summarize what is already clear:
everywhere you turn, adolescent mental health is in decline, and the turning point—give or take
a year or two—was in 2010, when smartphones went from being a luxury to being commonplace.
In [149] find that Depressive Affect (DA) scores rose after 2010, but increases in female Liberal
Adolescents were the most pronounced. Correlation is not causation, however, a growing body of
studies [15, 16] indicates that spending less time on social media is good for mental health.

User activity and the filtering process operated by intelligent platform components such as
recommender systems determine social media’s functioning and, therefore, the impact on both the
individual and social levels. Thus, users must understand both the role they and other users play
in these cybercommunities and social media algorithmic mechanisms. On the other hand, even
with increasing educational efforts on digital citizenship in schools and related contexts, it is not
realistic to expect that all users will reach a level of empathy and media literacy that will allow
for the disappearance of harmful content and behaviours from social media platforms. Even with
a high majority of educated users, it is essential to consider that recommender systems can distort
the perceived community structure in any domain, [48, 91] giving high visibility to toxic behaviour,
and that the overabundance of information delivered by social media can overload users’ cognitive
limits [337].

Finally, social media platforms should also favour and invest in resources to develop and deploy
machine learning algorithms that can manage the so-called AI and human value alignment problem,
which refers to the challenge of ensuring that the goals and values of artificial intelligence systems are
aligned with humans ones [136]. This issue is particularly relevant when it comes to recommender
systems [381], which are potent engines of information spreading that may reinforce existing biases
and perpetuate harmful stereotypes, leading to a lack of representation and the marginalization of
certain groups, thus promoting further polarization of opinions and the creation of echo chambers.
Therefore, if the platforms are not aimed at social good and the users’ well-being but at arbitrary
self-referential objectives (profit or profit-related metrics), they may negatively impact society by
overflowing users with toxic but engaging content released by malicious or uneducated actors and
expose users to severe and unnecessary emotional conditions, such as flames and cyberbullying,
against which education may not be enough.

1.1 Motivation

The advent of social media and the consequent abundance of data allows companies to train machine
learning-based models 7, (see 2.2 for a deeper discussion of the topic.) that learn based on billions
of examples and can provide personalized "information diets autonomously" based on user interests
and preferences to help surf the tremendous amount of news, photos, blogs and videos uploaded
each minute to find the required information and content or at the least, an item that will grasp

6Check Here: https://www.ft.com/content/0e2f6f8e-bb03-4fa7-8864-f48f576167d2 retrieve on April 7, 2023
7The term "Machine Learning" indicates a family of algorithms where machines indicate an algorithm that can

process examples of input-output couples and estimate parameters solely based on a list of examples reaching the
capabilities to generalize (the "Learning") a set of "rules" expressed through the model’s parameters that can infer
unseen examples after training.
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user’s attention and convert it into an interaction that can enrich user profile models or be decorated
with personalized advertising.

Social media core business relies on these algorithms that allow for auctioning off personalized ads
(tailored to users’ profiles to maximize their attention and likelihood of buying). Still, discriminatory
outcomes are present even in ads intended to be gender-neutral [225]. Threats can take shape on
different levels, such as content (fake news, hate-speech), dynamics factors such as an increasingly
polarized society and algorithmically induced ones that stem from the fact that these algorithms
try to maximise what is profitable for the company that trains them and this sometimes differs
from what would be considered optimal for a community 8. It is unclear how to balance the evident
effectiveness of artificial intelligence (AI) algorithms in specific tasks with a more comprehensive
and long-term-oriented evaluation strategy. This strategy should also consider the user’s current
state, cognitive limits and style and social and information context while trying to orient his or
her experience towards learning and well-being rather than the repeated consumption of items
or relationships. The relevance of the sociopolitical consequences of the impact of social media
increasingly clashes with the public interest: political actors have begun to question tech giants
since the Cambridge Analytica scandal that forever changed the sensitivity of public opinion 9

[191].
More specifically, on the user side, it is crucial to understand which factors are taken into

account by machine learning models. In particular, information filtering systems, because models
could prioritize explicit and deliberate feedback where there is a high degree of awareness of the
user, i.e. actions like following rather than unconscious factors (such as video view rate), will put
users more in control and give them the possibility to understand which types of feed-back influences
the system and how to interact with it actively.

Alongside the impact on society, there are also multiple key business issues: the credibility and
perception of social media companies and, more specifically, the algorithmic-driven consumption
that could be inefficient for both companies and users or other companies that buy services on the
platform. A system that recommends songs could reduce the diversity of content users listen to,
even if it increases short-term business metrics. On the contrary, it is interesting to point out that
crucial long-term metrics positively correlate with a diversified listening track record, as highlighted
by Anderson et. al [23].

Moreover, it is unfair to blame social media for contemporary society’s difficulties and challenges.
There have long since been clear indications that society was moving toward increasing partisanship.
What people see in social media is probably only the digital counterpart of a broader process.

Figure 1.4, taken from [25], depicts the increasing partisanship in the United States parliament,
expressed through the number of times that representatives gave the same vote, thus highlighting
the already clear signs that society is becoming more divisive.

To shape the influence of social media on society, and especially on teenagers, an educational

8Seattle Public Schools (SPS) sues social media firms over youth mental health crisis asserting the compa-
nies are substantially contributing to a youth mental health crisis. The 90-page lawsuit, filed in U.S. District
Court in Seattle, alleges the social media companies intentionally market, design and operate their platforms to
maximize engagement from young users for profit. Check here https://www.seattletimes.com/education-lab/
seattle-schools-sues-social-media-firms-over-youth-mental-health-crisis/, retrieved on April 7, 2023

9See the transcript of Meta Platforms, Inc. CEO, Mark Zuckerberg’s audition at the Senate’s Commerce and
Judiciary committees here, (retrieved on April 7, 2023) https://www.washingtonpost.com/news/the-switch/wp/
2018/04/10/transcript-of-mark-zuckerbergs-senate-hearing/.
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approach should be adopted to promote a safer and healthier digital environment characterized by
educationally and algorithmically defined learning strategies that can go beyond accuracy, including
AI, and also foster diversity and novelty in what and who is recommended to users [199]. In
conclusion, machine learning algorithms that are more aligned with human values can be beneficial
also for social media platforms because they can build trust and credibility with users. When users
understand how and why an AI system prompts a particular recommendation or action, they are
more likely to trust and accept it. This can lead to higher levels of engagement and satisfaction,
which can benefit the platform too.

1.2 Problem Statement

Digital platforms, mainly social media such as Facebook, Twitter, Instagram, and TikTok, are per-
vasive in people’s daily life, allowing users to connect, share information and content and participate
in online communities. At the same time, they are becoming the primary source of information and
entertainment tools used to maintain social networks and a key business stakeholder in all developed
and developing countries.

Social media are centred on user-generated content and interests. Machine learning models are
the main drivers of information diffusion: given the overwhelming amount of news, interactions and
items that are present online, the best pieces of information must be found, filtered, and ranked by
models to distil only the information that is considered relevant for each user in a personalized
manner. News (and content in general) and other users can be added to the ego network, providing
more opportunities to interact.

Recommender systems are algorithms that aim to predict users’ interests and provide person-
alized recommendations based on their past behaviour and preferences. These systems are used by
various online platforms, including e-commerce sites, streaming services, and news websites, to help
users discover new products, movies or articles they may be interested in. Recommender systems
have become essential for businesses looking to increase customer engagement and sales. They
can help surface relevant content and products that are more likely to interest-specific users. Such
algorithms can affect society in multiple and complex ways, from bias in the training data to the
interplay with cognitive and dynamic factors.

This thesis addresses the problem of modelling social media users and the threats they can be
exposed to on multiple levels with the goal of raising users’ awareness. Solutions that allow for
creating educationally managed social media communities have been developed through attempts
to identify the algorithms and dynamic components that can affect the collective well-being on
social media.

The goal is to implement these models into a virtual social media companion for teenagers
developed inside the COURAGE project, which is a multidisciplinary consortium 10.

Simulations were used when data availability was limited, and experiments were conducted with
real students. In particular, this thesis tries to answer the following questions:

• Which elements compose a social media companion for teenagers oriented toward collective
well-being?

10Source here: https://portal.volkswagenstiftung.de/search/projectDetails.do?siteLanguage=en&ref=
95563
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• What is the impact of directly experiencing the algorithm’s influence (in the decision-making
process) inside a digital literacy activity concerning the perceived influence of social media on
teenagers?

• How to model complex network and opinion dynamics that mimic specific social media fea-
tures, such as backfire and recommender systems, in a simulation environment?

• How to characterise misleading images without context while taking advantage of fact-checked
and annotated features?

1.3 Thesis Outline

This thesis examines social media threats that can arise from users, content and artificial intelligence
algorithms, focusing on mitigating biases and developing strategies and activities to reduce the
impact of threats and raise teenagers’ awareness. The thesis is composed of both theoretical (2, 3)
and empirical chapters (4, 5, 6,7).

The introduction has provided motivations, framed the research gap, and presented this work’s
structure and publication list.

The background and preliminaries chapter provides the needed preface and background
knowledge along with the basics of machine learning (presenting the most common problem set and
algorithms used to allow neural networks to learn), introducing the most common techniques to
provide recommendations (based on the interaction between users and items or on content similar-
ities).

The third chapter analyses users’ biases and potential threats of social media content and
recommender systems. Here is introduced the concept of collective well-being-oriented social media
inside a social media companion framework. The problems that should be considered to develop a
metric suited for this goal, concerning the AI-human value alignment problem and the presence of
multiple stakeholders that characterize the social media environment, are addressed.

The fourth chapter uses agent-based modelling to simulate social network dynamics and the
impact of different people and content recommender strategies in favouring the creation of echo
chambers and polarisation for a given opinion model. These experiments allow studying emerging
phenomena while controlling for multiple parameters which govern agents and recommenders.

The fifth chapter presents an interactive game-based digital media literacy activity designed
to raise student awareness of social media threats. The task here involved designing and measuring
the effectiveness of the educational intervention.

The sixth chapter explores the application of deep learning architecture to detect harmful
tweets. Here a model based on Graph Neural Networks and word embedding is used in a binary
classification task.

Finally, the seventh chapter conceptualizes objective and subjective features applied to images
with low or absent context, specifically designed for the context of visual misinformation. The
proposed conceptualisation has been tested in a pilot study with a sample of annotators. The
outcome of this process is an annotated dataset that can be used to perform different activities that
can help to understand users’ susceptibility to visual misinformation.
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Figure 1.4: Each node (dot) is a member of the parliament. Colours represent political affiliation, and
each edge is drawn if nodes agree above the Congress’ threshold value of votes. Source: Andris et al., [25]
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Chapter 2

Background and Preliminaries

In this chapter, a brief preface and background knowledge on the topics of machine learning (ML)
and recommender systems (RS) are introduced. Machine learning is defined, and its main categories
are discussed, including supervised, unsupervised, and reinforcement learning. The basics of rec-
ommender systems are then introduced, including the types of recommendation algorithms and the
challenges and limitations of these systems. The process of training and evaluating machine learning
models for various tasks is discussed. Overall, this chapter serves as a foundation for understanding
the basics of machine learning and recommender systems, which will be explored in greater depth
in subsequent chapters.

2.1 Social media are the modern Janus Bifrons

Over the past few years, social media marked a new beginning and have become the primary means
of information and social relationships. Drastic changes opened many new possibilities and opened
the space to pitfalls for users. Like the ancient roman god Janus Bifrons, the god of beginnings, and
transitions, that frequently symbolised changes such as the progress of past to future, social media
too could be represented by two opposite faces. One side tells us that social media can benefit
users in multiple ways. For example, improved relationship maintenance [115], reduced loneliness
[207, 348] but also giving access to tons of open access libraries, educational material, and news
broadcasters at an unseen low price. Moreover, digital platforms enable the aggregation and the
creation of communities of activists [35, 184] like during the Arab Spring in the early 2010s or the
more recent #TulsaFlop [35] during 2020 US presidential elections. Given the extensive adoption
by institutions and politicians, social media platforms are also the easiest way to access the public
sphere at a low cost because only a smartphone with internet access is needed.

Alongside these positive aspects and despite social media, companies are trying to enforce reg-
ulations to avoid drawbacks and re-align the long-term objectives with society taking initiatives
such as the adoption of IFCN (International Fact-Checking Network) certification for outsourced
fact-checkers provided by the Poynter Institute based on the application of the code of principles 1.

The other face points out the urgency to have a comprehensive understanding of the effects of
social media on society in the long term, especially for politics-related issues such as radicalisation.

1Read more about the Fact-checkers certification required for external sources which collaborate with Google and
Meta Platforms here https://www.ifcncodeofprinciples.poynter.org/know-more.
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The duality of Janus Bifrons, the guardian of transitions, reflects that social media platforms can be
seen as facilitators of change, connecting us to both the past and the future. However, it is essential
to acknowledge that social media platforms can also bring with them shadows and grey areas,
blurring the lines between the past and the future and raising questions about privacy, identity, and
the impact of technology on society.

Even if polarisation, a situation where hostile feeling for the opposite opinion or condition (i.e.
political leaning or race) [192], in contemporary society is a matter of fact and could also be found
in data (see figure 1.4), it is not clear if a recommender system (RS) can boost user radicalisation for
example on YouTube [182, 446]. An attempt to include also a depolarising aim in the recommender
has been proposed by Stray et al. [380], but more efforts from different fields are needed.

Moreover, creators too started asking to raise awareness of users concerning biases that can
affect them [306] but also to become a recognised profession by State authorities 2.

2.1.1 Difference between social media and social network

Social media and social networks are often used interchangeably, but they are two different things.
Social media refers to the platforms and technologies that enable users to create and share content
or participate in social networking online. Examples of social media include Facebook, Twitter,
YouTube, TikTok and Instagram.

On the other hand, a social network is a network of individuals connected by certain social
relationships. These relationships can be based on various factors, including common (or competing)
interests, shared values, or personal connections. Social networks can exist online and offline and
can be small and tightly knit or large and sprawling. An example of a famous social network is
the so-called Florentine Family network of the 14th century. The social relationship was based on
marriages (the easiest and most effective way to establish strong ties between families that ruled the
city in that period), allowing the De Medici family to become the town’s leader. Figure 2.1 below
reports the connections between families elaborated by [20], and the data are taken from [302].

One key difference between social media and social networks is that social media is a tool that can
be used to facilitate the formation and maintenance of social networks. In contrast, social networks
are the actual connections and relationships between individuals. In other words, social media is a
means to an end, whereas social networks are the end itself. Another key difference is that social
media is often associated with the sharing of user-generated content, such as photos, videos, and
comments, whereas social networks are more focused on the connections and relationships between
individuals. While social media and social networks are closely related, they are distinct concepts
with unique features and characteristics. Social media is a tool that can be used to facilitate the
formation of social networks, while social networks are the actual connections and relationships
between individuals.

2In Italy, the House of Representatives discussed inside the Labor XI Permanent Commission to provide a first
contribution in terms of proposals for the strengthening of the protection framework for operators in the sector. Check
here the transcription of the commission audition of Andrea Panciroli, Ivan Grieco, e Sara Stefanizzi (creators)
http://documenti.camera.it/leg18/resoconti/commissioni/stenografici/pdf/11/indag/c11_contenuti_
digitali/2021/05/06/leg.18.stencomm.data20210506.U1.com11.indag.c11_contenuti_digitali.0002.pdf,
retrieved on April 7, 2023
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2.2. Introduction to Machine Learning: Fundamental Concepts and Techniques

Figure 2.1: Florentine families network during the first half of the 14th century. Colours indicate the
Eigencenrality value developed by [20]

2.2 Introduction to Machine Learning: Fundamental Concepts and
Techniques

As previously highlighted, the focus of social media is on user-generated content. The amount
of information produced by users must be classified and labelled to fit the input requirements of
machine learning models. Given the vast amount of information and the capability to eventually
label at least a part of them, it is possible to build automated machine learning models that learn
how to classify content and, more in general, solve different tasks simultaneously (multi-task learning
[451]). A relevant acceleration in this regard is the ease with which the internet protocols enable
users to provide feedback (both explicit and implicit) about their preferences and the degree of
the fitness of each item that is provided to them. For example, simply buying or browsing an
item may be understood as endorsing that product. Moreover, collecting this data in a web-centric
environment is effortless for platforms.

Therefore, information filtering is often based on analysing previous user interactions with rec-
ommended items because past preferences are usually good indicators of future choices. The core
intuition behind the recommendation task is to find dependencies and patterns between items and
users’ preferences. These relations can be learned in a data-driven manner, and the learned model
can provide new recommendations for target users. To synthesize even more, every model learns a
target function f(x) that best maps input (such as purchasing history) variables X to an output
variable Y (i.e. next product that will be bought).

Training a neural network involves adjusting the weights and biases of the network to minimize
the error between the predicted output and the actual output. This is typically done using an
optimization algorithm, such as stochastic gradient descent (presented in Section 2.2.5), which
iteratively updates the weights and biases in the direction that reduces the error.

During the training process, the neural network is presented with training examples consisting
of input data and the corresponding actual output multiple times (namely epochs). The network
processes the input data through the various layers, using the weights and biases to make predictions.
The error between the predicted and actual output is then calculated using a loss function, such as
mean squared error.

The optimization algorithm then backpropagates the error through the network, adjusting the
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weights and biases in each layer to reduce the error. This process is repeated for multiple epochs,
with the goal being to minimize the overall error across all training examples.

It is essential to carefully select the model’s hyperparameters, such as the learning rate, the
number of hidden units, the training data, and the loss function, as these can significantly impact
the model’s performance. The training process can also be regularized using dropout [373] or weight
decay techniques to prevent overfitting and improve generalization (which means the performance
in predicts new, unseen data, namely the test set.).

Before going deeper into the recommendation task, it is helpful to provide a general understand-
ing of the different tasks that can be solved using machine learning algorithms and their procedure
starting from the basic building block of any ML model: the data.

2.2.1 The basic building block of ML: the data

Any ML model requires an input to produce an output, and this input can be represented using
vectors, which are mathematical objects that describe euclidean spaces. A vector can be represented
as Rn − dimensional space, and instances of the input represented using vectors can contain N −
dimensions, and each one of them is one attribute (or feature) of that sample. In this sense, vectors
are helpful data representations to wrap all the independent variables (inputs) in a single object
that can be fitted into the model. ML models can ingest a vector of pixel values from an image.
This vector could be represented more formally in this way:

X =
[
x1 x2 . . . xn

]
(2.1)

where X is the input vector and x1, x2, . . . , xn are the individual elements of the vector. Usually,
these individual values are floating numbers, but the scales of different features can impact learning.
To avoid the possibility that the different scales deteriorate the learning performance, other solutions
can be adopted [255].

• Scaling: allows to restrict the range of data between [0, 1] the formula applied is this:

X =
x−min (x)

max (x)−min (x)
(2.2)

The advantage is that scaled variables will be in the same range but with different variances.
The mean will also not be equal for all the variables differently from the Standardisation.

• Standardisation: the input is transformed into using the Z − score. The mean of the
output will be 0 and the variance 1. The standardized feature is computed using the following
formula:

X =
x−Meanx

Stdx
(2.3)

The advantage of this method is that it centers the variables around the same value.

The aforementioned methods to normalize data assume that data distribution (between training
and testing dataset) and its moments (mean and variance) are fixed in the dataset. The hypothesis
behind this is the stationarity that implies at least a fixed first and second momentum of the
distribution.
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This is particularly relevant when dealing with time series. Statistical tests exist that can check
for the hypothesis of stationarity and eventually find unit roots such as the augmented Dickey-Fuller
test [82]. If this is the case, one viable solution could be:

• Differencing: time series is transformed into a new one applying the differences between
consecutive observation values. First differences correspond to one difference. In contrast,
second differences correspond to two times the difference between consecutive values if even
the first-order-differenced times series are still affected by non-stationarity.

Tabular data, images, audio, and texts fall under the category of Euclidean data that can
be represented using vectors, and it is possible to plot them in a linear space. In Euclidean data,
the distance between any two points can be calculated using the Euclidean distance formula. This
formula calculates the distance between two points in a Euclidean space based on their coordinates.
For example, in a two-dimensional space, the Euclidean distance between points (x1, y1) and (x2, y2)

is given by the following formula:

d =
√

(x1 − x2)2 + (y1 − y2)2 (2.4)

On the other hand, non-Euclidean data does not have a fixed distance formula. In a social
network, for example, the distance between two people might be based on the number of connec-
tions they have in common rather than on their coordinates in a Euclidean space. Non-Euclidean
data are often represented using graphs, where nodes represent individual entities and edges define
relationships between those entities. The distance between two nodes in a graph is often calculated
using a non-Euclidean distance measure, such as the shortest path between the nodes.

But as the geometry, the real world is not only made of Euclidean data. If a line is drawn on a
sphere, they will be parallel, but they will eventually cross each other at the pole, and this violates
a fundamental axiom of Euclidean geometry. Graphs are widely used data representations for non-
euclidean data structures such as social networks or molecules. Algorithms such as Graph Neural
Networks (see chapter 6 for examples) seek to adapt existing methods to process non-Euclidean
structured data as input directly. The two ingredients for graph networks are:

• Adjacency matrix to store the edges. The adjacency matrix is a square matrix used to
represent a finite graph. The rows and columns of the matrix correspond to the graph’s
vertices, and the element in the ith row and jth column is 1 if there is an edge between vertex
i and vertex j, and 0 otherwise.

• (To handle attributed graph) Input feature matrix NxF , where N is the number of nodes
and F is the number of input features for each node. The same applies to weighted edges.

In Figure 2.2, an attributed directed graph is reported, where only nodes have attributes, but
in Section 4.3.1, more detailed coverage of graph theory is provided.

2.2.2 From data to Dataset

In ML, it is common practice to divide the available data into training and test datasets. The
training dataset is used to fit the model’s parameters, while the test dataset is used to evaluate the
model’s generalisation capabilities. There are several reasons why this is done.
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Figure 2.2: In the picture, a representation of a social network as an attributed and directed graph is
depicted

1. Using a separate test dataset allows us to get an accurate estimate of the model’s general-
ization error. The generalization error is the difference between the model’s performance on
the training data and the model’s performance on unseen data. Suppose the model is only
evaluated on the training data. In that case, the model’s error could be a misleadingly low
estimate rate because the model has already seen and learned from this data. Evaluating the
model on the test dataset makes it possible to get a more accurate estimate of how the model
will perform on new, unseen data.

2. Dividing the data into a training and test dataset allows us to tune the model’s hyperpa-
rameters. Hyperparameters are the parameters of the model that are not learned from the
data, such as the learning rate or the number of hidden units in a neural network. The
training dataset is used to fit the model’s hyperparameters, and then on the test dataset, the
model is evaluated to see how well it performs. This allows for finding the optimal set of
hyperparameters for the model.

It is essential to carefully consider how to split the data into a training and test dataset. First
of all, to evaluate model generalisation capabilities, data overlap between training and test must be
avoided because, in that case, the test results will be overly optimistic, as the model was using the
same data during training already. The final model performance might be too high. If the data is
not representative of the task, the model’s performance may be poorly estimated. For example, if
the data is highly imbalanced, with a disproportionate number of samples belonging to one class,
then the model may be biased towards predicting the majority class. In this case, it is important
to stratify the split, ensuring that the proportion of each class is preserved in both the training and
test datasets.

In summary, dividing the data into a training and test dataset is a crucial step in machine
learning because it allows us to estimate the model’s generalization error and tune the model’s
hyperparameters. When working with time series data, data must be split into a training and a
test dataset. However, there are some additional considerations to keep in mind when working with
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time series data. One thing to consider is the temporal dependencies within the data. Time series
data is usually correlated over time, meaning that the value at a particular time point is likely to be
influenced by the values at previous time points. It must be avoided that the test dataset contains
any information that could have been used to predict the training dataset.

One way to split time series data is to use a fixed split, as with other data types. For example,
it is possible to use the first 80% of the data for training and the remaining 20% for testing.
However, this method has the disadvantage of potentially introducing a "training gap" between the
end of the training dataset and the beginning of the test dataset. This can be problematic if the
data exhibits long-term trends or seasonal patterns, as the model may not accurately predict future
values based on the training data alone.

Another method that can be used to split time series data is called rolling cross-validation.
In this method, the data is divided into several non-overlapping folds. The model is trained and
evaluated multiple times, with each fold being used as the test dataset once. However, unlike
traditional cross-validation, the folds are not fixed; instead, they are "rolled" forward through the
time series, with the test fold moving one time step forward at each iteration. This allows the model
to be trained on various periods, helping to prevent the training gap problem.

In conclusion, when working with time series data, it is vital to split the data into a training
and test dataset in a way that respects the temporal dependencies within the data.

2.2.3 The problems

Machine learning models can learn based on different methodologies with different goals. These
techniques can solve different tasks, such as classifying content or mapping languages into vectorial
spaces to allow automatic language translation. Below the main problem sets are reported. The
division is inspired by the structure of input and output:

1. Supervised learning (SL): based on input and labelled output. Given an optimisation al-
gorithm, it optimizes the objective function based on the computed loss that can be intuitively
understood as the difference between the real and predicted value.

2. Unsupervised learning (UL): algorithms are used to investigate and group unlabeled
datasets. Such models can uncover patterns. The classic example is clustering: given the
sample, UL models output a partition into K clusters such that each sample that belongs to
a cluster M is more homogeneous and similar to points from its cluster than with samples
from different cluster Q [289].

3. Reinforcement learning (RL): This method falls between supervised and unsupervised
learning. It does not have labels; instead, these models can learn about rewarding behaviours
that are considered good (in the sense that they provide greater rewards) and/or punishing
undesired ones (that provide lower rewards). The goal of the RL system is to maximize the
reward in the long run, [388]. RL agents can generally understand the environment and learn
through trial and error (through an optimisation algorithm). The main components of RL
models are (i) the RL agent, (ii)the environment the agent interacts with, (iii) the policy that
the agent follows to take action, and (iv) the reward that the agents earn after taking each
action.
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4. Self-supervised learning (SSL): learns with labelled data during training but these models,
during inference, work as unsupervised models. The general method of self-supervised learning
is to learn any unobserved or hidden part of the input from any observed or unhidden part of
the input. The typical example is an auto-encoder, a network trained to (i) construct a lower
dimensional representation of the input, the so-called Encoder and then (ii) reconstruct the
input, the Decoder.

The task:

generally speaking, two types of tasks characterise supervised learning:

• Classification: each input sample belongs to one or more (in this case, it’s named multi-
classification). The goal of the model is to predict the correct class(es) for each sample. More
practically, the model’s output will be a probability distribution over the classes.

• Regression: each sample dependent variable is a vector composed of numbers. When the
dimension of the output vector is > 1, that is the case for multi-output regression.

2.2.4 How to evaluate: Loss functions

In machine learning, loss functions are used to measure the difference between the predicted values
and the actual values in a dataset. This difference, or error, is used to train the machine learning
model so that it can learn to make more accurate predictions. Many different loss functions can
be used for regression and classification problems. Some of the most commonly used loss functions
are:

Mean Squared Error (MSE)

This is a commonly used loss function for regression problems. The formula for MSE is given:

MSE =
1

n

n∑
i=1

(yi − ŷi)
2 (2.5)

where yi is the actual value, ŷi is the predicted value, and n is the number of samples in the
dataset. MSE measures the average squared difference between the predicted and actual values
and is often used to train models that predict continuous variables. In a multi-output regression
problem, multiple target variables are predicted. In this case, it is possible to extend the mean
squared error (MSE) metric by taking the mean squared error for each target variable and then the
average of these errors. This can be represented using the following formula:

MultiMSE =
1

N

N∑
i=1

 1

K

K∑
j=1

(yij − ŷij)
2

 (2.6)

where N is the number of samples, K is the number of target variables, yij is the true value of
the jth target variable for the ith sample, and ŷij is the predicted value of the jth target variable
for the ith sample.

Francesco Lomonaco 18



2.2. Introduction to Machine Learning: Fundamental Concepts and Techniques

Binary Cross Entropy Loss

Binary cross-entropy loss is used in binary classification tasks where the goal is to predict the
probability of an example belonging to the positive or negative class. The formula for binary
cross-entropy loss is as follows:

BCE = − 1

N

N∑
n=1

[yn × log (hθ(xn)) + (1− yn)× log (1− hθ(xn))] (2.7)

Where:

• N is the number of training examples;

• yn is the target label for the training sample n;

• xn is the input sample n;

• hθ is the neural network model with weights θ.

The binary cross-entropy loss penalizes the model for predicting probabilities far from the actual
labels. A model that accurately predicts the actual labels will have a low binary cross-entropy loss,
while a model that performs poorly will have a high binary cross-entropy loss.

Kullback-Leibler-Divergence

The Kullback-Leibler (KL) divergence loss function measures the difference between two probability
distributions. It essentially captures the information loss between ground truth distribution and
predictions and can be interpreted as a slight modification of the formula for entropy. It is often
used in ML to measure how well a model’s predictions align with the actual distribution of the data.
In mathematical terms, the KL divergence between two distributions, P and Q, is defined as:

DKL(P |Q) =
n∑

i=1

P (xi) log
P (xi)

Q(xi)
(2.8)

Here, P represents the actual distribution, and Q represents the predicted distribution. The KL
divergence loss is non-negative and is equal to zero if and only if the two distributions are equal.
This means that the KL divergence loss can be used as a loss function to train a model to fit the
actual distribution of the data.
Overall, the choice of loss function will depend on the specific characteristics of the dataset and the
requirements of the machine learning task. Different loss functions may be more or less suitable for
different types of problems, and it is essential to carefully select the appropriate loss function for
each machine learning task.

2.2.5 How to learn: Optimizer

In the context of neural networks, an optimizer is a method or algorithm used to adjust the pa-
rameters of the network to minimize the loss function, epoch after epoch. The goal of training a
neural network is to find the set of parameters that results in the lowest possible loss on the training
data, and the optimizer is the mechanism by which this is achieved. During the training process,
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the optimizer iteratively updates the network’s parameters to reduce the loss. An introductory
overview of the different optimisation algorithms can also be found in [346].

Gradient descendant algorithm

Gradient descent (GD) is a famous optimization family of algorithms that train deep-learning mod-
els. It is an iterative method that starts with random initial values for the model parameters and
updates them in a way that reduces the loss (cost) function, which measures the model’s error.

This is done by calculating the gradient of the loss function for each network parameter and
then using this gradient information to update the parameters to reduce the loss. The simplest
form of GD is the batch gradient descent, 3 which is defined as follows:

θt = θt−1 − η∇θt−1J(θt−1) (2.9)

Here, J(θt−1) is the loss (cost) function, θt−1 are the model parameters at time step t− 1, and
η is the learning rate, which determines the size of the step that the algorithm takes towards the
local minimum of the loss (cost) function.

One of the main disadvantages of gradient descent is that it can be slow to converge, especially
for complex and large-scale problems. Additionally, it can also be sensitive to the choice of the
learning rate. Suppose the learning rate is not set correctly. In that case, the algorithm may
not converge to the global minimum of the loss function. It will converge to a suboptimal (local
minimum) solution, depending on the batch size and the number of training epochs.

SGD optimizer

Stochastic gradient descent (SGD) was proposed by [336]. It is a variant of gradient descent that
calculates the gradient of the loss function for that set of parameters using a small, randomly selected
batch of examples from the training data. The parameters are then updated using the calculated
gradients according to the following formula:

pt = pt−1 − αgt (2.10)

Where pt is the vector of network parameters at time step t, gt is the gradient (computed on
the sampled batch) of the loss function with respect to the parameters at time step t, and α is the
learning rate.

SGD has several advantages over batch gradient descent, which calculates the gradient using
the entire training set for each batch. One of the main advantages is that it is computationally
efficient, as it only requires the gradient to be calculated on a small subset of the training data. This
makes it well-suited to large-scale training tasks where the entire training set may not fit in memory.
Another advantage of SGD is that it ha smore chances to escape from suboptimal local minima
in the loss function, thanks to the randomness introduced by sampling the training examples. In
contrast, batch gradient descent is more likely to get stuck in such suboptimal minima, as it takes
a more deterministic approach to parameter updates.

3A batch is a sample of training data fed to the models one by one. Batch are usually equally sized. Once one
batch is forwarded, the loss and the gradient are computed and the weights updated.
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However, one of the main drawbacks of SGD is that it can be sensitive to the choice of the
learning rate hyperparameter. If the learning rate is set too high, the training process may diverge,
while the training process will be slow if it is too low. This can make it challenging to achieve good
performance with SGD, as the learning rate must be carefully tuned.

ADAM Optimizer

ADAM (Adaptive Moment Estimation) [212] is a popular optimization algorithm commonly used
in training neural networks. It is a variant of stochastic gradient descent that uses moving averages
of the parameters to provide a running estimate of the second raw moments of the gradients; the
moving averages (called momentum) are then used to update the parameters in a way that attempts
to compensate for the lack of knowledge about the true second raw moments. ADAM has several
critical advantages over stochastic gradient descent. One of the main advantages is that it requires
less tuning of the learning rate hyperparameter. In contrast, ADAM automatically adapts the
learning rate for each parameter, which can help the training process converge more quickly and
reliably.

Another advantage of ADAM is that it incorporate momentum, further accelerating the model’s
convergence. Momentum is a technique that can help the optimizer to avoid getting stuck in
suboptimal local minima by adding a fraction of the previous update to the current update. This
can help the model make more significant updates early in training and minor later, more fine-tuned
updates as training progress. ADAM can help to reduce the need for manual tuning of the learning
rate and can incorporate momentum to accelerate the convergence of the model further.

RMSprop

The root mean square propagation (RMSprop), an unpublished adaptive learning rate optimizer
proposed by Geoff Hinton, is an optimizer for training deep learning models. It is an update to
the classic gradient descent algorithm that uses a moving average of the squared gradients to scale
the learning rate. This helps the algorithm converge faster and more accurately. The RMSprop
algorithm is defined as follows:

gt = ∇θtJ(θt) (2.11)

rt = ρrt−1 + (1− ρ)g2t (2.12)

θt = θt−1 −
η√

rt + ϵ
gt (2.13)

Here, J(θt) is the cost function, θt are the model parameters at time step t, η is the learning
rate, ρ is a hyperparameter that controls the decay rate of the moving average, rt is the moving
average of the squared gradients, and ϵ is a small constant added for numerical stability.

One of the main advantages of using RMSprop is that it can help the algorithm converge faster
than other optimization algorithms, such as gradient descent.

One of the main disadvantages of using RMSprop is that it can be sensitive to the choice of the
hyperparameters, such as the learning rate and decay rate. RMSprop can also be computationally
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expensive, as it requires keeping track of the moving average of the squared gradients for each
parameter.

2.3 Overview on Recommender Systems

On September 21th, 2009, Netflix, a semi-unknown video streaming company, made a bank transfer
of exactly US $1, 000, 000 to a group of data scientists called the BellKor’s Pragmatic Chaos team.
This team over-performed Netflix’s proprietary algorithm to predict users’ ratings by 10% and won
the Netflix Price. Thirteen years later, Netflix, leader streaming company around the world, in its
official site 4 states that: “Recommendation algorithms are at the core of the Netflix product.”

It’s quite unexpected considering efforts to produce movies and TV shows (€300M invested
only in Italy during 2017 − 2020 5) and nowadays, not only one model is used, but rather a set of
techniques are employed based on the different recommendation tasks [374].

What is quite not surprising is that today the recommender system “influences choice for about
80% of hours streamed at Netflix [..], and we think the combined effect of personalization and
recommendations save us more than $1B per year.” [153]

Recommender systems are an instance of information filtering systems. They are critical in social
media because they help to surface relevant content for users in a sea of information. Social media
platforms generate vast amounts of data about user behaviour, preferences, and interactions, and
recommender systems can use this data to identify patterns and make informed recommendations
about what content a user might be interested in. RS can be powered by machine learning models
but also with deterministic techniques.

In addition to improving the user experience, recommender systems can also help to increase
engagement on social media platforms. By showing users the content they are more likely to find
interesting or relevant, recommender systems can keep users on the platform longer and encourage
them to interact with more content. This can help to drive user growth and increase the platform’s
advertising revenue.

Several approaches can be used to solve recommendation tasks, which predict what items a
user might be interested in based on their past behaviour or other information about them. One
approach is collaborative filtering, which involves building a model based on the past behaviour
of a group of users and using that model to make recommendations to individual users. This
approach identifies users with similar interests or preferences and uses those similarities to make
recommendations. Another approach is focused on content, which involves calculating the similarity
between different items or users based on certain features or characteristics and using that similarity
to make recommendations. Another approach that has gained popularity in recent years is using
neural networks to solve recommendation tasks. In the context of recommendation tasks, neural
networks can be trained to learn the relationships between different items and users and to use that
knowledge to make recommendations. One advantage of using neural networks for recommendation
tasks is that they can handle vast amounts of data and learn complex relationships between different
items and users in applications where collaborative filtering can be computationally expensive.

4Source: https://research.netflix.com/research-area/recommendations, on July 5th, 2022
5Source: https://www.ilsole24ore.com/art/netflix-quote-imposte-d-investimenti-italia-mettono-rischio-sistema-AE2wdYf,crawled

on April 7, 2023
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2.3.1 Tasks and Evaluation Metrics for Recommender Systems

Information filtering tasks can be framed in multiple ways to find and serve relevant information to
the user. The task can be defined based on the objective:

• Ranking: given a set of candidate items for a given query, the algorithms must serve them
to the user, starting from the most relevant

• Preference prediction: based on the user model, the system should return the items that
best match the current user model.

• Link prediction: applied in the case of users’ recommendation this class of RSs must predict
which is the probability that two nodes in the graph (it could be a bipartite graph with users
and items or a social network) will create a new edge between them.

The basic assumption in a recommender system is that a system that provides more accurate
predictions will be preferred by the user [162]. Starting from this, the task design and the particular
aspect of interest for a specific metric can be used to evaluate or optimize the model. The metric
of interest depends on the specific domain of the recommended (i.e. a paper recommender system
will prioritize items similar to the ones previously browsed, while a news feed recommender system
should be optimized to favour a broader diversity and coverage of the set of items). Below is a list
of the different aspects the metrics can address in the RS field.

• Statistical Accuracy: accuracy is the most used (and debated) metric applied to RS. It
focuses on the number of times the RS can correctly make recommendations. It measures the
percentage of recommended items that are consumed or interacted with by the user. This can
be expressed mathematically as:

Accuracy =
Number of relevant recommendations

Total number of recommendations
(2.14)

Here the term relevant means that recommendations are coherent with the objective of the
system, in the majority of the cases, an engagement metric. These metrics can take many
forms, including precision, recall, and mean average precision. In the case of ranking, they
can be adapted, and for example, the Precision@K is the fraction of relevant items in the
top K recommended results.

• Novelty: this is a crucial aspect of RS because if users themselves would have easily found the
RS-served content, the RS decreases its value and utility for the user. Following [411], novelty
generally refers to how different recommendations are with respect to what has been previously
seen. Novelty can be defined by different sides, such as the distance between the item and
the context of the user’s experience. Novelty is also related to Serendipity that measures
the extent to which a user is positively surprised by an item in the recommendations. [141]
proposes a serendipity measure that also weights the utility for the user given that although
it may be surprising for a user to receive a serendipitous recommendation, this does not mean
that it is proper to recommend a completely unrelated item to them.
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• Diversity: the heterogeneity of recommendations gained attention first because it is a helpful
tool for answering ambiguous queries in information retrieval [418]. A typical diversity metric
is the entropy of recommended items [226]. Diversity metrics do not evaluate the ranking
of items within recommendations. They only consider items’ novelty and diversity qualities.
Additionally, these metrics do not consider the relevance of the items, only focusing on their
novelty and diversity. A concept close to diversity is Coverage which is a metric used to
evaluate the comprehensiveness of a recommender system’s recommendations. It reflects the
percentage of items in the system’s inventory recommended to users at least once (catalogue
prediction [141]. High coverage indicates that the system can provide recommendations for
various items. In contrast, low coverage may indicate that the system can only make recom-
mendations for a small subset of the available items. Coverage is similar to diversity in that
both metrics focus on the breadth of the recommendations provided by the system. However,
while diversity measures the variety of items recommended to a single user, coverage measures
the percentage of the overall item inventory recommended to any user. Coverage can be seen
as a global measure of diversity, while diversity is a more localized measure.

• Fairness: is a concept related to equality. In the context of RS, it can be intended as the
equal exposition of items to the users or the equal treatment of individuals that belong to
minorities by the RS. Fairness can be crucial in the recommender systems because a biased
RS toward minorities can profoundly impact the future of young workers [329]. Fairness can
be measured within or between groups of individuals or items [369]. These metrics can include
measures of demographic parity, equal opportunity, and counterfactual fairness, which assess
the proportion of recommendations received by different demographic groups, the proportion
of relevant recommendations received by different groups, and the hypothetical impact of
changing the protected attributes of a user on the recommendations received, respectively.
A detailed review of fairness is provided by [229] that highlights how hybrid fairness can
balance different forms of fairness. The possibility to intervene to fix are multiple and can be
positioned in the pre-, in-, and post- processing methods [229] to compensate algorithmic or
data bias.

Evaluating the performance of an RS is a complex task due to its composite nature and different
aspects researchers or industries could be interested in. The classic approach can be summarized in
the optimization for engagement. This concept can be intended as a proxy for “the probability of
desired or targeted user reactions”. This concept highlights how the company’s needs are prioritized
because this may or may not be equal to maximising user value even if engagement provides some
correlation for “value”, but these two concepts don’t need to overlap [265]. Moreover, [179] establish
an engagement-diversity trade-off.

A broader approach to this task is to consider the different "families" of metrics relevant to differ-
ent aspects of the recommender system’s operation. These families include accuracy, diversity, and
fairness metrics, among others. It is essential to consider and value the exploration of recommenders
improving metrics such as diversity and fairness when designing and evaluating recommender sys-
tems because they can impact the user’s experience and overall effectiveness, especially in the long
term [79].
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2.3.2 Collaborative filtering

The collaborative filtering approach is a widely-used method for making recommendations in recom-
mendation systems. This approach uses individuals’ ratings or preferences to predict others’ ratings
or preferences, leveraging latent representation and preferences’ redundancy. In other words, col-
laborative filtering uses a sort of wisdom of the crowd to make recommendations by identifying
patterns and trends in the ratings or preferences of many individuals.

Mathematically, the collaborative filtering approach can be implemented using matrix factor-
ization. This involves representing the ratings or preferences of individuals as a matrix, where each
row corresponds to a specific individual and each column corresponds to a specific item (such as a
book, movie, or product).

One way to implement matrix factorization for collaborative filtering is using the Singular Value
Decomposition (SVD) algorithm. The SVD algorithm decomposes the rating matrix into three
matrices: a user-factor matrix, an item-factor matrix, and a diagonal matrix of singular values.
These matrices can be multiplied together to approximately reconstruct the original rating matrix,
and the resulting product can be used to make recommendations for individuals.

The formula for the SVD algorithm applied to collaborative filtering is given:

A ≈ U · Σ · V T (2.15)

where A is the ratings matrix, U is the user-factor matrix, Σ is the diagonal matrix of singular
values, and V T is the transpose of the item-factor matrix. The collaborative filtering approach
using matrix factorization is practical for making recommendations in a wide range of applications
[354].

There are several potential drawbacks to the collaborative filtering approach. One of the main
challenges of this approach is the so-called cold-start problem, which occurs when there is insufficient
data available to make accurate recommendations for a given individual. This can happen when
an individual is new to the system and has not yet provided any ratings or preferences or has
only provided a small number of ratings or preferences. In these cases, the collaborative filtering
approach may not be able to make accurate recommendations and may instead provide generic or
uninformative recommendations.

There are several ways to address the so-called "cold start" problem in recommendation systems.
The most straightforward approach is to use users’ demographics, assuming a set of users with sim-
ilar features have more or less similar preferences. One approach is to use a hybrid recommendation
system, which combines the collaborative filtering approach with other methods for making recom-
mendations [362]. For example, a hybrid recommendation system could use collaborative filtering
to make recommendations based on the ratings or preferences of similar individuals and estimate
ratings using content-based methods such as a k-nearest neighbour. It could also use content-based
filtering to make recommendations based on the characteristics of the items themselves [392]. By
combining these two approaches, a hybrid recommendation system can provide more accurate and
relevant recommendations even when insufficient data are available to make recommendations us-
ing collaborative filtering alone. Another approach to addressing the cold start problem is to use
transfer learning [137]. This involves training a recommendation model on a large dataset with a
high degree of variability and then fine-tuning the model on a smaller dataset with more specific
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characteristics.
Overall, there are many ways to address the cold start problem in recommendation systems. The

best approach will depend on the dataset’s specific characteristics and the recommendation task’s
requirements. Another potential drawback of the collaborative filtering approach is that it can be
susceptible to bias such as the popularity bias [46, 56]. Popularity bias is related to the underlying
distribution of ratings among items. Given the presence of a long tail in the distribution, which
means that many items have few ratings, collaborative filtering RS typically emphasizes popular
items (those with more ratings). Even if popular items are often good recommendations, their
popularity can reduce the effectiveness of the systems, which can also reduce the diversity and
novelty of recommendations. Delivering only popular items may not encourage the discovery of
new items and may not consider the preferences of users with niche interests. Additionally, this
approach may be unfair to producers of newer or less popular items, as fewer users are rating
them. Other issues can emerge. For example, suppose the ratings or preferences of individuals are
not representative of the overall population. In that case, the recommendations produced by the
collaborative filtering approach may be biased and may not accurately reflect the preferences of the
entire population. Finally, collaborative filtering approaches suffer the relatively high computational
cost of, i.e. decomposing user-item matrix and the fact that the model must compute the entire
matrix at each update of the model. This implies low scalability for the model.

2.3.3 Content-Based

The Content-based approach is a method for making recommendations in recommendation systems.
This approach is based on using the characteristics or features of the items and users themselves to
make recommendations [288]. The recommendation process involves comparing the characteristics
of a user’s profile with the characteristics of a content object, resulting in an estimated rating
that reflects the user’s level of interest in that object. For example, if two items have similar
characteristics (such as genre, style, or author), the item similarity approach would recommend one
item to an individual who has expressed an interest in the other item. Following [240], the main
components of a content-based recommender are:

• Content Analyzer: return a more suitable representation of content, often embedding them
into a latent space.

• Profile learner: collect data about the users and return a user model that embeds its prefer-
ences.

• Recommender: match the user profile and item representation to provide recommendations.

One of the main drawbacks of the item similarity approach is that it relies on the availability and
reliability of the characteristics or features of the items, highlighting the relevance of the content
tagging or embedding system. If the characteristics or features of the items are not accurately
represented, or if the characteristics or features are not sufficiently descriptive, the item similarity
approach may not be able to make accurate recommendations. Concerning the feedback loop in
this context, determining what characteristics of the item the user dislikes or likes is not always
obvious.
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Another potential drawback of the item similarity approach is that it is not designed to provide
serendipitous recommendations and promote users’ diversity exposure. Conversely, a content-based
recommender is also prone to overspecialization: they will recommend items similar to those already
consumed, with a tendency to create a filter bubble [308] or provide low-quality recommended items.

2.3.4 Hybrid recommenders

A hybrid recommender system combines the strengths of multiple recommendation approaches,
such as collaborative filtering and content-based filtering, to provide more accurate and diverse
recommendations and mutually solve each other’s drawbacks [397], integrating, weighting [45] or
combining predictions form different and separate models. Combining the complementary infor-
mation provided by different recommendation techniques, hybrid recommender systems can often
improve the system’s overall performance to address several issues that arise with other filtering
approaches [65], such as the cold start problem, overspecialization problem, and sparsity problem.
Hybrid recommenders can also be based on the hybridization of reresentations, such as combin-
ing graph embeddings and contextual word representations [317] to feed a deep architecture that
provides recommendations and results confirm the validity of the intuition behind the proposed
framework.

2.3.5 Neural Network Recommenders

Neural network-based recommender systems use machine learning to learn the relationships between
items and users from historical interaction data. One popular approach to neural network-based
recommendation is the use of autoencoders, which are models that can learn the underlying structure
of the data through dimensionality reduction. Autoencoders have been used in recommendation
tasks by learning the latent features of the items and users and using those features to make
recommendations based on the similarity between items or users [382]. Also, [305] proposed an
autoencoder-based architecture to learn social representations for a recommender system to address
the data sparsity and imbalance problems for social networks.

Another approach is using attention mechanisms, which allow the model to dynamically weigh
the importance of different items or users in the recommendation process. This can be particularly
useful in cases where the model designer needs to take into account the temporal sequence of the
interaction with the recommender (instead of considering static the interaction) as in [441], where
the long-term and short-term user-item embeddings are fused in a separate stage of the model.

Graph-based neural networks (GNN) have also been utilized in the context of recommender
systems, and [436] provides an extensive review of the field. The main advantage is that they can
effectively and naturally capture the complex relationships between users and items in a recom-
mendation task and encode the crucial collaborative signal (i.e., the topological structure of the
underlying graph) and also include temporal dynamics [124, 282]. These models operate on graph
structures, where the nodes represent the users and items and the edges define the relationships
between them. One advantage is that GNNs can manage heterogeneity, creating multiple types of
nodes or edges. Ideally, a graph layer also allows to naturally include side information as a graph
structure, such as a social relationship and knowledge graph that can enrich the information given
to the model. The different approaches proposed to manage the message passing stage (when in-
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formation from each node’s neighbourhood is aggregated) allow to create of multiple graph layers
such as Graph Convolution [214], Attention (GAT) [414], Gated and recurrent (GRNN) [347].

In conclusion, machine learning and recommender systems are closely intertwined and play a
significant role in shaping social media content. Recommender systems powered by machine learning
algorithms are capable to analyze vast amounts of user data, including past interactions, preferences,
and search histories, to personalize content recommendations. These recommendations are designed
to improve user engagement and satisfaction by showing them content that is relevant to their
interests and needs. However, the use of machine learning algorithms in recommender systems can
also create, under certain conditions, echo chambers and filter bubbles, reinforcing users’ existing
biases and limiting exposure to alternative perspectives and information. Understanding the link
between machine learning and recommender systems is crucial to developing safe social media and
maximising the benefits associated with these technologies. A more constructive approach than
questioning whether social media is causing polarization would be to explore the potential of social
media interventions to alleviate it, also using machine learning.

2.4 Conclusion

In conclusion, this chapter provided an overview of the basics of machine learning, including super-
vised and unsupervised models, optimization algorithms, loss functions, and the different types of
tasks that can be framed in multiple problem settings. The chapter also covered the fundamental
knowledge about recommender systems, including content-based, collaborative filtering, and hybrid
recommenders, and a comprehensive overview of recommender evaluation methods beyond accuracy,
which account for fairness, diversity and coverage. With this comprehensive foundation in place,
the reader is now equipped with the tools necessary to understand social media and recommender
biases and potential threats, which are addressed in the next chapter.

Francesco Lomonaco 28



Chapter 3

Navigating Social Media Risks and
Recommender System Biases: A Case
for Human-Centered AI

This chapter examines the potential biases and threats in social media, in particular in recommender
systems. In the second half of the chapter, the topic of AI and human value alignment is consid-
ered, focusing on the ethical implications of artificial intelligence and the potential consequences of
misaligned values. Finally, the possibility of building a collective well-being-oriented social media
platform that addresses these issues and promotes the greater good is reflected upon, and the notions
of the educationally managed social media community and digital collective well-being
are introduced.

3.1 Social Media Threats classification

It can be argued that social media are, like society, a complex system because it involves a consid-
erable number of elements arranged in structure(s) with multiple and multi-modal interactions that
exist on many scales and are not reducible to only one level of explanation [161].

Social Media data are gathered as sequences of events that are observations of various complex
dynamic processes, characterized by the fact that are mostly noisy text or video, in an unstructured
manner, with a short length, where stylistic variations, acronyms and slang are common, and where
context plays a crucial role in determining the meaning and relevance of the content. Therefore,
extracting valuable insights and meaningful patterns from social media data requires sophisticated
natural language processing, machine learning, and data mining techniques [33, 41].

Understanding the composition and nature of what can be named "social media threats"
is needed. The fact that multiple stakeholders (such as users, creators, institutions, and news
companies) are involved in these multi-sided platforms anticipates that multiple levels coexist where
these threats can originate.

In the following sections, different levels and sources of social media threats are highlighted, and
this will set the ground for the chapters presented later in this section.
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3.1.1 Individuals: cognitive limits and emotional state

Questioning the legitimacy of content shared on social media is relatively easy if legal criteria or
journalistic approaches are given, but automatic content moderation still has several limitations
[236]. Still, it is more challenging to state which individual traits lead to sharing or believing in
questionable or harmful content and to with extent users are aware of internal and external factors
that influence their behaviour.

It could be argued that social media users can be considered a threat to themselves because
of their cognitive limits and biases. Still, also their emotional state can negatively impact their
behaviour. Together, these factors can make users vulnerable to manipulation, exploitation, and
self-harm, and the crucial question is how to reduce these risks without suppressing useful content
[183]

Different limits characterize the user [427]. Still, above all, there is the fact that the information
received exceeds people’s limits in terms of cognitive capabilities to process all the information social
media produce. This has led to an increased focus on the economy of attention, as theorized by
Simon [367], in driving information dynamics.

Users can experiment with different types of overload in terms of system features, information,
or social overload [39, 134] that can affect the expected reaction to information pieces.

Moreover, users characterized by different cognitive styles can be more susceptible to misleading
content [16, 313]. Personality traits can be associated with different social media usage [180],
which also relates to different problematic smartphone usage dynamics with different personalities.
The emotional state also plays an essential role because it can be transferred through the network
between individuals [219] without a clear and intentional purpose. Emotions and moral messages in
information pieces (such as texts) can also shape the content’s diffusion on social media, increasing
the retweet rate by around 20% [59].

Individual political slants can affect content evaluation, and adults have a clear tendency to be-
lieve in stories that favour the preferred political party, especially in the case of segregated networks
[16] where a strong correlation between connected users is found.

People also tend to avoid cognitive discordance when acquiring new pieces of information and
only assimilate confirming claims [104, 316, 328]. Moreover, another tendency of human behaviour
framed by sociologists is the so-called homophily which indicates the willingness to create bonds with
like-minded people. These two factors together have the potential to create homogeneous clusters
of opinion [423]. Empirically, Garret et al., [140], highlights that people tend to seek reinforcing
opinion news items and spend more time reading them.

Teenagers are also prone to problematic smartphone usage can degenerate into digital addiction,
characterized by compulsive usage with clear harm to mental and physical state [18]. Addiction
by non-pharmacological factors [295], such as social media, can be a crucial factor in problematic
smartphone usage [224].

Moreover, the lack of non-verbal communication and limited social presence [163, 259, 341]
often exasperates carelessness and misbehaviours, as the users perceive themselves as anonymous
[109, 319], do not feel judged or exposed [430] and deindividualize themselves and other users [244].

As will be detailed later on (see Section 5.1.1), the relevance of education to digital platforms,
the so-called Digital Literacy introduced by [148] time before social media advent is becoming a
valuable tool to counteract social media threats.
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Users’ offline behaviour can also be deteriorated by online behaviour and their perception of
online life. Phenomena such as the Fear-of-Missing-Out (FoMo) refers to anxiety around missing
out on rewarding experiences that others are having, keeping people looking for new content and
interactions (and as a consequence, the rewarding) that can alleviate social exclusion that the user
is feeling. FoMo can also have a role as a predictor of problematic smartphone usage [49, 131].

3.1.2 Harmful content characterisation

Concerning content, the first challenge that digital platforms have to face is the rise of multi-modal
content that combines different modalities inside one post 1 : texts, images, short videos and external
links can compose a single message, and there is evidence that the union of two different modalities
(for example, an image placed next to a text) can affect the perceived veracity of the message [284],
and more in general, nonprobative images (or words) can inflate the perceived accuracy.

Harmful content can be characterized apart from the modality based on the different targets and
scope of the content. The most common type of harmful content is the so-called fake-news. This
broad term indicates a piece of information (usually a text composed of multiple claims) that is
verifiably false and could mislead readers. The willingness to diffuse such content is also a relevant
characteristic, and these main features help to map into an initial and broad categorisation of these
different types of fake news:

• Misinformation: incorrect or misleading information.

• Disinformation: A form of propaganda involving disseminating false information with the
deliberate intent to deceive or mislead.

• Malinformation: the deliberate publication of private (and genuine) information for personal
or corporate rather than public interest, such as revenge porn.

Apart from content that can be characterised as news related to political agenda, other examples
of harmful content with a specific target can include beauty stereotypes [416]. This is a typical
feature of social media content due to several reasons. Firstly, social media platforms are designed
to encourage and amplify the sharing of visual content, which includes images and videos that
promote narrow beauty ideals. Users are constantly exposed to images of seemingly perfect bodies
and faces, which can lead to a negative impact on their self-esteem and body image. Secondly, social
media algorithms tend to prioritize and promote content that is likely to generate engagement and
interaction, such as images that conform to idealized beauty standards, because they can fit the
preferences of a broader audience. This can create a feedback loop where users are more likely to
see and engage with content that reinforces body stereotypes, leading to further amplification of
such content. Thirdly, social media platforms are also used as a means of self-presentation and
self-promotion, with many users using their profiles to showcase their bodies and appearance. This

1In social media, a post refers to a piece of content that a user shares on their profile or page. This content
can take many forms, including text, images, videos, and links. Posts can be seen and interacted with by the user’s
followers or friends, depending on the platform and the user’s privacy settings. Users can also interact with posts
by liking, commenting, or sharing them. Posts are the main way that users communicate and share information on
social media, and they are often used to share personal updates, thoughts, and experiences, as well as news, articles,
and other content.
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can create social pressure to conform to narrow beauty standards, leading to further promotion and
perpetuation of body stereotypes.

Also, hate speech, which can be better characterized and studied in the different hate narratives
that can take place with different declination: race, ethnicity, and religious-based discrimination.
This is particularly relevant because it is the first threat to be legally coded under the umbrella of
hate crimes that can take place on social media, which should be addressed as one of the faces of
the systematic racism rooted in almost all countries around the world.

As mentioned before, multi-modal content and images dominate the arena in terms of interaction.
It is not only a commonplace that a "A picture is worth a thousand words". Images can convey
multiple concepts more succinctly. Beauty stereotypes can be conveyed through social media [416]
because the images posted are used by teenagers to estimate their self-worth and correspond to the
projection of idealized beauty standards onto the posted content [85]. Still, images also need more
context to be understood. Given the increased cognitive load needed to correctly couple with the
fact that recent models can create realistic images, they focus particular attention on images [257].

The algorithms that fall under the term generative models are known for their capability to
synthesize realistic-looking data that can threaten users if not correctly interpreted. More formally,
these models learn to estimate the underlying distribution of parameters that govern actual data
generation and maximize the likelihood that synthetic data resemble real ones. In particular, the
class of Generative adversarial networks [154] can generate newspaper articles written by AI or
images that look like real photographs or paints [330]. Generative models can also be applied
to text and, based on this dataset composed of 3.5 years of 4Cahn posts[307], Yannic Kilcher (a
famous YouTuber) trained a language model 2 reaching performances similar to small GPT-models
regarding the benchmark TruthfulQA [232]. OpenAI a company that deploys AI models released
on the 30th of November 2022 a Large Language Models (LLMs) called ChatGpt. This model
is a type of artificial intelligence that has been gaining attention in recent years. These models
(i.e. also Meta released a LLM) are designed to process and generate natural language text using
complex algorithms and deep neural networks. LLMs can learn from vast amounts of data, making
them highly efficient and effective at tasks such as language translation, text summarization, and
language generation. The main advantage of LLMs is their ability to generate high-quality text
with very little human intervention. They can analyze and understand large amounts of data, and
then use this information to generate coherent and meaningful text. This makes them highly useful
for tasks such as automated content generation, chatbot development, and even language learning.
However, LLMs are not without their limitations. One of the main challenges is their requirement
for vast amounts of data to be trained effectively. This can make them computationally expensive
and time-consuming to develop. Additionally, LLMs have been criticized for their potential to
generate biased or offensive content, especially when they are trained on data that contains such
biases. Despite these challenges, LLMs have proven to be a highly valuable tool in natural language
processing, and their development is likely to continue to advance in the coming years. Future
research will likely focus on developing more efficient and effective LLMs, as well as addressing the
potential ethical concerns surrounding their use.

2Video Source here https://www.youtube.com/watch?v=efPrtcLdcdM, code source here https://github.com/
yk/gpt-4chan-public
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3.1.3 A solution to harmful content: Threat Detectors and Content Analyzers

The great variety of social media threats (as described in Section 3.1) results in challenging issues,
and researchers are studying how to identify them automatically. Still, this path opens perils for the
freedom of speech because also the moderation policy itself can affect linguistic and self-censorship
[144]. One way of bringing together the researchers’ community to work on solving social media
threats is workshops on these topics, e.g [222, 281]. As introduced in the beginning, another way is
challenges (or shared tasks). Examples include hate speech detection at HaSpeeDe in Evalita 2020
[352] or toxic span detection at Semeval-2021 [310].

Solutions proposed to counteract threats on social media are usually defined as classification
tasks commonly solved using deep learning. Depending on the type of threat, the input can include
textual, visual or network signals. Methods and models developed as part of the COURAGE project
are presented and used to detect threats in the proposed framework. This includes (1) classifying
textual content, (2) analyzing visual content and (3) revealing network structures like
echo chambers. The general architecture is flexible so that new classifiers can easily be added or
replaced in a plug-and-play fashion.

3.1.4 Text-Based Detectors

With a vast amount of social media threats taking a textual form, text-based detectors are presented
and categorized by different threats.

Hate Speech and Toxic Content

An approach to profiling hate-speech spreaders on Twitter was submitted to CLEF2021 and features
runs for multiple languages [10]. For English, a pretrained BERT model was fine-tuned, while for
Spanish, a language-agnostic BERT-based sentence embedding model without fine-tuning was used.

Transformer models are widely adopted in solving text classification tasks, and [178] use them
to generate text representations for their submission at the Evalita 2020 shared task on hate speech
detection.

Transformer models for hate speech detection were also used for identifying irony in social
media [406]. Ensembles of transformer models and the automatic augmentation of training data
were proposed. Using the standard SemEval 2018 Task 3 benchmark collection, they demonstrate
that such models are well suited in ensemble classifiers for the task at hand.

However, also other methods are introduced, for example, an approach based on graph ma-
chine learning by [431]. The participation in the Hate Speech and Offensive Content Identification
(HASOC) [270] campaign aimed at examining the suitability of Graph Convolutional Neural Net-
works (GCN) due to their capability to integrate flexible contextual priors as a computationally
effective solution compared to more computationally expensive and relatively data-hungry meth-
ods, such as fine-tuning of transformer models. Specifically, the combination of two text-to-graph
strategies based on different language modelling objectives was explored and compared to fine-tuned
BERT.

Another graph-based method in the context of hate speech detection, more specifically sexism
detection, was introduced in [432]. This method builds on Graph Convolutional Neural Networks
(GCN), exploring different edge creation strategies and combining graph embeddings from different
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GCN through ensemble methods. In addition, different GCN models and text-to-graph strategies
are explored.

Despite the success achieved by these efforts, the robustness of these systems is still limited. They
often cannot generalize to new datasets and resist attacks (for example, word injection) [159, 181].
Some recent models can generalise the task while maintaining similar results in different platforms
and languages under certain conditions [432]. In general, this is important as small changes impact
the system performance, making it challenging to apply these approaches in the dynamic contexts
of social media.

Fake News and Misinformation detectors

To detect fake news, an approach was proposed in the context of the Conference and Labs of
the Evaluation Forum (CLEF2021). It applies automatic text summarization to compress original
input documents before classifying them with a transformer model [169]. Promising performance
was reported on the utilized dataset, while the system has also established a new state-of-the-art
benchmark performance on the commonly used FakeNewsNet dataset [170].

Other recent methods apply ensembles of different models for fake news detection [11, 402].
While the focus in [402] lies on transformer-based models to predict the labels, [11] also combines
these with a support vector machine. In both papers, the dataset from the GermEval2021 shared
task was used.

In general, fake news detection datasets have frequently been proposed as part of shared tasks,
and they are used as, for example, in [403] or [238]. While [403] apply automatic text summarization,
similarly as in [169, 170], and combine this information with automatic machine translation, [238]
introduce an approach that is based on text graphs and graph attention convolution. Although sub-
missions were very competitive, the contributions by [403] demonstrate that this approach is highly
competitive as they resulted in winning the German cross-lingual fake news detection challenge at
CLEF 2022 “CheckThat!" [403].

User Beliefs and Opinions detectors

Models to extract user-related properties are popular, such as beliefs and opinions or sentiments
and emotions. Inferring and interpreting human emotions [318] includes distinguishing between
sentiment analysis, the polarity of content (e.g. [164, 165, 235]) and emotion recognition (e.g. [8,
40]). In comparison, opinion extraction aims at discovering users’ interests and their corresponding
opinions [422]. Similarly, the positive aspects of social media interaction, crucial for estimating the
"collective social well-being", could be extracted. Still, they have attracted less attention, but see
[78, 421].
The first step needed is to educate users about those types of content and how to inspect content
and get more information if the provided context is insufficient to clarify the main aspects.

3.1.5 Auditing Algorithms

Multiple scholars have recently addressed algorithms’ drawbacks and auditing processes have been
proposed, given the relevance mentioned above of AI concerning companies’ needs and goals and
users’ satisfaction or utility in the long term. As stated by [4], the AI agenda should prioritize
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the development of "Explainable, Accountable and Intelligible Systems". Algorithmically curated
feeds are common but resistance to algorithmic change [106] largely revolves around expectation
violation but this highlights the fact that introducing information filtering must be placed side by
side with strong monitoring and auditing systems to ensure that models are aligned with the given
objective without harming users or creating negative side-effects. Scholars have found that users’
awareness of algorithms was low and their level of understanding varied widely [122]. As highlighted
by Xie et al, [439], platforms should further improve users’ awareness and knowledge formation of
algorithms by increasing the visibility of information and functions of algorithms. Along with
improving usability and helping users to become more skilled, it is crucial to understand which are
the potential algorithms’ drawbacks and how to investigate them.

For example filter bubbles and echo chambers are social media-specific threats because they are
enabled and amplified by the unique features of social media platforms. Social media algorithms are
designed to prioritize and promote content that is likely to generate engagement and interaction,
which can lead to the creation of echo chambers and filter bubbles. In an echo chamber, individ-
uals are exposed only to content that reinforces their existing biases and beliefs, leading to the
formation of narrow and isolated communities of like-minded individuals. In a filter bubble, social
media algorithms create personalized feeds that show users only content that matches their previous
interactions, preferences, and search histories. This can create a self-reinforcing cycle where users
are exposed only to content that confirms their existing beliefs and biases while being shielded from
alternative perspectives and information. Social media platforms are uniquely positioned to create
and amplify these threats due to their ability to collect and analyze vast amounts of user data,
and their use of AI algorithms to personalize content delivery. As such, addressing the threats of
echo chambers and filter bubbles requires a proactive regulatory framework and requires a deep
understanding of the real dynamics of these threats and the factors that affect them, starting from
the algorithms.

A taxonomy of the auditing process concerning the distortion taken into account, auditing
methodologies, and organizations audited has been summarised by [34]. Different strategies can be
adopted to test an algorithm as pointed out by [351]:

• Code access: training data, source code and evaluation metrics are directly accessed by
researchers.

• Puppet: data are collected with computer programs that simulate users’ behaviours. Tom-
lein et al.[398] simulate users with a preference model for a given topic, which delves into a
misinformation filter bubble and then tries to burst the bubble. Results show that bursting
a filter bubble is possible. Zhang et al., [450] evaluate a conversational item recommender
with simulated users, and findings show that preference model and task-specific interaction
models can achieve a high correlation between automatic and human evaluations. Yao et al.,
[444] build a selection and feedback model to simulate interaction with RS and study how
popularity bias manifests in repeated interactions

• Scraping: official API3 or un-official web scraping techniques could be used to obtain data.

3an API (Application Program Interface) is a web interface used to ease the communication between different
software to exchange data.
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• Crowd-sourced: real people are involved. [119] proposed a framework to evaluate RS in the
context of technology-enhanced learning.

It is necessary to clarify that AI often reflects biases already present in society [38]. People have
always loved blockbusters, even before the advent of streaming platforms, and the training data
that can be fed to an AI to learn which movies fit customers’ preferences will be affected by the fact
that a lot will watch a few movies (blockbusters). In contrast, the majority of the films will have
few or no views at all. This poses a first issue concerning the diversity recommender systems should
offer users. Golden and Danks, [152], address the ethical obligations to provide novelty content and
highlight the overlapped and blurred nature of the platform and users’ interests. On the one hand,
platforms have no moral obligation to society to provide diversified content. Still, at the same time,
if novelty affects users’ engagement (that means profits) positively more than the cost of this novelty
bias, there is room to provide more diversified content.

Other studies are pointing out that even if recommender systems could reduce the diversity of
content [75], they can at least preserve the diversity of content provided in news recommendation
[272].

Obviously, more diversified recommendation strategies should take into account the scope of
the platform but also the individual tolerance of novel, unseen and maybe unexpected content to
balance the potential serendipity of the system. To preserve at the same time, the "long tail"
and personalisation, Abdollahpouri, [3], proposes to add a personalisation factor which values the
interest in items that belong to the long tail for each user. This two-factor function increases the
coverage of the distribution of both short and long tail items.

Accuracy, novelty, and diversity are the main aspects of the evaluation of recommended items list
in broader terms; in [113], a survey to investigate user perception with respect o the aforementioned
aspects reveals that users’ satisfaction is influenced positively by diversity rather than novelty which
is anyway correlated and this indicates that a little share of unfamiliar (novel) items can improve
satisfaction. Still, there is a threshold where users indicate a decreasing utility when too many
unfamiliar items are provided.

The relevance of recommender and filtering system in news-feed create a vigorous debate con-
cerning the potential of AI to create a bubble that only allows items that fit closely to users’
preference to enter of feed. In 2011, Eli Pariser coined the term "Filter Bubble" [308] to describe
the fact that recommendation algorithms create for each one of us a unique universe of information
that is biased towards our interests and give a unique perspective but also limits the access to
the full spectrum of information. Moreover, personalisation puts in danger democracies because it
hinders the possibility

to see things from one another’s point of view, but instead, we’re more and more enclosed
in our bubbles. Democracy requires a reliance on shared facts; instead, we’re being offered
parallel but separate universes [308]

Empirically [286] found that diversity increased for users who followed provided recommen-
dations in a movies’ recommendation setting. While [23] highlights that algorithmically-driven
listening through recommendations is linked with diminished diversity of streamed tracks. An ex-
planation of these results that seem opposite of each other could be found in the fact that there is
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probably a natural tendency to form habits that can be observed in the narrowing consumption of
items (movies or songs).

Users could also be influenced by what other users think. In the case of a rating system, users
can be manipulated because they tend to rate toward the expected value shown to them by the
system [96]. The user-specific factors that affect the recommender system in the most recent and
disruptive social media, TikTok, owned by the Chinese company ByteDance have been studied
through simulation in [54] with a puppet methodology. Results highlight that conscious factors,
such as the following, and unconscious, like video view rate, affect what is recommended to users.
It is not transparent with this methodology which is the impact of the initial state of the users
(the synthetic distribution of its features such as hashtags and creators interested in) concerning
the diversity of provided content.

As mentioned before, recommender systems are not only in charge of filtering information and
content, but also they suggest new people to follow and could learn to reflect harmful dynamics. It
is well known that minorities are sometimes exposed to the so-called glass ceiling, a social barrier
that, without any form of legitimacy, obstacles minority members that are discriminated against
solely based on a specific attribute. The question is if algorithms are neutral with respect to these
distortions.

Empirical evidence based on Instagram social media [225, 378] prove that AI can increase the
speed at which disparity grows. Once again, algorithms can profoundly shape users’ context; more-
over, they cannot by themself optimize relevance and at the same time prevent the formation of a
glass ceiling.

As mentioned before, recommendation algorithms provide users with information and people
that can be added to their network because the lifeblood of social media is active users who engage
with content and people [166]. To boost engagement rate, social media also recommends lists of
users, which creates multiple issues.

The so-called rich get richer effect is one of the first identified consequences of the introduction
is social media of those recommendation lists where well-known users (with high degree) are recom-
mended proportionally to their degree so this cause a cumulative advantage which as led to hinder
the emergence of content and users which are not already well-known and this could be identified
as the first undesirable property of recommender. The original "People who may know" imple-
mented in Twitter was based solely on topological information without any information regarding
user profiles or past interaction information [166].

Plous, [316], suggested that people’s opinion is influenced by the ones of their neighbour. The
abundance of interactions in social media increases opportunities to create communities of like-
minded people, fostered on the individual side by homophily and by AI recommender on the algo-
rithmic side. This process can create what scholars define as echo chambers [140]: spaces where the
correlation between people’s opinions in a neighbourhood is strong. Empirically an echo chamber
structure in social media has been addressed in multiple platforms, and results vary across platforms
[86] i.e. on Facebook, a strong separation between communities with different (opposite) political
leaning. This fact is not confirmed on another relevant social media, Reddit, where users’ leanings
are less homogeneous.

The echo chamber indirectly challenges democracies. A democratic decision-making process is
characterized as a consensus reaching based on a majority rule. Still, the context in which each

Francesco Lomonaco 37



3.2. Recommendation and potential biases

decision is taken should be fair concerning what other people think, given the possible outcome of
the various strategies that can be chosen. A people recommender system could favour the creation
of an echo chamber recommending preferentially like-minded users and can skew the informational
context users are exposed to and increase the influence assortment of the user’s side [377]. In this
setting, given the right incentives can be shown, users in echo chambers can be forced to switch
their decision even in sub-optimal scenarios. Later on, Chapter 5 will show how people are prone
to be misled by information personalisation because they cannot distinguish between crowd-based
knowledge and peer influence.

3.2 Recommendation and potential biases

Personalized recommendation algorithms are ubiquitous on platforms independently of their scope,
costs, and user profile. They suggest content and contacts, and alongside the possibility of sharing
content with "friends" (the top social media system feature), they can amplify the speed and
direction of information diffusion and network growth rate [383], increasing interactions between
users dramatically. This poses multiple threats on different levels to discriminate between negative
phenomena and a meaningful role of social media because it is not clear which is the outcome of
long-term interaction (in a loop form) between the underlying AI that powers social media (which
pushes content toward users) and users (that actively pull desired information).

Digital platforms can also increase the utility and create benefits for participants if they correctly
manage and price network effects. The overall welfare effect of social media has been discussed in
[15], and results show that both benefits and adverse effects are present. In particular, the authors
point out that after four weeks of detox, people are less informed and less polarized. Subjective
well-being measured with self-reported metrics shows an increase in adults [15]. In contrast, [434]
demonstrate that the conceptualization of digital stress made by [375] can be applied to teenagers
who, in case of problematic smartphone usage, can be affected by poor sleep quality, anxiety, and
depression [434].

Serving recommendations in social media is just one step of the life cycle of a recommender
system. To reach this point, each platform needs to:

1. Collect users’ data and process them

2. Learn a model based on that data.

3. Provide personalized recommendations

4. Evaluate the performance

This mechanism should be placed in a loop logic because when users accept or do not a recom-
mendation, this information will be used to refine the model. Figure 3.1 depicts the feedback loop
mechanism. The basic dynamic behind the feedback loop in a recommender system is that RS col-
lect data on the items that users view or interact with and the users’ ratings or evaluations of these
items, including (especially in social media) the user-user interactions. This information is then
used to update the system’s models of the user’s preferences and interactions history, generating
new recommendations. Over time, as the user provides more ratings and evaluations, the system’s
models of the user’s preferences are refined based on previous interactions.

Francesco Lomonaco 38



3.2. Recommendation and potential biases

Figure 3.1: RS main component: Users, Data, Model, and the representation feedback-loop mechanism.
Once the model is learned, users provide feedback that is used to refine the model.

The aforementioned loop dynamic highlights that recommender system data about users’ be-
haviour are gathered when a recommender is already active. This creates an exposure bias because
users select items based on the proposed shortlisted items, so the recommender system can be con-
sidered a confounding factor [75], in the sense that RS is a variable that impacts both the treatment
assignments (which items users’ view) and the outcomes (how they rate them) [234].

This can have multiple consequences, such as leading to a lack of diversity in the recommen-
dations provided by the system and preventing the user from discovering new or unexpected items
they might enjoy. Another potential drawback of these feedback loops is that they can reinforce
existing biases (in the user whom recommendations are served or in the model) [229].

This can create filter bubbles where users only receive information consistent with their beliefs,
escalating confirmation bias [358].

Recommendation systems can be subject to various biases that can affect the accuracy and
fairness of their recommendations. Biases can arise from different sources while serving recommen-
dations:

• Data: different issues can be related to data. (A) dataset shift (i.e. when the training
dataset distribution of features is different from the one of the testing dataset) can affect the
performances of the model; (B) popularity bias is inherent from the distribution of ratings
and can generate unfair results over-recommending already popular items [56]; data are also
prone to (C) selection bias given the fact that users are free to rate the items they prefer and
this can inadvertently propagate bias if the users only rate items he likes (with a high rating)
not providing information about what he did not like. This is also related to the problem of
(D) data sparsity, meaning that most items have few or absent ratings.

• Model: as highlighted in Sections 2.3.3, 2.3.2 each approach has pros and cons and the specific
domain and goals of the task should be included in the selection of the appropriate model.

Specifically, on the user side, the most common biases that can occur in recommender systems
include:
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1. Position Bias: users tend to interact with the first recommended items because, from a cog-
nitive point of view, it is expensive to analyze and compare all the short-listed items [77, 93].

2. Confirmation bias: users will tend to select preference-consistent recommendations items, and
RS can play a role in overcoming or increasing this bias [358]. For example, if an individual
has previously expressed a strong preference for a particular type of item, he will tend to
continue to provide feedbacks that confirm his beliefs (in this case, his preference toward a
specific set of items)

3. Anchoring Bias: favoured by the fact that rating (and more in general judgements) are often
influenced by elements of the environment in which this construction occurs if ratings are
manipulated, displaying ratings skewed toward specific values [6, 7] the anchoring bias can
influence users’ rating toward that value.

4. Backfire effect: defined as a reinforcement of individual belief after a correction [389], which
can lead to exacerbated polarization[30].

3.2.1 Freedom to speech and freedom to reach

Ideally, free speech is an absolute concept. In its application, it cannot be as if it is true that
anyone must have the freedom to say what he wants. It is also crucial to acknowledge that words
can harm others, and everyone should assume the responsibility not to harm others. In social media,
this tension between freedom of speech and protecting people has been encoded into the moderation
policy for content. After Twitter’s delisting, Elon Musk begins its ownership indicating the direction
the company will follow: “Freedom of speech doesn’t mean freedom of reach. Negativity should &
will get less reach than positivity” 4 One of the main challenges in this situation is determining
what constitutes harm and who has the ultimate power to make decisions about it.

It is crucial to have a transparent process in place for determining who controls the controller,
as this can help to ensure that decisions are made fairly and transparently. Social media platforms
are used to remove content that violates their policy, but other practices are present that can limit
the spreading of content.

• The shadowban: or the action of restricting content distribution without user acknowledge-
ment [250], is a current practice in social media, especially on Twitter and Instagram and
can be seen as an automatic online moderation approach for preventing unwanted behaviours
[227]

• Deboosting: it is a sort of soft ban where more actions are needed to see the content
appearing (such as pressing the button "show more replies" on Twitter

• Search Suggestion Ban when the search engine does not retrieve the account.

3.2.2 Information personalisation algorithms and transparency issues

As mentioned in Section 1.2, the Cambridge Analytica scandal (that involved Meta company because
users’ personal data had been harvested on an unprecedented scale, with more than 50 million users’

4Check HereMusk tweet https://twitter.com/elonmusk/status/1598752139278532610, retrieved on April 7,
2023
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profile scraped [69]) had a significant impact on social media platforms, as it highlighted the potential
misuse of user data and the lack of transparency in data collection and sharing practices. In the wake
of the scandal, many social media companies have made a concerted effort to increase transparency
and give users more control over their data [63]. This includes more detailed explanations of data
collection practices, more robust privacy settings, and the ability to download or delete personal
data. Additionally, many social media platforms have implemented stricter rules and regulations
around the use of user data by third-party companies and organizations. Overall, the Cambridge
Analytica scandal has helped raise awareness of the importance of data privacy and transparency
on social media platforms and has led to several positive changes in this area.

The relevance of these consequences was highlighted in 2020 by a Report from Avaaz 5 [27] where
Facebook has been publicly addressed as danger to public health. The report focused on dismantling
a "Deception Network" of Facebook pages and accounts that spread fake news.

What is missing from platforms is a clear commitment to transparency, a value that can be
effective in building users’ trust [99]. Moreover, as highlighted by [64], where authors coined the
term APIcalypse, after the Cambridge Analytical scandal, social media platforms stepped down
to promote access to their data even for researchers with deleterious consequences.

Each platform indicates which specific topic is allowed or not 6 and the policy that they adopt
to manage inappropriate content, such as the “remove, reduce, and inform” policy to counteract
misinformation 7. Still, there is no clear and shared regulation among different platforms. The only
social media platform that will probably be forced to find a compromise with legislators is TikTok,
at least in the United States. As reported by many news sources 8 Senator Hawley (R-MO) gave
birth to an initiative to review the law that ensures tech company immunity for content published by
users 9. He proposes to maintain immunity for social media platforms under Section 230 only if they
submit to an external audit that proves by clear and convincing evidence that their algorithms and
content-removal practices are politically neutral. This legislation, which mainly involves TikTok, is
driven by political issues such as the potential intrusion of the Chinese government on American
citizen data, which led the company to switch from Singapore-based servers to the one managed by
Oracle (a US-based company) 10.

To avoid a head-on collision with the European Commission, TikTok CEO plans to Meet Eu-
ropean Union Regulators 11 and in particular, Ms Vestager (the executive vice president of the
EU’s executive arm), whom spokesperson stated that the purpose of the meeting was to assess
the company’s readiness to adhere to the upcoming EU regulations about internet safety and fair

5Avaaz is an independent network that authored multiple investigations regarding fake news dissemination https:
//secure.avaaz.org/campaign/en/facebook_threat_health/

6Meta indicates five classes of content that cannot be recommended
7More here, crawled on July 7th, 2022, https://about.fb.com/news/2019/04/

remove-reduce-inform-new-steps/
8The Economist reports that TikTok will let third-party audit its recommender. https://www.economist.com/

leaders/2022/07/07/whos-afraid-of-tiktok crawled on July 7th 2022
9The "Ending Support for Internet Censorship Act", proposed by Senator Hawley can be found here https://www.

hawley.senate.gov/senator-hawley-introduces-legislation-amend-section-230-immunity-big-tech-companies,
crawled on July 7th 2022.

10Bloomberg highlight the fact that TikTok nears a deal with Oracle to base data-
storage inside the United States. https://www.bloomberg.com/news/articles/2022-03-10/
tiktok-nears-data-storage-deal-with-oracle-for-u-s-users, cralwed on July 8th 2022

11Source: https://www.wsj.com/articles/tiktok-ceo-plans-to-meet-european-union-regulators-11673009398,
retrieved on April 7, 2023
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competition among technology firms that will be implemented in 2023.

3.3 Toward a more transparent information environment

The increased power of social media comes with a need for regulation to ensure that these platforms
are used responsibly and in the best interests of their users. One approach to regulation is to
consider social media as a utility, similar to water or electricity, and to impose similar regulations and
oversight. Another approach is to examine the role of recommender systems, which use algorithms
to curate and present content to users, and to consider the potential impact of these systems on the
spread of misinformation and the manipulation of public opinion. This section will explore these
two approaches to regulating social media, examining the potential benefits and drawbacks and
discussing the implications for policy and practice. In the end, an overview of technical solutions
to improve recommendations’ efficacy, including metrics beyond accuracy, is provided.

3.3.1 Are social media utilities?

A utility is a company that provides essential services to the public, such as electricity, water, gas,
or telecommunications. Government agencies typically regulate these companies to ensure that they
provide reliable and affordable services to consumers [433].

Several characteristics distinguish a company as a utility:

1. Essential services: Utilities provide services considered essential for modern life, such as
electricity, water, gas, or telecommunications. These services are typically regulated to ensure
that they are reliable and affordable for consumers.

2. Government regulation: Utilities are typically regulated by government agencies to ensure
that they meet specific standards for quality and affordability. This can include setting rates,
ensuring safety and reliability, and protecting consumers from abuses.

3. Monopoly or oligopoly: utilities are often granted a monopoly or oligopoly in their service
area, meaning that they are the only or one of a few companies allowed to provide a particular
service. This is often done to ensure a reliable and consistent supply of essential services.

4. Public benefit: utilities are expected to provide a public benefit, such as ensuring everyone
has access to reliable and affordable essential services.

The main takeaway is that utilities like gas, electricity, and water are almost always distributed
with a governmental intermediary who can ensure that rates are even, safety measures are being
enforced, and access is as equitable as possible. Social media platforms, such as Facebook, Twitter,
YouTube and TikTok, have become an integral part of modern life for many people, providing
communication, connection, and entertainment. In this sense, they have many characteristics that
are similar to utilities [94].

One key characteristic that social media platforms share with utilities is that they provide a sort
of essential service to the public. It is also a matter of fact that Social media play a crucial role in
political information and are the primary driver of news diffusion. In this sense, social media has
become an essential service, much like electricity or water[24].
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Another characteristic social media platforms share with utilities is that government agencies
regulate them, at least partially. While social media platforms are not currently regulated as
utilities, they are subject to various laws and regulations, such as privacy laws and laws against
hate speech and misinformation. In this sense, social media platforms are already subject to some
level of government regulation.

Finally, social media platforms also have a public benefit aspect, similar to utilities. They
provide a means for people to connect and share information, facilitating the spread of essential
ideas and coordinating social and political movements. In this sense, social media platforms serve
a public good, much like utilities.

While social media platforms are not currently regulated as utilities, they share many charac-
teristics with these companies, including providing essential services, government regulation, and
public benefit. This has led some to argue that social media platforms should be regulated as
utilities to ensure they serve the public interest.

However, there are also several arguments against considering social media platforms as utilities
[396]. One concern is that such regulation could stifle innovation and creativity in the industry.
Social media platforms have become successful primarily due to their ability to adapt and change
quickly in response to user needs and preferences. If they were regulated as utilities, they may be
required to adhere to strict rules and regulations that could inhibit their ability to innovate and
adapt.

Another concern is that regulation as utilities could lead to censorship and limit free expression.
If social media platforms were regulated as utilities, they might be required to enforce more strict
standards for content, potentially leading to the suppression of particular viewpoints.

Finally, there are also concerns about the cost and accessibility of social media platforms if they
were regulated as utilities. While most social media platforms are currently free to use, it is possible
that regulation as utilities could lead to the introduction of fees or other costs. Additionally, there
may be concerns about accessibility and equity if social media platforms were regulated as utilities.
Some individuals may not have access to these platforms due to financial or technological barriers.

In conclusion, the question of whether or not social media platforms should be considered utilities
is a complex and controversial one. While there are compelling arguments in favour of such regula-
tion, there are also significant concerns about the potential impacts on innovation, free expression,
and accessibility.

3.3.2 Recommender systems and their role as editorial board

Using personalization algorithms in social media has raised concerns about the potential effects on
the diversity and reliability of the information users are exposed to. On the one hand, personalization
can provide a more tailored and relevant experience for users, leading to increased engagement
and satisfaction, but for example, on Twitter, mixed effects are found by [36] that concludes that
algorithmically curated feeds may exacerbate partisan differences in exposure to different sources
and topics.

On the other hand, it can also result in the creation of potential threats to society as highlighted
in Section3.1 where users are only presented with information that aligns with their pre-existing
beliefs and biases, limiting their exposure to new ideas and perspectives or amplifying existing biases
in the data that trained the machine learning models, (i.e. the skewness toward Caucasian faces in
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the most face-images dataset [120, 221, 228] highlighted by [203]).
This parallel between social media personalization and the editorial process of traditional media

raises essential questions about the role of technology in shaping the information landscape. Like an
editorial board, the algorithms used in social media platforms make decisions about what content to
promote and what to suppress, often based on complex and not-easy-to-interpret criteria. However,
unlike editorial boards, these algorithms are less regulated 12 and consequently less transparent
and are not accountable to any external authority even if algorithmic auditing has gained attention
[34, 413]. Furthermore, personalization algorithms can reinforce existing power structures and
inequality, leading to unfairness in the information diet provided or sub-represent minorities or
entire categories (such as women) [248]. Researchers are attempting to include editorial values into
the recommendation[245], and results show that it is possible to include timely and fresh content
feature of RS without affecting the accuracy of the information provided w.r.t. users’ preferences.

As technology plays a central role in shaping the information landscape, it is crucial to start
acknowledging that recommender systems can act as an editorial board.

3.3.3 Improve models: going beyond accuracy

The fundamental predicament that all the stakeholders involved in social media deal with are how
to leverage algorithms to benefit users in the short and long term, ensuring an experience that
won’t affect users or other stakeholders. This poses ethical, political and financial issues that are
above the scope of this thesis, but the scenario highlights the relevance of the challenge. Usually,
recommender systems are evaluated based on metrics that only consider the model’s predictive power
in terms of accuracy for the estimated users’ preferences. To leverage positive aspects of information
personalisation, a more fair approach should include the novelty and subsequent surprise that a given
item recommended to a user generates. In other words, the serendipity propriety of recommender
systems [188] should be included in evaluating its performances, or at least a way to include a
heuristic to balance the mere accuracy of the recommender should be introduced.

Novelty and serendipity are both related to unexpectedness. Still, in the case of a novel recom-
mendation, the users might have found the items alone, while a serendipitous system should focus
on serving items that will be hard to discover. This multiplicity of aspects highlights a tension that
can be summarised with the expression exploration-exploitation dilemma [410] where the ex-
ploitation focuses on items that best-fit users’ preferences concerning users’ preference. In contrast,
exploration focuses on recommending randomly selected items to reduce selection and exposure bi-
ases, but this is also the baseline strategy to improve the serendipity of a recommender. The value
of exploration is well-known in the context of Reinforcement Learning, but [79] tried to measure the
impact of exploration using four metrics in the context of recommendation. The authors wanted
to evaluate exploration’s impact in the long term because exploration benefits usually do not occur
in the short term, and they connect serendipity to improved long-term user experience, using as a
proxy metric the conversion rate of casual users into long-term users.

More holistic and inclusive approaches have been proposed by scholars:

• [1] introduces Multi-Stakeholder approach where the quality of algorithm performances is
assessed across multiple groups of stakeholders. Each one has a peculiar utility function, and

12RS do not have to respect the journalistic code of conduct.
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recommendations should find a Pareto optimal solution before being deployed 13.

• [342] proposes Collective Well-Being as a group-level indicator measured across different
dimensions that can be improved by stretching efforts on community-level key characteristics.

• [190] apply to recommendation task Active Learning [399], exploiting dialogue interfaces
and natural language processing models to allow human-machine interaction and provide
personalised movies recommendation based on "guided-sampling procedure" that only takes
into account informative samples.

• Without operationalising them, in [263], authors highlight the ethical challenges of RS re-
lated to utility (in the case of inaccurate recommendations), and Rights (in cases of unfair
treatment): (I) Inappropriate content, (ii) privacy, (iii) Autonomy and personal identity, (iv)
Opacity, (v)Fairness, and (vi) Social effects.

• Trustworty Recommender system (TRec) [125]: in this review, authors propose a mul-
tidimensional evaluation process that takes into account six dimensions: Safety & Robustness,
Non-discrimination & Fairness, Explainability, Privacy, Environmental Well-Being, and Au-
ditability & Accountability

• A collaboration between social media and interdisciplinary departments [381] review the pro-
cess and the values to include values in RS from Value-sensitive design. Authors synthesize
the most urgent value into Usefulness, Well/being, Legal and Human Rights, Public discourse,
Safety

These approaches implicitly highlight that different and heterogeneous actors populate these
digital platforms. Their different behaviours and needs must be considered simultaneously to ensure
an equilibrium between the competing interests and goals. Each aspect in the user context (social,
algorithmic, static or dynamic) should be conceptualised and operationalised to increase digital
well-being.

3.4 AI and human value alignment

It should be clear that in AI, modellers do not tune each parameter manually. Their capability
is only limited to defining the objective function (See Section 2.2.4) in a supervised setting and
could be problematic to define an objective function that correctly takes into account all the rel-
evant stakeholders [22]. Programmers are prone to instruct models with ambiguous or mistaken
instructions. The need to encode human values into AI brings out a few but complex questions:

• Who should decide which human values should be encoded in AI? (Normative side)

• How to include those values into AI? (Technical side)

13Pareto-optimatility is reached when, in a utilitarian framework, it is impossible to increase agent utility without
decreasing someone else’s utility.

Francesco Lomonaco 45



3.4. AI and human value alignment

As AI systems become increasingly advanced and capable of attracting investment 14, it is
important to ensure they are aligned with human values to avoid potential ethical dilemmas and
negative consequences. Moreover, efforts from scholars [291] and governments are undergoing to
increase the accountability of AI with the objectives of increasing:

1. Compliance: the capability of AI to be aligned with human values

2. Report: indicates the degree of ability to provide or permit satisfactory explanations of their
decisions [147].

3. Oversight: the possibility of auditing the algorithm by external authorities. This requirement
is also present in the AI Act approved by the EU on 21 April 2021 15

The first aspect concerning alignment involves defining the relevant values to humans and de-
signing AI systems with goals consistent with these values. For example, an AI system might be
designed to prioritize the well-being of humans, respect individual autonomy, or promote fairness
and equality.

This involves designing AI systems that can make ethical decisions and avoid actions that would
violate human values. The correct execution of this flow requires a correct ethical operationalization
of the AI governance, that following [271] can be deployed and monitored using Ethics-based
auditing (EBA) that is a structured process whereby an entity’s past or present behaviour is
assessed for consistency with moral principles or norms.

Ensuring value alignment in AI is challenging, as it requires a deep understanding of human
values and the ability to design AI systems that can effectively uphold those values. It is also a
dynamic process, as human values may change over time, and AI systems must be able to adapt to
these changes.

Abel et al. [5] argue that Reinforcement Learning (RL) achieves the appropriate generality
required to theorize about an idealized ethical artificial agent. A first step could be combining
examples of social media events and corresponding simulations with automatic metric extraction
algorithms, such as inverse reinforcement learning (IRL) [285]. This would allow the community to
reason on more concrete examples of future conditions of the community and avoid the necessity to
encode several trivial aspects that could be extracted automatically, as proposed by the Cooperative
Inverse Reinforcement Learning (CIRL) framework [167].

Another approach proposed by Peschl et al., [315], called MORAL (Multi-Objective Reinforced
Active Learning). This framework combines the learned reward functions (from multiple experts)
and inverse reinforcement learning. Wu et al., [438], propose an approach based on the assumption
that most human behaviours, regardless of which goals they are achieving, are ethical. They inte-
grate human policy with the RL policy to achieve the target objective with less chance of violating
the ethical code humans usually obey. As aforementioned in Section 3.1.5, 3.3.2, stakeholders and
users can have conflicting interests, and unaware violations of users’ rights can also happen, so this
approach can have several limitations even if it is possible to reach Pareto-optimal solutions.

14AI state-of-the-art is also related to the capability to generate revenues, and OpenAI’s recent pitch
to investors said the organization expects $200 million in revenue next year (2023) and $1 billion
by 2024 only from ChatGpt conversational model. Source Reuters https://www.reuters.com/business/
chatgpt-owner-openai-projects-1-billion-revenue-by-2024-sources-2022-12-15/, retrieved on April 7, 2023

15Check Art. 14 here https://artificialintelligenceact.eu/the-act/, retrieved on April 7, 2023
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3.5 Alignment and Definition of Collective Well-Being Values

As highlighted before, AI and human value alignment is a crucial area of research in artificial
intelligence. What is proposed in this thesis is to align the values of AI systems with those of
humans, taking advantage of a collective well-being metric defined using participatory practices
and grounded on educational activities. This metric would take into account the well-being of not
just individuals but also the well-being of society as a whole, including the different stakeholders [1].
Following this path, AI systems can be designed to make decisions that promote society’s overall
well-being rather than just maximizing individual or corporate interests. This approach can help
ensure that the development and deployment of AI systems align with the values and interests of all
members of society. In theory, a social planner should want to address the market failures that lead
to distortions, which would take the form of increasing information about the state of the world and
increasing incentives for news consumers to infer the actual state of the world. In practice, social
media platforms and advertising networks have faced pressure from consumers and civil society to
reduce the prevalence of fake news on their systems. Collective well-being on social media can be
characterized by many different factors, including the level of trust and support among members of
the group, the level of engagement and participation within the group, and the extent to which the
group can achieve its goals and objectives.

Other factors that can affect collective well-being on social media include the level of diversity
and inclusion within the group, the level of conflict and disagreement, and the level of support
and resources available to the group from outside sources. Overall, collective well-being on social
media is an important concept that can help to understand and evaluate the health and happiness
of groups within a social media platform. By measuring and tracking key indicators of collective
well-being, it is possible to gain insights into the factors that contribute to the success and happiness
of groups on social media and to identify areas for improvement and intervention. There may be a
trade-off between maximizing profits and maximizing users’ well-being for social media companies.

On the one hand, social media companies primarily focus on generating profits for their share-
holders. As such, they may be incentivized to prioritize activities and strategies that maximize
their revenue and profit margins, even if these activities and strategies do not necessarily promote
the well-being of their users.

On the other hand, the well-being of users is also an essential consideration for social media
companies. If users are not happy and healthy on the platform, they may be less likely to use it
regularly, which can impact the overall health and success of the platform.

Additionally, concerns about the impact of social media on users’ well-being have become a
more prominent issue in recent years. As highlighted by [51], participation provides a means to
incorporate the broader public into the development and deployment of AI systems. ML community
must change its current development practices, which are technical, representationally unbalanced,
and non-inclusive, to achieve its goal of supporting people and improving prosperity.

Concerning the effectiveness of participatory practices, Arnstein [26], in 1969, used to say that
“Participation without redistribution of power is just an empty and frustrating process for the
powerless.”

Due to the interdependence between users’ behaviours and the quality of their experience on
social media, to develop social media platforms that enable all community members to achieve their
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desired experience without negatively impacting others, it is necessary to clearly state the values
underlying the desired experience on the platform; or in other words: to define the rights and
boundaries as well as the expectations that users and algorithms must respect on the platform.

All these concepts are closely related to the multifaceted and interdisciplinary topic of collective
well-being (CWB).

Generalizing the concept of the individual, subjective well-being, [342] presents a structured and
evidence-based characterisation of CWB for physical communities adopting several dimensions, such
as vitality, connectedness and others. Ognibene et al., [296], extensively discuss how to translate it
to hyper-connected virtual societies like social media and the complex trade-offs between different
users’ needs and duties, preferences and constraints.

For example, some users must be protected from behaviours others consider harmless and en-
joyable. Others would prefer being exposed to rumours instead of having to refrain from getting
others’ attention while sharing made-ups or avoiding missing out on some unchecked, intriguing,
and maybe polarizing information.

To this, one must add the different cultural factors which would be reflected in the kind of
information and interaction they would desire to have on the platforms.

While any regulation of the platform may seem better than the profit-oriented one that currently
dominates them and seems to aim at trapping users in a loop of continuous consumption of content,
it is easy to imagine that finding solutions for the multitude of trade-offs like the ones described
above that are at least harmless for most of the highly diverse set of social media users is not a task
that can be quickly and permanently addressed, asking for a continuous process that involves the
users of the platform themselves.

Adopting participatory practices to design the community’s collective well-being may have sev-
eral advantages.

For example, involving the users in the design of the novel CWB-aimed social media community
may increase their engagement in realising a desirable social media experience and, there-off, directly
increase the quality of the outcome, building trustworthy and more connected communities leading
to more inclusive and robust policies and therefore increasing the CWB of the community [425].
Moreover, once given the possibility, users often want to be involved in designing products or services
that affect a large share of the population.

However, the co-design of a social media experience and connect CWB definition is challenging
as it may require that the participating community members have an understanding of the direct
effects their choices and behaviours have on other users, especially when they are integrated and
potentiated through the platform algorithms. Thus a participatory approach requires an additional
effort to raise users’ media literacy.

This process of stating the social media community principles corresponds to defining and mea-
suring the desirability or collective well-being (CWB) value of a specific condition of the community
and is also the starting point in defining ad-hoc metrics of the overall impact of social media on the
community, both at the individual and societal levels.

While an abstract and verbal description of the principle may be most beneficial for the human
components of the social media community, producing a numerical metric is particularly important
to direct the algorithmic mechanisms underlying the platform [136].

Participatory practices are recently gaining interest in the artificial intelligence field [51], and
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their application to the definition of CWB has to overcome several issues other than the media
literacy one already presented.

It is easy to imagine that the number of aspects and details to be defined would go easily be-
yond the operational bandwidth of a typical participatory decision process and that technologically
supported approaches would be necessary.

Scholars have addressed the issue of well-being-oriented recommender systems. Khwaja et al.,
[208], highlight that, to improve WB, daily activities recommendations should be aligned with per-
sonality traits. Leveraging the exhibited personality, authors build a congruence model that helps
improve subjective well-being (SWB). From the perspective of this thesis, the main limitation of
that study is that it does not take into account the collective aspect of well-being that is influ-
enced by the social context. Alcaraz-Herrera et al., [14], proposed the EvoRecSys, a framework for
recommendations that uses evolutionary algorithms as its core recommendation engine. This frame-
work models personalized well-being recommendations as a multi-objective optimization problem.
The system requires as input some information about the physical status and food preferences of
the users along with a well-being goal. The output of the RS is a boundle of activities. A user
study showed that the ratings of recommendations are positive, and a challenge study highlights
the superior performance with respect to a classic Collaborative filtering approach.

The next section will highlight how to build safer social media, how education plays a crucial
role, and finally, an educational companion is proposed.

3.6 Educational Social Media Companion

Social media have been shown to contribute to collective well-being by enhancing people’s levels
of social connectivity. However, well-being, and in particular the one of teenagers, is vulnerable to
social media threats, such as exposure to many types of unwanted or toxic content [98, 269].

Increasing social media users’ digital literacy [127], and citizenship [196, 440] may counter most
SM threats that thrive due to users’ lack of awareness and over-reliance on algorithmic recommen-
dations [37, 261, 420].

The traditional media literacy approaches were based on the idea that media adversely affected
children. Therefore, it was necessary to immunize young people to resist such negative influence.

As the media ecosystem evolved, so did media literacy. It soon included a paradigm shift
towards education and risk prevention concerning the web, video games, social networks and mobile
devices. Recently, new concepts have been developed to name these new forms of literacy, from
digital literacy or digital citizenship to new media literacy [359, 440].

With the objective of contrasting social media threats, several countries have introduced edu-
cational initiatives to increase the awareness of students with respect to the detection of fake news
and misleading information on the web 16.

Still, due to their limited duration and high costs compared to purely entertaining use of social
media, the effects of these programs may be limited.

The proposed framework is based on a virtual Educational Social Media Companion that enables
continued, both in the classroom and outside, educational and interaction support for a community

16Source:https://www.bbc.co.uk/programmes/articles/4fRwvHcfr5hYMMltFqvP6qF/
help-your-students-spot-false-news BBC, (UK), and https://literacytrust.org.uk/programmes/news-wise/
NewsWise (UK)
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of learners, creating an Educationally Managed Social Media Community aimed at improving users’
new media literacy and social media experience. Through companion support, the students can
safely learn-by-doing how to deal with social media content, leveraging the positive aspects and
counteracting the inherent threats.

While previous educational attempts have focused on literacy activities mainly about exter-
nal threats, improving the impact of social media on society is challenging essentially because the
interactions between users determine the quality and consequences of their experience. Rising aware-
ness about the effects of own actions on the community members’ experience and the importance
of performing healthy interactions to realize a desirable condition notwithstanding the anonymity
[311, 356] and deindividuation that social media may foster [109, 244, 319] is central in the presented
educational endeavour.

Educationally managed communities are proposed in the description of a shared vision of a
“desirable social media community” in terms of an operational Collective Well-Being (CWB)
definition specific for their community.

This will support the coherent formulation of community regulations, objectives and educational
activities that involve several ethical issues entailing the definition of boundaries and trade-offs
to own personal behaviour online (see Section 3.8.1), such as enabling collective satisfaction and
preserving the right to free speech [426] while facing the conflicts generated by users’ different
attitudes, opinions, personal history, and conflicting interests.

A formalization of the CWB informs the CWB-RS, the companion recommender system aimed
at recommending educational activities and content while balancing the recommendation incoming
from the external social media platforms to improve the community’s collective well-being, see
Section 3.9.

3.7 An Educationally Managed Social Media Community

The Companion safeguards teens’ interactions on social media and implements playful adaptive
educational strategies to engage and scaffold them considering personalized educational needs and
objectives.

These strategies comprise scripted learning designs [21] that, informed by the CWB-RS, will
articulate the behaviour of the Companion presenting teens with the right level of educational scaf-
folding [44] through an adaptive, personalized and contextualized sequence of learning activities and
supported social media interaction – incorporating behavioural and cognitive interventions (nudges
and boosts) that are grounded in behavioural psychology [176, 325, 395]. Game mechanics based
on a counter-narrative [101] approach will support learning activities related to rising awareness:
motivation, perspective taking, external thinking, empathy, and responsibility.

These narrative scripts pursue collective and individual engagement with the Companion, offer-
ing motivating challenges and rewards to keep users’ interest even in the presence of non-educational
social media platforms [409] while maintaining awareness of the digital addiction threat.

The autonomous capabilities provided by the CWB-RS to the Companion can be beneficial
outside of the classroom to avoid the cognitive overload, addiction or over-exposure to toxic content
that the recommender system of an external, non-educational, social media platform may select.
Moreover, they allow for achieving a level of availability comparable with that of non-educational
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Figure 3.2: Sketch of Companion User Interface The Companion will support the students’ interaction
with social media by contextualizing the content to increase students’ awareness and allow them to access a
more diverse set of perspectives [58] and sources. It also explicitly and visually provides the students with
an evaluation of the content’s harmfulness [135]. The example shows how a piece of imaginary fake news
would be contextualized.

social media while reducing the moderating effort requested from the moderating educators.

Educators and the companion: a human in the loop view

In the proposed framework, the educators not only use the companion for delivering tailored educa-
tional activities in the classroom but, together with the experts, participate in the moderation and
support of the community as well as in the definition of its CWB and related educational strate-
gies, which drive the Companion by informing the CWB-RS. The educators oversee the CWB-RS
behaviour playing a key “human in the loop” role [293, 448]. This alleviates the complexities faced
by the CWB-RS, such as noise in the estimation of content toxicity (see section 3.1.3), which may
also lead to misinterpreting users’ needs and possibly exacerbating their condition.

While the CWB-RS will have implicit moderating behaviours, e.g. reducing the presentation
priority of users’ confrontational interactions, the educators will have a central role in arbitrating
users’ disputes as well as solving the conflicts that may emerge between different components of an
‘under-construction’ CWB measure, such as between emotional health [342] of one user and freedom
of speech of another.

Adopting Behavioural Economics to Support Collective Well-being

This educational effort aims to help users of social media make the right decision and teach them
the necessary skills to get to that point. Strategies developed in the context of behavioural and
cognitive sciences offer a well-founded framework to address this issue. In particular, nudging [395]
and boosting [176] are considered to be two paradigms that have both been developed to minimize
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risk and harm – and doing this in a way that makes use of behavioural patterns and is as unintrusive
as possible.

Nudging [395] is a behavioural-public-policy approach aiming to push people towards more
beneficial decisions through the “choice architecture” of people’s environment (e.g., default settings).

In the Companion context, such beneficial decisions could be to explore a broad range of dif-
ferent opinions about a specific topic and check understandable but scientifically correct pieces of
information.

In this working example, nudges could be implemented through a visual layout of the feed that
allows easy exploration of such information (see figure 3.2 below). Other forms of nudging are
warning lights and information nutrition labels as they offer the potential to reduce harm and risks
in web searches, e.g. [457].

The limitation of nudges is that they do not typically teach any competencies, i.e. when a
nudge is removed, the user will behave as before (and not have learned anything). This is where
boosts come in as an alternative approach. Boosts focus on interventions as an approach to improve
people´s competence in making their own choices [176].

In the Companion context, specific educational activities have been designed aimed at teaching
people skills that help them make healthy decisions, e.g. select/read/trust articles from authoritative
resources rather than those reflecting (possibly extreme) individual opinions.

The critical difference between a boosting and nudging approach is that boosting assumes that
people are not merely “irrational” and therefore need to be nudged towards better decisions. How-
ever, such new competencies can be acquired without too much time and effort and may be hindered
by the presence of stress and other sources of reduced cognitive resources. Both approaches nicely fit
into the overall approach proposed here. Nudges offer a way to push content to users, making them
notice. Boosting is a particularly promising paradigm to strengthen online users’ competencies and
counteract the challenges of the digital world. It also appears to be a good scenario for addressing
misinformation and false information, among others. Both paradigms help us educate online users
rather than imposing rules, restrictions, or suggestions on them. They have massive potential as
general pathways to minimize and address harm in the modern online world [218, 242].

Educational Activities

The Companion must also provide a satisfying and engaging experience by using novel hand-defined
educational games and activities based on the interactive counter-narrative concept and educational
games. Social media’s entertainment aspect is preserved during the navigation modulated in taking
into account CWB, suggesting activities, content, and contacts for the user but managing the
exposure to potential threats and addiction.

The Narrative Scripts help raise users’ awareness about SM threats and train the students against
them. They are sequences of adaptive learning tasks that provide the right level of educational scaf-
folding to individuals in developing critical thinking skills, including awareness, perspective taking,
motivation, external thinking, empathy, and responsibility by interacting with narratives, counter-
narratives, and peers. These tasks can be different activities, including free-roaming inside the plat-
form, guided roaming following a narrative, quizzes, playing minigames, or participating in group
tasks. Different counter-narratives can be triggered depending on students’ detected behaviour[237].
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Counter-narratives are used to challenge biased content and discrimination, highlight toxic as-
pects of messages and attitudes, challenge their assumptions, uncover limits and fallacies, and
dismantle associated conspiracy and pseudo-science theories.

Through a game-oriented setup, the companion bridges the “us” versus “them” gap that is
fostered by hate speech and other expressions of bias (e.g., gendered) and brings forward the positive
aspects of an open society and focuses more on "what we are for" and less on "what we are against".
The users will be informed and requested to actively and socially contribute to creating and sharing
content and material that fosters and supports the idea of an open, unbiased and tolerant society.
Thus, the games can also offer the chance to build connections between the users, who are more
vulnerable to toxic online content when isolated. One approach is periodically proposing specific
tests and activities related to each threat, such as [390].

3.8 Defining a Collective Well-Being Metric for Social Media

Social media is an integral part of our everyday lives that is having both negative and positive effects
[78, 421]. Hence, as positive aspects rely on the same mechanisms exploited by threats, and because
each user’s behaviour will affect the other members of the community while values can differ between
communities, it is desirable and necessary to explicitly and collaboratively define shared community
principles corresponding to the desired condition of the community. These community principles
will constitute the foundation to define a specific measure of the overall impact of social media in
the community at an individual and a societal level, that is, to measure the desirability or Collective
Well-Being (CWB) of a certain condition of the social media community [342]. These community
principles, formalised in the CWB measure, together with an understanding of the virtual and
physical social dynamics in the community, should drive the definition of users’ behaviour guidelines
and connected educational objectives to reach and maintain the community in the desired condition,
or in other words, to achieve a high level of CWB. A quantitative measure of CWB allows for a
more accurate evaluation of the impact of different aspects of the interaction on the community
while taking into account the complex and fast dynamics of social media. When CWB is estimated
directly on the SM platform it could allow directing its autonomous components, e.g. recommenders,
to collaborate in achieving the desired community condition. This would be a more democratic and
transparent objective than the ones currently pursued by the social media platforms [155]. The
proposed framework is used to direct the algorithms at the interface between the educationally
managed community and external social media.

3.8.1 Research on collective well-being and social media

The literature presents several definitions and measures of well-being [142, 400]. Some of them were
applied in the context of social media to estimate their effects [78, 220, 268, 415, 421] but mostly
considering the single individual with limited consideration for the overarching social aspects [174].

Gross Domestic Product (GDP) has been proposed as an index of the economic well-being of a
community 17. In such contexts, inequality is also an important factor, and it is common practice
to use the Gini index to measure it [300]. While the economics view is difficult to connect to a social

17Retrieved from: https://voxeu.org/article/defence-gdp-measure-wellbeing
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media context, they share similar key issues: which aspects to measure and, above of all, how to
compare and aggregate measures of individuals’ well-being to synthesize that of the whole society
[97], even if in this work we consider only the local educational community.

Multidisciplinary notions of CWB extend that of individual well-being to measure a group-level
property (construct). They include community members’ individual well-being incorporating diverse
domains, such as physical and mental health, often stressing the presence of positive conditions.
They study which properties of the community affect the members and how much each of these
properties adds to a comprehensive measure of collective well-being. Have been already stressed
the importance of education and educational objectives to support constructive interactions and
achieve desirable community conditions, i.e. a high level of well-being. However, education itself is
often already part of well-being frameworks [262, 342, 372, 429]. The connection between education
and well-being has been analysed from several perspectives. In this framework, the most relevant
one is the one defined as social and emotional literacy in [371].

Roy et al., [342], present a CWB framework divided into different domains and comprising
health-care and non-health-care-related community factors where the contribution of the latter ones
is supported by evidence of their effects on health. This framework can help to define a checklist
for the definition of a community-specific CWB and related measures and indicators:

• Opportunity domain is related to "the perceived opportunity to achieve life goals and socioe-
conomic mobility" [110] as well as the access to education. Social media can be a powerful
tool for accessing many opportunities. Feeling in control while using them, instead of just a
distraction or worse an addiction, may be an important part of CWB for SM;

• Connectedness domain is related to the presence of supportive, high-quality, reciprocal re-
lationships with secure attachments. Includes dimensions of social acceptance and social
integration that depend on the behaviour of other members of the community [419];

• Vitality domain covers many emotional aspects of several individual well-being definitions,
such as Fredrickson’s one and Seligman’s model of flourishing [132, 360]. However, spillover
effects [174] and emotional influence make vitality an important aspect also at a social level;
The threats presented in Section 3.1 would impact negatively the affects component of the
Vitality and Connectedness domains;

• The Contribution domain relates to community engagement and related feelings of meaning
and purpose. Contribution can improve other members’ experience but may also have negative
effects;

• The Inspiration domain relates to creativity and lifelong learning, areas where social media
have a huge potential.

• The psychosocial Community characteristic that is relevant for social media settings:

“A community with a negative psychosocial environment is segregated and has high
levels of perceived discrimination and crime, high levels of social isolation and low
community engagement, and low levels of trust in government and fellow citizens.”
[118, 215, 246].
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Community is partially overlapping with the Connectedness and Contribution domains but
describes aspects that are easier to concretely measure in social media networks.

While these formulations of CWB can inspire a guideline to define social media communities’ prin-
ciples and CWB metrics, they must be extended and formalized to better take into account the
specific issues and opportunities of SM and in particular, the threats reported in section 3.1. An-
other important aspect to address is combining contrasting factors or, in other words, formalizing
the complex ethical decisions induced by the conflicts and trade-offs that emerge in any social
context [276].

Challenges of defining collective well-being for social media

Defining a CWB metric for SM is an ambitious endeavour that requires a combined effort of dif-
ferent disciplines. It would range from political sciences, sociology and psychology over ethical
considerations to computer science, machine learning and network theory.

Besides CWB aspects for physical societies, the impact of integrated intelligent agents must also
be taken into account in the context of social media, as discussed in section 3.1.5.

A CWB measure for virtual communities has to take into account the conflicts between members
as they are frequent and algorithmically augmented. Therefore, the conflict between the right to
freedom of expression, user satisfaction, and social impact must be stressed more when defining a so-
cial media CWB than with physical societies where these factors have slower and better-understood
effects and may have regulations already in place [426].

Conflicts between members’ interests pose serious ethical concerns that are out of the scope
of this thesis and have been the focus of recent research in AI and ethics in different domains
[73, 211, 264]. When social media are integrated into an educational framework, the problem may
be mitigated by involving educators and experts as moderators. Such an educational setup can also
allow initial studies of the implications of a social media platform that aims to improve CWB.

3.8.2 Participative definition of social media community principles and CWB
factors

Social media community principles and corresponding CWB factors must be shared by the members
of the community. While research in the field can inform about common social aspects, interna-
tionally acknowledged human rights, or social media-specific phenomena, a community would most
likely have the freedom to define tailored principles. To achieve this human-centred approaches to
the participatory design of technology are being explored by researchers. These approaches involve
the stakeholders in the analysis of relevant factors and the co-design of technological solutions. One
of the main challenges is bridging the gap between the community members’ knowledge and the
complexity of cyber-social systems like social media [105]. An example is a qualitative study to
explore adolescents’ representations of social media based on pictorial metaphors, reported in [391].
The study proposed and analyzed the outcomes of a school project entitled “The Social Media of
the Future”. Discourses and visual representations of a total of 168 drawings about their visions
for their ideal Social Media tools were analyzed. The results of the analysis pointed out that the
relevant CWB factors shared by the adolescents participating in the study were: care about additive
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features, transparency in the conflict of interest behind the SM business, also in terms of agency to
be able to monitor and control privacy and security facets.

3.8.3 Toward the automatic estimation of collective well-being in social media
communities

Social media are strongly integrated with information systems that can affordably offer a huge
amount of data with a high frequency. Transforming this data for the estimation of suitable collective
well-being measures through machine learning methodologies would open the way to many research
and applicative opportunities, such as autonomous systems that maximise CWB and avoid current
issues induced by profit-based objectives.

Current CWB formulations are not easy to estimate directly using data available in real-time on
social media, which is necessary to support an autonomous system optimizing CWB. Moreover, such
formulations need to be extended to take into account specific social media issues. For example,
most of the available formulations of collective well-being focus on positive aspects. Nevertheless,
the positive aspects (see sec. 3.8.1 and negative ones (see sec.3.1) need to be explicitly considered
as part of the CWB as they strongly affect social media users and in particular teenagers.

In this thesis, a definition of collective well-being metric for social media is proposed by combin-
ing suitable components of classical CWB and SM threat measures. The measures of these compo-
nents could be measured by periodically proposing specific surveys and activities [243]. However,
additional richer and more transparent measurements can be performed by developing intelligent
components that analyze users’ behaviours.

In this definition, for each user, event, i.e. content or connection related, and aspect defined
relevant for the CWB three terms are computed:

• CS(aspect, user) Content Shared measures the aspect-specific value of the content shared
by the user;

• CE(aspect, user) Content Exposure measures the aspect-specific value of the content ob-
served by the user;

• CC(aspect, user a, user b) Contact Creation measures the aspect-specific value of new
connections based on the participants’ CS and CE.

These elements account for the double role of each member of the social media community
as both receivers and producers of content. In the proposed educational setup, where only the
community of interest is in contact with an external social media community, it is distinguished
between "endogenous" and "exogenous" aspects. The community can be exposed to threats that are
generated outside but a community can also generate such threats inside as part of the interactions
in the social medium. In this case, the feeds from external sources may be weighted differently.

While the CS can be seen as a direct expression of the state of the user, it strongly depends on
the user’s style of interaction. Moreover, only relying on the content shared by users would induce a
substantial delay compared to the moment when a user got affected by observing a piece of content
(CE).

Conversely, the user is exposed to a multitude of diverse inputs hindering the interpretation
of the overall effect only from the CE, while the user’s reactions (CS) may be more indicative of
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the most impacting events. Indeed, current affective state estimators and toxic/positive content
detectors can only provide noisy estimations of the current user state and the content quality.
However, the availability of complementary data with higher reliability is limited.

Once each event is scored for each aspect of interest, it must be decided how to aggregate
these terms over users, time, and the different aspects to obtain an estimation of the total CWB of
the community. Indeed, the definition of an actual metric following this strategy requires making
several choices. For example, about the scale for the terms of different aspects considered. Regarding
aggregation over time, CC, CE and CS values could be simply averaged. Other approaches could
be considered to take into account the frequency of the events or the diversity of opinions presented
or give more relevance to extreme events, which may be more accurately detected and evaluated. In
particular, the value of being exposed to multiple opinions (time-aggregated CE) may be augmented
with a measure of diversity (e.g. entropy) [139, 253].

The design of the CWB metric presents several challenges requiring careful consideration even
for small educational communities that the proposed framework targets. In devising their solutions
often the naive approach may at best be ineffective, and at worst exacerbate the issues it was
intended to solve. For example, the aggregation over the aspects dimension may not seem complex
when considering the aspects to be independent. In reality, the impact of the various aspects on
the users may be interlinked, for example, over-exposure to content focused on one aspect (e.g.
videogames) may lead to overuse of the platform or tire the user who will lose the opportunity to
learn about more important content (e.g. social issues).

The most complex aggregation to design is over users because it has to balance the well-being
of different individuals and groups of users taking into account their conflicting interactions along
different dimensions. It is important to consider the different features of each user while respecting
privacy constraints.

For example, vulnerable users are often victims of toxic content but also producers [47, 62, 249],
which affects the CS value. It is important that they are not isolated [67] and that, at the same
time, the toxic content should not be fed to those who could be more affected and instead presented
to educators or other community members that have shown constructive reactions to such type of
content. This means that the content exposure (CE) should be differently weighted for different
community members based on their resilience and that supportive connection creation (CC) should
be favoured between people with high and lower resilience. Still, resilient members mustn’t be
overloaded with toxic content and support responsibilities [376].

Apart from weighting issues, another important formal issue is the selection of the actual ag-
gregation function across users. Adopting the naive average a society where a few radicalized users
share extremely hateful content may have a higher CWB score than one with many users sharing
content about action movies with slightly violent scenes.

Another reason why a linear combination of components may not be suitable in the definition
of a well-being measure is that it will simply induce maximizing the terms with positive weights
and minimizing terms with negative ones, without allowing a balance. For example, if interactions
between drastically opposite opinions are considered negative because of possible backfire effects
and flames [30], and interactions between excessively similar opinions are also considered negative
because of the echo chambers they may give place, then also interactions between moderately
different opinions will have a negative value even when they may lead to a reduced polarization.

Francesco Lomonaco 57



3.9. An educational Collective Well-Being Recommender System

Other aggregation functions may be chosen but it is still difficult to find general solutions. For
example, defining the well-being of society as the well-being of the member with lower well-being
(i.e. minimum instead of average) could lead to focusing all the resources on factors that may not
be changed.

3.9 An educational Collective Well-Being Recommender System

Recommendation systems (RSs) are ubiquitous in online activities and are crucial for interacting
with the endless sea of information that the Internet and social media produce today. In social
media platforms, they have introduced the possibility of personalizing suggestions of both content
and connections based on the use of user profiles containing also social features [80, 112, 173]. Their
goal has been to maximize the users’ engagement in activities that support the platform itself.
However, these self-referential objectives fail to consider repercussions on users and society, such as
digital addiction [18], filter bubbles [58], disinformation wildfire [426], polarization [332], fairness
[2, 331], and other issues discussed in Section 3.1.

To address this, the concept of Collective Well-Being aware Recommender Systems (CWB-RS) is
proposed. The CWB-RS extends social media RS intending to maximize the cumulative long-term
CWB metric instead of self-referential platform objectives. Compared to previous efforts in dealing
with possible negative effects of RSs [2, 331, 332], the CWBRS takes into account multiple issues
and, to reduce their cumulative impact on society, it adopts longer terms strategies fitting into the
proposed educational framework. Integrating educational objectives aimed at achieving CWB in
the longer term the CWB-RS will also have functions similar to those of a (collective) Intelligent
Tutoring System [158].

RSs have been widely used in educational settings [247], and they are receiving increasing
attention due also to the fast growth of Massive Open Online Course (MOOC) [339] and the
availability of big data in education [361]. In educational contexts, recommendations are sequential
and functional to achieving learning goals [394]. Similarly to the social media context, they have also
employed social information [114, 216]. However, they are usually acting on the content provided
by educators with educational aims, while CWB-RS also has to redirect disparate content flowing
from external Social Media toward achieving educational objectives.

The CWB-RS creates new recommendations presented through the Companion by processing
both the content generated internally by the members of the educationally managed social media
community and the content recommended for them by the RSs of the external platform. Content
Analyzers and Threat Detectors (see Figure 3.3 and sec 3.1.3) will analyze each piece of content to
evaluate the level of threat and other relevant information for the CWB metric, such as the users’
opinions and emotions (see sec. 3.8.3). This information will be used to:

1. evaluate the current condition of the users;

2. augment and contextualize the content provided to the users;

3. evaluate the future effects of different sequences of content re-rankings and recommendations
through predictive models of users’ conditions;

4. select the actions that account for the highest expected, long-term, cumulative CWB metric.
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Figure 3.3: Role of the CWB-RS in the Companion. CWB-RS will process the content generated by the
users of the educationally managed social media and the content externally recommended for them by the RSs
of the external social media platform to create new recommendations aimed at maximizing the cumulative
long-term collective well-being metric. Content Analyzers and Threat Detectors will analyze and evaluate
the level of threat for each piece of content and other relevant information as the users’ emotional state. This
information will be used to (1) augment the information provided to the users by the companion interface; (2)
evaluate through predictive models of users’ opinions and reactions the future effects of different sequences
of re-ranking and recommending actions; (3) select the re-ranking and recommending actions that resulted
in the highest expected cumulative improvement in terms of learning objectives, CWB metrics, agreement
with selected educational strategies and user engagement.

3.10 Conclusion

In this chapter, the social media and recommender systems potential threats have been introduced.
The topic of AI-human value alignment has been addressed, and the concept of an Education-
ally managed social media community is proposed. The result was the development of Collective
Well-Being (CWB) for Social Media communities, which refers to the shared perception of what con-
stitutes desirable conditions for a specific community, shaping its members’ educational goals and
expected behaviours. With respect to other approaches, such as the Multi-Stajeholde recommender
systems, the proposed approach is more flexible because it is "local" in the sense that each commu-
nity can theoretically implement the CWBRS for specific needs. It also allows the deployment of
educational activities and counternarrative scripts. The mentioned approach shares the limitation
of defining values because, in the multi-stakeholders, it is not so easy to deploy the different utility
functions for each stakeholder.

The proposed companion will allow the smooth passage from everyday use of social media to an
educational experience by interfacing with the students to support and guide their interaction with
the social media environment both inside and outside the classroom. In social media communities, as
in any society, the safety and well-being of its members are determined by their mutual interactions.

Therefore, an important endeavour is to increase users’ awareness of the consequences of their
actions and acceptance of necessary boundaries, especially in such deindividualising environments.
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Chapter 4

Exploring the Interplay between Social
Media and Recommender Systems
through Simulation

This chapter will address the role of recommender systems (for both content and other users’ rec-
ommendations) concerning the potential harmfulness of such algorithms. The first section presents
an introduction to these tasks, covering the components of Agent-based and opinion models. Later
on, a model and a simulation procedure to mimic stylized opinion and social dynamics are intro-
duced, helpful to understand the dynamics of opinions in groups of people who interact with each
other in the context of an overabundance of information that cannot be processed entirely by any
users in the network and needs to be filtered ranked in a personalised manner. The evaluation
will be performed using multiple metrics that can improve the analysis or the recommender system
performance with respect to the diversity and novelty of recommended content but also in relation
to the homogeneity of recommended people and the impact of different strategies on polarisation in
terms of the capability to create filter bubbles and echo chambers. Even if researchers have found
a limited role of echo chambers and filter bubbles in increasing polarization [401], a more construc-
tive approach than questioning whether social media is causing polarization would be to explore
the potential of social media interventions to alleviate it, using machine learning for example in
recommenders systems applications.

4.1 Agent-based models as Mathematical Representations of dy-
namic society

Even if, for some topics, opinions can be formed immediately and do not change over time, inter-
actions and social influence affect in most real-life events the formation and the dynamics of own
opinion. This complex and rich phenomenon mixes personal beliefs and interactions between indi-
viduals. Opinion dynamics has gained much attention from scholars for over 60 years with different
approaches from psychology and physics to economics and computational sociology. The seminal
work of DeGroot, [103], opens the path to the consensus models and is one of the first mathematical
representations of opinion dynamics.

These models can generally be understood as an instance of Agent-Based modelling (ABM).
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4.1. Agent-based models as Mathematical Representations of dynamic society

ABMs are computational models with different components [55]:

• Environment in which agents operate

• Agents that are decision-making entities

• Rules that govern interactions between agents

The foundation of network simulations is to specify the behavioural rules of each agent (each
one of them can have specific attributes that characterize their current states), as well as the rules
of their interaction, to simulate thousands of them using a computer model, and to explore the
consequences and the outcome on the global level of the population as a whole, using results of
simulation runs. Typically, ABM models are discrete models. In each run of the ABM, given a set
of initial conditions and rules (that govern each agent’s interactions and environment), the model
is executed for a given number of time steps.

4.1.1 Advantages of Agent-based models

There are multiple advantages of using ABM models, which span from having different types of
agents (heterogeneous populations) and specific rules for each type to the possibility of studying
emerging phenomena. Interaction between agents can be regulated, and the micro and macro
outcomes can be analyzed [143]. The variables (one or multiple) of interest are usually systematic
and tend to appear on the macro-level [129]. By doing so, ABMs can capture the complex and
dynamic interactions that occur within a social network. By simulating the behaviour of individual
users (i.e., the agent) within a social network, an agent-based model can help researchers better
understand how different factors and variables that influence the spread of information on social
media. For example, an agent-based model could be used to study how the structure of a social
network (e.g., the number and type of connections between users) affects the spread of information
on the platform [86]. By running the model multiple times with different assumptions and inputs,
researchers can explore how different factors interplay and gain valuable insights into the underlying
dynamics of the platform.

4.1.2 Disadvantages of Agent-based models

One of the drawbacks of ABM is that these models’ computational complexity increases exponen-
tially with the number of actions required in each step of the simulation for each agent. Another
aspect involves the model itself: to create an accurate model, researchers must carefully specify the
rules and constraints that govern the behaviour of the agents (in this particular case, how opinions
are formed and how they change over time and, above all, which factors contribute to this change),
as well as the initial conditions of the system. This can be a complex and time-consuming process,
requiring a deep understanding of the system being studied. Finally, agent-based models are only
as good as the assumptions and inputs used to create them. The model may not produce reliable or
meaningful results if the assumptions or inputs are inaccurate or unrealistic. The peculiar trade-off
in ABM is that researchers must find an acceptable compromise between realism (high complexity)
and simplicity o the computational side but also in interpreting results [387].
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4.2 Agents and Opinion Spaces

Agents are the fundamental block of ABM, where interactions between them are simulated as a
consequence of rules that the model designer chose. In social media, participants are constantly
exposed to new information, and the interactions may cause a dynamic change of opinions. In the
last decade, this process and the changes in the (increasing) polarisation of the public sphere have
interested different scholars. In more formal terms, opinions can be represented differently depending
on the researcher’s specific needs and the topic, using discrete and continuous values, with one or
multiple dimensions or numerical rating systems to measure people’s opinions on a particular topic
[290]. Another way to represent opinion mathematically is to use probability distributions. This
approach involves assigning a probability to each possible opinion on a particular topic and then
using these probabilities to calculate the likelihood that a given person will hold a particular opinion.

4.2.1 Binary Opinion

The binary opinion model is often used to represent situations where people hold one of two pos-
sible opinions on a particular topic, such as "yes" or "no", "agree" or "disagree", or "support" or
"oppose". A straightforward example is the vote regarding the adoption of a law by the Senate‘s
representatives that could be represented as a binary opinion (top left of Figure 4.1). An example
of ABM with binary opinions and interaction with recommender systems can be found in [314],
which found that different strategies and initial opinions’ distribution can promote the creation of
echo chambers.

4.2.2 Continuous 1D Opinion

If the degree of (dis)agreement is a better representation of the agent’s decision, as it can happen
for topics such as taxation or immigration, a continuous one-dimensional opinion model (top right
of Figure 4.1) is more suitable. It represents opinions on a continuous (i.e., non-discrete) scale. This
model is often used to represent situations where people hold a wide range of possible opinions on a
particular topic rather than just two discrete values (as in a binary opinion model). In a continuous
one-dimensional opinion model, the range of possible opinions is represented by a continuous line or
curve, with the positions along the line or curve corresponding to different opinions. For example,
a line that ranges from −1 to +1 could be used to represent the full range of possible opinions on
a particular topic, with −1 representing the most negative opinion and +1 representing the most
favourable opinion. One of the key advantages of a continuous one-dimensional opinion model is
that it allows for a more precise and nuanced representation of opinion than a binary opinion model.

4.2.3 Continuous 2D Opinion

A two-dimensional opinion model is a mathematical model used to represent opinion on a two-
dimensional (i.e., two-valued) scale. This model often represents situations where people hold opin-
ions on a set of topics. In a two-dimensional opinion model, the two dimensions (i.e., the two values)
are typically chosen to represent two different but related aspects of a person’s opinion. For exam-
ple, a two-dimensional opinion model might use the dimensions of "agreement" and "intensity" to
represent people’s opinions on a particular topic. In this case, the first dimension (agreement) would
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represent whether a person agrees or disagrees with a particular statement or position. In contrast,
the second dimension (intensity) would represent how strongly they feel about that position.

Using two dimensions, it is possible to capture multiple aspects of a person’s opinion and see
how they relate to each other.

In Figure 4.1 the different opinion spaces are depicted

Figure 4.1: Opinion spaces: binary opinion (top right), Binary continuous opinion (top left),2D continuous
opinion (bottom right), 3D opinion (bottom left).

4.3 Society as a graph

To resemble society in the ABM model, a way of representing the relationships and connections
among individuals or groups within that society is needed. This can help analyze patterns and
trends within the social network to understand how certain phenomena, such as homophily, can
influence the structure and dynamics of the network and to model later emerging phenomena, such
as filter bubbles and echo chambers or polarization. In other words, the focus is twofold: model the
individuals’ dynamic but also the influence of social context on individual behaviour [200]

Usually, the starting point of modelling social networks is graph theory. Below the main building
blocks are covered.

4.3.1 Graph theory elements needed for Agent-based models

Graph theory is a branch of mathematics that studies the properties and applications of graphs,
which are mathematical structures used to represent pairwise relationships between objects. A
graph consists of vertices (or nodes) representing the objects and edges representing the relationships
between the objects.

In computer science, graphs are used to model networks, such as the internet or social media,
and to solve problems related to network connectivity and optimization, such as ranking the give
Google the leadership of search engines market given their proprietary algorithm Page-Rank [303].
In social sciences, graphs are used to model social networks and to analyze patterns, and trends in
the network, such as the presence of communities or the influence of homophily [92].
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Different graphs exist depending on the nature of the relationships between the objects. A
simple graph is a graph that does not contain any loops (edges that connect a vertex to itself)
or multiple edges (more than one edge between the same pair of vertices). A directed graph, also
known as a digraph, is a graph in which the edges have a direction, and the relationships between
the vertices are asymmetric. An undirected graph is a graph in which the edges do not have a
direction, and the relationships between the vertices are symmetric.

Modelling society as a graph can involve representing individuals or groups as nodes and the
connections between them as edges. Different types of users can coexist with different rules that
determine their behaviours. The weight of the edges can indicate the strength of the connections, and
the direction of the edges can indicate the direction of the connections. Opinions that characterise
users can be included in the graph as an attribute of nodes and the same can be done for edges.

4.4 Modelling Interactions

An opinion model is a mathematical model used to represent people’s opinions on a given topic and
their dynamic change over time, assuming that opinions are socially influenced. Models are often
used in computational social science, where researchers use them to study how people’s opinions
change over time and how different factors can influence those changes.

One common way to represent an opinion is with a numerical value on a scale, such as a scale
of 1 to 10. This allows researchers to compare opinions and see how they change over time. For
example, suppose a group of people is asked to rate their satisfaction with a particular product on
a scale of 1 to 10. In that case, the average rating can be calculated and used to see how people’s
opinions change over time.

Opinion modelling can be a powerful tool for understanding how people’s opinions are formed
and how they change. For example, researchers can use opinion models to study the effects of
advertising on people’s opinions or to see how the opinions of others influence people’s opinions.
This chapter will focus on the interactions between users and recommender systems (RS) that can
be intended as a super-user, influencing, under certain conditions, users and their opinion. In Figure
2.2, the main components of modelling society as a graph are reported: nodes, edges and nodes’
attributes.

4.4.1 DeGroot Model

The DeGroot model (DG) [103] is one of the first mathematical models created to study how
people’s opinions change over time, and in particular, under which conditions it is possible to reach
a consensus. It was developed by the American mathematician Morris DeGroot in the 1970s and
is based on the idea that the opinions of others influence people’s opinions. In the DeGroot model,
each person is represented by a node in a social network. The connections between nodes could
represent the existence of a relationship and/or the influence one person has on another if the edges
connecting the underlying network have weights. The model assumes that the opinions of those
around them influence nodes’ opinions. This influence is equal for all nodes in the absence of weight
or proportional to the strength of the connections between nodes if the edge’s weights are present.

One of the critical features of the DeGroot model is that it allows for the influence of outside
factors (external to the user model) on people’s opinions. For example, suppose a group of people
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is exposed to a particular information to mimic the intervention of media such as television. In that
case, the model can be used to predict how that information will influence their opinion, simulating
a sort of media or government that can spread the news around all nodes.

The formula for updating opinion in the DeGroot model is given:

Oi,t+1 =

∑
j wi,j ·Oj,t∑

j wi,j
(4.1)

Where Oi,t is the opinion of individual i at time t, Oj,t is the opinion of individual j at time t,
and wi,j is a positive constant that represents the weight or influence of individual j on individual
i.

The DG model has been extended to include also repulsive behaviour such as backfire by Dan-
dekar et al., [100]. The goal is to model biased assimilation that corresponds to the fact when
presented with mixed or inconclusive evidence, individuals draw undue support for their initial po-
sition, thereby arriving at a more extreme opinion. Findings show that homophily alone, without
biased assimilation, is insufficient to polarize society. When the network is homophilous on the
other side, the opinion formation process generates polarization.

4.4.2 Bounded confidence model

The family of bounded confidence models, [102], is a mathematical model used in sociology to explain
how individuals in a social network interact. The model assumes that individuals have a certain
level of confidence in their beliefs and that a certain threshold binds this confidence. This means
that individuals are only willing to interact with others who share similar beliefs and will not engage
in discussions with those who hold beliefs that are too different from their own. In other words,
people can only understand and trust others to a certain extent, and beyond that point, their ability
to do so begins to break down, and they are unwilling to interact.

The bounded confidence model can explain various social phenomena, such as the difficulty of
achieving consensus within a group. For example, suppose individuals within a social network have
a high confidence in their beliefs(and consequently a low threshold). In that case, they may be less
willing to consider alternative viewpoints, resulting in the formation of echo chambers. On the other
hand, if individuals have low confidence in their beliefs (so a high threshold), they may be more open
to engaging with others who hold different beliefs. This can also make it more challenging to achieve
consensus within the group. In particular, these models show how people with similar beliefs and
attitudes tend to cluster together and form social groups. In contrast, those with different beliefs
and attitudes may be more likely to remain isolated [143].

The formula, adapted from Hegselmann et al. (HK),[172], for updating opinion in the bounded
confidence model is given:

Oi,t+1 =

Oi,t + µ · (Oj,t −Oi,t) if |Oi,t −Oj,t| ≤ ϵ

Oi,t otherwise
(4.2)

Where Oi,t is the opinion of individual i at time t, Oj,t is the opinion of individual j at time
t, µ is a positive constant that determines the rate of opinion change, and ϵ is a positive constant
that represents the threshold of confidence above which individuals will not engage with others who
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hold different beliefs.
One way to improve the bounded confidence model is to incorporate additional information

transmission and opinion formation mechanisms. For example, the model could be adapted to look
like a social media environment where an information personalisation system filters the opinions
users are exposed to.

To be more realistic, an opinion model should also consider that opinion detection from social
media algorithms could be noised. The impact of noise in the model (that could be intended as
external sources of information that influence the agent or misclassification of his opinion by the
information filtering system) has been investigated by [384] that provides a theoretical framework
and conclude that random noise could almost induce the HK dynamics to achieve "consensus".

4.4.3 The Friedkin–Johnsen model

The Friedkin–Johnsen (FJ) [133] assumes that individuals have an initial opinion on a given topic
and that others in the network influence this opinion. The formula for updating opinion in the
Friedkin–Johnsen model is given:

Oi,t+1 = α ·Oi,t + (1− α) ·
∑

j wi,j ·Oj,t∑
j wi,j

(4.3)

Where Oi,t is the opinion of individual i at time t, Oj,t is the opinion of individual j at time
t, wi,j is a positive constant that represents the weight or influence of individual j on individual i,
and α is a positive constant that represents the degree to which an individual’s initial opinion is
retained when updating their opinion.

The Friedkin–Johnsen model is similar to the DeGroot model in that it also uses a weighted
average to update individuals’ opinions. However, the Friedkin–Johnsen model also incorporates the
effect of individuals’ initial opinions, allowing it to capture better the dynamics of opinion formation
and change within a social network limiting the variability of opinions. The FJ’s α parameter could
be interpreted as the degree of users’ opinion stubbornness.

Include repulsive behaviours into FJ model

The FJ model can be adapted to include repulsive behaviours by modifying the formula for updating
the opinions’ update process to account for the influence of individuals who hold beliefs opposite
to those of a given individual. This can be done by introducing a negative weight for individuals
who hold opposing beliefs, which will cause their opinions to have a repulsive effect on the opinion
of the given individual.

The modified formula for updating opinion in the Friedkin–Johnsen model with repulsive be-
haviours is given by:

Oi,t+1 = α ·Oi,t + (1− α) ·
∑

j wi,j ·Oj,t∑
j |wi,j |

(4.4)

Where Oi,t is the opinion of individual i at time t, Oj,t is the opinion of individual j at time
t, wi,j is a positive or negative constant that represents the weight or influence of individual j on
individual i, and α is a positive constant that represents the degree to which an individual’s initial
opinion is retained when updating their opinion.
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In this modified version of the Friedkin–Johnsen model, individuals who hold beliefs that are
opposite to those of a given individual will have a negative weight, which will cause their opinions to
have a repulsive effect on the opinion of the given individual. This can help to capture the influence
of repulsive behaviours on the dynamics of opinion formation and change within a social network.

Sirbu et al., [368], extend the bounded confidence model so that the probability of interaction
between two agents whose opinions lie within the confidence radius depends on the difference of their
opinions. The smaller the difference, the greater the probability of interaction between randomly
chosen pairs. Findings show an increased tendency towards opinion fragmentation, an increased
polarisation of opinions, and a dramatic slowing down of the speed at which the convergence is
reached.

4.5 Recommender systems in simulation settings

Information filtering systems could be included in the ABM framework to simulate their influence
on users’ opinions and echo chamber formation. There are different ways to include a recommender
into ABM and opinions model:

• To model a social media where news outlets are part of the system, Quattrociocchi et al.,
[327], introduce a novel model that accounts for both the coexistence of media and social
influence as two separated but interdependent processes.

• Perra, [314] introduces the recommender systems as an intermediate step that filters informa-
tion flows between users. In his binary opinion model, the RS is introduced as a "super-node",
and different recommendation strategies are tested. Results found that algorithmic filtering
might influence opinions’ share and distribution, especially in case information is biased to-
wards the current opinion of each user.

• Blex et al., [52], models the role of people recommender. The authors conclude that any level
of positive algorithmic bias in the form of rewiring can prevent fragmentation and its effect
on reducing the fragmentation speed is negligible.

• Geschke et al., [143], model both the content and people recommendation system to address
the issue of echo chamber formation. They conclude that even without homophily content
and people’s recommenders can favour the formation of echo chambers. A limitation of the
model is that they do not apply state-of-the-art recommendation techniques in the literature
but take advantage of a random selection of content and node and use similarity metrics to
favour or counteract users’ opinions. Moreover, they assume perfect knowledge of the system
and consequently do not apply any noise to the opinions.

4.6 Proposed Approach

In the following sections, an opinion model, content and people recommender, and opinion estima-
tion strategies are tested in the ABM simulation protocol.

This work aims to fill the research gap with respect to a comprehensive approach to social
media simulation concerning content and people recommendation strategies, opinion estimation
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and evaluation with respect to a set of metrics that unveil the impact of recommendation strategies
with respect to the different strategies adopted.

The adopted model is proposed by Chen et al., [81], which is an adaptation of the DeGroot
model [103]. The model also includes backfire [389, 454] and biased assimilation [95]. The former
states that individuals are more inclined to accept opinions closer to their own. In contrast, the
latter is that, when exposed to the opposite opinions, individuals entrench themselves in their own
opinions. As in DeGroot, each node holds an opinion y(t) that is updated in each time step t (that
in this case is bounded in the range: yi(t) = [−1,+1].

The dynamic weights (that determine how influential each neighbour is) are computed as follows:

wi,j = βiyi(t)yj(t) (4.5)

The β parameter is called the entrenchment of node i. The parameter captures both the ten-
dency of node i to become more entrenched by opposing opinions and the bias towards assimilating
opinions favourable to its own. The opinion of node i in t + 1 takes into account the weights and
neighbours’ opinions, and the formula is given:

yi(t+ 1) =
wiiyi(t) +

∑
j∈N(i)wijyj(t)

wii +
∑

j∈N(j)wij
(4.6)

Here N(i) indicates all the nodes in i’s neighbourhood that posted content. The advantages of
this model with respect to the original DeGroot model are several:

• Extreme nodes are not stuck in the extremes

• Backfire effect is observed when the disagreement between a node and her neighbours becomes
large

A stubbornness parameter is added to the formula to reduce the speed of opinions’ convergence.
Stubbornness can be intended as the α parameter in the FJ model (see Section 4.4.3), but also the
HK model can be adapted to include stubbornness [168, 456]. The higher α, the more stubborn
the agent will be, and he will consider the fewer opinions he is exposed to. Equation 4.6 can be
adapted in this way:

yi(t+ 1) = αyi(t+ 1) + (1− α)yi(t) (4.7)

Not all nodes change opinion in each timestep. To mimic asynchronous social media, a sample
of nodes is selected in each time step, and only these nodes are activated. Activation means that
nodes post their opinion in their connected nodes’ feeds and then read and update their opinion
following equation 4.6. The feed also allows the application of different content recommendation
strategies, which are explained below.

4.6.1 Network Generation

To obtain a realistic network, the desired properties are:

• Homophily: is a property of users’ behaviour that implies that new connections (edges) are
created preferentially with nodes with similar opinions.
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• Preferential attachments [194]: usually is referred to the fact that during network mor-
phogenesis, the nodes chose to create an edge preferrably with nodes with a higher degree.

To obtain these characteristics, the algorithm of Albert-Barabá, [13] is adapted, adding two
parameters that govern the preferential attachments:

• Homophily (H): as this parameter increases, it proportionally increases the probability that
the node will create an edge with a node with a similar opinion.

• Degree (D): as this parameter increases, it proportionally increases the probability that the
node will create an edge with a node with a high degree.

The function to create the network takes as input:

• Number of nodes: is set between 100 and 250

• A tuple with Homophily (H) and Degree (D) parameters, which are fixed for all the nodes.

• A vector that for each node stores his opinion, that are initially randmoly assigned using a
Uniform distribution between [−1; 1]

The output will be an undirected and attributed graph, the starting point of the ABM simulation.

4.6.2 Recommendation stratgies

This simulation aims to investigate the role of content and people recommender with respect to
polarisation dynamics and the diversity of items served. The strategies aim to test if recommending
far or close content or people affects the outcome of the simulation and to what extent. The concept
of far or close is operationalised with respect to opinion (content) and the network topology. Content
can be considered far if it brings distant opinions. A node in the graph can be considered far because
there is a long path between two nodes or because it has a distant opinion.

People recommmender

People recommender typically operates by providing a personalised shortlist of users to nodes in the
network that each user can accept. If one of the recommendations is accepted, a new edge is created.
Sub-strategies are implemented to create variations on the main driver of the recommendation. Each
strategy can, in fact, favour or counteract homophily. Following this, opinions are considered while
computing the probability that two users will become friends (and create an edge between them).
The strategies implemented are the following:

1. topology based: leverage the network structure. Given the initial homophily in the network,
it is possible to assume that far nodes have, on average, distant opinions.

2. opinion estimation based. The first step is the opinion estimation that can be done using
the published posts.

3. random: a random node j is selected between the ones that do not have an edge with node
i.
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Strategy (1), (2) have sub-strategies that favour- or counteract- homophily. These two options
are at the core of the research because they directly expose the role of recommender systems in
creating echo chambers or filter bubbles. For example, the sub-strategy opinion estimation based
counteract homophily recommends people whose estimated opinion is far from the target nodes.

To estimate opinions and include noise in the simulation, the recommender systems cannot
directly access nodes’ opinions but must estimate them. Two possible estimation techniques are
implemented:

1. Average: the mean of the last 5 posts from a node are used to estimate his opinion

2. Kalman filter: this model allows estimating not only the opinion but also uncertainty about
it.

To maintain constant degree distribution and avoid the saturation of the network (a situation
where everyone is connected to each other and consequently every shortest oath is equal to 1), once
a node accepts a new recommendation, one random edge is selected from the pre-existing ones and
deleted. This also allows focusing specifically on the role of RS rather than on the opinion model
itself.

Content recommmender

The nodes’ feed is populated with the opinion shared by activated and connected nodes in each time
step. Before publication, noise is added to each post. Given all the posts in the feed, the content
recommender filters them based on the strategy. The implemented strategies are:

• Random: a subset of items is selected randomly from the ones posted by active users.

• Normal: Feed is populated with posts generated as normal distribution centred on a specific
value for all the nodes.

• Nudge: given a specific nudging value (NV), users are nudged toward it, exposing them to a
set of content centred on average between the NV and the node’s current opinion.

• Similar: given a threshold value (TV), items published by friends are selected considering if
they fell under the threshold.

• Unsimilar: this strategy is the opposite of the similar one. Based on a (un)similarity thresh-
old, only posts with opinions outside it are shown in the feed.

4.6.3 Simulation protocol

In the simulation protocol, the point of interest is to see how the network evolves under different
recommendation strategies for information filtering and people recommender. To that end, different
parameter configurations were tested. The ABM framework requires defining different parameters
that will be tested. Once defined, all the possible parameters combination are executed following
Algorithm 1 reported below. Each combination of parameters is executed for T epochs and repeated
R times to ensure that results are robust to random parameters initialisation.
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Algorithm 1 Execution of the simulation given parameter combina-
tion
Input:
1: N = n ▷ Number of nodes
2: R = r ▷ Runs for each combination
3: β ▷ Entrenchment
4: K = k ▷ Posts in the feed
5: PeopleStrategy

6: ContentStrategy

Output: L (List of metrics for each r, t)

7: for r ← 1 to R do
8: while t < T do
9: Sample Nodes

10: Activation
11: Posting
12: Content Filtering
13: Opinon UpDate
14: People Recommendation
15: return List of metrics
16: end while
17: end for

Algorithm 1 reflects that at the core of the simulation, there is the goal of better understanding
the role of recommendation strategies in favouring polarisation and harmful dynamics. As a baseline
is considered the random recommendation of posts and people.

4.7 Results, limitation and future works

The table below reports the metrics used to evaluate the model with relative description. Each
metric covers a different aspect of interest: from the emergence of polarization is computed as the
sum of the squared difference between each user and mean opinion. The Sarlse bimodality coefficient
is computed as (skewness 2̂ + 1) / (kurtosis) and indicates how peaked the distribution is. The
entropy is used to compute the diversity of recommended items (people or content). Disagreement
and polarization help us understand how diversified is the informational context of the users. Here
is also proposed a metric that evaluates feed satisfaction. This metric is computed taking into
account the nodes’ parameters that govern the biased assimilation (called β ) and the opinion nodes
are exposed to in the feed. Firstly the weight of each post in the feed is computed, and the higher
the β fewer the weight of the distant posts.

As stated above, the focus is on the different recommendation strategies and to do so, each
metric is averaged across the different runs for each recommendation strategy.
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Name Description
Polarisation Sum of the squared difference between user and mean opinion.

Sarle’s Bimodality Coefficient
Based on skewness and kurtosis that takes values

between 0 and 1, with the value of 1
corresponding only to the perfect bimodal distribution.

Disagreement Mean Absolute distance in each neighbourhood
Diversity of Recommendation Entropy of (binned) opinions in the recommendation list

IntraList similarity Average cosine similarity of all recommended items.
Feed Diversity Entropy of (binned) Opinion in the feed

Feed Satisfaction It values both the feed’s diversity and similarity of filtered content.

Table 4.1: The table reports the metrics used to evaluate the model’s output

4.7.1 Recommending people

Below are reported metrics to understand the contribution of different People recommendation
strategies. The simulation for each parameter combination is executed for (R = 10) runs, and
results are averaged for each metric. Two values of the β parameter, which govern the backfire
effect, are presented.

High Beta

With a β = 3.25, the backfire effect is expected to be strong, given that the higher the β, the higher
the backfire effect will be. In the picture below, the dynamic of a random sample of users’ opinions
is pictured. It is possible to see that for every recommendation strategy, a consensus is not reached,
and a strong polarisation characterises the network starting from the early epochs.

Figure 4.2: Opinion distribution for a sample of nodes. X axis reports the epoch while the Y axis reports
the opinion value for each node. Colours represent different recommendation strategies.

The pictures below report:(i) Feed Satisfaction, (ii) Polarisation, and (iii)Disagreement. The
Strategies that favour homophily (Green and Yellow lines) are characterized by a lower Polari-
sation and Disagreement. This means that favouring homophily will generate neighbourhoods
where opinions become closer (Disagreement decreases) and a slower divergence, given the fact that
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polarization in strategies that counteract homophily are always below all the other polarisation
curves.

Figure 4.3: Feed Satisfaction is
computed as a function that weights
close and distant posts based on the
β value.

Figure 4.4: Polarisation tends to
increase for all the strategies.

Figure 4.5: Disagreement is a lo-
cal metric computed in each neigh-
borhood

Low Beta

Lowering the β = 1.25 allows seeing what happens when the backfire effect is present but with less
strength. The figure below depicts the dynamic of opinions for a sample of users. Is it clear that
there is a tendency toward consensus for all strategies.

Figure 4.6: Opinion distribution for a sample of nodes. X axis reports the epoch while the Y axis reports
the opinion value for each node. Colours represent different recommendation strategies.

Figures 4.7,4.8,4.9 report the same metrics of previous pictures, but with a lower β, some
interesting dynamics emerge. Feed Satisfaction is higher for strategies that counteract homophily,
while for the opposite strategies, the same metric increase but at a slower pace.

Polarisation too shows a common decreasing tendency, but for strategies that counteract ho-
mophily, the dynamic is faster. This seems counterintuitive, but the explanation can be found in the
faster convergence of opinion for those strategies, as shown in Figure 4.6. This can be interpreted
as the consequence of the fact that when people tend to backfire less, their satisfaction can increase
and polarisation be reduced.

Disagrement follows the same dynamic: it increases in the first 25 epochs for the strategies
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that counteract homophily and the fastly decreases, reaching levels that are below the disagreement
of strategies that favour homophily.

Figure 4.7: Feed Satisfaction. Figure 4.8: Polarisation Figure 4.9: Disagrement

4.7.2 Content Filtering

Simulation results with content filtering reveal insights into the polarisation and disagreement dy-
namics within the given opinion model and network structure. As before, the network presents
both homophily and preferential attachments, so nodes tend to be connected to others with similar
opinions. Some nodes will become hubs characterised by a relatively higher number of connections.
By filtering the content, the goal is to study patterns of agreement and disagreement among par-
ticipants also toward specific opinions. Additioinoinnally, by incorporating satisfaction metrics, it
is possible to gauge the level of contentment with the opinions nodes’ are exposed to.

The content recommender strategies tested are the ones introduced in Section 4.6.2.

Opinion Convergence

Figure 4.10 below illustrates the dynamics of opinions among a sample of users. It is interesting
to see that the normal strategy is the only one that appears to have a significant effect on users’
opinions, as it is the only one that deviates from the central value. This strategy aims to guide nodes
toward the value of −0.4, and the orange line converges toward this value. On the other hand, the
nudging strategy fails to reach the desired goal. This can be interpreted as the fact that nudging
with a gradual shift is not so effective. In this case, the nudging desired goal of at an extreme
(0.9), but nodes converge toward the central value (0.0) Both similar and unsimilar strategies
appear to converge on the central value, suggesting that the content filtering has little effect on the
outcome. This suggests that the normal strategy may be the most effective in influencing users’
opinions, while the other strategies may be less effective.

Polarisation, Disagreement and Satisfaction

Figures 4.11,4.12,4.13 provide a comprehensive view of the effects of different strategies on key
metrics related to opinion dynamics and content filtering. The feed entropy plot, computed as
the average entropy across nodes’ feed, illustrates that the normal strategy has a lower entropy with
respect to random but higher than similar, unsimilar and nudge strategies. This can be explained
by the fact that posts are similar for all nodes, but it is higher than simial and unsimilar, probably
because of the chosen thresholds that limit the diversity in the feed too much. Feed Satisfaction
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Figure 4.10: Opinion distribution for a sample of nodes. X axis reports the epoch while the Y axis reports
the opinion value for each node. Colours represent different recommendation strategies.

among users is the lowest for Normal strategy. This can be explained because, for this strategy, all
nodes are exposed to similar posts, and the diversity taken into account to evaluate this metric is
penalised. The polarization plot shows a decreasing trend, indicating that opinions are converging
too fast independently from the chosen strategy. The dynamics of polarisation show that opinions
converge too fast a viable option to reduce the impact of the opinion model could be to increase
the stubborness parameter.

Figure 4.11: Feed Satisfaction
represents the utility of the feed. Figure 4.12: Polarisation. Figure 4.13: Feed Entropy

4.8 Apply real data to ABM simulations

Testing agent-based models of opinion dynamics with real data is crucial for understanding how
these models align with real-world phenomena. Validation with datasets gathered from real sources
(such as social media) allows for testing model assumptions and parameters and identifying model
limitations and areas for improvement. Additionally, comparing model predictions to actual data
can provide insight into the mechanisms driving opinion dynamics in a given context. By testing
with real data, researchers can increase their models’ external validity and enhance their findings’
applicability to real-world scenarios. Furthermore, testing with real data allows for explaining the
emergence of specific patterns and behaviours observed in the data and predicting future trends.
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Datasets are usually snapshots of a temporal graph attributed to nodes and/or edges. Below is a
table that lists some real-world datasets that can be used to test agent-based models, along with
their characteristics.

Social media Graph Type User preferences People Recommeder Domain
Twitch [344] undirected NO NO Streamer

Facebook [340] undirected NO NO General purpose
Deezer [343] undirected Categorical NO Music
LastFM [343] undirected Categorical NO Music

Karate Club [447] undirected Categorical NO Conflict

Table 4.2: Each row of the table is a dataset, and different features are reported in the columns.

4.9 Conclusion

In conclusion, this chapter has investigated the role of different content and people recommendation
strategies in the context of agent-based and opinion models. The model included interesting phe-
nomena such as backfire and biased assimilation with an initial level of homophily and preferential
attachments to mimic realistic social networks. The strategies leveraged different aspects of the
content and people’s recommendation, from the graph’s topology to opinion similarities. Moreover,
recommenders are characterized by imperfect knowledge, meaning RS must estimate nodes’ opin-
ions. Starting from the opinion’s estimation strategy, a step that could be intended as preliminary
with respect to serving recommendations can lead to different results in feed satisfaction.

Also different users parameters, such as different levels of β can affect the outcome of multiple
metrics for the same strategy. It is also important to note that the role of content filtering is
prominent with respect to the one that serves people’s recommendations.

A counterintuitive fact happened with Low beta in opinion convergence. It is possible to note
that strategies that favour homophily are the slowest to converge, and this could be caused by
the fact that recommending similar users slow down the convergence while showing content and
recommending people with a distant opinion force users to converge faster in the case of Lower
beta and generate polarization in the case of high beta. This means that the fine-tuning of the β

parameter, which determines the entrenchment between users, should be carefully considered also
in relation to the specific application because, i.e. specific topics or users could be more prone
to backfire and biased assimilation, so it demonstrates a range of flexibility in determining those
to phenomena that can help researchers to adapt this reaction based on the specific needs of the
simulation.

Results of different parameter combinations and strategies showed that information filtering
(both at content and people levels) significantly impacts metrics such as feed satisfaction, polariza-
tion and disagreement.

This highlights the importance of careful consideration when designing recommendation systems
to minimize negative effects and promote healthy discussion and information sharing.
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4.9.1 Limitation and future works

This model has several limitations. First, it only considers unidimensional opinions, while a flow
of different topics (which simultaneously coexist) characterizes social media. Another limitation of
this study is that the strategies were tested using synthetic data rather than real opinions from
different domains. This limits the model’s validity, as it is unclear how well it would perform with
real-world data. Additionally, this study considered only a few aspects of the content and people’s
recommendation. It would be valuable to explore further aspects, such as the role of assigning
ratings to information items, and introduce propaganda bots in the form of extremely stubborn
nodes.

In future work, it would be beneficial to test the strategies with real opinions from different
domains to assess the model’s validity better and to identify any potential issues that need to be
addressed. This will provide a more realistic understanding of the impact of information filtering
in real-world scenarios.
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Chapter 5

Digital Media Literacy and Information
Personalization: A Game-Based
Approach for Teenagers

This chapter will address the role of information personalization algorithms in a sequential decision-
making setting. Firstly, the potential drawbacks of these algorithms in a decision-making framework
will be introduced, and they will be related to the concept known as the wisdom (or folly) of crowds.
Then, the results of multiple experiments with students are presented. Trials with different classes
have been performed inside an educational activity composed of:

1. Digital media literacy educational talk

2. A Game-based experience that mimics information personalisation during a repeated estima-
tion task

5.1 Information personalisation and decision making

Information personalisation is a valuable tool in an information environment characterised by an
abundance of news, videos, people, pictures and songs. At the same time, the outbreak of the
COVID-19 virus and the global action taken by the World Health Organisation (WTO) highlight
the fact that another emergency calls for action: infodemic [449].

The term coined by the WHO [299] focuses on the relevance that a set of good practices of
scientific communication to a broader audience must be taken into account to avoid the spreading of
non-scientific therapy and fake news. COVID-19 is the perfect example because information affects
actions in that case, especially for vaccine adoption. After all, West countries’ governments only
partially opted for mandatory vaccination and preferred adopting a persuasive education campaign
[379].

Empirically, [87] crawled and analyzed tons of data from different social media platforms and
found that the spreading patterns and engagement levels in part depend on the specific platform
and the specific population with its own preferences distribution.

As mentioned in 3.1.5, users’ opinions in a decision-making setting can, given a mechanism of
incentives and punishments, skew and modify users’ decisions, as in the case of Information Ger-
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rymandering [377]. The authors demonstrate that the informational context affects users’ actions
and decisions with respect to estimation tasks, leading to undemocratic decisions.

5.1.1 Digital Media literacy and remote teaching impact

The advent of digital platforms leads researchers to propose new forms of literacy, including these
digital technologies. Given their pervasiveness in people’s daily life and the relevance of a correct
evaluation of content, users are exposed online, especially teenagers that must develop competencies
to use these tools.

The possibility of learning also outside schools at a low cost allows social media and digital tools
to overcome the physical limitations of in-person teaching, especially during COVID-19 outbreaks
when state authorities announced the end of face-to-face teaching in primary, secondary and higher
education. This forces institutions to adapt their offer to new paradigms of online learning.

The need for a digital platform that can be a substitute for face-to-face teaching in an un-
predictable emergency such as the spread of a virus is needed [292] to ensure at least in part a
continuum of students’ learning path.

Teachers can also benefit from using social media such as Twitter, where they can find resources
and opportunities to share opinions and experiences with no cost and little effort [277].

The role of remote teaching has been addressed systematically only after the COVID outbreak.
Results vary based on the age of students, but it is clear that are multiple drawbacks to an only-
remote-teaching system. Surveying around 400 students from the physics department in Italy [252]
found that even if students appreciate the organization of remote teaching activities, this modality
affects engagement and results.

The introduction of social media to create a better learning environment can be fostered by
using it as a motivational and engagement-boost tool. Main results from Escamilla et al., [121],
indicate that TikTok, at least for university students, could be helpful.

5.2 Wisdom of folly of the crowd?

In the finance sector, one of the most expensive pieces of information is what professional investors
expect in the future. People used to pay to see what a forecaster thought about the next market’s
fluctuations. A cheaper solution could be to average the opinion of a group of everyday people and
see what happens. It could turn out that the average opinion of ordinary people can outperform
individual experts [333]. This means that the knowledge, which any person has at the individual
level, can emerge from the crowd, leading to the so-called wisdom of the crowd. Two hypotheses
can explain this phenomenon. First, if the opinion sample is hypothesized to be Independent and
identically distributed (i.i.d.), it is possible to expect that errors will compensate for each other.
Second, if the sample size is increased asymptotically, the correct answer will be reached. Given
the fact that almost everything is marketable, an increasing number of platforms based on Web3.0
offers the possibility to trade the outcome of events 1.

1More info here: https://polymarket.com/ or https://www.yolorekt.finance/
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5.3 Related works

5.3.1 Digital Media Literacy and Teenagers

Teenagers represent the most common social media users. Education systems are starting to intro-
duce digital media literacy in their curriculum [70, 357] to educate students about digital citizenship
as the proper and responsible way of using digital technologies [335], enabling users to critically
approach social media and deal with its threats [150, 258, 277, 320, 393].

Understanding the impact of social media on their mental health and well-being is crucial [210,
296] also because multiple studies highlight the strong and negative correlation between the usage of
social media and self-reported mental health, suicidal intention, etc. Tsitsika et al. [405] also found a
positive association between heavier social media use (more than 2h/day) and anxiety and depression
for a sample of European students. A systematic review confirms a general correlation between social
media use and mental health problems but highlights the complexity of this relationship [204].

During the COVID-19 pandemic, social media allowed locked-down individuals to maintain
connections; consequently, the average time spent on these platforms increased. But as shown by
Parlak et al., [309], the increase in time spent on social media by teenagers is a good predictor of
their COVID anxiety score, finding also a correlation with social media addiction.

Moreover, specific social media features, such as unfriending, can accelerate the emergence of
the so-called echo chambers [353]. As shown by Cinelli et al., [86], Facebook is found to be the
social media platform where homophily and information diffusion generate the most correlated
neighbourhoods in terms of opinion leaning. Bail et al. [30] find that exposing Twitter users to
opposite political views increases polarization.

A digital literacy activity was proposed by Choolarb et al. [84] that merges both an augmented
reality tool and a gamified strategy. Results show that, in terms of satisfaction and learning goals,
the experimental group (pupils who get the augmented reality and game-based learning program)
increased their performances with statistically significant differences in their evaluation with respect
to the control group. A systematic review [90] finds that cyber-security literacy is mainly framed as
a web-based game by government agencies, non-profit companies, and academic institutions. These
activities are mainly composed of a gamified quiz or worksheet. Increasing the interactivity level
of media literacy initiatives is beneficial to improve a correct reliance on machine learning models
[83].

5.3.2 Recommender Systems and Social Media

As highlighted in chapter 2, platforms leverage machine learning systems trained using billions
of examples taken from users’ logs or other data sources to efficiently provide social media users
with the most engaging content and needed information. These algorithms classify, filter, and
recommend content or other people in a personalised manner to each user. This personalisation
step can belong to the Collaborative Filtering family, where users with similar interests are leveraged
to find potentially interesting items for each user [354]. Alternatively, recommender systems can
leverage content representations (in the form of numerical embedding or any feature that can be
used to compute a similarity between two items) to find items similar to the ones liked or purchased
by the user. Still, while maximising users’ engagement, social media platforms may harm other
stakeholders that use the platform [66, 263]. Their recommender systems may exasperate users’
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tendency to connect and populate their virtual environment, or social sphere, with like-minded
users. They may also be served with content they already like [86, 298]. Moreover, if users are
unaware of the consequences of information personalisation, their perception of reality may be more
strongly distorted [408].

Boeker and Urman [54] pave the way to a better understanding of TikTok’s recommender system.
Findings show that certain factors influence the recommender system more than others and point
out how explicit factors (e.g. language, location, previously liked pages and creators) influence the
recommender more than implicit factors such as the video view rate. It is crucial to highlight that
ByteDance, TikTok’s owner, had never released or opened to a third-party audit their recommender
system to establish which, for example, are the relative weights of explicit and implicit feedback
taken into account by their recommender, that is incidentally one of the main reasons of TikTok’s
success [452].

Besides the influence of algorithms, users can also reciprocally influence each other and the
recommender systems can accidentally amplify negative dynamics. For example, they may increase
or decrease the visibility of emotionally loaded content, but as shown by Kramer et al [219] that
studied the relation between users’ exposure and user content production, when the exposition
to positive expressions is reduced, people produce fewer positive posts and more negative posts.
Furthermore, emotional and sentiment load in messages can itself affect the spread of content, as
shown by Brady et al [59] through modelling the diffusion of moral-emotional language in political
content. These results indicate that emotions expressed by others on Facebook influence our own
emotions and highlight that emotion contagion can take place on Facebook. Moreover, even if the
exact role played by recommender systems and user selection in the creation of echo chambers isn’t
clear [31], it is crucial to enrich media literacy with specific notions and strategies to deal with these
systems and issues [408].

5.3.3 Wisdom of Crowds

The phenomenon of the Wisdom of Crowds was discovered by Galton in 1907 [138], and a century
later social media are challenging his findings. Forecasting and estimation tasks can get better
accuracy from crowd-sourced answers rather than a single expert [130], and a crowd can be smarter
using a collective decision making deliberation system [241, 283].

The reasons why this can happen are grounded on the hypothesis of uncorrelated errors and
enough diversity in the initial distribution of answers, so that even if the individual answer is far
from the right one, an aggregation of answers will be more accurate [301]. It is clear that the
Wisdom of Crowds is closer to a statistical phenomenon rather than a social feature, but social
influence can undermine the hypothesis upon which this statistical phenomenon relies on.

This collective decision-making process, where participants are aware of others’ estimates or
answers and they can revise their answer can fail for many reasons. Social influence can reduce the
efficacy of the wisdom of crowds given the fact that multiple factors can lead to correlated errors.

To address this interplay between social influence and individual conviction, Mavrodiev and
Schweitzer [254] derive analytically the condition with respect to the initial error and diversity of
opinions that determines an increase or decrease in accuracy under a decision model that includes
social influence and individual conviction.

The effects of network structure on the performance of wisdom of crowds were investigated by
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Becker et al [42] that proposed an experimental setup where two radically different but simple
graphs are created. The first type of network was a centralized one: all the nodes were connected
with only a few other nodes that a had disproportionately larger number of connections, generating
a sort of a star graph, so all the nodes except the central ones have a degree equal to one. The
decentralized condition was defined as networks where everyone has the same number of edges, i.e.
connections. Participants were involved in a repeated estimation task, and the results confirmed the
existence of the wisdom of crowds, because for the first estimate the mean answer was more accurate
than that of the majority of the participants’ individual answers. Also, between different estimates
the mean of the estimates was more accurate and there was a reduction of the standard deviation.
Furthermore, findings show a huge impact of network structure: the decentralized network has a
positive effect on the overall accuracy while the centralized one is always skewed toward the direction
of the central nodes. Analytical approaches such as that of Mavrodiev and Schweitzer [254] also
argue that the wisdom of crowds is really a weak phenomenon and a small dose of social influence
can heavily reduce the diversity of answers without ensuring an increase in accuracy. Moreover, the
increase in confidence, i.e. the reduction in standard deviation, may be caused by a convergence
that is not related to an increase in accuracy [254].

Literature shows that social influence and network structure deeply affect the wisdom of crowds,
but individuals may still have other possibilities to coordinate and improve. Navajas et al [283]
study the role of group deliberation in parallel with social influence. The authors create a repeated
estimation task that involves many individuals and then let them form small groups just after
individual estimation to allow the group to reach a consensus and deliberate. Results show that if
individuals are allowed to form small groups after the first estimation the possibility of deliberation
within groups improved the crowd’s collective accuracy.

The role that political bias and partisanship could play with respect to the wisdom of crowds has
been investigated too. Individual motivations (e.g. political preferences) can affect the reasoning
[223] and shape opinion about facts, so it is crucial to also test the wisdom of the crowds hypothesis
outside the context of nonpartisan estimation tasks commonly used for experiments.

Becker et al [43] create political homogeneous networks and then perform a repeated estimation
task to test whether the social influence and political partisanship can affect the accuracy of non-
partisan estimation tasks and if during the estimation beliefs became more extreme instead of more
accurate. Findings show that homogeneous networks are resilient to the propagation of partisan
bias, so the wisdom of crowds in networks is robust to political partisan bias. The effectiveness of
the wisdom of crowds has been tested also with respect to fact-checking by Allen et al [17]. In this
work, more than one thousand participants have been recruited using Amazon Mechanical Turk,
and findings show that a small, politically balanced crowd of people can match the fact-checkers’
accuracy and agreement in the task of labelling news articles.

5.4 Experimental Methodology

The proposed experiment entails a game-oriented social estimation task inspired by the wisdom
of crowds [138, 241] inside an educational activity aimed at raising awareness about social media
influence and information personalisation effects. The experiment is preceded and followed by
questionnaires. In the very initial step, a random and unique code was assigned to each participant
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to ensure data anonymity. In the pre-treatment questionnaire, participants are asked for socio-
demographic questions and social media usage information. Both in the pre and post-treatment
surveys participants are asked, using two items (namely: Perceived Influence on themselves
and Perceived Influence on peers) on a 6-point Likert scale which is the perceived influence
of social media. The activity was designed to last no longer than an hour and a half to avoid the
participants becoming mentally fatigued when filling out the final questionnaire. Each step of the
protocol is depicted in Figure 5.1.

First, a digital media literacy talk was given to students, after which participants were involved
in a game organized as a repeated estimation task. In the game, different information scenarios were
tested [42, 283]. In the first, between trials, the students were given the correct aggregate of the
crowd’s estimate, while in the second they were presented with a biased one, i.e. skewed towards
the wrong answer.

The intuition is that through direct exposition to one of the most impacting echo-chamber and
filter bubbles consequences, i.e. when biased sampling distorts users’ unbiased opinions, followed
by its explanation, the students can reason about the role that information personalisation has had
in misleading them and will become more aware of these mechanisms and their effects. To discuss
the results the metaphor of a "recommender system that selects the responses most relevant to the
majority of users" adopted in the game is also stressed.

For comparison, a baseline educational activity that comprised only the digital literacy talk was
also performed. Given the pandemic situation, the educational activities were performed remotely,
with students present in the classroom, and researchers connected through video conferencing soft-
ware.

Figure 5.1: The proposed experimental protocol. The total expected time for completion of the activity is
1h and 30 minutes.

5.4.1 Participants

The activity targets specifically teenagers enrolled in high schools. A pilot experiment was performed
for the first time involving Computer Science master’s students from the University of Milan-Bicocca.
The sessions took place in the high schools ITET G. Caruso in Alcamo (Italy) and in Liceo Morgagni
in Rome (Italy). All participants were between 18 and 21 years old (N=52, Mean = 18.7, Standard
deviation = 0.85).

5.4.2 Digital Media Literacy Talk

The digital media literacy activity has been developed to raise students’ awareness concerning
social media threats and empower them [393]. The goal of the digital media literacy talk is to
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contextualize the relevance and impact of information personalisation [408] and its applications
such as recommender systems to point out their potential pitfalls and biases [77].

The digital media literacy talk covers the differences between traditional media and social media
with their complexity and pervasiveness, the impact of cognitive biases, and, finally, their interplay
with information personalisation algorithms, highlighting the concepts of echo chambers and filter
bubbles. During the talk, slides were used as a teaching tool.

The structure of the talk is detailed below and in Figure 5.2 a sample of the slides shown to
students is reported:

• Disintermediation: a pivotal player in social media, the prosumer (both a consumer and
producer of content) is introduced to the user. New media do not have an editorial board and
content can freely spread around the network.

• The Network Structure: different graph structures to highlight the different roles that nodes
can have as bridges for information spreading between friends are introduced and how each
user affects their friends through their behaviour (liking, sharing). It is also shown that the
network dynamics are complex to predict, as demonstrated by the unexpected popularity of
some content.

• To introduce virality [326] the narratives and stereotypes that are more common in viral
content are intorduced, but was also highlighted how this model can negatively affect users,
especially teenagers who aim to get popular on social media.

• Information personalisation is introduced as a helpful tool to overcome information overload-
ing. An intuitive description of the principles of recommender systems if given to students to
better understand the concept of filter bubbles.

• Echo chambers are explained as a difficult to observe phenomenon that may lead to social
fragmentation and polarization and may be exasperated on social media given the partial and
skewed representations provided to users by information personalisation systems.

• The notion of backfire is introduced as a way algorithms can increase polarisation when
exposing users to opposite and extreme content causing a vigorous reaction in users.

• Cognitive bounds [326] and biases, e.g. homophily were also present that may be causes
alternative to algorithms of polarization and other issues observed on social media.

• Conclusive remarks regarding the opacity and the lack of transparency by social media com-
panies were presented.

5.4.3 Wisdom of crowds game experience

While the baseline scenario ends after the digital media literacy talk, in the experimental
scenario the wisdom of crowds inspired game followed, and a brief introduction was given to
the participants. The game is executed as a repeated visual estimation task with an information
personalisation step. The goal for each participant is to give the right answer with the possibility
to revise their answer once after being presented with social information, e.g. in the form of an
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Figure 5.2: Sample of the slides presented to participants.
.

aggregated biased or unbiased peers’ votes [283]. The hypothesis underlying information scenarios
is that the unbiased scenario is the one where biased recommendations are provided and it is here
that participants experience the pitfalls of information personalisation.

The first step of the WOC experience is to show students an image populated with red dots in
random locations over a white background, as depicted in the top right of Figure 5.3. This task is
independent of the level of individual knowledge, different from the study by Navajas et al [283].

The second step of the game is the individual estimate. Here students can choose their answer
between different ranges of values. The social information displayed to them is an aggregation of
all the answers for that trial, and a histogram of all participants’ answers is chosen to be shown.

In the correct feedback condition, the aggregate is taken of the whole set of answers, while in
the biased feedback condition, the aggregate is taken over a subset that exasperates the current
error. The metaphor here is that this biased set is selected by a black-box recommender system
that selects the responses most relevant to the majority of users.

After the information disclosure participants can revise their estimates and they have the pos-
sibility to give a second individual answer. A total of four trials with each batch of classes, where
half of them were correct and the other half biased were performed.

In terms of users’ response precision, according to previous studies [42, 241] it is expected that
in the correct feedback condition the second estimate will be more accurate than the first [283],
while in the biased feedback condition, it is expected to decrease. In Figure 5.3 the protocol of the
game is reported.

5.5 Results and discussion

The data reported referring to multiple sessions, one for baseline and another 5 for the full experi-
ment, that involved separate classes of students.

In the picture below the 6-point Likert scale item (influence on themselves) is reported) for all
the experimental-group classes is reported. It is clear that there is shift in the distribution.

To understand if there are differences a the t-test on two RELATED samples is computed. The
t-test check for the statistically significant difference in the mean of the two samples. In particular,
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Figure 5.3: Structure of the game-based wisdom of crowds estimation task. It starts with the question
where the image on the top right is shown and they are asked to estimate the number of dots in it. After
the aggregate of individual answers, as social information, is disclosed to the participants they can provide
the final answer.

Figure 5.4: The blue histogram reports the PRE-activity questionnaire, while the orange one the POST-
activity.
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How much do you think
people are influenced by social media?

How much do you think
social media can influence your opinion?

p-value 0,5 1,00E-13***

Table 5.1: Perceived Social Media Influence before and after the intervention. Columns represent the
two items: (I) Influence on them and (ii) Influence on their peers. P-Values are reported and ∗ means the
significance level at 0.005

the alternative hypothesis states that the mean of the distribution underlying the first sample (Pre-
survey) is less than the mean of the distribution underlying the second sample (Post-survey. The
table below reports the p-value for both items, namely influence on themselves and on their peers.

In Table 5.2 the average answer for both scenarios and both items is reported in the initial and
final questionnaires. Only in the Experimental scenario, when results are shown to students, there
is an increase in the average perception.

Perceived Social Media Influence (Number of Participants)
Target Self Other
Phase Initial Final Initial Final

Experiment 2.89 (19) 3 (18) 3.74 (19) 3.89 (18)
Baseline 3.08(32) 2.66 (32) 3.86 (32) 3.69 (32)

Table 5.2: Perceived Social Media Influence before and after the intervention. Columns Self and Other
represent the target of the question related to the perceived influence of social media on themselves or their
peers. Values in cells correspond to the average, while the sample size is reported in brackets.

For each session (Experimental and Baseline) and each item proposed (perceived influence of social media
on them or their peers) the difference between the initial and final answer for each participant is computed.
Then the number of participants with an increase (positive difference) and decrease (negative difference)
between the initial and final item is computed. Then for each item about perceived social media influence
(on themselves or their peers) Fisher’s exact test is computed and p values are reported in Table 5.4.

In Table 5.3 the contingency table for each item proposed to students, namely the perceived social media
influence on themselves and on their peers, is reported and used as input for Fisher’s test.

It is clear that in the experimental condition, a great majority of participants showed a positive difference
between the final and initial survey in both items (perceived social media influence on themselves and
perceived social media influence on peers).

The Fisher test for each perceived influence item considering the not complete answers is computed too
(left column of Table 5.4. The p-values allow rejecting the null-hypothesis that the two classifications are
not different with a significance level of 0.05.

Influence on self Influence on peers
baseline experiment baseline experiment

increase 10 9 11 10
decreasse 16 3 14 2

not answered 3 13 3 13

Table 5.3: The table reports the contingency tables for each item proposed (Perceived Influence on them-
selves and Perceived Influence on peers). In each row, the number of participants with an increasing (decreas-
ing or not answered) difference between the initial and final survey is reported for each condition (baseline
and experimental).

In the baseline condition, even if the mechanism and drawbacks of social media are explained to the
participants, the traditional educational activity alone is not capable of increasing the perceived influence
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P values Significance Level .05
Both Answers Not complete

self 0.000596 0.015742
peers 0.000441 0.00604

Table 5.4: The table reports the p-values for each item in the survey (rows). Columns report both cases
where unanswered questions are either considered a decrease or a class.

of social media. The proposed game is hypothesized to be a good metaphor for the black box recommender
system’s mechanisms. In the proposed setting, users have no control over it and are not informed about the
adopted strategies.

5.6 Conclusion

In this paper, a Digital media literacy activity composed of an educational talk alongside a game-oriented
strategy to increase the efficacy of educational interventions regarding social media threats [88] has been
described. The aim is to boost awareness of social media threats allowing students to directly experience
phenomena such as echo chambers, and filter bubbles and their consequences that may be exacerbated by
automated systems such as recommender systems.

Results presented in Section 5.5 showed that a game-based direct experience, inspired by the wisdom
of crowds phenomenon [42, 283], can increase the perception of social media influence on participants with
statistically significant results if performances of the game are shown to students. The Wisdom of the crowd
effect is expected if the correct aggregated estimate is shown to participants in line with the findings by
Becker et al [42], but due to social media influence, a biased aggregation of crowd estimate reduces the
overall accuracy [241]. The difference between pre and post-surveys demonstrates that, at least in the short
term, experiencing the echo chamber directly increases the perception of the influence of social media on
their opinions and decisions.

5.7 Limitation and future works

Different statistical tests were conducted to check the effectiveness of the activity with promising results
but also, several limitations. Firstly, the sample size is too small to generalize findings, and in particular
future studies should investigate if results are robust across different countries. Secondly, the effectiveness
of the activity in the medium and long term is still unclear. Lastly, participants’ behaviour during the game
and the magnitude of social media influence could be better investigated in relation to other scales such
as the Fear of Missing Out (FOMO) [72, 324] that has been linked to problematic social media use and
negative health outcomes among adolescents. In future works, the integration of the activity as a web tool
for educators could be a solution to promote its diffusion.
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Chapter 6

A Deep Learning Approach to
Identifying Harmful Content using
Graph and Word Embeddings

This chapter presents a deep learning model that combines a graph-based neural network with a pretrained
transformer language model, specifically Graph Attention Convolution and ELECTRA, respectively. The
proposed model was designed to identify harmful tweets related to COVID-19, specifically focusing on
subtask-1C of the CheckThat!Lab shared task, which was part of CLEF 2022 1. In this binary classification
task, the model achieved a binary F1 score of 0.28 on the test set, outperforming the official baseline by 8%.
One of the key strengths of the proposed approach is its ability to incorporate various forms of information,
such as social context, through the use of graph layers. In the case of identifying harmful tweets related to
COVID-19, graph networks can help to incorporate social context by capturing the relationships between
users, such as followers, retweets, and mentions. This allows the model to learn from the collective behaviour
of users and their interactions, rather than just individual tweets. In addition, the proposed model employs
a pretrained transformer language model, ELECTRA, which has been trained on a massive amount of text
data and can effectively capture the semantic meaning of texts. By combining graph machine learning
with a language model, the proposed approach can effectively capture both the social context and semantic
meaning of tweets. This architecture suggests that the proposed approach can effectively identify harmful
tweets related to COVID-19, which could be useful in preventing the spread of misinformation and promoting
public health but also flexible enough to incorporate different types of information.

6.1 Introuction

Throughout the COVID-19 outbreak, the spread of misleading information online related to news on the
pandemic could be observed, for example, on social media. The three tasks proposed for the CheckThat!
Lab@CLEF2022 [279, 280] aim at addressing related issues, namely:

1. Identifying relevant claims in tweets

2. Detecting previously fact-checked claims

3. Fake news detection

This chapter aims to propose a model to address the first task [278]. Furthermore, this task includes
four different subtasks. Subtask 1A is about determining check worthiness of tweets (i.e. given a tweet,

1More info here: https://clef2022.clef-initiative.eu/, retrieved on April 7, 2023
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predict whether it is worth fact-checking). Subtask 1B is about detecting verifiable factual claims: given
a tweet, predict whether it contains a valid factual claim. In Subtask 1C, the focus is on harmful tweet
detection: given a tweet, predict whether it is harmful to society and why. Finally, Subtask 1D is related to
attention-worthy tweet detection: given a tweet, predict whether it should get the attention of policymakers
and why. This task is defined with eight class labels. For subtasks 1A and 1C the official evaluation metric
is the binary F1 score with respect to the positive class; for subtask 1B the metric used is the accuracy,
and for subtask 1D it is the weighted F1 score.

The proposed model is for Subtask 1C - English language. The model takes advantage of an
ELECTRA-based document embedding and a text graph that is processed using a Graph Convolutional
Network (GCN). The goal is to introduce a novel method that can handle different types of heterogeneous
textual or social information. It is shown how a first version of such a model performs on the proposed
task, leaving room for improvements in future research in the domain. To support reproducibility and future
research directions, the Code is publicly available 2.

This chapter is organized as follows: Section 6.2 presents some related works about using deep learning
methods for similar text classification tasks. In Section 6.3, the approach is described in detail, explaining
each model layer’s choices and configuration. In Section 6.5, the results obtained on the official test set are
reported. In Section 6.6 some interesting future directions are investigated before closing the chapter with
concluding remarks in Section 6.7.

6.2 Related work

Motivated by the notable performances reached in various text classification tasks, where deep AI models
[217, 364, 366] outperformed classic techniques used in natural language processing (e.g. Bayes, Decision
Tree, K-Nearest Neighbour, Support Vector Machine) as also reported in [171, 435], a deep learning-based
approach have been chosen.

The proposed model is based on a transformer-based document embedding and a GAT (i.e. Graph
Attention Layer) applied to a text graph representing the structure of each tweet. The transformer-based
embedding ELECTRA is adopted, a language model presented by [89]. ELECTRA does not mask the
input as BERT [107] but replaces some tokens with plausible alternatives sampled from a small generator
network. Then, instead of training a model that predicts the original identities of the corrupted tokens, a
discriminative model is trained to predict whether a generator sample replaces each token in the corrupted
input or not.

GCNs (Graph Convolution network is a term used as an umbrella-term to include the different graph-
based neural network layers) take advantage of graph data structures made of vertices and edges (also called
nodes and links). Nowadays, graphs are used in many real-world applications, including traffic prediction
[231], computer vision [321], social networks [28, 365] and many more.

GCNs for text classification are discussed in [443]: the authors propose a novel graph neural network
method and model a whole corpus as a heterogeneous graph to learn words and document embeddings jointly
with graph neural networks. Results on several benchmark datasets demonstrate that the proposed method
outperforms state-of-the-art text classification methods without using pre-trained word embeddings or ex-
ternal knowledge. The model proposed also learns predictive word and document embeddings automatically.

In [233], a more sophisticated approach is proposed. In particular, the authors discussed a flexible
Heterogeneous Information Network (HIN) for modelling short texts. The model can integrate additional
information and capture their relations to address semantic sparsity. The authors propose heterogeneous
graph attention networks to embed the HIN for short text classification based on a dual-level attention
mechanism, including node-level and type-level attention. The attention mechanism can learn the importance
of different neighbouring nodes and the importance of different node (information) types to a current node.

2https://github.com/sagacemente/CLEF2022CheckThat.git
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A broader overview of a range of text classification applications using GCNs is given in [455].

6.3 Proposed model

The model architecture with input and output shapes of each layer is shown in Figure 6.1 along with
parameter distributions of each layer. The proposed model is composed of two modules:

• Graph creation and embedding

• Pretrained document embedding

Figure 6.1: Model parameters (Top) numbers in brackets indicate parameters’ tensor dimensions; the last
column indicates the number of parameters in each layer. Model architecture (bottom) model input and
output shapes in each layer (figure taken from the Google Colab notebook).

Geometric deep learning [61, 214] has led to a growing number of new architectures as well as novel
applications, including text modelling [116]. The representation of each tweet as a graph starts with text
preprocessing (the set of techniques used to clean and prepare text data before it can be used for analysis or
machine learning. This may involve tasks such as tokenization, stop word removal, stemming or lemmatiza-
tion, normalization of text, handling of special characters or formatting issues), and Part Of Speech (POS)
tagging, a natural language processing (NLP) task that involves assigning a grammatical category, such as
noun, verb, adjective, or adverb, to each word in a sentence. After these steps, each unique tagged word
in the tweet corresponds to a node in the graph, and the adjacency matrix is populated connecting each
node with all words in a window equal to 3. Each node is annotated with various features discussed in 6.3.2.
The proposed architecture is composed of two graph attention convolution (i.e. GATV2Conv) layers pro-
posed by [60]; the node-wise representation outputted by the GATV2Conv layers is passed to a max pooling
operator and a dropout layer. The output is concatenated with the document embedding generated using
ELECTRA [89]. Finally, two dense layers, and a rectified linear unit (ReLu) activation function between
them, output the model predictions for each class.
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Before discussing the network architecture and hyperparameter settings, it is worth mentioning that each
dataset split (training and test per language) consists of individual tweets and their corresponding labels.

6.3.1 Graph creation

The graph module takes as input a raw sample (tweet) and outputs the tweet represented as an undirected,
attributed graph. In Figure 6.2 each step of the preprocessing pipeline is depicted. The custom preprocessing
function uses the python NLTK package [50]. Below all the preprocessing steps involved are listed:

• Lowercasing. This step is used to get the same embedding, e.g. for the words Hello and hello

• Removing Stopwords. Generally speaking, stopwords are used with high frequency, but in many cases,
they are not really informative, e.g. prepositions and articles belong to this category.

• POS Tagging. In this step, each word in the tweet is classified into its parts of speech class and labelled
accordingly using a one-hot encoding. These vectors correspond to the respective POS tag out of all
43 POS classes in the NLTK package.

• URL removing. All URLs in each tweet have been removed.

• Hashtag symbol and tagged accounts. All hashtag symbols have been removed along with tagged users.

Figure 6.2: Graph representation: each tweet is represented as a graph after pre-processing and POS
tagging
.

Starting from the output of POS-tagging, a strategy that associates an edge to each word with all words
in a window equal to 3 is adopted. If a word is repeated more than once, only the first occurrence is
considered a node, while edges are updated accordingly. Edges are unweighted.

6.3.2 Node characterisation

As mentioned above in Figure 6.1 each node is characterized as an 815-dimensional vector. The first 768

features correspond to the pretrained ELECTRA document embedding obtained using the FLAIR package
and applying the introduced preprocessing steps 3[9]. Different transformer-based models using the tweet
text data as input have been evaluated to select the best embeddings. The official evaluation metric was used
during this experiment, and it turned out that ELECTRA outperformed other pretrained language models.
Using ELECTRA, both word embedding for each node in the graph, as well as document embedding for the
whole tweet, are obtained. Each node was also annotated with the corresponding one-hot-encoded vector of
its POS tag (45 features). Given that graph networks are ordering invariant w.r.t the nodes processed during

3Documentation about FLAIR, a popular open-source package for natural language processing that provides a
range of state-of-the-art models for tasks such as named entity recognition, sentiment analysis, and part-of-speech
tagging is available here: https://github.com/flairNLP/flair
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the message-passing step, the order of words in the original tweet is lost. To maintain this information, each
node is characterized with a feature vector of two dimensions that encodes the distance from the origin of
each node (word) in the graph using sine and cosine positional encoding of a transformer model [412]. This
vector is concatenated with the other node features.

6.3.3 Graph attention convolution and max pooling layer

Two GATV2Conv [60] layers are built into the model. The computation of dynamic attention scores char-
acterizes this layer. Moreover, a multi-heads in the first layer (where the number of heads is set to four)
is adopted because (as demonstrated previously by [414]) the learning process can benefit from employing
multi-head attention and concatenating their outputs. As highlighted in Figure 6.1 the number of features
used to represent each node is halved between the two layers. The output of the graph attention layer is a 2D

matrix with the shape: Number of nodes (d) * Number of features (N). The maximum value is calculated
along the dimension of size N reducing the dimension of the input tensor by one. As an example, consider
the following matrix X.

X =


x11 x12 x13 . . . x1n

x21 x22 x23 . . . x2n

...
...

...
. . .

...
xd1 xd2 xd3 . . . xdn


Providing X as input to a 1D-max pooling layer returns the following array Y as output, where each yi

is computed taking the maximum of all the values along the i-th column of the matrix X.

Y =
[
y1 y2 y3 . . . yn

]
6.3.4 Dense

The max pooling layer’s output is concatenated with the tweet embedding obtained from ELECTRA. This
vector is fully connected to a dense layer, which is followed by a rectified linear unit function element-wise
(e.g., Relu(x) = max(0, x)) and, finally, a dense layer with two units as output. These float values correspond
to the softmax logits, a vector of raw (non-normalized) predictions.

6.4 Experimental setup

The chapter was submitted in Subtask-1C (harmful tweet detection) of CheckThat!’s Task 1 for the English
language. Before addressing experimental setup and model training, the provided dataset is briefly described.

6.4.1 Dataset

The corpus includes a list of tweets labelled as harmful (1) or not (0). In addition, the ID of the tweets
and their URLs are available. All samples are related to COVID-19. In general, a train, development and
dev-test set are provided as well as an official test set that was used for the evaluation of the submissions.
While for the first two dataset splits the gold labels were available, those of the official test set were held
out till the end of the evaluation phase. The number of samples for all parts of the dataset is distributed as
shown in table 6.1. The data was released as multiple tab-separated files (one per split)

Exploratory analysis shows the dataset imbalance with respect to the class labels. For the training set, the
positive class samples correspond to only 8% of the total entries. Using the Tweet IDs provided, Twitter data
were crawled via the official Twitter API 4. However, only a small subset of the samples (w.r.t. the training

4API Documentation available here: https://developer.twitter.com/en/docs/twitter-api
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Dataset Number of Samples Label 0 Label 1
Train 3323 3031 292
Development 307 276 31
Dev-Test 910 828 82
Test 251 211 40

Table 6.1: Dataset statistics of all provided splits for English.

set, only 20% of the original tweets) was still available as the rest of this information had already been deleted
by Twitter. Given this observation, it is chosen to discard the inclusion of social context information such
as the number of tweet interactions (favourites, shares) and author features (follower following relationships,
as well as user timeline tweets). Besides using the graph-based approach introduced in Section 6.1, further
experiments on the dataset were performed featuring transformer-based methods as well as alternative graph
construction techniques. Details on the results of these experiments are presented in Section 6.5.

6.4.2 Model training

The hyperparameter settings are in line with many of the decisions made in a study conducted in [432]
and are used to fine-tune the proposed model subsequently. A Glorot uniform initializer [205] is selected to
initialise the weights of the model. The model was compiled using binary cross entropy loss; this function
calculates the loss with respect to two classes (i.e., 0 and 1) as defined in 2.7.
To improve the model performance and counteract class imbalance, class weights that correspond to a manual
rescaling weight assigned to each class are chosen. Optimization is performed using the Adam optimizer [213].
To reduce overfitting, a learning rate scheduler reducing the learning rate by a factor of 0.9 with a step size
of 25 epochs is adopted. The model architecture is depicted in figure 6.1, where the numbers of the various
network hyperparameters are provided.

6.5 Results

6.5.1 Baseline

The organizers provide official baseline results based on random predictions. The metric to evaluate the task
is the binary F1 score of the positive class label (harmful tweet). The official baseline result is 0.200 binary
F1 on the evaluation test set. The baseline results are compared to the values of the proposed approaches
achieved in Table 6.2.

An additional strong baseline based on a fine-tuned transformer model is also added. Different trans-
former architectures including BERT, RoBERTa and ELECTRA are evaluated regarding the classification
task. It turned out that ELECTRA achieves the best results among these models (using 3 epochs for
fine-tuning as recommended by [108]). The performance of this approach amounts to a 0.250 binary F1
score.

6.5.2 Proposed Appoach

The main experiments are based on the model proposed in Section 6.3. Results are reported on the test set
used for evaluation using the official binary F1 metric, as well as binary precision and binary recall of the
positive class label.

As presented in Table 6.2 the submitted approach (GCN+ELECTRA) outperforms the official baseline
by 8%. The official baseline approach generates class labels in random order.

Compared to the performance of the proposed baseline using ELECTRA, the GCN+ELECTRA out-
performs this approach by 3%. An ELECTRA fine-tuning setup using 50 epochs is evaluated resulting in
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Approach Binary Precision Binary Recall Binary F1
Baseline 0.200 0.200 0.200
GCN+3-gram-ELECTRA 0.138 0.625 0.226
ELECTRA (3 epochs) 0.263 0.250 0.256
GCN+POS w/o word embeddings 0.166 0.650 0.264
ELECTRA (50 epochs) 0.275 0.275 0.275
GCN+ELECTRA 0.166 0.875 0.280

Table 6.2: Results (binary Precision, Recall and F1 of the positive class label) on the official test set for
English with respect to different approaches.

almost as good of a performance as the finally submitted approach. However, the high number of epochs
leads to strong overfitting on the training data.

In addition, results obtained by experimental setups that are evaluated as part of the development
process of the submitted approach are reported. Table 6.2 GCN+POS w/o word embeddings refers to a
setting where word embeddings are omitted and represent graph nodes by only considering one-hot encoded
POS-tag vectors. In the GCN+3-gram-ELECTRA the model characterizes graph nodes by mean-pooled
word embeddings of 3 subsequent words at each position. Thus, words’ order that can be lost during graph
convolution needed to be taken into account as well.

6.6 Discussion and future work

All other approaches used during the experiments result in lower performances when compared to the
submitted model. This observation strengthens the decision of choosing to submit predictions generated with
the model proposed in this chapter as it outperforms a range of other setups tested during the experiments.
Obviously, a high recall score is reported, compared to low precision using the proposed model as it tends
to frequently predict the positive class label, while it only predicts the negative one a few times.

As already mentioned above, the inclusion of social and user information in the model (as in [32])
can improve classification accuracy. By incorporating social features, the model is able to capture more
contextual information that can be used to better understand the content and meaning of the text. For
instance, knowing that a post has a high number of likes and retweets could indicate that it is particularly
relevant or important to a specific audience, which in turn could be useful in predicting user behaviour
or sentiment. Similarly, author profile information such as the number of followers could provide insights
into their level of influence or expertise, which could be useful in predicting the credibility or reliability
of the information being conveyed. Deleted tweets that can not be crawled anymore limit the usage of
this information in the actual training set and their absence is probably one of the reasons for the poor
performance of the model with respect to other submissions.

In future work, it would be interesting to analyze the contribution of such social context features. In
addition, different types of embeddings (stacked or pooled) could be compared regarding the characterization
of each node.

6.7 Conclusion

In this chapter, the approach to Subtask- 1C at CheckThat!Lab@CLEF2022 based on graph data structures
and transformer language models have been described. The proposed hybrid solution of a text graph and
pretrained document embeddings should be studied in more detail as it leads to improvements over fine-
tuning transformer-based models, as demonstrated on the given dataset. In addition, there is room left for
including additional types of information (e.g. social media context) in these data structures which could be
helpful in solving other tasks.
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Chapter 7

Misinformation through images

This chapter proposes a framework to better understand the relationship between images and the truthfulness
of the beliefs they convey, taking into account both objective and subjective concepts. The framework is
supported by an annotated dataset, created through a pilot annotation study that evaluated the consistency
and coherence of the proposed theoretical framework. The proposed framework and dataset are particularly
relevant in the context of social media platforms, where images can have a significant impact on people’s
beliefs and opinions. By providing a more comprehensive understanding of visual content, the framework
can help researchers recognise the factors that increase the spread of potentially misleading or false visual
content.

7.1 Introduction

Social media have been considered the perfect environment for the spread of false beliefs and fake content,
boosted by the use of Machine learning techniques that are designed to maximize engagement may have
unintentionally resulted in the creation of a "Frankenstein Monster" that can disseminate fake news more
effectively than real news [417]. In recent years, the role of recommender systems in shaping user preferences
and opinions has been the subject of intense debate [19, 275]. On the one hand, these systems have been
accused of contributing to the creation of echo chambers and filter bubbles, which can limit users’ exposure to
diverse perspectives and increase the spread of false content. On the other hand, it is essential to recognize
that recommender systems can also play a critical role in slowing down the spread of false content. By
tailoring recommendations to individual user’s interests and preferences, these systems can help to surface
high-quality, trustworthy content and reduce the visibility of false or misleading information. As such, a
deeper understanding of how recommender systems can be used to combat the spread of false content is
essential for addressing the challenges of misinformation and promoting a healthy information ecosystem,
especially in presence of multimodal content, where a combination of texts and images are used together to
convey messages. This thesis argues that while scholars debate the existence and impact of echo chambers
and polarization effects caused by recommender systems, it is crucial to explore how these systems can
mitigate the spread of false content.

Visual content recently took the lead as the preferred modality to share content leading to a shift from
a text-centric to a visual-oriented experience on social media [230]. Visual content is becoming dominant
on social media [230] because it has strong communicative potential due to its high perceptual immediacy.
Still, it is not clear yet which forms of visual content may exacerbate (e.g., truthiness [284]), and even
independently cause the spread of false beliefs, as well as which cognitive mechanisms are involved in the
process [304].

While short and low-quality texts are common on text-based social media, e.g. tweets, have been shown
to sometimes lack often enough context to be safely evaluated as truthful or misinformative, images are at
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the same time richer and more perceptually immediate stimuli while still endowed with less context.
Images can provide a more complete and immersive experience for the viewer than a simple written

description of the same scene. Additionally, visual content is often more engaging and attention-grabbing
than text, making it more effective at conveying a message or story. Indeed, images are intrinsically ambigu-
ous in many ways [193]. Thus images may foster the spread of false and biased beliefs without any image
manipulation.

Observer-specific factors, such as their current opinion, may strongly affect their interpretation of an
image [198, 445]. In addition, sophisticated ways to create and modify images have recently appeared,
strongly affecting the weak link between images and reality. This is worrisome as even unrelated images
appear to affect the interpretation of the truthfulness of content in other modalities [284]. Relying on a
simplistic definition of “truthful image” may lead to the mischaracterization of the users and adoption
of counterproductive support strategies [195]. Language and words are subjective and based on individual
interpretation, which opens the door to deception. In contrast, pictures are often assumed to be more
truthful and reflective of reality because the human brain perceives visual content as a direct representation
of what exists. However, it is important to note that even images can be altered or manipulated, and thus
may not always accurately reflect reality. Therefore, the dichotomy between true and false is insufficient to
account for the multitude of combinations of different conditions and factors that could mislead the observers
depending on their knowledge and the features of the image.

7.2 Motivation

Interestingly, while the impact of images combined with verbal content on the spread of false beliefs has been
studied [71, 206], only limited work has been done on images in isolation. Understanding the link between
image misinterpretation, propagation of false beliefs, users’ attitudes, and users’ image interpretation skills
requires defining an accurate characterization of images, their interpretation and the resulting behaviours.
Images can spread toxic beliefs [74, 355] still most attention in the scientific community as focused on text.
In addition, sophisticated ways to create and modify images have been recently appearing [330, 338].

7.2.1 The role of computer-generated content

A crucial challenge related to video and image content is the so-called DeepFakes (a portmanteau of "deep
learning" and "fake") which refer to videos in which a person in an existing video or image is replaced
with someone else’s likeness. They are characterized by hyper-realism, making depictions of people saying
and doing things that never happened easily believable [68, 428]. While DeepFakes have the potential to
revolutionize fields such as entertainment and marketing, they also pose significant risks to society. For
example, DeepFakes can be used to spread misinformation and manipulate public opinion by creating fake
news stories or altering the content of existing media [323]. Vaccari et al., [407], found that DeepFakes can
increase the uncertainty of people exposed to untrue visual information. Moreover, this resulting uncertainty
reduces trust in news on social media. DeepFakes can also be used to harass or defame individuals by creating
and distributing compromising or offensive material, such as the non-consensual production of pornography-
related deepfakes used to substitute the victim’s face into a porn actor/actress’s body to create nonconsensual
adult content [201]. Usually, the majority of the target are celebrities 1. Many deepfake videos can be found
on pornographic websites or underground communities, such as Telegram 2. Some channels even offer
(illegaly) custom pornographic deep-fake services for a fee to interested users. Coupled with the speed at
which information propagates in social media, deepfakes provide fertile ground for instances of defamation,
blackmail, fraud, and threats to national security or democracy [12]. While Deepfakes also have a plethora of

1Check Here the Report by TheSentinel.ai titled "Deepfakes 2020 The Tipping Point" https://thesentinel.
ai/media/Deepfakes%202020:%20The%20Tipping%20Point,%20Sentinel.pdf

2Check here: https://www.bbc.com/news/world-60303769, retrieved on April 7, 2023
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7.3. Why true false dichotomy is not sufficient

constructive and legitimate uses in fields such as entertainment, healthcare and education, their destructive
potential has indeed attracted sizeable attention, and the approaches for combatting said issues include
changes in legislation and regulation, education and training, as well as the development of technology for
detection [428].

Approaches to counteract threats like the previously mentioned DeepFakes include the usage of deep
neural networks for the detection of artefacts resulting from the production of such content (for videos,
see, for example, [53, 175, 197, 273, 386], for images see [76, 160, 185]). Such artefacts are, for example,
related to image blending, the environment, behavioural anomalies, and audiovisual synchronization issues
[267]. For example, the work of [53] relies on the complexity of heart rate dynamics derived from the facial
video streams through remote photoplethysmography is vastly different between real and synthetic videos.
In conclusion, there is a need to support young social media users in improving their ability to interact with
image-based content that can bring potential risks and impacts for them. To provide effective support, it is
necessary to understand better the different facets of the relationship between images and the truthfulness,
rich interpretation, or beliefs they induce in the user.

7.2.2 Collaboration between publisher and social media to counteract visual
misinformation

The relevance and urgency of promoting and also empowering the journalists’ community let Reuters and
Meta collaborate to create The Reuters guide to Manipulated Media 3 that is a comprehensive resource
developed in collaboration with the Facebook Journalism Project to help journalists and news organizations
identify and address the growing problem of manipulated media. The guide provides a detailed overview of
the various types of manipulated media, including deepfakes, synthetic media, and other forms of altered
or fabricated content. It offers practical tips and strategies for verifying and debunking such content. It
also includes a set of ethical guidelines for dealing with manipulated media, including the importance of
transparency, accuracy, and fairness in reporting on such content.

Reuters highlight in its statement (reported below) all the multiple and complex facets that visual content
brings and the urgency for multiple stakeholders to act together toward a better news environment populated
by more aware players.

That’s why we decided to partner with the Facebook Journalism Project to produce an in-depth
course into manipulated media. It includes explanations and examples of new forms of synthetic
media, along with an assessment of the full range of ways visual material may mislead. It also
challenges participants to place themselves into a breaking news situation and consider the steps
they can take to establish the facts around the pictures and videos they obtain.

7.3 Why true false dichotomy is not sufficient

The dichotomy of true or false can be defined as a binary approach to evaluating the veracity of the
information based on the assumption that something is either objectively true or false. The dichotomy of
true or false could not be sufficient for evaluating visual content as it fails to account for the nuanced and
different levels of image interpretation and the various degrees to which an image can be altered. Techniques
such as deepfakes or Photoshop can be used to create or alter visual content in a way that makes it appear
authentic, making it difficult to determine the true nature of the content based on a simple true/false
dichotomy. Another reason is that the concept of truth can be subjective and dependent on the context in
which the visual content is presented. The same photograph may be perceived differently by different viewers
based on their own experiences, beliefs, and biases, making it difficult to assign a universal truth value to the

3Source: https://www.reuters.com/article/rpb-hazeldeepfakesblog-idUSKBN1YY14C, retrieved on April 7,
2023
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content. Furthermore, visual content often conveys more information and emotions than simple text, making
it more powerful and influential. This means that the impact of visual content cannot be fully understood
or evaluated without considering the context in which it is presented and the intended audience. Therefore,
it is essential to consider a range of factors when evaluating the veracity of visual content, including the
context in which it was created, the authenticity of the source, and the potential for manipulation. Simply
relying on a dichotomy of true or false may not provide a comprehensive assessment of the reliability of the
visual content.

Otherwise, relying on a simplistic definition of “true image” could lead to the mischaracterization of
the users and the adoption of counterproductive educational and governance strategies. Thus, it is vital
to distinguish image generation conditions and different levels of interpretation which lead an image to be
naively considered false or true.

In other words, it is appropriate to enrich the characterization of images beyond the dichotomy of
true-false because images bring significant ambiguity in generation conditions and interpretations, especially
without context.

Multiple concepts relating to the true-false dichotomy are introduced to account for this ambiguity
and the multiple factors that can affect the simplistic true/false classification. The need for this richer
characterisation is also highlighted by Shen et al., [363], that report how different characterisation levels
impact the credibility estimation of a picture differently. These sets of conditions and interpretation levels
correspond to different concepts and measures that are introduced informally through examples in the
following paragraphs and later defined more formally in the subsequent sections.

7.4 Factors that contribute to images misinterpretation

7.4.1 Background knowledge and skills

A picture showing Superman (played by Christopher Reeve) and Ironman (by Robert Downey Jr.) fighting
in the sky (as the one reported in Figure 7.1, generated using the text-to-image model created by OpenAi
DALLE-2) would be false in many ways: not authentic as an official movie was not published with those
two characters, not truthful as the scene was not recorded in reality, but it is the result of the combination
of different pictures, and misleading for a significant part of the population, as, for example, someone may
believe that such a kind of flying fight between fictional characters may be a part of movies’ scene.

Figure 7.1: An image of Superman and Ironman fighting in the sky above New York generated by the AI
model DALLE-2.
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On the other side, a user may consider another image (as the one reported in Figure 7.2 of Superman
flying true because it is part of an official movie he watched (which was produced by a reliable and existing
production company). In this case, one should say that the picture published by a reliable source is authentic
instead of naively true. In this case, the term true would be ambiguous as the picture can be considered
false in many ways, as described above and further discussed below. Once it is known that by true he
meant authentic, this user should not be considered problematic (intended as someone who would benefit
from educational activities) in terms of his ability to recognize that people don’t fly and would not require
support for this reason. Similarly, a non-problematic user may consider an image of Superman blocking a
train naively true because not only is it a scene of that movie that he knows but also because he is informed
that, in this case, the event of the actor playing Superman touching the front of that train actually happened
(where the train was obviously still, or moving in reverse as in the old movie that used this trick that was
surprising at the time). This picture is both authentic and truthful (instead of naively true) because
it depicts a situation which physically happened, even if only from a static point of view, but can be still
considered misleading.

Figure 7.2: Christopher Reeve playing Superman flying taken from the official movie

However, the image of Superman flying would not be true in this sense, and will not be simply truthful
or false, as the sky and clouds were added in post-production. The event never physically happened with the
visual elements present in the picture. Thus, if the user considered the image of Superman flying true in the
sense of truthful, as some children could believe that Superman flies, he would be considered problematic
and could benefit from educational intervention or support. This is another example of why more specific
terms than true and false are needed when dealing with images.

7.4.2 Images manipuation

Concerning images’ tempering, three types of image manipulation are introduced: declared manipulation
when the publisher of the image declared (e.g. the making of) that it has undergone substantial manip-
ulation (e.g. green screen), detected manipulation when the state of the art algorithms find a level of
manipulation, and finally the visible manipulation, which describes if observers detect image manipula-
tion, based on their own image analysis skills. While declared and detected manipulation are objective and
can be assigned with an objective process, visible manipulation is subjective and depends on the observers.

Several other concepts are introduced that have a subjective nature, e.g. for some users, it may be easier
or more difficult to process a picture and classify and estimate its authenticity and truthfulness without
checking. For example, a painting may look similar to many other authentic paintings of Picasso, such as
the one in Figure 7.4. However, an expert may recognize it as fake, as opposed to an authentic one, such
as the portrait of Dora Maar in Figure 7.3. In this case, the fake painting has high authenticatability for
ordinary observers but low authenticatability for a group of experts. Users believing that several pictures
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with low authenticatability for ordinary observers are authentic would benefit from support and educational
intervention. In practice, authenticatability corresponds to the subjective authenticity judgement of an
observer when he cannot perform fact-checking on the image and has to rely on his own previous experience
and skills for the judgement.

Figure 7.3: The portrait of Dora Maar is a 1937
oil on canvas painting by Pablo Picasso. It de-
picts Dora Maar, the painter’s lover, seated on a
chair.

Figure 7.4: A woman portrait in Picasso style
generated by the AI DALLE-2

Similarly, for a picture that shows a face that an artificial intelligence model generated, as the one
depicted in Figure 7.5, experts of that type of content may recognize the image’s nature, which will have
low credibility for them, but many observers will think it is an actually existing person, and it will have high
credibility for common observers.

Figure 7.5: A GAN-generated image of a Politician

A low-quality photomontage or visible special effects will have low credibility for most observers. Users
believing that several pictures with low credibility for ordinary observers are truthful may benefit from
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support and educational intervention.

7.4.3 Subjective factors that influence inteprretation

In practice, credibility corresponds to the subjective truthfulness judgement of an observer when he can-
not perform fact-checking on the image and has to rely on his own previous experience and skills for the
judgement.

Note that the definition of authenticatability and credibility focuses on the subjective experience
of every single user or a supposedly uniform user group. An objective measure of authenticatability and
credibility can be defined by defining a specific population, not necessarily uniform, and an aggregation
procedure to combine the single subjective judgements of the population members (obtaining aggregated
authenticatability and aggregated credibility). One can expect that if a significant part of the population
evaluates the pictures, the aggregation will allow us to predict the response distribution of the rest of the
population, similarly to election polls. However, the capabilities of image evaluation may enormously vary
among groups. This process could still risk not appropriately covering groups sensitive to some pictures (e.g.
fans of an unknown tv series).

Authenticatability and credibility focus on the correctness of specific attributes of the interpretation of
an image, authenticity and truthfulness. However, an image usually induces a much richer representation
in the observer’s mind. This representation can comprise a putative event in the real world with its static
attributes (e.g. location, objects), dynamic (e.g. objects movements) and also cognitive and social ones,
such as identities, emotions, beliefs, and intentions, which are non-trivial to extract from a single picture as
more context would be needed. However, the brain may intentionally or unintentionally extract them. In
the following lines, the focus is on the subjective interpretation of these aspects.

Going back to comics, the picture of superman blocking the train may be considered naively true by
a problematic user who interprets it as a picture from an event where the train was actually moving or
pushing, and superman stopped it. As this fictitious event was just the result of some cinema trick that
cannot be detected due to the lack of context in a single frame (e.g. the train may have been moving in
the opposite direction with “superman” following it, and then the scene was played backwards), the frame
must be considered to be misleading for this specific user, which is more precise than false, as it induced
the user in believing in the event that never happened, where with “belief in the occurrence of an event” it
is also considered the dynamic aspects (e.g. train movement direction) of the event as well as the cognitive
and social ones, such as identities, emotions, beliefs, and intentions, which are non-trivial to extract from a
single picture as more context would be needed.

7.4.4 Staged events

A user may consider naively true a picture with a soldier shooting a prisoner in a WW2 movie, thinking
that the picture was taken during the real WW2. At the same time, it is the result of a staging process
(as an example is reported a screen from the movie 1917, directed by Sam Mendes in Figure 7.6), even if
in this case, the picture is truthful as people dressed like in the picture performed the observed action in
the shown setting. However, the user’s reasoning is still wrong because he interpreted it as a real WW2
event where a prisoner identical to the actor was killed. In this case, the image is considered misleading for
this specific user, even if the action was not impossible, and something similar may have happened during
WW2. Obviously, users believing in possible situations that are staged would be less problematic than
those believing in impossible ones. However, the analysis and formalisation of the differences between these
conditions and types of misleadingness, other than considering physical or cognitive/social aspects of the
event, are left for future work.

Pictures from movies depicting actors in common situations, e.g. Clark Kent walking in the street or
the characters of Friends laughing while sitting on a sofa in a pub, don’t depict real common events but are
staged by actors playing specific roles (acting), a fact that may not be recognised by users that don’t know the
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Figure 7.6: An image taken from the movie 1917, directed by Sam Mendes, that could be wrongly inter-
preted as a real photograph taken during a battle of WWI or WW2.

movie/series. Thus these pictures are also misleading for each member of this group that doesn’t know the
movies/series. If this group corresponds to the population of interest, then any aggregation of the individual
misleadingness would result in the image being misleading for a significant part of the population. Otherwise,
it will depend on the relative sizes of the population groups and the threshold adopted for significance.

7.4.5 3D reconstruction and beliefs misinterpretation contribute to misleading-
ness

Misleadingness (for a user), the fact that an observer will associate a false event to the image can result
from several not directly observable factors. For example, it is difficult to understand from a picture if
someone was self-defending or attacking somebody else or if a player intentionally touched the ball with the
hand or if it just bounced on him during a football match. Observers automatically attribute intentions and
beliefs to people in pictures, but they may fail due to lack of context or other limitations [363].

The classic tourist picture of holding the tower of Pisa may be misleading for people from remote regions
of Kazakhstan, and the same would happen to Italians with a similar picture with the famous South Korean
SunCruise hotel, designed to look like a cruise liner, as reported in Figure 7.7. This results from the lack
of information necessary to reconstruct a 3d environment from a single 2d picture other than a lack of
knowledge of this tradition.

Misleadingness may also result from missing social information such as identity, for example, pictures
with doubles, impersonations or replicas, as in a typical picture with a fake Einstein, as some children may
not know that he is dead.

7.5 A richer characterisation of image features

In the following sections, both objective and subjective features are operationalized. The concepts introduced
through examples will be detailed in light of the annotation process presented later in the chapter.

Below there is a table that summarizes all the features introduced.

7.5.1 Authenticity

The proposed definition of authenticity relates closely to that adopted in image forensics and is not as strict
as that of integrity. In general, an exhibit is authenticated when there is sufficient evidence that the exhibit
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Figure 7.7: The Sun Cruise Resort&Yacht, located in Jeongdongjin on the east coast of South Korea,
photographed from the beach.

Feature Type Descrption
Authenticity Objective Image is credited from a reliable source
Truthfulness Objective The image is a photograph of a real event

Declared Maniulation Objective Source declares image undergo a post-processing
Detected Maniulation Objective Models detect a form of manipulation

Authenticatability Subjective The erceived degree of authenticity
Credibility Subjective The perceived degree of truthfulness

Manipulation Visibility Subjective The perceived degree of maniulation
Uninformed Misleadingness Subjective The probability an image will mislead observed

Informed Misleadingness Subjective
The probability an image will mislead

observed, given truthfulness
and authenticity of that image

Table 7.1: Table reports in each row an Objective or Subjective feature, and the third column provides a
description of the feature.
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is what the proponent claims it to be. Authenticity is not integrity. Authenticity means that the image is
an accurate representation of the original event. Integrity refers to the information being unaltered from
the time of acquisition until its final disposition. Several techniques can be adopted to trace the integrity
of images through a three-level encryption algorithm such as the one proposed by [274] For instance, if to a
JPEG image is applied compression and re-saved, the new image’s authenticity is preserved, but the integrity
is not. An image altered for fun or a bad photo altered to improve its appearance (but not its meaning)
cannot be considered a forgery even though it has been altered from its original capture. As also reported
by the official Adobe Blog

Content authenticity is when there is proper content attribution for creators and publishers,
which helps ensure trust and transparency online. 4

Authenticity from a subjective perspective is what is perceived as authentic from an individual and
could be perceived as inauthentic from another one. As highlighted by Fillitz et al., [128], the tool of
cultural relativism makes it reasonable that for two different people with different cultural backgrounds,
the same picture could be perceived differently by them. Again [128] distinguished between two forms of
authenticity in art:

1. Nominal: the correct identification of the origin, authorship or provenance of an object

2. Expressive: how much the work of art possesses the inherent authority of and about its subject

The proposed definition is the following: “An image is authentic when a reliable source published it, was
credited with the authors and was not modified after publication.”

Also, if correctly reported, drawings, paintings, making-of pictures, and pictures with partial special
effects and manipulations are authentic. The only source of subjectivity is the set of reliable sources. It
does not rely on other concepts. To map sources into authenticity, fact-checking companies’ methodology
will be adapted. Those companies have to deal with a huge amount of information, so a selection process
is needed to determine how to fact-check. Collaboration between fact-checkers and social media platforms
is now established in the International Fact-Checking Network (IFCN) 5 that highlights the common traits
of fact-checkers among their code of practices apart from being obviously non-partisan and set up for the
purpose of fact-checking.

Reliable sources selection

Fact-checking companies are organizations that verify and validate the accuracy of the information dissem-
inated to the public [157]. To do this effectively, these companies must select reliable information sources.
Fact-checking companies use several criteria to determine the reliability of a source. One of the most impor-
tant is the credibility of the source itself. This means the source has a track record of producing accurate
and trustworthy information. For example, a source that has been in operation for a long time and has a
reputation for being reliable is more likely to be considered reliable than a newer or less well-known source.
Another factor that fact-checking companies consider is the expertise of the individuals or organizations
that are providing the information. Suppose experts in a particular field are providing the information. In
that case, it is more likely to be accurate than if it is being provided by individuals who are not experts in
that field. For example, suppose a fact-checking company is looking to verify information about a medical
topic. In that case, it is more likely to rely on sources such as medical journals or experts in the field of
medicine than on sources that are not specialized in that area.

Moreover, suppose the information comes from a primary source, such as a government agency or a
witness to an event. In that case, it is more likely to be reliable than if it is coming from a secondary source,

4Check Source here: https://blog.adobe.com/en/publish/2021/10/22/content-authenticity-in-age-of-disinformation-deepfakes-nfts,
retrieved on April 7, 2023

5Check here https://www.poynter.org/ifcn/, retrieved on April 7, 2023
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such as a news article that is based on information from another source. This is because primary sources are
generally considered to be more reliable than secondary sources, as they are closer to the original source of
information. Finally, fact-checking companies also consider the level of bias present in the information being
provided. If the source has a clear bias towards a particular perspective, it is less likely to be considered
reliable. Fact-checking companies strive to be as objective as possible and therefore prefer sources that
present information in an unbiased manner. The Principles fact-checkers in the IFCN must abide by are
summarized below, and those principles are adopted to qualify reliable sources by applying criteria for
fact-checkers sources’ eligibility and methodology:

• Existence: to be “legally registered as a company with the specific purpose of fact check”. In this case,
this requirement and purpose are expanded to public institutions and news companies (newspapers,
editors, publishers, broadcasters, and specialized blogs that adopt transparency as a standard for
nominal authenticity ). This is because the content of interest “ “relates to or could have an impact on
the welfare or well-being of individuals, the general public or society”” and is eligible because even ““if
the organization receives funding from a local or foreign state or political sources, it should provide a
statement on how it ensures its founders do not influence the findings of its reports””. (Principle 1)

• Transparency: each authentic source adopts as standard transparency of its sources: clearly, they
““must indicate the source of the facts they are checking”, and they “use primary sources wherever
possible, always check a contestable source against other sources, do not unduly concentrate its fact-
checking on any one side, and checks all key elements of claims against more than one named source of
evidence””. (Principle 2). In this context, transparency means that the author/owner of the content
is clearly credited.

• Clear Methodology: standards and methodologies they use to select, research, write and publish
are clearly explained to users. In this case, specialized blogs with clear rules w.r.t. allowed content
and its nominal authenticity are considered authentic. (Principle 4)

Examples of sources that can ensure authenticity to images, based on the notion of (nominal) authentic-
ity, are listed below and are those who can ensure requirements in terms of authorship and post-processing:

• Press agencies: Associated Press, ANSA, LaPresse

• Media companies: Getty Images

• Publishers, Editors, broadcaster: New York Times, CNN, Netflix, BBC

• Public institutions: NASA

Not authentic images are the ones that came from:

• Media companies that do not satisfy requisites in crediting and post-processing documentation: IStock,
Imgur

• Social Network: Reddit, FB, Instagram, even if the account is registered.

• General blogs with no references

7.5.2 Truthfulness

Truthfulness (and fakeness) applied to an image are strongly related to the fact that it was taken during a
real event. Truthfulness refers only to a picture being related to a real event, certified by reliable sources.
At the same time, it may not allow inferring the correct interpretation in terms of all the important aspects
of the event during which it was taken. In this thesis, the adopted definition disregards intentionality but
considers verifiability. Still, the manipulation of text or the creation of false text is an entirely different
problem than the creation of false images. Thus truthfulness can be defined using source checking. A crucial
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aspect of this definition is the concept of “real event”, which is not trivial as, in general, just the fact of
taking a picture may affect the underlying event, especially when considering an extended definition of an
event which involves the intention and mind state of the subjects in the picture. However, here is a simplified
issue to enable a more immediate application and consider as real events those that can be photographed
and don’t get substantial manipulation (e.g. no green screen). In addition, as content from fiction may often
contain some parts created using methods like green screen and thus strongly detach from the correspondent
event in the real world, scenes extracted from fiction will be considered truthful only when a reliable source
reports that in those scenes no substantial manipulations were applied, while they can still being authentic
even if the official image contains several levels of manipulation (e.g. all avatar pics would be authentic
but few if any would truthful). Truthfulness does not focus on the interpretation of the image itself, as
many different interpretations can be attributed to an image simply because some crucial aspects (such as
intentions, e.g. Figure 7.8) are not visible, or elements are missing due to occlusions, or perspective related
effects come into play. In other words, context may be missing in images in more ways than textual content.

The proposed definition of truthfulness is the following: “an image is truthful if it is authentic and
the (reliable) publishing source certifies that it was taken during a real event in the real world and that
no external elements were later added to it or removed from it (not composite, generated, or green screen)
apart from publisher logo or watermark.” As a rule, only authentic images can be considered truthful
because only reliable sources can ensure that the visual content is a photograph taken during a real event.

The picture will still be considered truthful if the source reports that the image underwent limited and
standard pre-publication manipulation to improve its quality and understandability (e.g. improve contrast,
brightness or zoom) but does not change the event depicted (e.g. rejuvenating an old actor to his early days
or elements were added even if not central).

7.5.3 Declared Manipulation

Post-processing techniques are nowadays almost impossible to be correctly spotted. Moreover, post-processing
is pervasive, given its meagre cost. The usage of post-processing techniques is playing a fundamental role
and is becoming a distinctive aesthetic feature, too [57]. Various stakeholders in the visual content industry
are limiting the allowed manipulation to avoid misinterpretation and encourage digital transparency. Pho-
tojournalist activity is becoming mediated by rigid codes of professional practice [350]. Getty Images is an
American visual media company and a supplier of stock images, editorial photography 6, already prohibits
manipulation of images for news and events but after the French law (see below) explicitly prohibits retouch-
ing the human body. Moreover, Associated Press, an American non-profit news agency headquartered in
New York City 7, avoid the use of generic photos or video that could be mistaken for imagery photographed
for the specific story at hand, or that could unfairly link people in the images to illicit activity. With respect
to photos “No element should be digitally altered except as described below. Minor adjustments to photos
are acceptable. These include cropping, dodging and burning, converting into grey-scale, eliminating dust on
camera sensors and scratches on scanned negatives or scanned prints, and normal toning and colour adjust-
ments. These should be limited to minimally necessary for precise and accurate reproduction and restoring
the photograph’s authenticity. Changes in density, contrast, colour and saturation levels that substantially
alter the original scene are unacceptable. Backgrounds should not be digitally blurred or eliminated by
burning down or by aggressive toning. The removal of “red eye” from photographs is not permissible".” In
France, to limit the usage of post-processing in body images that could boost not realistic and dangerous
body stereotypes, the law imposes that any models appearing in commercial photography whose bodies have
been made thinner or thicker by image processing software must be accompanied by the notice of photogra-
phie retouchée or retouched photograph. Failure to comply is punishable by a fine of more than $44, 000, or

6As defined by Wikipedia here https://en.wikipedia.org/wiki/Getty_Images
7Check Wikipedia here https://en.wikipedia.org/wiki/Associated_Press
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30% of the money spent on advertising 8.
Manipulated content is in some way also allowed by established editors if it is properly documented and

users can easily read and understand the disclaimer. Even if news sources are trying to cope with manip-
ulated content also using disclaimers, they are not always effective. The efficacy of such countermeasures,
especially in social media platforms, is still under debate. In McComb et al., [256], 15 experimental studies
were reviewed. Results showed that disclaimers are ineffective (and sometimes harmful) in the context of
women exposed to thin body images with respect to their body image dissatisfaction, while Mena et al.,
[260], highlight that w.r.t. fake news labelling content can be an effective way to reduce the spread of
misinformation.

The proposed definition of declared manipulation is: “A declared manipulation is present when the
established and reliable (authentic) content source points out to the reader in a clear way if and how the
content is visually manipulated in terms of production (such as staging) or post-processing (such as blurring
or splicing or green screen or CGI).”

7.5.4 Detected Manipulation

Manipulation and forgery detection using machine learning is a common task, and multiple methods are
proposed in the literature to address the identifiability of manipulated content. Those methods are based
on finding the region of inconsistencies with image features [322].

MantraNet, a pre-trained neural network, can spot forged regions. MantraNet is “an end-to-end image
forgery detection and localization solution, which means it takes a testing image as input and predicts pixel-
level forgery likelihood map as output” [437]. It comprises two sub-networks: the feature extractor and the
local anomaly detection network. Different datasets were used for training, allowing the network to spot 385
different image manipulation types. Sun et al., [385], (from Tencent Youtu Lab), motivated by the state-of-
the-art performances of contrastive learning, propose a new framework for general facial forgery detection.
Sadeghi et al., [349], reviews the multimedia forensic algorithms proposed to detect forged images while
[187] proposes to use a self-supervised method for detecting image manipulations. Their algorithm learns to
detect and localize image manipulations (splices), even if it is not trained on manipulated images. Different
architectures are reported to be effective in solving image forensic tasks. Gill et al., [145], reviewed the
state of the art of passive forgery detection approaches, also highlighting the limitations of this automation
process:

1. the computational cost

2. the need to extend those methods also to audio and videos

3. the need for new methods that can distinguish between malicious forgery and just retouching like
artistic manipulation

7.6 A crowd-sourced subjective characterisation of images

The subjective aspect of the proposed characterisation of images is reported in the following sections. As
stated in Section 7.4 another aspect of interest is the subjectively perceived truthfulness and the potential
to mislead, which can depend on the observer’s skills and knowledge. Users may be able to assess how likely
a picture is related to an actual situation, is the result of a generative process or is being staged (for a
movie or for misleading intentions, e.g. parade in support of a hated dictator). At the same time, users may
be able to evaluate, with varying accuracy, if an image misleads other users. A straightforward way these
features may be relevant for misinformation diffusion is through sarcastic behaviours where users may share

8Check here the text of the law (in French) https://www.legifrance.gouv.fr/codes/article_lc/
LEGIARTI000032411563/
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a relatively misleading image, assuming that everyone could correctly interpret it. This may lead to the
unintended spread of misinformation when this assumption is wrong. The goal is to overcome the simplistic
dichotomy between true and false images to account for the multitude of combinations of different conditions
and factors that could mislead the observers depending on their knowledge and the features of the image.
Following this, the next Sections focus on the subjective experience of every single user.

7.6.1 Authenticatablity

For an observer, the degree of Authenticatability of the image is how much he believes the picture to be
certifiable based on his knowledge and skills. The Definition is provided:

“An image is authenticatable for a human observer if, based on his knowledge and image analysis skills,
he believes it is Authentic, he believes that if he had the chance to do fact checking, he would find reliable
sources that published and attributed the content.”

For a group of observers, the average aggregated Authenticatability is the mean of the degree of Authen-
ticatability attributed by the observers in the group. Images are a rich information source and may induce
a different sense of authenticity in various ways before fact-checking. When evaluating a user’s gullibility
through images, it is important to consider not only his different reactions to authentic images and not
authentic ones but also differentiate the reactions to very diverse images inside these two categories. Today,
totally artificial images that are photorealistic and similar to authentic ones can be easily generated through
computer-based methods. At the same time, many images can be authentic but be so unusual that they may
not look authentic or may be intentionally created in that way, as some artwork looks like the result of a
low-quality computer-based image alteration or generation process as well as painting style mixing Leonardo
and Disney. Finally, some image processing (e.g. light balance) is the standard way of distributing some
content (from weather news to fashion and back to stars, NASA’s ones). Authentic images can have low
average Authenticatability and be or not misleading (e.g. they show something true that is still difficult to
believe but do not push a different type of meaning). Authentic and credible images can still be misleading.
Authentic images can have high average Authenticatability, be manipulated and still not be misleading.

7.6.2 Credibility

Tseng and Fogg, [404], affirm that image credibility is not an objective feature of the information itself but,
ultimately, a perception of the user. They identify the trustworthiness andperceived expertise of the
source of information as the most critical factors in forming credibility perceptions. People exposed to images
usually take advantage of heuristics to assess the credibility of images by using the source’s reputation as a
proxy for the content itself. Following this approach, the proposed definition is reported:

“An image is credible for a human observer if, based on his knowledge and image analysis skills, he
believes it is true in a sense defined for Truthfulness, so the picture was taken during a real event for which
reliable sources would be available if the observer had the chance to do fact-checking.”

For a group of observers, the average credibility is the mean of the degree of credibility attributed by
the observers in the group.

Images are a rich information source and may induce a different sense of realism (thus truthfulness) in
various ways before fact-checking. At the same time, many images can be truthful but be so unusual that
they may look like the result of a low-quality computer-based image alteration or generation process. In
practice, when an image has high average credibility for a group of expert users, even if it is false like the
famous highly realistic picture of the Earth created for the iPhone background, and it has a high degree of
credibility for a user, his gullibility may not be critical. Truthful images can have low credibility and be (or
not) misleading (e.g. they show something true but still difficult to believe but do not push a different type
of meaning). True and credible images can still be misleading. True images can be credible, manipulated
and still not misleading.
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7.6.3 Manipulation Visibility

The low cost of the digital post-processing tool and the relevance of images in our society (the use of
photographic evidence in legal cases and the constant presence of social network platforms in our lives) affect
the amount, and the relevance, of real and fake pictures that people see on social media [453]. Manipulated
and forged images can affect individuals in various ways. In [287], researchers disagree about whether the
low-level visual salience of objects in a scene, such as brightness or the high-level semantic meaning of the
scene has the most influence on attentional allocation (and so the probability of detecting manipulation
correctly) so an explicit way to account for this dimension apart from credibility and misleadingness is
needed.

The proposed definition of maniulation visibility is: “For an observer, the degree of Manipulation of
the image is how much he believes the post-processing is visible.”

For a group of observers, the average manipulation is the mean of the degree of manipulation attributed
by the observers in the group. Chandakkar et al., [74], compare the human ability to recognize image forger
w.r.t algorithm performance. The authors examine the relationship between the saliency of an image and
its effect on prediction performance. Using the eye-tracking data and the performance statistics from the
evaluation test, develop an algorithm to predict the difficulty level of an image. People skills also affect the
performance in the evaluation of forged images. Shen et al., [363], hypothesize that People with greater
levels of (a) photography and digital imaging experience and (b) general Internet skills will be more likely
to perceive fake images as less credible than people with less experience/skills.

7.7 Misleadingness

Misleadingness is easy to attribute when the pictures are extracted from a fictional movie, but it becomes
more tricky for truthful pictures of different origins. Going back to the acting and staging aspects, some
political events may be staged to show the presence of high support for a leader that is actually hated
and feared by the population, or empathy and compassion of the leader for the population, as well as the
existence of good relationships between hostile political figures or countries.

Note that, like for credibility and autenticatability, the aggregated misleadingness is an objective measure
once the population is defined. In contrast, the image interpretation of each member of the population is,
obviously, member dependent and thus subjective. In fact, for naive observers, an objective difference exists
between the actual cognitive-social aspects of the event and those of their interpretations of the images.

To attribute misleadingness to images with an objective process would require the following:

1. the often hard-to-access information on the real event conditions (e.g. presence of staging) but also

2. an objective (computational) process that predicts the cognitive-social aspects attributed by the dif-
ferent kinds of observers (e.g. children, naive part of the population) and

3. which kinds of observers form a relevant part of the population (considering, for example, how much
they know about the topic)

A computational belief predicting process would require considering many factors, making its creation
extremely challenging. The only other exact and objective alternative would be to sample the population,
checking if their interpretation matches the real event description and aggregating the results. With a limited
sample size or high similarity between individuals in the sample, this would risk missing groups that would
be sensitive to some pictures, as discussed for credibility and authenticity.

Thus, while

1. authenticity and truthfulness can be assessed using a viable and objective procedure of fact-checking
(once the reliable source are defined);

2. authenticatability and credibility can be assessed through a polling procedure;
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3. for misleadingness other than a sampling procedure, an approximated and more subjective procedure
may be adopted.

If information about the event is available (component 1), a group of informed assessors could estimate
the interpretation errors of a broader population of observers (described by Component 3). For example,
in the simplest case of a picture from a movie, the assessors would “only” have to consider if some people
may not know that the picture is from a movie or cannot distinguish between movies and reality. In the
case of political events or the WW2 picture, the assessors would have to consider if some people may not be
aware of the staging process. Obviously, for generic pictures, disparate factors (e.g. knowledge of a specific
cartoon, political belief, music band, diet, etc.) would determine the induced observers’ beliefs. So the
expectations of each assessor will rely on his own specific opinion on the distribution of these factors in the
observers’ population and his ability to analyze an image, hypothesizing possible interpretations and defining
which factors will be crucial to process each image. A classical example of lacking context that may lead to
misinterpretation is reported in Figure 7.8 where the picture shows a "Hitler moustache" inadvertently cast
on the face of Angela Merkel (at the time Germany’s Chancellor) by the pointing finger of the Israeli Prime
Minister 9.

Figure 7.8: The famous ’Hitler moustache’ that casts a shadow over Merkel-Netanyahu meeting on February
25, 2014

A mismatch between assessed misleadingness for an assessor and the aggregation of misleadingness may
be caused by factors depending on the sample or the assessor:

• Population sample’s limited size

• Population sample’s distribution not matching population one (biased sample);

• Assessor’s limited understanding of the population distribution;

• Assessor’s limited understanding of the picture peculiarities.

Ultimately, the assessed misleadingness would be measured as the aggregation of the estimated mislead-
ingness provided by the single assessors. Various procedures could be used for the aggregation depending
also on the format of predictions of the assessors. If the assessors provide the percentage of the population
that will be misled, then the aggregation can be the median value. Other approaches can be used to take into
account the shape of the distribution, which may also be informative on the strength of the misleadingness
of the picture and the peculiarities of the social groups it may affect.

9Source: https://www.france24.com/en/20140226-merkel-netanyahu-hitler-moustache-photo, retrieved on
April 7, 2023
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The information about the real event conditions during which the picture was captured, component (I)
for misleadingness definition, deserves particular attention because, in most cases, when observing a picture it
may not be available. The process of predicting the misleadingness of a picture without context information,
which is defined as estimating the uninformed misleadingness of the picture, is more common than
expected and often takes place when users decide to share pictures on social media.

In the absence of this information (I), assessors would have to rely on their different knowledge and
intuitions to evaluate if other observers would be misled other than their different assumptions on the
observers’ population. For some images, the lack of information could create a strong variability between
the assessors’ responses. If, for an image, such variability is substantially higher than for the responses
obtained when the information is available (informed misleadingness), then processing such an image
would be particularly difficult for several users and require relevant knowledge on the topic of the image.
Actually, the difference between uninformed and informed misleadingness can characterise the impact of
contextual information necessary to interpret an image.

When ground truth information is not available to the assessors, a staged picture of Mike Tyson fighting
Mohammed Ali may be trustworthy for assessors that don’t know much about boxing as they may believe
it represents a real match as many others. Nobody will be brought into believing something that did not
exist. Instead, assessors that know about boxing will consider the image not trustworthy as they know that
there was never a real fight between them, but other common observers may fall for it.

Note that for uninformed misleadingness and for sampling-based evaluation of authenticatability,
credibility, and the users are not informed about the real nature of the picture but have to rely on their
own knowledge and observation skills. On the other hand, assessors are informed about images’ nature
(authenticity and truthfulness) when they provide an estimate of informed misleadingness. In conclu-
sion, Informed misleadingness refers to the situation where an image is intentionally or unintentionally
misleading. Still, the observer is aware of the context (in this case, the context is intended as the objective
feature authenticity and truthfulness who is aware of) or has the necessary information to interpret the image
accurately. On the other hand, uninformed misleadingness refers to the situation when the observer does
not have the contextual information. These concepts highlight the importance of context and accurate in-
formation when framing the composite concept of truthfulness related to visual content. It is also important
to consider the potential biases and preconceptions of the viewer, as these can influence how an image is
interpreted. To do so, a set of more subjective concepts have been introduced, framing misleadingness as a
two-stage procedure to reduce variability due to annotators’ knowledge and background.

7.7.1 Uninformed Misleadingness

The popularization of digital techniques to modify images has lowered the trustworthiness of visual content
because the capability to imply a matter of fact and the truth is reduced [186]. Low-cost techniques reduce
the possibility that an image reflects and is based on evidence to believe, which is a base for trust [442].
Grandison, [156] defines trust in internet applications as “ “the firm belief in the competence of an entity to
act dependably, securely and reliably within a specified context ( assuming dependability covers reliability
and timeliness)””. In this setting, the concept of misleadingness is introduced to understand the factor that
affects images’ trustworthiness. It evaluates how complex a user thinks it is to interpret an image for others
when he does not actually know additional information about it, so he does not have access to more context
and cannot perform fact-checking. This difficulty in interpreting an image is closely related to the potential
misleading of the image, and the evaluation of misleadingness is based on the metacognitive skills of the
judge.

To reduce uncertainty and the spreading of false information, Karduni et al.,[202] proposed a framework
that serves as a visual analytic system to support the investigation of misinformation on social media, a
visual interface that presents features related to real vs suspicious news thus raising awareness of multiple
features that can inform the evaluation of news account veracity.
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The proposed definition of uninformed misleadingness is the following:

An image is Misleading if it will make people believe that a real event never happened or vice
versa that something that never happened is actually happening

Suppose substantial knowledge is necessary to determine the correct interpretation of a picture. In that case,
the annotators, without additional information, may mislead themselves and assume that the image is not
misleading, so there is significant variability in the evaluation because of (i) the absence of context (such as
a caption) that could provide more information and (ii) the users’ specific knowledge and expertise. In this
case, without context, the background knowledge and skills of the annotators can be considered confounding
factors and a step to reduce the uncertainty generated is needed.

7.7.2 Informed Misleadingness

The information context of images in social media is not always absent. A minimal fact-check with a heuristic
contributes to the interpretation, so a two-stage approach is adopted. The second step is equipped with
additional information that can reduce the uncertainty about the images’ interpretation, and the resulting
misleadingness evaluation can be more accurate and less variable. Informed misleadingness is equal to the
uninformed one except that objective features, such as truthfulness and authenticity, are provided to the
annotator. This knowledge inoculation that characterizes the second step of the misleadingness annotation
help to understand how much is essential the objective features provided are. This approach is similar to
the one of Mena et al., [260], where results show the positive effects of flagging fake news.

7.8 Dataset Annotation procedure

After selecting a set of reliable (or not) sources, and defining objective and subjective features, the first step
is downloading images with the corresponding URL and assigned topic. After fact-checking, the objective
features were annotated. For authentic images, when possible, a caption that describes the image is stored
along with the corresponding image. In the figure below, all the steps of dataset annotation are reported.

Figure 7.9: Flowchart of the dataset annotation process.

Once objective features have been annotated, the images are uploaded in Qualtrics software, where
annotators can access remotely and annotate images.

Annotators were recruited with the Sona System instance of Bicocca Univerisity. A total of 53 annotators
took part in the study in exchange for 0.2 credit for around 1 hour of work. Once completed the registration
and consent form annotators start the task. Each image was shown twice. The first-time annotators answer
to credibility, authenticatability, manipulation visibility, and uninformed misleadingness. For a subsample
(10%) of authentic images, annotators provide a brief description of the image (captioning). Captioning
can be used to evaluate the correspondence between official captions and the ones provided by annotators.
Metrics that are suited for this task are: BLEU [334], but its main limitation is that it does not consider the
meaning of words and it looks only for exact word matches; Hessel et al., proposed a reference-free evaluation
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metric, named CLIPScore [177]. In Kilickaya et al. an extensive evaluation of the existing image captioning
metrics is provided [209].

Figure 7.10: A screen of the Qualtrics annotators page.

The second time the image is shown, decorated with truthfulness and authenticity labels, the annotators
are asked for informed misleadingness. After the annotation, participants answer multiple questionnaires:

• Socio-Demographic: Age, gender, level of education, political orientation

• Critica thinking disposition scale (CTDS) [370]: is a tool used to measure an individual’s dispo-
sitions towards critical thinking. It is designed to assess the extent to which an individual habitually
engages in critical thinking in their everyday life. The CTDS consists of a series of statements that
individuals respond to on a Likert scale, with options ranging from "strongly disagree" to "strongly
agree".

• Bullshit receptivity scale: [312]: is a tool used to measure an individual’s susceptibility to accepting
statements or claims that are vague, ambiguous, or lack evidence. It is designed to assess the extent
to which an individual is likely to be influenced by statements that are not supported by logic or
evidence. The scale gives a better understanding of the underlying cognitive and social mechanisms
determining if and when bullshit is detected.

7.8.1 Dataset Description

The dataset is expected to have some similarities with images in social media concerning sources and topics.
The sources are selected between the ones listed in Section 7.5.1 and differ in terms of authenticity and
truthfulness. The dataset covers the following topics:

1. Environment and Natural Disaster: include images about floods, both real and GAN-generated,
or images from professional photographers of storms and lightning.

2. Politics: images of politicians during official events or GAN generated 10

3. Commons: common or strange objects.

10The GAN generated images are taken from here: https://thisxdoesnotexist.com/
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topic truthfulness authenticity samples
commons F F 48
commons F T 18
commons T T 58

naturaldisaster F F 27
naturaldisaster F T 28
naturaldisaster T T 74

politics F F 39
politics F T 23
politics T T 91
space F F 35
space F T 26
space T T 55

Table 7.2: The table reports the sample size for each topic and is also divided between truthfulness and
authenticity.

4. Space: images from NASA taken from missions (Hubble, Apollo), posters celebrating different mis-
sions, and staged scenes from different movies or forged images.

Images sometimes include people pictured in them. The table below reports the sample size divided by
topic, authenticity and truthfulness.

7.9 Annotation results

A total of 27 annotators completed the task correctly. Annotations show that:

• Informed misleadingness decreases for truthful and authentic (TT) images, while increases for
the other two categories (Authentic & non truthful (TF), and Not truthful & not authentic
(FF)

• Average (uninformed) misleadingness is higher for not authentic images: FF > FT > TT

• Annotator’s variables, such as political orientation and bullshit receptivity scales, seem not to influence
annotation, but the low sample size does not allow generalisation.

• Uninformed Misleadingness correlates more with manipulation visibility than credibility.

In the table below, all the features’ correlations are reported. Credibility and authenticathability
have the highest value for Pearson correlation. Uninformed misleadingness is moderately correlated with
manipulation visibility and negatively correlated with credibility.

Figure 7.12 below reported the aggregated visualization in polar coordinates of all images’ features. It
appears that truthful images have, on average, higher credibility and less manipulation visibility, while not
truthful images are characterized by higher misleadingness.

Below the annotations are analyzed, grouping annotators’ and images’ features. Annotators are divided
into two groups: (i)Above the average of Critical thinking (CTDS) and (ii) below. Images are divided into
two groups: (i) above the average credibility and (ii) below. Some differences in the annotation emerge:

• For Annotators above the average CTDS n images that are not truthful (F) but above the average
credibility, the misleadingness difference is 1.4, higher than the same images for annotators below 0.8.

• For Annotators below the average CTDS, truthful images (T) but below the average credibility, mis-
leadingness difference decreases between uninformed and informed misleadingness annotation stage.
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7.9. Annotation results

Figure 7.11: The table reports the correlation between images features

Figure 7.12: Polar graph of truthful (Left) and not truthful images (Right). Each pole represents an
annotated feature.
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• Images that are truthful (T) but below the average credibility have a much higher decrease in terms
of misleadingness for annotators below the average critical thinking threshold.

crit_think_group truthfulness above_avg_cred Uninfo_Mislead Info_mislead avg_diff_misl
F high 2.35 3.75 1.40
F low 2.83 2.97 0.14
T high 1.82 1.58 -0.24high

T low 3.70 3.50 -0.20
F high 2.34 3.16 0.81
F low 3.35 3.23 -0.12
T high 2.44 2.24 -0.20low

T low 3.38 2.75 -0.62

Table 7.3: The table reports uninformed and informed misleadingness for images divided into Above (High)
and below (Low) the average credibility while annotators are divided into above (High) and below (Low)
the average critical thinking.

These results suggest that annotators above the average CTDS are more sensitive to misleading content,
while annotators below the average tend to give minor rates to images. This can originate from the fact that
there is less awareness in the latter group of annotators.

7.10 Conclusion

This chapter presented a framework to contextualize and map images with low or absent context with a mix
of objective (verified through fact-checking) and subjective (crowdsourced using annotators) features.

The images crawled are typical of social media and mix all the objective features introduced.
The framework has been tested with a sample of annotators that completed the annotation of 50 images.

Overall, the proposed subjective features seem to be coherent between them and provide a helpful tool to
map images without context with respect to their truthfulness and potential to mislead users.

It emerges that uninformed misleadingness correlates with manipulation visibility. At the same time,
annotators’ variables (in particular Critical Thinking) affect annotations because annotators with higher
CTDS seem more sensible and tend to assign higher misleadingness to images.

7.10.1 Future work

The annotated dataset will be used in free-interaction browsing activities. Participants will be exposed to a
sequence of grids of images. In each one, participants can select one and see it in full-screen mode. Using
the annotated dataset to compose the grids, the goal will be to understand only from participants’ selection
if they could benefit from educational activity.
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Chapter 8

Conclusions

Digital platforms centred on user-generated content like social media, currently rule the information and
entertainment industries everywhere. Projections up to 2027 indicate a clear rise in the proportion of users
who are engaged on these platforms. In order to reach a consensus and achieve widespread adoption of a
policy framework, it is essential to comprehend the results of this collective involvement and its impacts
on individual well-being and welfare. In the coming years, a transformative regulatory innovation will be
necessary to protect society and fully utilize social media’s advantages for individuals, organizations, and
private businesses.

This thesis addressed the issues of social media threats from different points of view. First, the content
can be classified and labelled with machine learning models that can serve as detectors in social media. Fake
news, cyberbullying and harassment, in fact, can take many multimodal forms and have serious consequences
for the mental and emotional well-being of those targeted. Additionally, social media platforms can be used
to spread misinformation and propaganda, which can lead to confusion and mistrust among users. Social
media can also contribute to developing body image and self-esteem issues, as users are exposed to an endless
stream of highly curated and often unrealistic images of other people’s lives.

In the proposed architecture of the Social media companion, given the importance of these threats, ML
models can be developed with the goal of building a detection system to spot these threats as proposed in
Chapter 6 with promising results, even if limitations of detecting and labelling content are abundant both
from the side of model training and the effectiveness of these labels in educating users. The proposed model
ingests texts to label harmful tweets relate to COVID-19 but its main feature derives from the application of
graph networks that allow to include also social information such as metadata about the author of the tweet
or the number of likes or reshares. Methods for addressing threats have been proposed and the integration of
support for multimodal content and otherwise invisible network-based threats directly into the user feed can
help users to discriminate and have a more comprehensive understanding of what the piece of text means.
However, it remains an open question to which extent the analysis and visualization of the content lead to
more threat awareness among users of social media platforms.

Social media users are another crucial aspect, especially teenagers, which should be better educated
through digital media literacy activities, which are gaining momentum to counteract social media threats
and protect individuals from misinformation, cyberbullying, and other negative effects of digital media. It
can, in fact, help users to identify and correctly respond to potential threats. Digital media literacy can
empower users to take control of their online experience by teaching them how to set privacy settings and
control the content they see. It can also encourage them to think critically about the impact of social
media on their mental and emotional well-being and to develop healthy habits for using these platforms.
One way to improve digital media literacy is through game-based activities. Using a game-based approach,
individuals can engagingly learn about digital media, and positive results have been shown in Chapter 5.
The proposed structure of the activity, composed of an educational talk and a game base activity has proven
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to increase, with statistically significant results, at least in the short term, the perceived influence of social
media. Game-based structures can also provide a safe and controlled environment for individuals to practice
identifying and addressing digital media threats. The main limitation of these educational activities is the
fact that is unclear if, in the medium and long term, they are still effective.

The information that circulates on social media is becoming more complex to interpret safely because
of multimodality and the lack of context, given also the shortening of pieces of information and the over-
abundance of items that reduce the attention budget that can be dedicated to each one. Visual content,
in particular, is taking the lead and analysis to understand better the factors that can increase or decrease
images’ misleading potential, which has been introduced and tested in Chapter 7. This characterisation
is innovative because it considers objective and subjective features and is purposely designed to deal with
the interpretation level taking advantage of different information steps. It was found that different levels
of critical thinking (CTDS) affect the annotations this result suggests that annotators above the average
CTDS are more sensitive to misleading content, while annotators below the average tend to give minor
rates to images. This can originate from the fact that there is less awareness in the latter group of annota-
tors. It was also found that Uninforme misleadingness positively correlates with statistical significance with
manipulation visibility. From a macro perspective, improving AI-human value alignment in recommender
systems is crucial for creating a more inclusive and fair system for all stakeholders. However, operational-
izing collective-well-being metrics and creating a pipeline to enforce and dynamically update those metrics
is a challenging task from a technical perspective. This requires a deep understanding of the underlying
algorithms and integrating ethical considerations into the design and development process.

Here, an approach based on educationally-managed social media communities has been proposed in 3.
Moreover, gathering the necessary data and resources to measure and improve collective well-being may be
difficult. Despite these challenges, it is important to continue working towards improving AI-human value
alignment in recommender systems to ensure that they benefit all users and society as a whole.

A lot of work is still needed to create a safer and well-being-oriented social media environment. This
work must be interdisciplinary and should go in the direction of a disruptive regulatory framework that must
become more inclusive for all the stakeholders involved and a more transparent algorithmic auditing process.

In conclusion, this thesis has highlighted the multiple problems and multidisciplinary nature of addressing
social media threats. The research conducted and the approaches adopted have drawn from a variety of fields,
mainly computer science but also psychology. The diversity in perspectives and methodologies has allowed
for a more comprehensive understanding of the problems. The importance of addressing these issues cannot
be understated, as they have significant ramifications for individuals, communities, and society.
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