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Summary 
 

 

A molecular biologist seeking to understand how a protein or other biomolecules works, 

faces a challenge similar to observing molecules in action. Having an atomic-level 

structure is extremely useful and provides valuable insights into how the biomolecule 

works; however, since atoms in a biomolecule are in constant motion, molecular 

dynamics and intermolecular interactions are also critical. Ideally, one would not only 

want a static "snapshot" of the molecule, but also the ability to observe how it moves and 

responds to atomic-level perturbations. However, it is difficult to directly observe the 

atomic motion and manipulate it in a targeted manner. An attractive alternative is the use 

of computer simulations to model biomolecules at an atomic level. Molecular dynamics 

(MD) simulations predict the movement of every atom in a molecular system based on 

physical models of interatomic interactions. These simulations allow us to observe key 

biomolecular processes, such as conformational changes, ligand binding, and protein 

folding, with temporal resolution on the femtosecond scale. Furthermore, they enable us 

to predict how biomolecules respond to perturbations, such as mutations, 

phosphorylation, or the addition/removal of ligands. These simulations are often 

combined with experimental structural biology techniques, including X-ray 

crystallography, cryo-electron microscopy (cryo-EM), nuclear magnetic resonance 

(NMR), and Förster resonance energy transfer (FRET). 

Although MD simulations are not new, with the first models of simple gases emerging in 

the 1950s, their use has increased significantly in recent years. Two main factors have 

contributed to the growing prominence of MD simulations. First, there has been an 

expansion of experimental structures for certain classes of molecules, especially 

membrane proteins. Recent advances in crystallography and cryo-EM have made it 

possible to determine the structures of many of these proteins, providing ideal starting 

points for MD simulations. Second, MD simulations have become much more powerful 

and accessible, thanks to advances in hardware, such as the use of GPUs, which allow for 
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complex simulations at reduced costs, and improvements in software, which have made 

these tools easier to use even for non-experts. 

The increasing accessibility and accuracy of MD simulations have opened new avenues 

for studying complex molecular systems, providing deeper insights into their dynamic 

behavior and interactions. These advancements have made it possible to apply 

computational techniques to a wide range of biomolecular processes, from fundamental 

research to practical applications, such as drug design and biomolecular engineering. By 

integrating MD simulations with experimental data, researchers can achieve a more 

comprehensive understanding of molecular function, predict responses to perturbations, 

and even design molecules with tailored properties. Building on these developments, this 

thesis will explore how advanced simulation techniques, such as free energy estimation 

through well-tempered metadynamics (WT-MTD) and non-equilibrium thermodynamic 

integration (NE-TI), can be applied to study complex molecular systems. Three main 

projects will guide our investigation: the estimation of redox potential in flavodoxins, the 

exploration of rotaxanes as molecular machines, and the structural and functional analysis 

of the Fluc-Ec2 ion channel. Each project demonstrates the power of computational 

approaches in addressing key questions about molecular behavior, stability, and function. 

In the first project, we focused on estimating the redox potential of flavodoxins, a class 

of enzymes containing the flavin mononucleotide (FMN) cofactor. Flavodoxins play a 

crucial role in electron transfer and energy conversion processes, and their redox 

properties are highly dependent on the surrounding molecular environment. We used the 

NE-TI method to accurately estimate the redox potential of wild-type flavodoxin from 

Clostridium Beijerinckii and eight single-point of its mutants. This approach has shown 

remarkable accuracy, with most calculated values deviating less than 1 kcal/mol from 

experimental data. These results suggest that the NE-TI method is a promising tool for 

the rational design of flavoproteins with optimized redox properties. 

In the second project we explored the dynamics and stability of rotaxanes, molecular 

machines capable of harnessing chemical reactions to produce unidirectional motion. 

Rotaxanes consist of a ring (macrocycle) that shuttles along an axle, stabilized by bulky 

terminal groups, and this shuttling mechanism is highly influenced by the surrounding 
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solvent environment. Through the study of rotaxane shuttling in solvents such as DMSO, 

ACN, and CHCl3, we revealed how solvent polarity and hydrogen bonding capacity play 

critical roles in modulating the energy landscape and dynamic behavior of these 

molecular machines. In highly polar solvents like DMSO and ACN, solvent interactions 

act as lubricants, lowering the free-energy barrier for the macrocycle's translocation 

between binding stations, leading to faster shuttling due to greater flexibility in both the 

axle and the macrocycle. Conversely, in low-polarity solvents like CHCl3, the distal 

binding station becomes more stabilized, resulting in a higher free-energy barrier and 

slower shuttling, primarily due to stronger hydrogen bonding at the carboxylate group. 

Given the complexity of the rotaxane system and the limitations of unbiased molecular 

dynamics in sampling the full phase space, we employed well-tempered metadynamics 

to perform free energy calculations. This advanced technique allows for more efficient 

exploration of the energy landscape and provides a deeper understanding of the molecular 

mechanics involved. The ability of rotaxanes to function as "information ratchets", using 

chemical energy to drive directional movement, offers potential for designing advanced 

molecular devices. By leveraging solvent effects and WT-MTD, this project aims to 

deepen the behavior of rotaxanes as molecular machines, providing insight for 

performance opimization and future application in nanotechnology and molecular-scale 

devices.  

Finally, the third project focused on the Fluc-Ec2 ion channel, specialized in fluoride 

export and critical for microbial resistance to environmental fluorides. The aim is to 

understand how the protonation of key residues, such as His106 and Glu86, affects the 

channel's conformation and fluoride binding. Through unbiased and restrained MD 

simulations, we examined how different protonation states alter fluoride permeation, 

hypothesizing that His106 protonation favors a functional open state of the channel. 

This thesis demonstrated how integrating various MD simulation techniques, including 

free energy estimation, can provide deeper insight into the energetic stability and 

dynamics of complex molecular systems, in order to potentially optimize proteins and 

molecular machines for their application in biotechnology and biomolecular device 

development. 
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Riassunto 
 

 

Un biologo molecolare che desidera comprendere il funzionamento di una proteina o di 

un'altra biomolecola si trova di fronte a una sfida simile all'osservazione diretta delle 

molecole in azione. Avere una struttura a livello atomico è estremamente utile e fornisce 

informazioni preziose su come la biomolecola funzioni; tuttavia, poiché gli atomi in una 

biomolecola sono in costante movimento, anche le dinamiche molecolari e le interazioni 

intermolecolari risultano critiche. Idealmente, non si vorrebbe solo una "istantanea" 

statica della molecola, ma anche la possibilità di osservare come essa si muova e risponda 

a perturbazioni. Tuttavia, è difficile osservare direttamente il movimento atomico e 

manipolarlo in modo mirato. Un'alternativa interessante è l'uso di simulazioni al computer 

per modellare le biomolecole a livello atomico. Le simulazioni di dinamica molecolare 

(MD) predicono il movimento di ogni atomo in un sistema molecolare basandosi su 

modelli fisici delle interazioni interatomiche. Queste simulazioni ci permettono di 

osservare processi biomolecolari chiave, come i cambiamenti conformazionali, il legame 

con ligandi e il ripiegamento delle proteine, con una risoluzione temporale dell'ordine dei 

femtosecondi. Inoltre, ci consentono di prevedere come le biomolecole rispondano a 

perturbazioni, come mutazioni, fosforilazione o l'aggiunta/rimozione di ligandi. Spesso, 

queste simulazioni sono combinate con tecniche sperimentali di biologia strutturale, tra 

cui la cristallografia a raggi X, la microscopia crioelettronica (crio-EM), la risonanza 

magnetica nucleare (NMR) e il trasferimento di energia per risonanza di Förster (FRET). 

Sebbene le simulazioni MD non siano nuove, con i primi modelli di gas semplici risalenti 

agli anni '50, il loro uso è aumentato significativamente negli ultimi anni. Due fattori 

principali hanno contribuito alla crescente diffusione delle simulazioni MD. Primo, c'è 

stata un'espansione delle strutture sperimentali per alcune classi di molecole, in 

particolare le proteine di membrana. I recenti progressi nella cristallografia e nella crio-

EM hanno reso possibile determinare le strutture di molte di queste proteine, fornendo 

punti di partenza ideali per le simulazioni MD. Secondo, le simulazioni MD sono 
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diventate molto più potenti e accessibili grazie ai progressi nell'hardware, come l'uso delle 

GPU, che permettono simulazioni complesse a costi ridotti, e ai miglioramenti nel 

software, che hanno reso questi strumenti più facili da usare anche per i non esperti. 

L'aumentata accessibilità e accuratezza delle simulazioni MD ha aperto nuove strade per 

lo studio di sistemi molecolari complessi, fornendo una comprensione più profonda del 

loro comportamento dinamico e delle loro interazioni. Questi progressi hanno reso 

possibile l'applicazione di tecniche computazionali a una vasta gamma di processi 

biomolecolari, dalla ricerca fondamentale alle applicazioni pratiche, come la 

progettazione di farmaci e l'ingegneria biomolecolare. Integrando le simulazioni MD con 

dati sperimentali, i ricercatori possono ottenere una comprensione più completa del 

funzionamento molecolare, prevedere le risposte a perturbazioni e persino progettare 

molecole con proprietà specifiche. Sulla base di questi sviluppi, questa tesi esplorerà 

come tecniche di simulazione avanzate, come la stima dell'energia libera tramite Well-

Tempered Metadynamics (WT-MTD) e lôIntegrazione Termodinamica di Non-Equilibrio 

(NE-TI), possano essere applicate per studiare sistemi molecolari complessi. Tre progetti 

principali guideranno la nostra indagine: la stima del potenziale redox in flavodossine, 

l'esplorazione dei rotaxani come macchine molecolari, e l'analisi strutturale e funzionale 

del canale ionico Fluc-Ec2. Ogni progetto dimostra la potenza degli approcci 

computazionali nel rispondere a domande chiave sul comportamento molecolare, la 

stabilità e la funzione. 

Nel primo progetto, ci siamo concentrati sulla stima del potenziale redox in flavodossine, 

una classe di enzimi che contiene il cofattore flavin mononucleotide (FMN). Le 

flavodossine svolgono un ruolo cruciale nei processi di trasferimento elettronico e 

conversione energetica, e le loro proprietà redox dipendono fortemente dall'ambiente 

molecolare circostante. Abbiamo utilizzato il metodo NE-TI per stimare accuratamente il 

potenziale redox della flavodossina wild-type di Clostridium Beijerinckii  e di otto dei 

suoi mutanti. Questo approccio ha dimostrato una notevole accuratezza, con la maggior 

parte dei valori calcolati che deviano meno di 1 kcal/mol dai dati sperimentali. Questi 

risultati suggeriscono che il metodo NE-TI è uno strumento promettente per la 

progettazione razionale di flavoproteine con proprietà redox ottimizzate. 
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Nel secondo progetto, abbiamo esplorato la dinamica e la stabilità dei rotaxani, macchine 

molecolari capaci di sfruttare reazioni chimiche per produrre un movimento 

unidirezionale. I rotaxani consistono in un anello (macrociclo) che scorre lungo un asse, 

stabilizzato da gruppi terminali ingombranti, e questo meccanismo di scorrimento è 

fortemente influenzato dall'ambiente circostante. Attraverso lo studio del movimento del 

rotaxano in solventi come DMSO, ACN e CHCl3, abbiamo rivelato come la polarità del 

solvente e la capacità di formare legami a idrogeno giochino ruoli critici nel modulare il 

paesaggio energetico e il comportamento dinamico di queste macchine molecolari. In 

solventi altamente polari come DMSO e ACN, le interazioni del solvente agiscono come 

lubrificanti, abbassando la barriera di energia libera per la traslocazione del macrociclo 

tra le stazioni di legame, portando a uno scorrimento più veloce grazie alla maggiore 

flessibilità sia dell'asse che dellôanello stesso. Al contrario, in solventi a bassa polarità 

come CHCl3, la stazione di legame distale lega più stabilmente il macrociclo, risultando 

in una barriera energetica più alta e uno scorrimento più lento, principalmente a causa di 

una geometria di legame più favorevole con il gruppo carbossilato catalitico dellôasse. 

Data la complessità del sistema e le limitazioni della dinamica molecolare in termini di 

campionamento dello spazio delle fasi, abbiamo impiegato la WT-MTD per eseguire 

calcoli di energia libera. Questa tecnica avanzata consente un'esplorazione più efficiente 

del paesaggio energetico e fornisce una comprensione più approfondita della meccanica 

molecolare coinvolta. La capacità dei rotaxani di funzionare come ratchet informativi, 

utilizzando l'energia chimica per guidare il movimento direzionale, apre le porte per la 

progettazione di dispositivi molecolari avanzati, e lavori come quello appena descritto 

fornisce spunti per la loro ottimizzazione. 

Infine, il terzo progetto si è concentrato sul canale ionico Fluc-Ec2, specializzato 

nell'esportazione del fluoro e critico per la resistenza microbica ai fluoruri ambientali. 

L'obiettivo è comprendere come la protonazione di residui chiave, come His106 ed 

Glu86, influenzi la conformazione del canale e il legame con il fluoro. Attraverso 

simulazioni di dinamica molecolare unbiased e non, abbiamo esaminato come diversi stati 

di protonazione influenzino la solvatazione dei pori del canale e il legame del fluoro nel 
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sito F2, suggerendo che la protonazione di His106 favorisca uno stato funzionale aperto 

del canale. 

Questa tesi ha dimostrato come l'integrazione di varie tecniche di simulazione MD, 

inclusa la stima dell'energia libera, possa fornire una comprensione più profonda della 

stabilità energetica e delle dinamiche di sistemi molecolari complessi, al fine di 

ottimizzare potenzialmente proteine e macchine molecolari per la loro applicazione in 

biotecnologia e nello sviluppo di dispositivi biomolecolari. 
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1.1 Basic principles 
 

Biomolecular dynamics involves complex interactions occurring over various time and 

spatial scales, making the approach to their study highly dependent on the research 

question posed. Generally, experimental techniques like spectroscopy, which analyzes 

bond vibrations, or electrophysiology, which observes ion channel behavior, are preferred 

for studying these dynamics. Nevertheless, advancements in theoretical methods have 

notably enhanced our understanding of biomolecular systems. Today, computational 

modeling and simulations have become invaluable tools, often providing deeper insights 

that would be difficult to achieve through experimental work alone. 

One of the most well-known methods in theoretical studies is Molecular Dynamics. These 

simulations are particularly favored when examining dynamic properties of molecular 

systems.  

Historically, simulations have played a crucial role in validating theoretical models 

against experimental observations. For instance, ion channel simulations have clarified 

why certain ions penetrate membranes while others are blocked, complementing existing 

conductivity data from experiments. Furthermore, simulations can reveal information that 

may not be accessible through experimental means, such as the pressure distributions 

within cellular membranes. As computational techniques advance, the role of simulations 

has evolved from merely confirming experimental results to making predictions about 

molecular properties, including binding affinities and folding dynamics. The expectation 

is that this trend will continue to grow as computational resources expand. 

From the perspective of theoretical physics, the time-dependent Schrödinger equation 

theoretically possesses the capability to accurately predict all molecular properties. 

However, when dealing with systems featuring multiple particles, approximations 

become necessary. In the realm of quantum chemistry, a widely used approximation is to 

assume static atomic nuclei and deploy an implicit solvent model. While these 

methodologies are effective, QM methods are computationally demanding, therefore their 
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applicability is limited both in term of accessible spatial scales (i.e. size of the system 

usually limited to hundreds of atoms) and time scales (tenths of ps ). 

For most biomolecular systems, empirical, parameterized models are favored. These 

often involve classical Coulomb interactions between point-like atomic charges. The 

primary distinction between quantum chemistry and classical molecular dynamics lies in 

their focus areas; quantum chemistry excels in defining electronic structures and potential 

energy, while classical molecular dynamics is superior for sampling the extensive array 

of states a macromolecule might adopt. The latter captures the entropic contributions to 

free energy, making it faster and more aligned with empirical observations on the 

microsecond timescale compared to quantum models (Fig. 1.1). 

The pioneering work of molecular dynamics simulations began in 1957 [2] but it was not 

until the 1970s that biomolecule simulations became feasible [23, 26]. It is important to 

note that macroscopic properties derived from experiments are averages across billions 

of molecules, representing a statistical mechanics ensemble rather than direct 

observations. This understanding introduces both theoretical challenges and practical 

considerations that researchers must navigate to obtain meaningful insights [3, 13]. 

One of the primary challenges lies in ensemble generation. Researchers cannot depend 

solely on the examination of individual molecular structures since these may not 

adequately represent the broader behavior of a system under specific conditions. Instead, 

they must develop a comprehensive analysis that generates a representative ensemble of 

structures. This ensemble must be reflective of key state variables, such as temperature 

and pressure, which play significant roles in determining the macroscopic properties of 

the system. 

In addition to ensemble generation, researchers face challenges regarding the calculation 

of thermodynamic properties, particularly those related to free energy. Important 

equilibrium properties like binding constants and solubilities cannot be derived from 

unbiased MD simulations alone when the phenomena involves high energy barriers. 

Rather, they require more advanced techniques that account for entropic factors and the 

complexities of molecular interactions. These methods allow for a more accurate 
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illustration of how molecules behave under varying conditions, ultimately leading to 

insights into their equilibria and behaviors. 

Furthermore, there is a notable shift in focus from studying individual molecular 

trajectories to analyzing structural ensembles when it comes to equilibrium properties. By 

emphasizing ensemble analysis, researchers can capture the behavior of molecules, which 

is essential for a comprehensive understanding of the system as a whole. This approach 

facilitates the identification of trends and relationships that might be obscured when 

examining only single molecular paths. 

By prioritizing ensemble generation, employing advanced methodologies for calculating 

thermodynamic properties, and focusing on the collective dynamics of molecular 

structures, researchers can attain a more nuanced grasp of the intricate behaviors that 

govern ensemble systems. This holistic approach is essential for advancing the field and 

fostering a deeper understanding of molecular interactions in various conditions. 
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Figure 1.1: Experimental and simulation techniques used to define protein structure and dynamics at different time 

and length-scales. (ñMDò ï molecular dynamics; ñAFMò ï atomic force microscopy; ñSAXSò ï small angle X-ray 

scattering; ñSANSò ï small angle neutron scattering; ñEMò ï electron microscopy; ñNMRò ï nuclear magnetic 

resonance spectroscopy; ñsmFRETò ï single molecule fluorescence resonance energy transfer) [15] . 
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1.2 Force Field 
 

All classical simulation methods rely on empirical parameter sets known as Force Fields 

(FF) to calculate interactions and evaluate the potential energy of a system based on 

atomic coordinates [17, 21, 25, 29]. The force field refers to the functional form and 

parameter sets used to calculate the potential energy of a system as a function of the 

particles coordinates. Knowing the FF, the forces acting on each particle due to the rest 

of the system can be calculated (derivative of the FF). 

Although these approximations are highly effective for most applications, they cannot 

accurately capture quantum phenomena such as bond formation or breaking. Common 

force fields divide potential energy functions into two categories: bonded interactions and 

non-bonded interactions. Bonded interactions encompass the stretching of covalent 

bonds, bending of angles, torsion potentials around bonds, and improper torsion 

potentials, all of which typically fluctuate around equilibrium values. Non-bonded 

interactions, on the other hand, involve not directly bonded atoms. These include 

Lennard-Jones forces (repulsion and dispersion) and Coulomb electrostatic interactions, 

which are usually calculated using neighbor lists that are updated periodically (Fig. 1.2).  

                                      Figure 1.2: Illustration of the fundamental force field energy terms. 
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Upon determination of the forces on all atoms, their coordinates are updated for 

progression to the subsequent step in the simulation, according with classical motion 

eqations. Before running the dynamics, the system is subjected to an energy minimization 

step: the steepest descent algorithm is employed to slightly adjust each atom's position 

towards lower energy, given that force equates to the negative gradient of energy. In 

molecular dynamics, the coordinates are updated by integrating Newton's equations of 

motion and so the system's potential energy too, as illustrated in the flowchart of Fig. 1.3.  

 

 

Figure 1.3: A typical molecular dynamics (MD) simulation follows a simplified flow where structures are generated 

from a natural ensemble by calculating potential energy functions and integrating Newton's equations of motion. These 

structures are then analyzed to evaluate the system's equilibrium properties. The time step in an MD simulation is 

usually around 1 or 2 femtoseconds, unless specialized techniques are applied to extend it further [20] . 
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However, the integration of this differential equation is challenging due to the many-body 

nature of the system. Therefore, it is discretized and solved numerically. The goal of this 

numerical integration is to determine the positions at time , based on the 

known positions at time . This is achieved, for instance, using the Verlet algorithm: 

 

ὶᴆὸ Ўὸ ςὶᴆὸ ὶᴆὸ Ўὸ
Ὂὸ

ά
Ўὸ 

 

For the integration to be stable,  must be smaller than the timescale of the system's 

fastest motions. In biological macromolecules, these fast motions typically involve the 

vibrations of light atoms (e.g., the O-H bond), which occur over a few femtoseconds. As 

a result,  is typically set to a sub-femtosecond scale. Enhancing performance may 

involve extending the time step; however, bond vibrations can introduce inaccuracies 

even at intervals as short as 1 femtosecond. In the majority of simulations, the emphasis 

is not on bond vibrations, which can be removed using bonding constraint algorithms [14, 

27]. These constraints facilitate extending the time step to 2 femtoseconds and fixed-

length bonds often yield superior approximations of quantum mechanical oscillators 

compared to harmonic springs. 

The initial velocities of the particles are generally chosen randomly from a Maxwell-

Boltzmann distribution at a given temperature: 

 

Ὢὺ
ά

ς“Ὧ
ϽὩ   

 

where  is the Boltzmann constant,  is the temperature,  is the particle mass, and  is 

the number of particles. The particle velocity  is selected accordingly to the system's 

thermal conditions. 

Given that even the smallest chemical entities are excessively large for complete 

simulation, biomolecular simulations frequently utilize periodic boundary conditions to 
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mitigate artifacts at the simulation box's periphery. This methodology ensures that, for 

instance, a water molecule exiting the system on one side reemerges on the opposing side. 

If the simulation box possesses adequate dimensions, molecular interactions with their 

periodic images are negligible. This is particularly crucial for non-bonded interactions, 

ideally summed over all neighboring atoms in an infinite periodic system. Simple cutoffs 

are feasible for Lennard-Jones interactions, which decline swiftly, while a cutoff applied 

to Coulomb interactions may incur substantial errors. At present, the Particle-Mesh-

Ewald (PME) summation is the preferred technique for calculating infinite electrostatic 

interactions, where calculations are partitioned into short- and long-range components.  

As the structure's potential energy diminishes during simulation, an increase in kinetic 

energy (and hence temperature) is observed should the system's total energy remain fixed. 

To mimic experimental conditions (i.e. constant T), the system is often linked to a 

thermostat, calibrating velocities during the simulation to preserve a stable temperature, 

generally around room temperature. Likewise, the system's pressure can be modulated by 

adjusting the simulation box's dimensions, either uniformly in all directions or 

independently along the x, y, and z axes.  
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1.3 Free Energy Estimation 
 

1.3.1 Definition of Free Energy 

 

The spontaneity of a process is dictated by its free energy, as systems naturally progress 

toward their lowest free energy state when no external work is applied. The speed at 

which this state is achieved is influenced by free energy barriers along the pathways 

leading to that minimum. Consequently, free energies are crucial as they determine 

phenomena such as binding affinities (whether binding occurs spontaneously) and protein 

folding (where the folded state typically represents the free energy minimum). 

Furthermore, as barriers are tied to rates through rate theory, free energy barriers impact 

the kinetics of binding, folding, permeation, and reactions. Thus, accurately deriving free 

energies through computational techniques is vital, not only due to their fundamental 

importance but also because they can be directly compared quantitatively with 

experimental data. 

Thermodynamically, a distinction exists between the Helmholtz and Gibbs free energies. 

The Helmholtz free energy, denoted as F, is given by: 

 

Ὂ Ὗ ὝὛ 

 

where U is the internal energy, T is the temperature, and S is the entropy of the system. 

The Gibbs free energy, denoted as G, is expressed as: 

 

Ὃ Ὄ ὝὛ 

 

where H is the enthalpy of the system, defined as  Ὄ Ὗ ὴὠ, with p being the pressure 

and V the volume of the system. Both definitions include a term related to the system's 

internal (or potential) energy and another related to entropy. This implies that free 
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energies, and thus affinities or stabilities, are influenced by both changes in interatomic 

interactions and entropic variations. Changes in solvent entropy can be particularly 

significant, as seen in the hydrophobic effect, where solvent molecules are released during 

the formation of a hydrophobic protein or membrane core. 

The difference between Helmholtz and Gibbs free energy lies in the pV term. Helmholtz 

free energy is applicable at constant volume, whereas Gibbs free energy is used at 

constant pressure, with the pV term quantifying the work related to volume changes. 

Under physiological and typical experimental conditions, isobaric conditions are 

common, making the Gibbs free energy gradient a driving force for a system.  

In equilibrium, the free energy represents the maximum amount of energy obtainable 

from a spontaneous process at constant temperature, or conversely, the minimum energy 

required to drive an uphill process. Free energy is the energy acquired from (or needed 

for) a process slow enough to maintain equilibrium with its surroundings. If the process 

is forced to take place faster, friction causes non-equilibrium work values to exceed the 

associated free energy change, with the excess energy dissipated as heat. Traditional free 

energy methods thus require slow transitions to consider systems in equilibrium. 

However, non-equilibrium work distributions can also be used to derive free energies 

using the Jarzynski equality and the Crooks Fluctuation Theorem (CFT). 

In statistical mechanics, free energy plays a role in determining the probability of being 

in state x, which is directly related to its free energy: 

 

ὴὼᶿὩ /  

 

where  Ὧ is the Boltzmann constant. The term  Ὡ /  is called the Boltzmann factor. 

This relation is useful for estimating free energy differences between states A and B: 

 

ὴὃ

ὴὄ
Ὡ / Ὡȹ/  
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This provides a straightforward approach to estimate free energies from simulations, 

assuming a sufficiently converged ensemble with several reversible transitions between 

A and B. The free energy difference  ȹὋ can be directly estimated by evaluating the 

populations in states A and B. 

Alternative simulation methods for deriving free energies often focus on overcoming or 

avoiding free energy barriers related to binding, unbinding, conformational changes, or 

(re)folding. Techniques include umbrella sampling (US) [26] and thermodynamic 

integration (TI) [17]. In umbrella sampling, a biasing potential enforces transitions across 

high-energy states along a predefined reaction coordinate (a chemical process descriptor), 

with the biasing potential's effect corrected afterward to yield the free energy profile or 

landscape. Thermodynamic integration and other alchemical methods provides the 

overall free energy difference for the process and not the chemical mechanism itself, by 

transforming the Hamiltonian from system A to B. Since free energy is a state variable, 

the change in relative free energy can be approximated by the difference in transition free 

energy, such as that occurring in a protein binding pocket compared to the same 

transformation in solution, which is useful for calculating relative binding free energy. A 

notable characteristic of free energy is that its estimate often converges faster than the 

individual enthalpy and entropy contributions. This occurs because the largest 

contributions to both arise from a solventïsolvent term present in both but exactly 

canceling out in the free energy estimate [6].  

The free energy landscape of a system fully encapsulates its thermodynamic and kinetic 

characteristics. An intuitive understanding of free energy is provided by its relationship 

to the probability  ὴ of the system being located in a particular phase space volume  ὃ: 

 

ὴ Ὡ  

 

where  Ὂ is the free energy associated with phase space volume  ὃ,  Ὂ is the Helmholtz 

free energy over the entire phase space, and  ‍ ρ/ὯὝ, with  Ὧ as the Boltzmann 

constant and  Ὕ as the temperature. In practice, the interest often lies in the differences 
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between state populations rather than the absolute free energy values. For two states,  

ὃ and  ὄ, the free energy difference  ȹὊ  is expressed as: 

 

 

 

ὗ represents the canonical partition function:  ὗ ὗὔȟὠȟὝ, with  ὔ as the number of 

particles and  ὠ as the volume. The free energy is linked to the partition function via      

Ὂ ὰὲ ὗὔȟὠȟὝ. From this expression, various methods for determining  ȹὊ can 

be derived. A straightforward approach involves directly counting events that sample 

phase space volumes  ὃ and  ὄ, thereby obtaining probabilities  ὴ and  ὴ. For instance, 

in molecular binding scenarios, this method can be applied by simulating two molecules 

of interest (e.g., ligands  ὃ and  ὄ) and counting their respective probabilities of being in 

bound/unbound states. Although simple, this method is computationally intensive for 

large biologically relevant systems, exceeding the capabilities of current state-of-the-art 

atomistic simulations. 

An alternative approach involves evaluating the partition functions. While the partition 

function has an analytical form for an ideal gas, for particles with complex interactions, 

numerical integration over coordinates and momenta is necessary. A canonical partition 

function is defined as: 

 

 

 

where  Ὄὴȟή is the Hamiltonian of the system,  ή and  ὴ are coordinates and momenta, 

respectively, and  Ὤ is Planck's constant. For multi-particle systems, integrating over all 

degrees of freedom is computationally prohibitive, so simulations often sample the 
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accessible phase space volume. In simulations, inaccessible phase space regions are 

omitted for both states  ὃ and ὄ, allowing an accurate assessment of ȹὊ due to error 

cancellation. 

Considering that a system's Hamiltonian comprises kinetic and potential energy 

components  Ὄὴȟή ὑὴ Ὗή, the partition function can be split into kinetic and 

configurational parts. Since ὑὴ depends solely on particle momenta, the kinetic 

partition function remains unchanged unless there's a mass change between states. Thus, 

often only the configurational partition function is considered.  

 

1.3.2 Non-Equilibrium Thermodynamic Integration 

 

Thermodynamic integration is a method used to calculate the free energy difference 

between two states by integrating the average force applied to the system as a function of 

a coupling parameter, known as the ɚ variable, during a transition: 

 

 

 

This ɚ parameter controls the progression of the system from one state to another in an 

alchemical transition, which refers to a process where interactions between particles are 

gradually turned on or off, or where particles are morphed into others. Alchemical 

methods calculate the work required to transition a system from one state to another via 

non-physical pathways. Since the free energy of a system depends solely on its state, the 

free energy difference between two states is independent of the specific path taken during 

the transition. Adequate sampling is crucial for all free energy methods, and achieving 

convergence becomes significantly more challenging as the size of the perturbation 

increases. These transitions are not physical processes but hypothetical transformations 
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that allow the calculation of free energy differences between states (e.g., different 

molecular species or ligand-bound vs. unbound states). 

In slow growth thermodynamic integration, the transition between states occurs very 

slowly as the ɚ variable is changed continuously over time, keeping the system near 

equilibrium. In this scenario, the free energy change is equated to the work done during 

the transition. However, because the system is only maintained in a quasi-equilibrium 

state due to the limitations in sampling, some work dissipates, causing inaccuracies in the 

free energy estimates and leading to known convergence issues. 

Discrete thermodynamic integration offers a solution to these issues by dividing the ɚ 

path into a series of discrete steps, similar to methods like Free Energy Perturbation (FEP) 

and Bennett Acceptance Ratio (BAR). At each discrete state , an equilibrium simulation 

is performed to calculate the average force  at that point. The free energy 

difference, ȹG, is then obtained by numerically integrating these average forces along the 

entire ɚ path. 

In fast growth thermodynamic integration, unlike slow growth, the transition between 

states occurs rapidly, driving the system far from equilibrium. In this approach, the work 

done during the transition is no longer equal to the free energy difference due to the 

significant dissipation of energy, as the system does not have sufficient time to equilibrate 

between successive changes in the ɚ variable. However, multiple fast growth simulations 

can be averaged using Jarzynskiôs equality [11, 14] to estimate the free energy difference: 

 

 

 

This method can provide accurate results but requires a large number of fast growth 

simulations to compensate for the lack of equilibrium, as each individual run may exhibit 

large deviations. The accuracy of free energy differences calculated using Jarzynskiôs 

formula depends on rare events in which little work is dissipated. Fast transitions that 
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drive a system far from equilibrium tend to yield large work values, contributing 

minimally to the exponential average, and thus slowing the convergence of the ȹG 

estimation. 

Several free energy estimators have been developed based on the Jarzynski equality. 

Among them, a more general relation was derived by Crooks, allowing the combination 

of work value distributions from forward and backward transitions to obtain the Gibbs 

free energy difference, known as the Crooks Fluctuation Theorem (CFT) [8, 10]: 

 

 

 

Where  and correspond to the work distributions during forward and 

reverse processes, respectively. Work values are calculated by integrating the 

Hamiltonians (  and ) of the system with respect to a coupling parameter (ɚ) along 

the transition path:  

 

 

 

The coupling parameter ‗ changes from 0 to 1 continuously and quickly to transform the 

system from state A to state B in order to obtain the forward work (W). The same happens 

to calculate the reverse work (īW), changing ‗ from 1 to 0. Both W and īW are 

calculated as an average over an ensemble of N trajectories that are started from an 

equilibrated canonical ensemble for both states A and B. In other words, a lot of very fast 

transitions (hundreds of transitions of a few tens of ns) are performed from A to B and 

vice versa, with a corresponding great saving of computational time. 
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This method is straightforward, but requires sufficient overlap between work histograms, 

typically only achieved in near-equilibrium transitions. Only work values from the 

overlap region contribute to the free energy estimate. To address these challenges, work 

histograms can be approximated by an analytical distribution through the Crooks 

Gaussian Intersection (CGI) estimator. The intersection point of two distributions 

corresponding to forward and reverse transitions indicates a work value equal to ȹG (Fig. 

1.4), where the statistical error can be calculated by means of bootstrapping. As the 

estimator depends on a Gaussian approximation, the validity of this assumption can be 

assessed using a statistical test, e.g. KolmogorovïSmirnov (KS) [22]. The BAR estimator 

can also be applied to non-equilibrium simulations, providing a maximum likelihood 

estimator for the free energy difference.  
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Figure 1.4: Non-equilibrium free energy calculations involve generating two 

equilibrium ensembles for the system in state A and state B, typically through MD 

simulations. From these ensembles, snapshots are selected as starting points for 

short non-equilibrium transition simulations, where the system is progressively 

transformed from state A to state B, and vice versa [20]. 
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1.3.3 Well-Tempered Metadynamics 

 

Although MD has become invaluable for studying complex systems and making 

predictions, they often face a significant timescale problem: atomistic simulations require 

a time step on the order of femtoseconds (10 ĭ  seconds) to accurately capture fast motions 

like bond stretching and bending, but many important biological processes, such as 

protein folding, occur over much longer timescales. This mismatch between the timescale 

of the simulation and the actual biological process limits MD's ability to provide complete 

insights, as the system may not explore all relevant configurations. High energy barriers 

or slow diffusion in configuration space can further complicate the situation, making it 

difficult for the system to transition between metastable states and achieve ergodicity 

within practical simulation times. To address this issue, enhanced sampling techniques 

have been developed in recent years [1, 24, 30].  

One such method is metadynamics (MTD), which accelerates sampling by applying an 

additional history-dependent bias potential to a few selected degrees of freedom, known 

as collective variables (CVs). Metadynamics allows the system to overcome free energy 

barriers more easily and reconstructs the free-energy surface (FES) as a function of these 

CVs. The bias potential is constructed by adding Gaussians along the system's trajectory 

in CV space, preventing the system from revisiting previously sampled configurations. 

The bias potential gradually grows, enabling the system to move between different energy 

minima, and the FES is reconstructed as the simulation progresses. 

Despite its benefits, metadynamics has some limitations, including the fact that the bias 

potential does not converge precisely to the free energy in a single run and may overfill 

the energy landscape. Additionally, choosing appropriate CVs to describe complex 

processes can be challenging. 

To address overfilling issues, well-tempered metadynamics was introduced, where the 

bias deposition rate decreases over time, allowing the simulation to approach 

thermodynamic equilibrium more smoothly. In MTD, CVs are functions S of the 

microscopic coordinates R of the system: 
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which are able to provide a coarse-grained description of the process under study. In 

particular, CVs must distinguish the relevant states of the system and include all the 

kinetically relevant degrees of freedom. The MTD bias potential  can be written as 

a sum of Gaussians deposited along the system trajectory in the CVs space. In the well-

tempered approach [5],  has the following functional form at time : 

 

 

 

where  is the width of the Gaussian for the ith CV. The time-dependent energy rate  

is defined as: 

 

 

 

where is an initial deposition rate,  is the Boltzmann constant, and  is an input 

parameter with the dimension of a temperature. 

It has been proven that, in the long-time limit,  converges to: 
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where T is the temperature of the system, C is an irrelevant additive constant and F(S) is 

the free energy as a function of the CVs. The last equation is often expressed in terms of 

the so-called bias-factor  as: 

 

ὠ ὛȟὸO Њ ρ ‎ ϽὊὛ 

 

In the long-time limit, the CVs probability density P(S,t) can be written as: 

 

 

 

which corresponds to sampling the FES at the fictitious temperature of . The 

extent of FES exploration can thus be regulated by tuning . 

To understand the effect of  , let us consider a system whose dynamics can be captured 

by a one-dimensional free energy, with local minima separated by barriers much higher 

than thermal fluctuations. In a standard MD simulation, the system would remain trapped 

in one of the local minima and would not be able to sample all the relevant regions in a 

reasonable simulation time. In a WT-MTD simulation, Gaussians are progressively 

added, increasing of the bias potential which ultimately facilitates barrier crossing. This 

leads to exploration of previously inaccessible regions of the FES and  will converge. 

At that point, the free-energy profile can be estimated. 

In WT-MTD, the bias deposition rate decreases with time as 1/t. The dynamics of all the 

microscopic variables thus become progressively closer to thermodynamic equilibrium 

as the simulation proceeds. This feature allows to easily recover the equilibrium 

Boltzmann distribution of degrees of freedom other than the CVs, which are typically 

altered by the introduction of   [4, 7]. 
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In practice, WT-MTD simulations can be reweighted to recover the unbiased probability 

distribution for all system variables, ensuring that quantitative comparisons with 

experimental data can still be made, even when the bias potential is applied indirectly to 

the system's degrees of freedom. 

To conclude, itôs worth noticing that proper selection of CVs is crucial for the 

effectiveness of the simulation. To ensure successful application, CVs must follow these 

guidelines: 

1. Distinguish between states: CVs should differentiate the initial, final, and 

intermediate states of the system. 

2. Include slow modes: CVs must capture the slow dynamics of the system, as 

neglecting them can lead to poor sampling and inaccurate results. 

3. Limit the number of CVs: Keeping the number of CVs low is important, as 

increasing the number adds complexity and makes the exploration of the system's 

energy landscape computationally expensive. 

The choice of CVs involves reducing the systemôs dimensions, projecting its potential 

energy on a FES. For an accurate study of a process, the selected CVs must effectively 

describe the transition between key states. Additionally, slow variables that cannot be 

fully sampled in the timescale of the simulation must be included, as omitting them can 

prevent proper convergence to the FES. 
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2.1 Abstract 
 

Flavodoxins are enzymes that contain the redox-active flavin mononucleotide (FMN) 

cofactor and play a crucial role in numerous biological processes, including energy 

conversion and electron transfer. Since the redox characteristics of flavodoxins are 

significantly impacted by the molecular environment of the FMN cofactor, the evaluation 

of the interplay between the redox properties of the flavin cofactor and its molecular 

surroundings in flavoproteins is a critical area of investigation for both fundamental 

research and technological advancements, as the electrochemical tuning of flavoproteins 

is necessary for optimal interaction with redox acceptor or donor molecules. In order to 

facilitate the rational design of biomolecular devices, it is imperative to have access to 

computational tools that can accurately predict the redox potential of both natural and 

artificial flavoproteins. In this study, we have investigated the feasibility of using non-

equilibrium thermodynamic integration protocols to reliably predict the redox potential 

of flavodoxins. Using as a test set the wild-type flavodoxin from Clostridium 

Beijerinckii and eight experimentally characterized single-point mutants, we have 

computed their redox potential. Our results show that 75% (6 out of 8) of the calculated 

reaction free energies are within 1 kcal/mol of the experimental values, and none exceed 

an error of 2 kcal/mol, confirming that non-equilibrium thermodynamic integration is a 

trustworthy tool for the quantitative estimation of the redox potential of this biologically 

and technologically significant class of enzymes. 
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2.2 Introduction 
 

Due to the extraordinarily large number of known flavoproteins and the wide range of 

redox reactions that this family of enzymes may catalyze, flavoproteins rank among the 

most significant protein families engaged in redox processes [31, 38]. According to the 

particular protein environment, the redox potential of flavoproteins can vary by hundreds 

of mV from the redox potential of the free flavin cofactor in water and span a very wide 

range [20, 29]. The flavin cofactor is also peculiar because it can catalyze both one- and 

two-electron transfer reactions. In fact, flavins can exist in three redox forms (Fig. 2.1): 

quinone (OX), semiquinone (either as anionic, ASQ, or neutral, NSQ, species), and 

hydroquinone (HQ). Since electrochemical tuning of flavoproteins is essential for optimal 

reactivity with acceptor or donor redox molecules, evaluating the relationships between 

the redox properties of the flavin cofactor and their molecular environment in 

flavoproteins is an important area of study for both basic research and technological 

applications [4, 18, 37, 44]. In fact, the development of biosensors [16], biocatalysis [6, 

16], bioremediation [1], and bioelectronics [1] are just a few biotechnological 

applications that flavoproteins represent a potential molecular system for. Therefore, the 

availability of computational methods able to reliably predict the redox potential of 

natural and de novo designed flavoproteins is crucial for the rational design of tailored 

molecular devices. Flavodoxins are a diverse group of flavoproteins that play a crucial 

role in a variety of biological processes, including electron transfer and energy 

conversion. These proteins contain a FMN cofactor, which serves as a redox-active 

molecule and provides flavodoxin with its unique redox properties. In recent years, 

significant progress has been made in the study of flavodoxins and their redox properties. 

Structural and functional studies have established that electrostatic interactions are a 

dominant factor affecting the redox properties of the FMN cofactor. In particular, 

mutations in flavodoxins have revealed a strong correlation between the redox potential 

of the cofactor and the number of negatively charged groups in the vicinity of the flavin 

[60]. Structural and functional studies on flavodoxins have also established that in 
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flavodoxin, the first reduction involves the transition from OX to NSQ, i.e., it can be 

described as a proton-coupled redox reaction [11, 40, 52, 58], and electrostatic 

interactions are a dominant factor affecting the NSQ/HQ equilibrium. In particular, since 

the flavin hydroquinone in flavodoxins is not protonated at N1 [19], the isoalloxazine 

moiety is anionic, and it is expected to generate substantial repulsions in the negatively 

charged protein environment commonly observed in flavodoxins [41, 59]. Indeed, 

mutations in Desulfovibrio Vulgaris flavodoxin have revealed a strong correlation of the 

NSQ/HQ potential with the number of negatively charged groups in the neighborhood of 

the flavin [59], confirming that the flavin mononucleotide cofactor bound to flavodoxins 

is more difficult to convert to the fully reduced form compared to free FMN. According 

to studies on wild-type and mutant flavodoxins from Desulfovibrio 

vulgaris and Clostridium beijerinckii [41, 54, 55, 59], unfavorable aromatic stacking 

interactions can also be important in tuning the redox potential. Other investigations have 

also emphasized and shown the impact on the flavin reduction potential of particular 

hydrogen bonds, electrostatic, hydrophobic, and stacking interactions, as well as 

conformational alterations of the tricyclic ring or its surroundings [8, 9, 17, 30, 59, 60]. 

However, it is still difficult to quantitatively evaluate the correlations between structural 

factors and redox properties, which limits the ability to rationally design synthetic 

flavoproteins with specific redox properties. Indeed, in order to estimate the redox 

potential of flavoproteins, a number of computational techniques have been evaluated and 

employed [24, 56]. As a benchmark for subsequent QM/MM experiments aiming at 

examining the redox characteristics of tiny flavoproteins, Truhlar and associates 

presented a series of seminal DFT examinations of flavins in various solvents [45]. 

However, the systematic implementation of QM and QM/MM approaches is still 

hampered by the high computing cost of such calculations, despite the fact that QM and 

QM/MM studies enable predicting flavin reduction potentials with an average error of 

only 10ï20 mV [35, 43]. In addition to QM and QM/MM investigations, studies based 

on a description of flavoproteins in terms of molecular mechanics have also been 

published. A thermodynamic integration investigation was conducted by Sattelle and 

Sutcliffe [48] on a variety of naturally occurring and artificially created flavodoxins, each 
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of which differed for one amino acid in the cofactor environment, obtaining an average 

difference between estimated and actual redox potential of 20ï100 mV. 

To further assess the possibility of using thermodynamic integration protocols to reliably 

predict the redox potential of flavodoxins, we have used a fast growth non-equilibrium 

approach to compute the redox potential of the flavodoxin from Clostridium Beijerinckii. 

In particular, we have conducted a systematic analysis of a number of single-point 

mutants of the flavodoxin from Clostridium Beijerinckii, for which redox potentials were 

already experimentally measured, with the aim of evaluating and validating this approach 

in the calculation of relative redox potential in flavoproteins, comparing results with 

similar investigations carried out using different methodological approaches. NE-TI 

protocols have already been used to investigate other processes, such as docking of 

ligands to proteins and redox processes [2, 23, 36, 42]. However, to the best of our 

knowledge, this is the first report about the evaluation of a non-equilibrium 

thermodynamic integration study for the prediction of the relative redox potential of 

biological macromolecules. 

 

 

 

Figure 2.1: Redox and protonation states for the isoalloxazine ring in flavoproteins: quinone (OX), semiquinone (either 

as anionic, ASQ, or neutral, NSQ, species), and hydroquinone (HQ)[51]. 
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2.3 Materials and methods 
 

2.3.1 Simulated systems 

 

In this work, we explored the first reduction event in nine variants of Clostridium 

Beijerinckii flavodoxin (WT, G57T, D58P, E59A, M56A, M56G, M56L, M56I, and 

M56V). The chosen mutants are all electrochemically characterized, and the redox 

potentials associated with both flavin reductions are known [8, 34, 40]. The starting 

structures of WT, G57T, and D58P flavodoxins correspond to the X-ray oxidized (pdb 

id: 5NLL, 1FLD, 4NUL) and semiquinone (pdb id: 2FOX, 5NUL, 1FLN) structures. The 

crystallographic structure of WTOX (5NLL) presents the three known alternative 

conformations for the 50ôs loop [40]; only the structure prevailing in solution (cis-O-

down) was selected for the simulations. The G57TSQ crystal (5NUL) is also characterized 

by the presence of two conformers, of which only the prevalent one [40], featuring trans-

O-up conformation, is used for the simulations. The pdb structure 1FLN corresponds to 

the fully reduced state of flavodoxin; however, due to the strong structural similarity 

between the SQ and HQ states found in the other crystallized structures, such a structure 

was also used for the semiquinone one. The starting structures of other systems are 

obtained by in silico mutagenesis of oxidized, semiquinone, and fully reduced X-ray 

structures of the WT system using the Pymol mutagenesis tool (Tab. 2.1). All structures 

are processed with the protein preparation wizard of Maestro 2021-4 software to remove 

the co-crystallized water molecules, add hydrogen atoms assuming pH = 7, and fill in 

missing side chain atoms and missing loops. 
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Table 2.1: Summary of simulation system details of the OX and NSQ flavin-flavodoxin complex. 

System 

OX NSQ 

Structure a 50ôs Loop b Structure a 50ôs loop b 

WT 5NLL cis-O-down 2FOX trans-O-up 

G57T 1FLD trans-O-down 5NUL trans-O-down 

D58P 4NUL cis-O-down 5FLN trans-O-down 

E59A 
5NLL in silico 

mutagenesis 
cis-O-down 

2FOX in silico 

mutagenesis 
trans-O-up 

M56A 
5NLL in silico 

mutagenesis 
cis-O-down 

2FOX in silico 

mutagenesis 
trans-O-up 

M56G 
5NLL in silico 

mutagenesis 
cis-O-down 

2FOX in silico 

mutagenesis 
trans-O-up 

M56L 
5NLL in silico 

mutagenesis 
cis-O-down 

2FOX in silico 

mutagenesis 
trans-O-up 

M56I  
5NLL in silico 

mutagenesis 
cis-O-down 

2FOX in silico 

mutagenesis 
trans-O-up 

M56V 
5NLL in silico 

mutagenesis 
cis-O-down 

2FOX in silico 

mutagenesis 
trans-O-up 

(a) PDB code. (b) Conformation of the reverse turn involving residues 56ï59 in the Clostridium Beijerinckii flavodoxin. 
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2.3.2 Equilibrium MD setup 

 

All equilibrium molecular dynamics simulations were produced using the GROMACS 

2020.3 [57] software and the CHARMM36 [28] force field integrated with the parameters 

for flavins developed by Alexey Aleksandrov [3]. The investigated flavoproteins were 

solvated with TIP3P water molecules [33] in a cubic box of 6.22 nm3. Counter ions K+ and 

Cl- were added to obtain a neutrally charged box and to reach a salt concentration of 0.1 

M. All models were minimized using a steepest descent algorithm and then equilibrated 

at 300 K and 1 bar through a 4 ns NVT simulation and 1ns NPT simulation, respectively. 

Coupling to the external bath is achieved using two different algorithms: the modified 

Berendsen thermostat is used for temperature [5, 10] and the ParrinelloïRahman 

algorithm for pressure [47, 46]. The LINCS algorithm [27] was used to constrain all 

covalent bonds in which hydrogen atoms are involved, while the equations of motion are 

integrated using the leap-frog algorithm. The non-covalent interactions were computed 

according to the Verlet cutoff scheme [25], while van der Waals interactions and short-

range electrostatic interactions were evaluated at each time step within 1.2 nm of each 

particle. Long-range electrostatic interactions were evaluated using the PME method with 

an interpolation order of 4 and the remaining parameters set to default values [15]. All 

simulations were performed using periodic boundary conditions in all directions. The 

production simulations were carried out using an integration time step of 1 fs. We initially 

tested a first protocol of three MD simulations of 10 ns followed by three TI simulations 

(similarly to what has been performed by Aldeghi et al. [2]); then, we tried another 

approach in which a single MD simulation of 500 ns was followed by one TI calculation 

in order to evaluate the effect of extended sampling on the free energy estimation. 
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2.3.3 NE-TI setup 

 

Hybrid topologies were generated using the PMX package developed by Daniel Seelinger 

and Bert L. de Groot [49]. A total of 500 equidistant snapshots were extracted from each 

MD simulation for each system (in the case of 3 × 10 ns simulations, 500 snapshots were 

extracted from each replica), and they were used as a starting point for 100 ps non-

equilibrium transitions. These simulations were carried out using a ȹɚ of 10ī5 and setting 

the sc-alpha (soft core alpha) and sc-sigma (soft core sigma) to 1.2 and 0.3 [39], 

respectively. Finally, the ȹG corresponding to the redox reactions was calculated using 

the BAR approach [50]. When considering the 3 × 10 ns simulations, the BAR method 

was also applied to the three forward and three reverse concatenated trajectories. 

Uncertainties were estimated as standard errors (ůȹG) by separately considering each 

equilibrium simulation and its related non-equilibrium trajectories as independent 

calculations (i.e., when 3 equilibrium simulations were used, 3 independent ȹG values 

were obtained, and these were used to estimate ůȹG). These uncertainties were then 

propagated to the final ȹȹG estimate so as to obtain the standard error ůȹȹG. The total 

amount of time simulated in this work is about 21 ɛs. 
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2.3 Results and discussion 
 

The accurate calculation of absolute protein redox potentials, i.e., within ~1 kcal/mol (~50 

mV) of the experimental values, remains extremely challenging. As initially underlined 

by Van Gunsteren, Canters, and collaborators [7, 53], and more recently by DôAbramo 

and collaborators [12], the direct computation of protein redox potential as a function of 

pH or protein composition using a comprehensive quantum-chemical treatment of the 

system is still essentially unattainable. In fact, such a task would necessitate a 

comprehensive quantum-chemical treatment of the reaction site, encompassing its 

immediate surroundings and accounting for entropic effects arising from alternative 

conformational states of the protein and the solvent. Consequently, researchers are 

compelled to adopt one or more simplifying assumptions to carry out such investigations. 

One viable approach involves employing high-level quantum-chemical methodology to 

characterize the redox center and its proximal environment while disregarding entropic 

contributions, the rest of the protein environment, and the solvent (or describing them 

using an MM forcefield). Alternatively, one may consider treating the protein in an 

explicit solvent using an empirical force field and classical dynamics. This approach 

incorporates entropic effects through extensive conformational sampling, treating 

oxidation and reduction as purely electrostatic phenomena and implicitly assuming that 

quantum-mechanical contributions are consistent across all mutations. A third possible 

approach involves the omission of both the quantum-mechanical nature of the transition 

and entropic contributions from the environment, treating oxidation and reduction solely 

as electrostatic phenomena. For example, conducting PoissonïBoltzmann calculations 

based on a given (X-ray) structure in the oxidized and reduced states. 

With the aim of contributing to the evaluation of computational approaches for the 

calculation of protein thermodynamic properties, we have used the NE-TI method for the 

computation of flavodoxinôs redox potential, studying a dataset comprising the wild-type 

flavodoxin from Clostridium beijerinkii and eight single-amino acid mutants for which 

experimentally derived redox potentials are available. 
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It should be noted that, due to approximations to the energy function and possible 

incomplete sampling [13], the relative values of calculated molecular properties are 

generally more reliable than the corresponding absolute values. Therefore, with the aim 

of achieving better accuracy, the redox properties of single-point mutants have been 

evaluated using the wild-type value as a reference [48]. Specifically, ȹȹG values have 

been calculated by subtracting from the ȹG value of the WT the one relative to each 

mutant, according to the following formula: 

 

 

In addition, we have focused our attention on the OX/NSQ redox process, in which the 

reduction/protonation event is well characterized and directly involves the flavin cofactor 

(Fig. 2.2). Of course, the computational investigation of the SQ/HQ redox process would 

also be relevant to the study. However, the protonation event associated with the SQ/HQ 

redox transition does not directly involve the flavin cofactor but has been suggested to 

imply the protonation of some aminoacids in the cofactor environment [30], making the 

protonation form of the protein to be used in the TI simulations more uncertain. 

All three redox states for the wild-type flavodoxin from Clostridium beijerinckii were 

previously characterized by X-ray diffraction [40]. It is noteworthy that the 

conformational properties of the so called ñ50s loopò, which includes the residues Met56-

Gly57-Asp58-Glu59, have been suggested to be affected by the redox state of the 

isoalloxazine ring of the FMN cofactor [34]. In particular, the Gly57-Asp58 peptide bond 

in the OX redox state is found predominantly in the cis-O-down and trans-O-down 

conformations, which are characterized by the carbonyl group oriented opposite to the 

flavin ring (Fig. 2.2). 

After one-electron reduction, the peptide bond rearranges in a trans-O-up conformation 

where the carbonyl group, which plays the role of a hydrogen-bond acceptor, interacts 

with N5H, stabilizing the reduced FMN. In fact, according to X-ray data, the wild-type 

flavodoxin in the OX state is a mixture of cis-O-down (50%), trans-O-down (20%), and  
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Figure 2.2: (A) structure of C. Beijerinckii flavodoxin (PDBID 5NLL). (B) Conformation of 50s loop [51] . 
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trans-O-up (30%) conformations. In light of these observations, we have initially 

evaluated the effect of the residues 57ï58 conformation upon the OX/SQ reduction in the 

wild-type flavodoxin, taking into account these transitions: 

 

FMNOX/cis-O-down Ÿ FMNNSQ/cis-O-down 

FMNOX/cis-O-down Ÿ FMNNSQ/trans-O-down 

FMNOX/cis-O-down Ÿ FMNNSQ/trans-O-up 

 

Three replicas of 10 ns were conducted on all four structures to obtain a representative 

ensemble for each state, then three replicas of the TI calculation were performed for each 

reaction, and the ȹGOXŸNSQ has been evaluated as the average of the replicas. The use of 

relatively brief MD replicas instead of longer MD trajectories as the source of 

conformational ensembles for the oxidized (OX) and reduced (SQ) states is based on 

previous findings by De Groot and colleagues, who reported that for obtaining reliable TI 

results, it is generally advantageous to sample conformations that are proximal to the 

experimentally determined structure [2]. Indeed, for the sake of completeness, we also 

tested the possibility of using 500 ns MD trajectories to generate starting points for the 

non-equilibrium TI simulations, but it turned out that the results were poorer (see below). 

The starting structures were retrieved from the pdb files 5NLL and 2FOX for OX-

flavodoxin and SQ-flavodoxin, respectively. Results show very similar reaction free 

energy values in the three cases: ȹGOXŸNSQ of ī42.92 kcal/mol, ī42.91 kcal/mol, and 

ī43.76 kcal/mol for the OX(cis-O-down)/NSQ(trans-O-up), OX(trans-O-down)/NSQ(trans-O-up), and 

OX(trans-O-up)/NSQ(trans-O-up) redox transitions, respectively (Tab. 2.2). All values are in a 

range of 0.85 kcal/mol, suggesting that the OX/NSQ reaction energy is not strongly 

affected by the conformation of residues 56ï57. 
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Table 2.2: Free energy values of the first reduction in wild-type flavodoxin considering all the 50ôs loop conformation 

for the OX. 

WT 
Exp. 

Ratio 
Replica a æGcal 10 ns b 

Average  

æGcal b,c 

Std. 

Error  b 
MAE  b RMSE b 

Cis-O-

down 
50% 

1 ī43.31 Ñ 0.05 

ī42.92 0.31 1.37 1.54 2 ī43.44 Ñ 0.04 

3 ī42.48 Ñ 0.04 

Trans-

O-

down 

20% 

1 ī42.92 Ñ 0.05 

ī42.91 0.19 0.64 0.87 2 ī43.97 Ñ 0.04 

3 ī43.73 Ñ 0.05 

Trans-

O-up 
30% 

1 ī43.17 Ñ 0.05 

ī43.76 0.32 1.37 1.54 2 ī42.70 Ñ 0.04 

3 ī43.33 Ñ 0.04 

   Overall ī43.17 d 0.29 d 1.06 e 1.25 e 

(a) 10 ns simulations. (b) Values are reported in kcal/mol. (c) ȹG is calculated using the BAR method on the three 

concatenated trajectories. (d) All values are calculated as the weighted arithmetic mean using the experimental relative 

abundance as weight. (e) MAE and RMSE are calculated using the overall ȹG as reference. 
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In light of this observation, to simplify and reduce the number of simulations, we have 

used only the cis-O-down conformation as the OX state for all the flavodoxin variants for 

which the crystallographic structure is presently not available. The same applies to the 

NSQ state, for which we adopted the trans-O-up conformation. 

Computed root-mean-square deviation (RMSD) and root-mean-square fluctuation 

(RMSF) values (see Supplementary figures section) highlight the great structural stability 

of these proteins. In fact, the analysis of RMSF values allowed us to observe that the only 

protein portion undergoing conformational transitions along the MD simulations is the 

loop in front of FMN. This observation is relevant because the conformation of this loop 

is known to be important for the modulation of the flavin redox potential [34]. The 

calculated ȹȹG values for the OX to NSQ redox transition for the wild-type flavodoxin 

as well as for the single-point mutant investigated are collected in tables 2.3 and 2.4, while 

the corresponding distributions of forward and reverse work values (W) obtained during 

the TI simulations are shown in the Supplementary figures section. Computed ȹȹG 

values obtained from 10ns replicas can be generally considered satisfactory, with the 

minimum, maximum, and mean absolute error equal to 0.60, 3.00, and 1.37 kcal/mol, 

respectively. The method therefore fails at most by about 3 kcal/mol (G57T mutant), 

while the calculated RMSE is less than 0.93 kcal/mol. It is also very encouraging that the 

mean deviation of the calculated values from the experimental ones is only 31 mV. In 

fact, our results nicely compare to those obtained in a MD-FEP study carried out 

on Anabaenaôs Flavodoxins [48] and also with the results reported by Grater and 

coworkers, who used a free-energy calculation scheme based on the Crooks Gaussian 

intersection method to estimate the redox potential of thiol/disulfide pairs in 12 proteins 

belonging to the thioredoxin superfamily [39]. Our deviations from calculated values 

from experimental data are also in line with recently reported TI simulations carried out 

to estimate ligand binding affinity [2, 21, 22]. 
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Table 2.3: ȹG and ȹȹG one-electron reduction potentials estimate both experimentally (exp) and in silico (calc) for 3 

× 10 ns. 

(a) Values are reported in kcal/mol. (b) ȹȹG are calculated respect to WT. (c) Average of Replica1, Replica2 and 

Replica3. (d) ȹG is calculated using the BAR method on the three concatenated trajectories. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

3 × 10 ns Simulations 

 æGexp a ææGexp a,b Rep1calc a Rep2calc a Rep3calc a æGcalc a,c,d ææGcalc
 a,b Abs. Error a 

WT 
2.12 ± 

0.11 
- 

ī43.33 Ñ 

0.05 

ī43.46 Ñ 

0.04 

ī42.50 Ñ 

0.04 

ī42.94 Ñ 

0.31 
- - 

G57T 
6.23 ± 

0.11 

4.11 ± 

0.23 

ī41.17 Ñ 

0.04 

ī42.12 Ñ 

0.05 

ī42.05 Ñ 

0.04 

ī41.83 Ñ 

0.30 

1.11 ± 

0.61 
3.00 

D58P 
3.58 ± 

0.11 

1.46 ± 

0.23 

ī41.98 Ñ 

0.05 

ī42.81 Ñ 

0.06 

ī43.31 Ñ 

0.03 

ī42.81 Ñ 

0.40 

0.13 ± 

0.71 
1.33 

E59A 
4.29 ± 

0.12 

2.17 ± 

0.23 

ī41.64 Ñ 

0.04 

ī42.53 Ñ 

0.05 

ī43.22 Ñ 

0.05 

ī42.18 Ñ 

0.36 

0.76 ± 

0.67 
1.41 

M56A 
1.66 ± 
0.18 

ī0.46 Ñ 
0.30 

ī43.98 Ñ 
0.04 

ī43.66 Ñ 
0.06 

ī44.56 Ñ 
0.05 

ī44.01 Ñ 
0.32 

ī1.06 Ñ 
0.63 

0.60 

M56G 
1.94 ± 

0.18 

ī0.18 Ñ 

0.30 

ī44.14 Ñ 

0.06 

ī43.31 Ñ 

0.05 

ī44.45 Ñ 

0.07 

ī43.76 Ñ 

0.33 

ī0.82 Ñ 

0.64 
1.24 

M56L 
2.95 ± 

0.18 

0.83 ± 

0.30 

ī42.93 Ñ 

0.06 

ī43.14 Ñ 

0.05 

ī44.20 Ñ 

0.05 

ī43.21 Ñ 

0.42 

ī0.27 Ñ 

0.73 
1.10 

M56I  
2.81 ± 

0.18 

0.69 ± 

0.30 

ī43.18 Ñ 

0.07 

ī43.93 Ñ 

0.06 

ī43.68 Ñ 

0.08 

ī43.65 Ñ 

0.20 

ī0.71 Ñ 

0.51 
1.40 

M56V 
2.93 ± 

0.18 

0.81 ± 

0.30 

ī43.95 Ñ 

0.05 

ī43.61 Ñ 

0.05 

ī43.49 Ñ 

0.05 

ī43.66 Ñ 

0.17 

ī0.72 Ñ 

0.48 
1.53 

      MAE  1.37  

      RMSů 0.06  

      RMSE 1.54  
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Table 2.4: ȹG and ȹȹG one-electron reduction potentials estimate both experimentally (exp) and in silico (calc) for 1 

× 500 ns simulations 

(a) Values are reported in kcal/mol. (b) ȹȹG are calculated respect to WT. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1 × 500 ns Simulations 

 æGexp a ææGexp a,b æGcalc a ææGcalc a,b Abs. Error a 

WT 2.12 ± 0.11 - ī43.60 Ñ 0.08 - - 

G57T 6.23 ± 0.11 4.11 ± 0.23 ī41.45 Ñ 0.04 2.15 ± 0.12 1.96 

D58P 3.58 ± 0.11 1.46 ± 0.23 ī42.21 Ñ 0.04 1.39 ± 0.12 0.07 

E59A 4.29 ± 0.12 2.17 ± 0.23 ī42.14 Ñ 0.04 1.46 ± 0.12 0.71 

M56A 1.66 ± 0.18 ī0.46 Ñ 0.30 ī43.49 Ñ 0.04 0.11 ± 0.12 0.57 

M56G 1.94 ± 0.18 ī0.18 Ñ 0.30 ī43.80 Ñ 0.05 ī0.20 Ñ 0.13 0.02 

M56L 2.95 ± 0.18 0.83 ± 0.30 ī41.99 Ñ 0.03 1.61 ± 0.11 0.78 

M56I  2.81 ± 0.18 0.69 ± 0.30 ī42.86 Ñ 0.05 0.74 ± 0.13 0.05 

M56V 2.93 ± 0.18 0.81 ± 0.30 ī44.30 Ñ 0.04 ī0.70 Ñ 0.12 1.51 

   MAE  0.70  

   RMS 0.95  
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The 0.89 R2 value also indicates that the method satisfactorily estimates the differences 

in redox potential among the tested mutants (fig. 2.3). On the other hand, computed ȹȹG 

values obtained from a 500 ns trajectory are characterized by poorer agreement with 

experimental values; in fact, the R2 value is 0.58, although the minimum, maximum, and 

mean absolute error are equal to 0.07 kcal/mol, 1.96 kcal/mol, and 0.70 kcal/mol, 

respectively. These data highlight that the best predictions are obtained by reproducing 

multiple short-time replicas rather than a single longer simulation. While the average 

absolute error is smaller in the 500 ns simulation, the relative behavior of the data shows 

improvement in the case of three 10 ns replicas, as shown by the R2 value being closer to 

1. This implies that, by applying a correction factor, the method is more effective in 

predicting the relative redox potential trends of different mutations when multiple short-

time replicas are used. 

The relative error calculated for ȹȹG appears to be smaller for the 500 ns simulation, but 

such an observation is biased by the different number of replicas carried out in the 500 

and 10 ns protocols.  

 

 

Figure 2.3: Scatter plots ȹȹGcal Vs ȹȹGexp for 3× replicas of 10ns (A) and for 1× replica of 500 ns (B). Trendlines are 

reported in red, which have a slope of 1.72 and 1.08 for 3 × 10 ns (A) and for 1 × 500 ns (B), respectively. 
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In fact, if each 10 ns simulation is individually compared to the 500 ns simulation, it is 

observed that the error calculated by the BAR method is nearly identical in both setups 

(values are in a range from 0.04 to 0.08). The error increases when ȹȹG is calculated on 

the three concatenated 10 ns trajectories, suggesting that the BAR method is more 

affected by the number of independent trajectories than their duration. 

For selected systems, we have also produced replicas of 500 ns trajectories in order to 

analyze the consistency of the methodology, reproducibility, and influence of the number 

of fast transitions on the final ȹG value. In addition, to test the consistency of the results, 

we also evaluated whether the chosen thermodynamic cycle model (shown in fig. 2.4) 

closed properly. The chosen systems were the WT flavodoxin and the M56V mutant, as 

the latter is characterized by an unsigned error (UE) for the ȹȹG above 1 kcal/mol, i.e., 

the second highest calculated among all systems. The cycle was constructed using two 

protein mutagenesis reactions as vertical branches, where flavodoxin WT was chemically 

converted into its M56V variant, both in the oxidized form and in the semiquinone form 

of the flavin cofactor. The values of the horizontal branches (WTOX Ÿ WTNSQ and 

M56VOX Ÿ M56VNSQ) were obtained with 3 MD runs of 500 ns each, while the vertical 

branches (WTOX Ÿ M56VOX and WTNSQ Ÿ M56VNSQ) were obtained with a single 500 

ns MD each. The same protocol is repeated using 10 ns MD simulations. Even if a 

statistical analysis on multiple mutants would be necessary to exclude the possibility that 

the discrepancy obtained is mutant-dependent, the results are very encouraging. In fact, 

the difference obtained between the horizontal and vertical branches is below 0.55 

kcal/mol (using 500 ns MD simulations) and 0.65 kcal/mol (using 10 ns MD simulations), 

showing that the calculations are sound for this type of system and suggesting that the 

ȹȹG error associated with the redox reaction may mainly derive from an inadequate force 

field. Tests with other force fields will be carried out in the future to further test this 

hypothesis. 
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Figure 2.4: Thermodynamic cycle showing the free energy differences of reduction and the free energy differences of 

WT to M56V transformation for 3 × 500 ns (A) and 3 × 10 ns (B). 
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With the aim of providing a rationale for the difference in redox potential among wild-

type and single-point mutant flavodoxins, we have also examined in detail the structural 

and dynamic properties of the flavin cofactor and of its environment. In particular, for 

such a purpose, four structural features were taken into account, both for OX and SQ 

states. (i) The distance between the centers of geometry (COGs) of the protein and the 

isoalloxazine ring; (ii) the distance between the COGs of the isoalloxazine ring and 

TRP90 that plays an important role in the affinity of FMN to the pocket [34]; (iii) the 

distance between N5 (HN5 in the case of SQ flavin) and carbonyl oxygen of residue 57; 

and (iv) the value of the ɤ-torsion angle of residues 57ï58 (see Supplementary figures 

section). When considering 3 × 10 ns trajectories, the investigated parameters do not 

undergo any significant change, possibly due to the short timescale. Nevertheless, the 

calculated redox potentials well correlate with the experimental data. This observation 

suggests that the chemical properties of the environment surrounding the flavin cofactor 

have a significant impact on the redox potential, whereas structural rearrangement does 

not play an important role in redox potential modulation. When considering the 1 × 500 

ns trajectory, the most relevant difference among the enzyme variants is the distance 

between the hydrogen H5 (Hflavin) and the carbonyl oxygen of residue 57 (Ocarbonyl), which 

quantifies the extent of the formation of a hydrogen bond between the flavin moiety and 

residue 57. Single-point mutants G57T, E59A, and M56L are characterized by an increase 

in the Ocarbonyl-Hflavin distance along the MD simulations, and a corresponding decrease in 

the redox potential is computed, in nice agreement with previous proposals indicating that 

such a bond stabilizes the SQ state [40]. 
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2.4 Conclusions 
 

In this study, we have shown that NE-TI calculations can reliably be used to predict even 

subtle thermodynamic properties, such as the difference in redox potentials for WT and 

single-point mutant flavodoxins. Therefore, NE-TI calculations have the potential to be a 

robust computational tool available to research laboratories for the design of flavoproteins 

with tailored redox properties. It remains to be evaluated how this computational 

approach remains effective for other redox enzyme families and/or proton-coupled redox 

reactions where not only the cofactor but also proximal aminoacids are directly involved 

in the process. Studies aimed at investigating such issues are currently underway in our 

laboratory. 
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Supplementary figures and tables 
 

 

Figure S2.1: RMSD values of Wild-type and mutant variants for 3x10ns replicas (A) and 1x500ns replica (B). Red 

vertical lines in panel A divide the total RMSD showing the three replicas for each flavodoxin. 
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Figure S2.2: RMSF values of Wild-Type and mutant variants for 3x10ns replicas (A) and 1x500ns replica (B) 
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Figure S2.3: ȹG values calculated with the BAR estimator for the nine flavodoxin variants in the 3x10ns simulations. 

For each system, ȹG value is calculated taking together all the transitions collected in the three replicas; as a result 

1500 transitions are used for both forward and backward reaction. On the left, the work values for the forward (green) 

and backward (blue) transitions are reported for every starting structure. On the right, the distributions of these work 

values are shown as histograms and are used to draw the gaussians (green and blue dashed lines), the intersection 

(black dashed line) of which allows obtaining the free energy difference. 



 

 

 

CHAPTER 2. ASSESSING THE PERFORMANCE OF NE-TI METHOD IN 

FLAVODOXINôS REDOX POTENTIAL ESTIMATION 

______________________________________________________________________ 

 

 53   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure S2.4: ȹG values calculated with the BAR estimator for the nine flavodoxin variants in the 1x500ns simulations. 

For each system ȹG value is calculated using 500 transitions for both forward and backward reaction. On the left, the 

work values for the forward (green) and backward (blue) transitions are reported for every starting structure. On the 

right, the distributions of these work values are shown as histograms and are used to draw the gaussians (green and 

blue dashed lines), the intersection (black dashed line) of which allows obtaining the free energy difference. 
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Figure S2.5: Structural data for wild-type and mutant flavodoxins in the 3x10ns simulations. 
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Figure S2.6: Structural data for wild-type and mutant flavodoxins in the 1x500ns simulations. 
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3.1 Abstract 
 

In this study, we investigate the dynamics and stability of amide-based [2]rotaxanes, 

molecular machines capable of harnessing chemical reactions to produce unidirectional 

motion. These systems consist of a macrocycle that shuttles along an axle, stabilized by 

bulky terminal groups, with the shuttling mechanism strongly influenced by the 

surrounding solvent environment. Through computational analysis of rotaxanes in 

different solvents (DMSO, ACN, and CHCl3) we reveal how solvent polarity and 

hydrogen bonding capacity modulate the energy landscape and dynamic behavior of these 

molecular machines. In polar solvents such as DMSO and ACN, the axle adopts a more 

extended conformation, which makes the binding stations more accessible, facilitating 

faster shuttling. Conversely, although the extended conformation of the axle is 

energetically favored, in CHCl3 the axle tends to collapse more readily in order to 

maximize intramolecular interactions between the two stations, using the macrocycle as 

a bridge. This collapsed conformation is promoted by the solvent's inability to sequester 

hydrogen bond donors and create steric hindrance between the ring and the axle. 

Furthermore, in CHCl3, the distal binding station is more stabilized compared to the 

proximal station, due to a stronger interaction between the distal fumaramide and the 

carboxylate group. While this interaction occurs in all solvents, it is particularly stable in 

CHCl3, where the absence of hydrogen bond acceptors allows the amide donors on the 

macrocycle to interact directly with the carboxylate, stabilizing it in an optimal geometry 

for binding the distal station. By leveraging solvent effects and employing well-tempered 

metadynamics (WT-MTD), this work provides valuable insights for future optimization 

of rotaxanes as molecular machines and their potential applications in nanotechnology 

and molecular-scale devices. 
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3.2 Introduction 
 

The interest in synthetic molecular machines dates back almost two centuries, when 

Robert Brown, through experiments, discovered that molecular motion is governed by 

random movements. The behavior of these motions is governed by thermodynamic laws, 

which explain how both synthetic and natural molecular motors acquire, process, and 

release energy, and how they perform work. A key role is played by the second law of 

thermodynamics, as it provides a connection between the physical laws of reversibility 

and the irreversible nature of the universe [22]. This law is critical in molecular machines, 

as it supplies the theoretical framework necessary to design molecular machines that can 

harness Brownian motion. This motion cannot be avoided, as molecular objects will 

always experience it at specific temperatures, determined by their kinetic energy. Even 

an isolated molecule would undergo Brownian motion due to heat transfer from 

surrounding walls via electromagnetic radiation.  

Molecular machines are chemical systems where an external input (whether chemical, 

electrical, or thermal) induces controlled motion of molecular or submolecular 

components, thereby generating work. This category includes not only molecular motors, 

which are the focus of this project, but also molecular switches [21]. A molecular switch 

is a machine where the relative positions of components change in response to the switch 

state, while molecular motors cause movement based on the components' trajectory. The 

key distinction lies in the fact that molecular switches do not cumulate work, whereas 

molecular motors, by cumulating work through their cycles, can drive systems away from 

equilibrium. Inspired by biological molecular motors, which play critical roles in life 

processes, synthetic molecular motors have been the focus of research for the past few 

decades. Many biological motors, including ATP synthase and photosynthetic systems, 

use energy derived from ATP hydrolysis, proton gradients, or sunlight to drive stochastic 
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processes far from equilibrium. From studying these biological systems, we gain 

fundamental insights that help in designing synthetic molecular motors capable of optimal 

operation [7, 21]. 

In 2016, the Nobel Prize in Chemistry was awarded to Jean-Pierre Sauvage, Fraser 

Stoddart, and Ben Feringa for their contributions to molecular motor synthesis. These 

motors perform useful work, such as controlled motion, and are key to moving systems 

far from equilibrium. However, molecular machines operate in environments where 

classical parameters such as gravity and inertia are negligible, while viscosity and 

Brownian motion are dominant [21]. Molecular motors leverage thermal fluctuations to 

produce work through a mechanism known as ratcheting. Chemical reactions are typically 

under thermodynamic or kinetic control (fig. 3.1). Under thermodynamic control, the 

product distribution depends on the difference in Gibbs free energy of the species 

involved. Under kinetic control, the reaction proceeds towards the free energy minimum 

separated by the lowest free energy activation barrier. Reactions under this control require 

an additional energy input such as light, a chemical reaction, or other sources, which acts 

orthogonally to the target reaction. This allows for movement across the potential energy 

Figure 3.1: Kinetic and thermodynamic control of a general catalized reaction [7]. 
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surface (PES) along reactive pathways that would be inaccessible under typical 

thermodynamic or kinetic control. In other words, a ratchet mechanism harnesses energy 

from a fuel-to-waste reaction (as represented by reaction coordinate 2 in figure 3.2) to 

influence the distribution of products in the target reaction (reaction coordinate 1 in Figure 

3.2). In this case, the energy released by the fuel-to-waste reaction is used to drive the 

target reaction forward. Essentially, the orthogonal reaction (coordinate 2) modulates the 

distribution of products in the target reaction (coordinate 1). In synthetic chemistry, 

examples of reactions leveraging ratchet mechanisms are scarce, but in nature, there are 

many cases that employ this strategy. For instance, ATP synthase (Figure 3.3) utilizes a 

proton gradient as an orthogonal input to synthesize ATP, an otherwise 

thermodynamically and kinetically unfavorable reaction. 

The information ratchets generate directional motion by regulating the relative rates of 

forward and reverse processes based on molecular conformations or co-conformations. 

This phenomenon is known as kinetic gating [2, 6, 7, 26]. In these systems, directional 

motion is achieved through the interplay between stochastic processes (random, 

thermally-driven fluctuations) and energy injection processes (i. e. a chemical reaction). 

The idea is that random motion alone, such as Brownian motion, does not inherently have 

Figure 3.2: Generic example of PES with ratchet mechanism 

[7]. Along reaction coordinate 1, the target reaction is present, 

while along coordinate 2, the orthogonal reaction is present 
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a preferred direction; molecules move randomly in all directions. However, when this 

random motion is coupled with a process that supplies energy to the system, the 

randomness can be biased or rectified, leading to directional movement. In the context of 

an information ratchet, the stochastic process could involve  

the random fluctuations of a molecule between different conformational states (shapes or 

positions of a molecule), or the movement of a molecular component, such as a 

macrocycle on an axle in a rotaxane system [4]. Normally, these fluctuations would have 

no preferred direction. However, by coupling this random movement to an energy supply, 

it influences which molecular states are more likely to occur. This information transfer 

refers to the fact that the energy supply process "transfers" its influence to the stochastic 

process, biasing the random motion and allowing it to become directional. In other words, 

the energy input from the dissipative process guides the stochastic process, ensuring that 

the random fluctuations are rectified into a specific, useful motion, such as moving the 

macrocycle from one station to another on the axle of a rotaxane. The key here is that 

directionality is not purely a result of the input energy directly driving the motion, as in a 

classical motor. Instead, the energy modulates the probabilities of different outcomes (i.e., 

it influences which states the molecule is more likely to adopt after a random fluctuation), 

Figura 3.3: ATP synthase as biological 

molecular ratchet [7]. 
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thus rectifying the random motion into a net forward or backward direction. This is why 

it is referred to as an information ratchet: the system uses the energy input to "process" 

information about the current state of the system and biases the subsequent molecular 

transitions to achieve directional movement. 

The introduction to ratchet mechanisms provides a foundational framework for 

understanding how molecular machines operate by harnessing stochastic processes to 

achieve directional work. This concept becomes particularly relevant when analyzing the 

behavior of synthetic molecular machines, such as rotaxanes, in different solvent 

environments. The [2]rotaxane system developed by S. Borsley and colleagues [8, 10], 

which operates as an information ratchet, exemplifies how the principles of ratcheting 

can be applied to guide molecular motion. In this system, the movement of a macrocycle 

along an axle is driven by a fuel-to-waste reaction and involves precise control over the 

molecular interactions and kinetics of the system. The axle features two fumaramidic 

binding site where the ring can reside, stabilized by hydrogen bonding (fig. 3.4). A key 

feature of this system is a carboxylate group, which catalyzes fuel-to-waste reactions 

critical for ratcheting activity. The fuel-to-waste reaction involves carbodiimides, which 

provide robustness and minimize side reactions unfavorable to the ratchet's activity (fig. 

3.5). The energy released by this reaction drives the ring toward the distal binding site. 

This directional movement is driven by kinetic asymmetry, due exclusively to the position 

of the carboxylate group being unequally distant from the binding sites. 

The solvent environment plays a crucial role in dictating the behavior of molecular 

machines like the Borsleyôs rotaxane, particularly in how it influences the kinetic gating 

and diffusion processes [15, 17, 23, 30]. Each solvent can modulate factors such as 

viscosity, polarity, and hydrogen bonding capabilities, which in turn affect the energy 

landscape and the rates of transition between molecular states. This interaction between 

the molecular machine and its solvent environment directly relates to the principles of 

information ratcheting, where the control over stochastic processes is key to achieving 

directed, progressive motion. For instance, in solvents with higher viscosity, the diffusion 

coefficient decreases, which slows the rate at which the macrocycle can move along the 
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axle. This affects the timescale of the ratcheting process, and the kinetic differences 

between solvent environments could lead to observable changes in the overall efficiency 

and speed of the molecular machine. Additionally, solvents that stabilize or destabilize 

certain conformations of the rotaxane may influence the energy barriers the system 

encounters, thus altering the directionality and success of the fuel-to-waste reaction in 

driving the macrocycle away from equilibrium. 

By studying the rotaxane's behavior in various solvents with different properties, 

researchers can gain insights into how solvent-dependent factors like hydrogen bonding 

interactions (between the macrocycle and axle), polar interactions, and solvation energy 

affect the systemôs ability to act as a molecular motor. This solvent-dependent behavior 

can be directly tied to the broader concept of ratchet mechanisms, where the efficiency of 

rectifying stochastic motion into useful work is dependent not only on the design of the 

molecular machine but also on the external environment it operates in. The ability of the 

Borsleyôs rotaxane to function as an information ratchet relies on its ability to leverage 

the asymmetry in its structure, which can be enhanced or inhibited depending on the 

solvent environment. Understanding these solvent effects is essential for optimizing the 

design and performance of molecular machines based on similar principles. 

To systematically investigate these effects, MD simulations combined with WT-MTD 

were employed. This computational approach allows for the exploration of the 

thermodynamics of the system in the very initial step under equilibrium conditions, in the 

absence of fuel. By simulating the rotaxane in different solvent environments, we aim to 

Figure 3.4: Structure of machine showing dynamic exchange of the macrocycle between the two fumaramide binding 

sites on the axle (proximal station on the left, distal station on the right) [8]  

1:1 
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assess how each solvent influences the free energy landscape and the transition states 

between the binding sites. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.5: The chemomechanical cycle of the machine's operation involves transitions driven by the attachment and 

removal of a transient, hydrolyzable barrier. The bottom structures represent this barrier, which influences the 

machine's motion. The macrocycle's movement is dictated by differences in the rate of barrier attachment or removal 

depending on its position. The light gray arrows highlight reaction pathways that are less probable. Each step in the 

rotaxane-catalyzed reaction (fuel to waste) is shown as reversible to align with the principle of microscopic 

reversibility. However, in practice, the thermodynamic equilibrium between the carbodiimide fuel and the urea waste 

significantly favors the urea formation, driving the macrocycle toward the distal station on the right, resulting in a 

ratcheting motion [8] . 



 

 

CHAPTER 3. COMPUTATIONAL CHARACTERIZATION OF THE RING 

SHUTTLING PROCESS IN AMIDE-BASED [2]ROTAXANES: THE IMPACT OF 

THE SOLVENT 

______________________________________________________________________ 

 

 75   

 

3.3 Materials and methods 
 

3.3.1 Simulation setup 

 

The initial structure was derived from X-ray crystallography data (CCDC deposition 

code: 2191007), which features the macrocycle in a proximal position and a t-butyl ester 

derivative on the carboxylate moiety. After refining the structure, which involved 

removing residual solvent molecules and the t-butyl derivative, the model system was 

parameterized using the Generalized Amber Force Field 2 (GAFF2) [29]. Partial charges 

for the atomistic models were calculated using the RESP method [5], computed at the 

Hartree-Fock (HF) level of theory with the 6-31G basis set, as implemented in 

Gaussian16 [16]. The AmberTools23 package [13] was utilized for system 

parameterization. Solvent parameters were sourced from the virtualchemistry.org 

database [12, 28]. A potassium ion was added to the simulation box to neutralize the 

negative charge of the carboxylate. To prevent artificial electrostatic interactions between 

the ion and the carboxylate, a potential wall was applied around the carboxylate, with a 

radius of 2 nm and a force constant of 2 kcal/mol·Å², which exclusively affected the 

potassium ion. All systems were initially minimized using the steepest-descent algorithm 

and subsequently equilibrated under NPT conditions (constant number of particles, 

pressure, and temperature). Production runs were performed in the NPT ensemble for up 

to 1 ɛs. Temperature and pressure were maintained at 300 K and 1 bar using the v-rescale 

thermostat [11] and the Parrinello-Rahman barostat [24] (tab 3.1). Long-range 

electrostatic interactions were handled using the PME method [14] with a cutoff of 1.2 

nm. Van der Waals interactions were truncated at 1.2 nm. The LINCS algorithm [18] was 

used to constrain all hydrogen-involving bonds, and the leapfrog integrator was used to 

propagate dynamics with a 2 fs time step. All simulations were carried out using 

GROMACS 2022.3 [1], with the system patched using PLUMED version 2.8.1 [25]. 
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3.3.2 WT-MTD parameters 

 

Early simulations revealed that the motion of this rotaxane system is highly complex, 

involving at least three coupled movements: the translational motion of the macrocycle 

along the axis, conformational changes in the macrocycle, and conformational changes in 

the axis itself. This complexity arises primarily from the numerous degrees of freedom 

associated with the pentane linker between the fumaramide stations. Given the 

complexity of the system and the limitations of unbiased molecular dynamics in 

thoroughly sampling the phase space, we employed well-tempered metadynamics to 

compute free energy landscapes. 

To better understand the translational process of the rotaxane, we selected two main 

collective variables (CVs) to accurately represent the reaction coordinate: distance X and 

distance AB. The AB variable measures the distance between two key atoms, Cp (on the 

stopper) and Cd (on the distal station), as shown in fig. 3.6A. Distance X provides the 

relative position of the macrocycle along the axis as a function of the axis extension, using 

the following equation:  

 

 

 

Here, d1 represents the distance between the center of mass (COM) of the four nitrogen 

atoms in the macrocycle and the Cp atom, so Pd1 is its projection along AB distance; 

ABmax (set to 2.7 nm, based on preliminary simulations) is the maximum achieved value 

of distance AB. Additionally, the conformational properties of the macrocycle during the 

simulations were analyzed using the dihedral angle θ, which has been successfully used 

in prior studies [17] to discriminate between significant macrocycle configurations (fig. 

3.6B). 

The metadynamics bias was updated every 500 time steps (equivalent to 1 ps of 

simulation time) with Gaussians of initial height 0.5 kJ/mol and widths of 0.04 nm for X 
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and 0.08 nm for AB, with a bias factor of 20 for all systems. Each system was simulated 

for at least 3 ɛs, with simulations extending up to 11 ɛs in CHCl3 (tab. 3.1), allowing us 

to observe multiple shuttling events between binding stations.This approach allowed for 

an efficient exploration of the free energy landscape, capturing the key dynamics of the 

rotaxane's shuttling process across various solvent environments. 

 

 

 
Table 3.1: Details of molecular systems simulated in this work with the H-bond acceptor ability of each solvent. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Solvent 

H-bond 

acceptor 

ability (ɓ) 

Number 

of atoms 
Box size (nm) 

WT-MTD 

simulation 

time (ɛs) 

DMSO 0.76 17434 5.95 x 5.95 x 5.95 6 

ACN 0.4 10484 5.45 x 5.45 x 5.45 3 

CHCl3 0.1 6069 5.70 x 5.70 x 5.70 11 
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Figure 3.6: A. Structure of the rotaxane and the coarse variables (Pd1, AB) chosen to define the transition coordinate. 

B. Isomerization of the macrocycle. 



 

 

CHAPTER 3. COMPUTATIONAL CHARACTERIZATION OF THE RING 

SHUTTLING PROCESS IN AMIDE-BASED [2]ROTAXANES: THE IMPACT OF 

THE SOLVENT 

______________________________________________________________________ 

 

 79   

 

3.4 Results and discussion 
 

Three solvents with different properties were used in this study: dimethylsulphoxide 

(DMSO), acetonitrile (ACN) and trichloromethane (CHCl3), so that we could assess how 

solvent properties influence the dynamics of rotaxane. The properties of these solvents 

are highlighted in table 3.1. Given that the behavior of the rotaxane is heavily influenced 

by the hydrogen bonds formed between the macrocycle and the binding sites, we selected 

solvents with varying ɓ parameters (indicating their hydrogen-bond acceptor ability) [20] 

for comparison: chloroform (CHCl , ɓ = 0.10), acetonitrile (ACN, ɓ = 0.40), and dimethyl 

sulfoxide (DMSO, ɓ = 0.76). Since ACN, and especially DMSO, have a significant 

hydrogen-bond acceptor capacity, they may interact locally with the axle by forming 

hydrogen bonds, thereby competing with the macrocycleôs binding interactions. 

Conversely, CHCl  is relatively "inert" in this context, as his lower ɓ value suggest 

minimal interaction with the axle, and their contribution to the shuttling dynamics is 

primarily due to residual solvophobic effects.  

For clarity and ease of understanding, all representative structures discussed in the 

following section are provided in the Supplementary figures and tables section, as well 

as the table (tab. S3.1) of energy value related the aforementioned structures. This allows 

for a more comprehensive visualization of the molecular configurations referenced in the 

analysis. 
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3.4.1 Dimethylsulphoxide 

 

As can be seen in fig 3.7A, in dimethylsulphoxide, rotaxane has two main minima, A1 

and A3, at an X value of about 0.6 and 2.0 nm respectively, where the ring resides on the 

two fumaramide stations. The two structures have approximately the same energy, where 

the extention of the axis AB is about 1.9 nm. In the distal station, the macrocycle interacts 

directly with the carboxylate, which, due to a twist in the aliphatic chain, binds via 

hydrogen bond to an amine of the distal fumaramide, bridging the interaction with the 

macrocycle. Thus, two amines of the ring interact with the carboxylate, while the other 

two anchor the ring in this position by binding the closest fumaramidic carbonyl to the 

center of the axle. In both minima the ring is mainly stabilised in the boat configuration, 

transiently exploring the chair one (fig. 3.7A). The ring oscillates between these two 

configurations, passing over the carboxylate with which it forms transient hydrogen 

bonds: this configuration (A2) is less stable than those on the binding stations of about 

2.5 kcal/mol. As it passes through the aliphatic chain, the ring also explores metastable 

'chair' configurations, maximising the apolar interactions between the axis and phenylene 

moiety of the ring and the extension of the aliphatic chain itself. When the macrocycle is 

at the distal station, the axis can occur in a metastable U-shape fold (AB = 1.2 nm), where 

the carboxylate moiety points toward the bulk (A3a). In this conformation, the rotaxane 

is destabilized by 1.6 kcal/mol respect to the absolute minimum.  

Interestingly, as the macrocycle transitions between A1 and A3, solvophobic interactions 

between the ring and the axle play a significant role, encouraging closer contacts between 

these two components. At the same time, interactions with DMSO favors a more extended 

conformation of the axle. This balance between solvophobic effects (driving the 

interaction between the ring and axle) and solvent-mediated stabilization leads to a more 

stretched configuration of the axle at the binding stations, where hydrogen bonds further 

stabilize the macrocycle's position. 

At the binding stations, the macrocycle forms an average of 2-4 hydrogen bonds with the 

axle, depending on the extent of hydrogen bonding between the macrocycle, the axle, and 
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DMSO (fig. 3.7B). This dynamic equilibrium results in no clear preference for either 

binding station.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 3.7: A. Free energy landscape of the ring position as a function of the axis extension (left) and ring conformation 

(right). The metastable states in the left plot are highlighted, as well as the path connecting the two binding stations. 

The reaction path was computed using the Nudged Elastic Band (NEB) algorithm [3] , which identifies the minimum 

energy path between the proximal and distal binding stations, providing insight into the transition states and energy 

barriers encountered during the shuttling process of the macrocycle. B. Free energy landscape of the ring position as 

a function of the average number of H-bond between ring and axis (left), ring and solvent (middle), axis and solvent 

(right). 
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3.4.2 Acetonitrile 

 

The metastable states of rotaxane along the reaction pathway connecting the two binding 

sites in acetonitrile are similar to those in DMSO due to the polarities of the two solvents, 

as reflected by the two-dimensional free energy landscape. The system in this solvent 

exhibits similar behaviour to that in a solvent with a more pronounced polarity such as 

DMSO, except for a small destabilisation near the transition state. The minima associated 

with representative spatial configurations of the system in acetonitrile are highlighted in 

fig. 3.8A. The B1, B2, and B2a structures in ACN are directly analogous to A1, A3, and 

A3a in DMSO. However, in ACN, the macrocycle exhibits a metastable proximal 

position with a contracted axle configuration (B1a). Overall, the energy difference 

between the extended and contracted axle conformations is smaller in ACN, a less polar 

solvent compared to DMSO. The free energy difference between these conformations in 

ACN is approximately 1.0 kcal/mol, reflecting the reduced impact of solvent polarity on 

the stability of the extended structure. 

With regard to the ring conformation, the chair structure is destabilised, with the boat 

structure preponderant at both stations and, in general, along the entire axis (fig. 3.8B). 

The solvophobic interactions are less preponderant during shuttling, making the free 

energy trend of the path steeper close to the aliphatic chain than in DMSO, accompanied 

by a slight contraction of the axis and a reduction of H-bond interaction between axle and 

solvent. As a result, the overall energy landscape in ACN supports a dynamic system 

where both hydrogen bonding and solvophobic interactions influence the rotaxaneôs 

behavior, albeit with a reduced impact compared to more polar solvents like DMSO. 
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Figure 3.8: A. Free energy landscape of the ring position as a function of the axis extension (left) and ring conformation 

(right). The metastable states in the left plot are highlighted, as well as the path connecting the two binding stations. 

The reaction path was computed using the Nudged Elastic Band (NEB) algorithm [3], which identifies the minimum 

energy path between the proximal and distal binding stations, providing insight into the transition states and energy 

barriers encountered during the shuttling process of the macrocycle. B. Free energy landscape of the ring position as 

a function of the average number of H-bond between ring and axis (left), ring and solvent (middle), axis and solvent 

(right). 
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3.4.3 Trichloromethane 

 

As can be seen in fig. 3.9, in trichloromethane, the behaviour of rotaxane differs 

significantly in several aspects from the other two polar solvents. Although the 

configurations for the proximal and distal stations (C1 and C3) are similar to those in the 

other solvents, the free energy between the two is about 2.2 kcal/mol. This notable 

difference is largely due to the more significant role of hydrogen bonding in the less polar 

environment of chloroform. In this solvent, the system tends to maximize hydrogen 

bonding interactions, as chloroform does not effectively compete for hydrogen bonds 

with the macrocycle or the axle. At the distal station, the macrocycle forms up to 4 stable 

hydrogen bonds, 2 of which are with the carboxylate group. The carboxylate is further 

stabilized by an additional hydrogen bond with the amine of the distal fumaramide. This 

results in a higher stabilization of the distal position compared to the proximal one. The 

lack of a polar solvent to mediate compensatory hydrogen bonds between the macrocycle 

and the axle forces the system to maximize its internal hydrogen bonding network. This 

contributes to the stronger stabilization of the distal station, where the macrocycle 

interacts more robustly with both the carboxylate and the axle, in contrast to the more 

competitive environment found in polar solvents like DMSO or ACN. In chloroform, 

without the interference of solvent-mediated interactions, these hydrogen bonds are not 

transient but remain well-defined, reinforcing the stability of the macrocycle at the distal 

station (fig. 3.9). 

The pathway connecting the C1 and C3 minima in chloroform presents significant 

differences compared to that in more polar solvents, indicating an alternative shuttling 

mechanism that is primarily driven by hydrogen bonds. In particular, the increased 

tendency of the axle to adopt a contracted conformation (fig. 3.9A) is observed throughout 

the transition pathway, resulting in the formation of at least three metastable states: C2, 

C3a, and C3b. The C2 state, located near the transition state, involves the macrocycle 

positioned between the proximal station and the carboxylate. This configuration is less 

stable than C1 by approximately 1 kcal/mol, likely due to entropic constraints that restrict 

both the axle and the macrocycle to specific spatial conformations. During the transition 
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from C2 to C3 (the distal station with an extended axle), the macrocycle initially forms 

three hydrogen bonds at C2 (compared to the two observed in other solvents) reflecting 

the impact of the apolar chloroform environment on hydrogen bonding. As the 

macrocycle progresses through the transition, it adopts structures with a contracted axle, 

increasing the number of hydrogen bonds to up to four, as shown in the H-bond 

distribution (fig. 3.9). At the distal station, however, the macrocycle can explore 

configurations with fewer hydrogen bonds between the ring and the axle. In these 

contracted structures, stabilization arises not only from the solvent's low hydrogen 

bonding capability but also from hydrogen bonds between the macrocycle and the 

proximal fumaramide. A rotation of one of the amide groups of the macrocycle bridges 

the two stations, stabilizing the contracted form, where the carboxylate is no longer bound 

to the macrocycle but is instead exposed to the solvent. Interestingly, despite the average 

formation of only about 2.5 hydrogen bonds between the macrocycle and the axle in this 

contracted configuration, the energy is comparable to that of the extended structure, 

which forms four hydrogen bonds directly with the carboxylate. This suggests a potential 

entropic compensation mechanism, where the reduction in hydrogen bond numbers is 

offset by greater conformational freedom in the system. The balance between enthalpic 

and entropic contributions may therefore play a critical role in the stability of the 

contracted conformations in chloroform. Finally, the unfolding of the axis itself allows 

the system to reach the C3 minimum, with the carboxylate then able to form stable 

interactions with the axis and macrocycle. A further conformational analysis reveals that 

the macrocycle undergoes a boat-chair interconversion several times, as shown in fig. 3.9: 

when the axis folds the ring tends to assume a chair-like conformation in the C3a and C3b 

minima, while in the cases of the C1a, C1b, C1c minima the ring is forced into more 

'distorted' configurations (θ = 50°), compensated by a slight increase in the average H-

bond number that makes these minima energetically similar to C1. In summary, the 

transition from one station to the other involves a large axis folding, which, in an apolar 

solvent, makes the shuttling pathway different from that seen in more polar solvents such 

as DMSO and ACN, aimed at maximising the hydrogen bonds between axis and ring.   
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Figure 3.9: Free energy landscape of the ring position as a function of the axis extension (upper left), ring conformation 

(upper right), and average number of H-bond between ring and axis (bottom). The metastable states in the upper left 

plot are highlighted, as well as the path connecting the two binding stations. The reaction path was computed using 

the Nudged Elastic Band (NEB) algorithm [3], which identifies the minimum energy path between the proximal and 

distal binding stations, providing insight into the transition states and energy barriers encountered during the shuttling 

process of the macrocycle. 
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3.4.4 Effects on the shuttling mechanism  

 

The behaviour of the rotaxane in DMSO, ACN, and CHCl3 highlights the profound 

impact of solvent properties on the shuttling mechanism. The lubricant effect of the 

solvent is particularly notable in DMSO and ACN, where the high polarity reduces the 

contribution of hydrogen bonds between the ring and the chain, effectively lowering the 

free-energy barrier for translocation (fig. 3.10A). This effect is especially pronounced in 

DMSO, which, due to its strong hydrogen bonding capacity, weakens the macrocycle-

axle interactions and facilitates faster shuttling. In CHCl3, however, the lower polarity 

increases the strength of these hydrogen bonds, resulting in a higher energy barrier and 

slower shuttling. This can be seen in the steeper energy profile for CHCl3 (Fig. 3.10A), 

where the solvent's inability to efficiently weaken hydrogen bonds leads to a more 

constrained pathway for the macrocycle. The flexibility of the axle and the corresponding 

conformational changes in the macrocycle play a crucial role in shaping the energy 

landscape. In both DMSO and ACN, the axle is less flexible and more extended, which 

allows the macrocycle to follow a relatively straightforward pathway between the 

proximal and distal stations. The macrocycle predominantly adopts boat and chair 

conformations along this path (Fig. 3.10C), and the weaker hydrogen bonding in these 

solvents results in a moderate free-energy barrier. In contrast, CHCl3 introduces greater 

flexibility to both the axle and the macrocycle. In fig. 3.10B, the trend clearly 

demonstrates a progressive increase in the stability of the contracted conformation 

relative to the extended form as solvent polarity decreases. This is evident in the free 

energy difference between the two conformations, which, when integrated over the entire 

simulation, decreases from 1.5 kcal/mol in DMSO to 0.5 kcal/mol in CHCl3. This 

observation highlights the influence of solvent polarity on the relative stability of the 

contracted and extended forms, with less polar solvents favoring the contracted state. This 

increased flexibility alters the shuttling pathway, forcing the rotaxane to pass through 

transition states where it becomes constrained in entropically unfavourable 

conformations. These constraints, along with stronger hydrogen bonding interactions, 

raise the activation energy, particularly near the distal station, where the macrocycle faces 
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more significant interactions to transition along the axle. Consequently, the more complex 

energy profile in CHCl3 reflects the difficulty of overcoming these additional barriers 

compared to the smoother paths in DMSO and ACN. Regarding the equilibrium between 

the two stations, both DMSO and ACN display a relatively similar energy landscape, with 

comparable stability at the proximal and distal stations, reflecting the experimental data 

[10]. In contrast, in CHCl3, the distal station becomes significantly more stable, as the 

macrocycle forms stronger interactions with the chain in this position. This difference in 

stability suggests that in CHCl3, the system is biased toward maintaining the macrocycle 

in the distal station, potentially affecting the overall efficiency of the rotaxaneôs catalytic 

cycle. Such stabilization of the distal station could slow down catalytic cycles that depend 

on efficient shuttling between stations.  

The carboxylate group plays a crucial role in stabilizing the macrocycle, especially in 

CHCl3. In this non-polar solvent, the carboxylate forms an average of 1.5 additional 

hydrogen bonds at the distal station compared to the proximal one (fig. 3.11A-B). This 

stronger interaction stabilizes the distal position in CHCl3 much more than in DMSO or 

ACN, where only 0.5 additional hydrogen bonds are formed in the distal state. The 

negative charge of the carboxylate is effectively shielded in CHCl3, which enhances its 

interaction with the macrocycle, whereas in more polar solvents like DMSO and ACN, 

this effect is less pronounced due to better solvation of the charged species. 
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Figure 3.10: A. Free energy related to the ring path (inset), discretized with 100 bin to allow a comparization 

between solvents. B. Free energy related to the axis flexibility, integrating out the other variables. C. Free energy 

related to the ring conformation, integrating out the other variables.  
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Figure 3.11: A. Boxplot on the average number of H-bonds in each solvent between the carboxilate moiety and the 

macrocycle when it resides in the proximal or distal station. B. Boxplot on the average number of H-bonds in each 

solvent between the carboxylate moiety and the distal fumaramide  when the macrocycle resides in the proximal or 

distal station. 
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3.5 Conclusions 
 

Ratchet mechanisms are emerging as a central concept in chemistry, providing insights 

into molecular processes that could drive significant advancements in fields such as 

biotechnology, pharmaceuticals, and materials science. These systems, capable of 

performing work under non-equilibrium conditions, offer an alternative to traditional 

thermodynamic or kinetic constraints, opening the door to novel applications. However, 

a deeper understanding of their molecular dynamics, including the role of diffusion and 

reactive pathways on the free energy surface, is required to fully harness their potential. 

In this study, computational simulations of a [2]rotaxane system have provided valuable 

insights into the intrinsic energy barriers and binding affinities that define its behavior at 

equilibrium, without external energy inputs. This equilibrium state serves as a foundation 

for understanding how the system responds to the introduction of fuel and for identifying 

key factors that may either facilitate or hinder the ratchetôs performance. 

One of the key findings of this investigation is the significant role that solvent plays in 

determining the shuttling mechanism of the macrocycle along the axle. In DMSO and 

ACN, the polar nature and hydrogen bonding capabilities of the solvents act as molecular 

lubricants, reducing the energy barriers and promoting faster transitions between the 

binding stations. The higher polarity of these solvents weakens the hydrogen bonds 

between the macrocycle and the fumaramide groups, facilitating smoother movement 

along the axle. In contrast, CHCl3, a less polar solvent, stabilizes the distal station 

significantly. This stabilization results in a higher free-energy barrier for the macrocycleôs 

translocation and slows down the shuttling process. The carboxylate group, in particular, 

plays a crucial role in this stabilization by forming stronger hydrogen bonds with the 

macrocycle in the distal station, a phenomenon that is more pronounced in CHCl3 due to 

its reduced polarity. This shift in equilibrium towards the distal station in CHCl3 has 

several important implications. First, it indicates that the macrocycle may spend more 

time in the distal station, which could negatively impact the efficiency of the ratchet 

mechanism by increasing the energy required to dislodge the macrocycle and restart the 
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cycle. The slower shuttling process in CHCl3, caused by the more stabilized distal station, 

suggests that this solvent may not be ideal for applications where fast, efficient cycling is 

essential. Moreover, the kinetic asymmetry created by the stronger stabilization of the 

distal station could lead to a scenario where the fuel input is used less efficiently, as more 

energy is required to drive the macrocycle back toward the proximal station, potentially 

reducing the overall performance of the molecular machine. 

Beyond this specific system, the results from this study offer important insights for the 

design of molecular machines that operate in different solvent environments. In systems 

like ATPase in biological contexts, the solvent environment is critical in modulating 

interactions between the moving components. Similar principles can be applied to 

abiological machines, where solvent selection can be used to finely tune the balance 

between hydrogen bonding and hydrophobic interactions. By optimizing the solvent 

environment, it may be possible to control the speed, directionality, and efficiency of 

molecular machines, making them more suitable for a wide range of technological 

applications. Future work should focus on further exploration of different solvent 

environments, particularly those that act as hydrogen bond donors. These solvents may 

provide additional stabilization to the transition states, further reducing the energy 

barriers and enhancing the efficiency of the shuttling mechanism. Additionally, more 

detailed investigations into other steps of the catalytic cycle, such as the fuel-to-waste 

conversion reactions, could be carried out using QM/MM calculations. This would allow 

for a deeper understanding of the interplay between the macrocycleôs movement and the 

chemical reactions driving the rotaxaneôs function, providing a more comprehensive view 

of how to optimize these systems for specific applications, with potential implications 

across biotechnology, materials science, and nanotechnology. 
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Supplementary figures and tables 
 
 

 

 

 

 

 

 

 

 

 
Table S3.1: Energetic values of minima in each solvent esxpressed in kcal/mol. Nomenclature used for minima reflects 

the same used in the main text.  

 

 

 

 

 

 

 

 

 DMSO ACN CHCl3 

1 0.523 0.328 2.223 

2 2.427 - 3.225 

3 0 0 0 

1a - 1.176 2.819 

1b - - 2.567 

1c - - 2.863 

3a 1.632 1.018 0.59 

3b - - 0.691 
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Figure S3.1: Structural representation of rotaxaneôs minima in DMSO solvent. 
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Figure S3.2: Structural representation of rotaxaneôs minima in ACN solvent. 
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Figure S3.3: Structural representation of rotaxaneôs minima in CHCl3 solvent. 
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4.1 Abstract 
 

Fluc channels exhibit a remarkable selectivity for fluoride ions (F ), a unique feature 

among anion channels that ensures efficient fluoride transport while excluding other more 

abundant anions like chloride. This property is crucial for maintaining membrane 

potential and cellular homeostasis in microorganisms exposed to fluoride-rich 

environments. Despite recent advances in elucidating the structural and functional aspects 

of these channels, key details of the permeation mechanism remain unresolved, 

particularly concerning the roles of specific residues in modulating ion coordination and 

channel gating. 

This study focuses on Fluc-Ec2, a bacterial fluoride channel characterized by its dual-

pore architecture with two antiparallel pores. Unlike other bacterial Fluc channels, Fluc-

Ec2 contains a unique and non-conserved histidine residue, His106, which is crucial for 

its function. This histidine is hypothesized to coordinate the fluoride ion near a highly 

conserved glutamate residue (Glu86) at the Sout binding site, a key region at the entrance 

of one of the pores. The presence of this histidine sets Fluc-Ec2 apart from other Fluc 

channels that lack a similar functional requirement, making it an intriguing subject for 

investigation. The roles of His106 and Glu86 in coordinating fluoride at Sout remain a 

central topic of scientific debate. Previous studies have proposed conflicting models 

regarding the necessity of their protonation states and their contribution to fluoride 

binding and permeation. Positioned adjacent to this site, Loop 1 seems to play a role in 

poreôs function, as observed in other Flucs, likely by acting as a flexible gate that can 

modulate access to the fluoride-binding site at Sout. However, the exact role and dynamics 

of Loop 1 remain unclear. 

In this study, we employed MD simulations to investigate the influence of the protonation 

states of  Glu86 and His106 on the conformational flexibility and ion coordination at the 

Sout binding site of Fluc-Ec2. Six systems were modeled to capture different protonation 

configurations of these residues, both in the presence and absence of F  at the Sout site. 

Our findings demonstrate that the protonation state of His106 is critical in modulating the 
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stability and dynamics of Loop 1, which, in turn, influences the channelôs ability to 

accommodate and stabilize fluoride ions. Protonation of His106 enhanced Loop 1 

flexibility and solvation, leading to greater pore openness and improved fluoride 

retention, especially when Glu86 was also protonated. In this state, the presence of 

charged species disrupted hydrophobic interactions at the pore entrance, further widening 

the pore and increasing solvation. In non-protonated states, or when only Glu86 was 

protonated, fluoride stability was reduced, highlighting the importance of electrostatic 

interactions for effective ion coordination.  

These results highlight the complex interplay between protonation states and electrostatic 

effects in regulating channel behavior, adding new pieces to the mechanistic puzzle of 

selective fluoride transport in Fluc-Ec2 and paves the way for future researches, with 

broader implications for mitigating fluoride toxicity and developing anion-selective 

transport systems. 
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4.2 Introduction 
 

Fluoride is a ubiquitous environmental xenobiotic found at base concentrations of 20ï

100 mM in nature [24]. While fluoride is beneficial at low concentrations, at higher levels, 

it becomes toxic by inhibiting key phosphoryl-transfer enzymes involved in energy 

metabolism and nucleic acid synthesis [8, 9]. Many organisms have evolved defense 

mechanisms to mitigate fluoride toxicity, primarily through two distinct efflux systems: 

F /H  antiporters of the CLCF family [21] and the Fluc family of fluoride ion channels 

[7]. These systems help reduce the intracellular accumulation of fluoride and ensure 

cellular survival in fluoride-rich environments. Fluoride channels (Flucs) are membrane 

proteins present in all classes of life except higher animals. They expel fluoride from the 

bacterial cytoplasm, thus protecting microorganisms from the toxic effects of this anion 

on a broad range of metabolic processes [12]. These small, homodimeric ion channels are 

remarkable proteins because of their unusual ódual-topologyô architecture and their 

extreme substrate selectivity [10].  

Flucs consist of two homodimeric subunits (each with 120ï130 residues, arranged in 4 

transmembrane helices) that assemble antiparallel with respect to each other, yielding a 

double-barreled pair of pores related by twofold symmetry. The Fluc protein possesses 

two deep, aqueous vestibules with an electropositive character due to an absolutely 

conserved arginine sidechain and a deeply buried sodium ion at the center of the protein 

[11, 23]. Based on X-ray crystallographic data from Escherichia coli and Bordetella 

pertussis Flucs (Fluc-Ec2 and Fluc-Bpe, respectively), it has been proposed that (i) the 

Fluc permeation pathway contains four main fluoride binding sites (Sint, Scen, Sext and Sout) 

and (ii) fluoride conduction involves a multi-ion permeation mechanism, in which  

fluoride binding in one site pushes its neighbor anion into the next site [10]. Recent NMR 

data, in combination with classical molecular dynamics simulations [26], provided further 

evidence for such a loosely coupled knock-on mechanism. Nonetheless, some details of 

the proposed fluoride conduction mechanism still need further validation, given the 

limitations of X-ray crystallography to distinguish between the isoelectronic fluoride and 
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water, as well as to assign protonation states. In particular, the Sout binding site contains 

a glutamate residue (Glu86 in Fluc-Ec2, see fig. 4.1) that is extremely well-conserved 

among fluoride channels [12].  

Crystal structures (e. g. pdb id: 6BX4) have shown that Glu86 is in close contact with the 

putative fluoride ion occupying Sout (distance ~2.6 Å), which seems to be at odds with the 

carboxylate and the halide anion both carrying a negative charge. Hence, the protonation 

state of Glu86 has been investigated using both experiments and computation. On one 

hand,  electrophysiology experiments suggested that Glu86 does not change protonation 

state between pH 7 and 8.7, i.e, the pH range at which the channel is conductive [10]. On 

the other, a recent computational study [25] predicted a pKa for Glu86 of 3.8; the 

subsequent classical MD simulations showed that such a negatively charged glutamate 

does not maintain the close contact with Fï. Two possible explanations have been put 

forward to explain this apparent discrepancy. The Stockbridge lab [10] proposed that the 

electrostatic conflict between the negatively charged Glu86 and Fï could be resolved if 

Glu86 swings out into the solution. Such side chain rotation would then allow the fluoride 

ion at Sout to exit the channel, after which Glu86 could swing back inside Sout. However, 

such conformational change of Glu86 has not been observed in the X-ray structures of 

Flucs, most likely because they have been solved in the presence of monobodies plugging 

the permeation pores and thus restricting Glu86 flexibility. Instead, the Voth lab [25] 

suggested that either Glu86 or the permeating Fï ion could (transiently) protonate, so that 

they could be in close contact (i.e. hydrogen bonded) at the Sout position. However, the 

MD simulations of the Voth lab were performed at the force field level and thus the 

protonation state of glutamate and fluoride were fixed, in particular to their negatively 

charged state, precluding the investigation of such hydrogen bond. Moreover, this state 

was reached with fluoride far from Sout. During the determination of the pKa values, 

fluoride remained near the Scen site, approximately 1 nm away from the Sout site. At this 

distance, the electrostatic and van der Waals interactions between the residues and the 

fluoride ion would be minimal. Therefore, it is unreasonable to exclude additional 

protonation events, potentially involving Glu86, with a closer fluoride. Stated that, 
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discerning between the two aforementioned hypotheses requires further study of the 

conformational preferences of Glu86, as well as the protonation state of Glu86 and Fï. 

Besides Glu86, Fluc-Ec2 contains another titratable residue in the Sout site, His106 (fig. 

4.1), located at ~6 Å from Glu86. Site-directed mutagenesis experiments have shown that 

His106 mutations, even to H-bond substitutes such as Asn and Ser, are not tolerated and 

abolish channel activity [5]. A previous computational study [25] showed that, when 

His106 is in its protonated state, it mediates ion-pairing with Fï, thus seemingly 

explaining the His106 irreplaceability in Fluc-Ec2. However, His106 is suprisingly not 

strictly conserved across the Fluc family, e.g. being replaced by a non-titratable Ser in 

Fluc-Bpe. Such variability across Flucs suggests that either no titration of His106 is 

needed for Fï binding to Sout in Fluc-Ec2 or that the binding determinants of the Sout  site 

can differ across the Fluc family. Therefore, the protonation state of His106 also requires 

further investigation due to the lack of definitive experimental evidence, together with 

the aforementioned Glu86 and fluoride. Several important questions persist, including 

whether there is electrostatic coupling between Glu86 and His106 that could modulate 

their pKa values, potentially leading to transient configurations that alter the channelôs 

gating state at physiological pH. Additionally, it is unclear how the proximity of fluoride 

may influence the acid-base properties of these residues, possibly establishing a specific 

equilibrium between their protonation states within the ternary system of fluoride, Glu86, 

and His106. Moreover, the structural dynamics of Loop 1, which is positioned adjacent 

to the Sout site, may play a significant role in channel conductivity [26]. 

This study is focused on addressing these complexities through MD simulations, aiming 

to evaluate the behavior of the channel in various configurations related to the protonation 

states of Glu86 and His106, both in the presence and absence of fluoride at the Sout binding 

site. By investigating these configurations, the work seeks to provide key insights into the 

influence of protonation states on channel behavior, potentially offering experimentally 

relevant parameters. The findings could help define conformational states that represent 

early stages of fluoride permeation or reflect the channel's resting state, thus contributing 

to a deeper understanding of the mechanisms driving selective fluoride transport through 

one of the channel's two pores. 
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Figure 4.1: 3D representation of the Sout site of Fluc-Ec2, based on the crystal structure with pdb code 6BX4. 

Protein residues are shown as sticks, whereas the putative fluoride anion and two water molecules are displayed 

as green and red spheres, respectively. Hydrogen atoms are not shown for the sake of clarity. 
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4.3 Materials and methods 
 

The wild-type Fluc-Ec2 protein (pdb id: 6BX4) [23] was selected as the starting 

configuration due to the presence of fluoride ions occupying both the Scen and Sout sites 

in each pore. At the time of writing, no crystal structure is available with fluoride ions 

exclusively occupying the Sout site, necessitating the use of this configuration for the 

present study. Monobodies used for co-crystallization were removed and the putative 

fluoride electron densities in Scen was filled with a water molecule, retaining only the ion 

in Sout (one per pore). In order to emulate the system in its resting state, even the fluoride 

in Sout was substituted with water. 

The protein was embedded in a 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine 

(POPC) lipid bilayer solvated with TIP3P water and neutralized with Cl- counterions (fig. 

4.2). The Cl- counterions were kept away from the centre of mass of the protein by about 

4 nm (2 nm from the Sout site) by means of a potential wall with a force constant of 1 

kcal/mol·Å², thus avoiding potential interference of the counterions on the behaviour of 

the channel and the fluoride-protein interaction. All titratable protein residues were 

modeled in the protonation state predicted by the Propka program at pH 7 [13, 18], except 

for residues Glu86 and His106. For these two residues, we built six independent systems 

using different protonation states, each with and without Fï in Sout (fig. 4.3):  

1) NN(D) : no extra protons, with only the nitrogen ND1 protonated on His (Gluï/Hisŭ);  

2) NN(E) : no extra protons, with only the nitrogen NE2 protonated on His (Gluï/HisŮ); 

3) NP : double protonated His (Gluï/His+);   

4) PN(D) : protonated Glu, with only the nitrogen ND1 protonated on His (Glu/Hisŭ); 

5) PN(E) : protonated Glu, with only the nitrogen NE2 protonated on His (Glu/HisŮ); 

6) PP : protonated Glu, double protonated His (Glu/His+).   

In order to keep the interactions between the protein and fluoride stable and to observe 

the behaviour of the binding site in the presence of the ion, further simulations were 

conducted on systems with F in Sout, where a mild restraint (force constant: 2 kcal/mol 

·Å²) was applied to the initial position of the fluoride in both pores throughout the entire 
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trajectory. Three simulations for each system (18 in total, 6 with fluoride, 6 with 

restrained fluoride and 6 with water in Sout), each 500 ns long (1.5 ɛs / system) after 10 

ns equilibration, were run with GROMACS 2021.5 [1] using the CHARMM36 force field 

for protein and lipids [2, 6] and the TIP3P model for water [4]. Parameters for fluoride 

were taken from reference [16]. The same setup was used in an other recent work [26]. 

At the end of the simulations, the trajectories for each system were concatenated and the 

properties of the two subunits were considered cumulatively: this was done because the 

ability of the individual pores to work independently of each other was taken into account 

[5], as well as the fact that the Sout sites in the two pores are arranged anti-symmetrically 

in the channel (each faces a different side of the membrane) and are approximately 2 nm 

apart. The density and clustering analyses of the structures obtained were conducted with 

GROMACS 2021.5, while the application of restraints during the simulations and the 

remaining analyses discussed below were conducted with PLUMED version 2.8.1 [14].  

 

 

 

 

 

Figure 4.2: Fluc channel, with the two antiparallel monomers in 

blue and red, embedded in a lipid bilayer (cyan surface) and 

solvated with water and chloride counterions (cyan spheres). The 

sodium ion (yellow sphere), located between the two subunits, 

stabilizes the dimer and contributes to the electropositivite 

character to the two permeation pores [11]. 
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Figure 4.3: Schematic representation of model systems produced from the crystallographic structure. 
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4.4 Results and discussion 
 

This section provides a detailed comparison of the various protonation states of Fluc-Ec2 

under different conditions, focusing on key structural and dynamic features across 

simulations. Systems were analyzed both in the presence and absence of fluoride ions at 

the Sout site, highlighting critical structural fluctuations, such as pore opening, Loop 1 

movements, and fluoride retention. To ensure a fair comparison, systems where fluoride 

binding was not stable were excluded from the analysis. Specifically, the PNs systems 

expelled fluoride early in both unbiased and restrained simulations, leading to their 

exclusion from further fluoride analyses. For the remaining systems, a restraint was 

necessary to retain F  at Sout for at least 30% of the overall trajectory, except for the PP 

system, where fluoride remained stable without external bias, exhibiting similar behavior 

under restrained conditions. For the assessment of fluoride stability at Sout, a cutoff 

distance of 0.6 nm between His106 and F  was applied. Consequently, subsequent 

analyses included all systems in water and NN(D), NN(E), NP with restraint on fluoride, 

and PP unbiased in the presence of F . The analysis of the results begins with a thorough 

inspection of the Sout site in each investigated system, followed by a broader examination 

to identify common and contrasting aspects among the systems and ultimately discussing 

their implications. Detailed plot on relevant interactions and features for each system 

investigated can be found in the Supplementary figures and tables section of this chapter. 
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4.4.1 Structural features by each system  

 

NN(E) and NN(D) in Water. Both NN(E) and NN(D) in water displayed structural 

behavior closely resembling the crystal structure, maintaining low RMSD values (fig. 

4.2B). In both cases, Glu86 oscillated between pointing towards Sout and towards the bulk 

solution, without forming strong interactions with nearby residues. In NN(E), Loop 1 

predominantly remained in a closed conformation, similar to the crystal structure, which 

resulted in low solvation of the Sout site. However, in NN(D), Loop 1 explored not only 

closed but also partially open conformations. This difference is likely due to the 

electrostatic influence of the negatively charged, non-protonated Glu86, which resides 

within less than 1 nm of the three hydrophobic residues (Leu33, Leu38, and Val103). This 

proximity could destabilize their hydrophobic interactions, leading to a slight opening of 

Loop 1. As a result, this partial opening in NN(D) allowed for more significant water 

ingress, enabling the complete solvation of Glu86's carboxyl moiety. Additionally, the 

main distinction between NN(E) and NN(D) was the interaction involving His106: in 

NN(D), the hydrogen on the ND1 atom of His106 interacted with the carbonyl oxygen of 

the Ser102 backbone, whereas in NN(E), no such interaction was observed. Despite these 

subtle differences, both systems generally exhibited a relatively rigid configuration, 

although NN(D) showed a greater tendency towards major loop flexibility. 

NN(E) and NN(D) with Fluoride in Sout. When fluoride was restrained in the Sout site, 

both NN(E) and NN(D) systems remained structurally similar to the crystal, with some 

notable changes: in NN(E) system, Glu86 predominantly pointed toward the bulk, and 

fluoride was stabilized by His106 through an interaction with the hydrogen on NE2 atom. 

The fluoride ion remained hydrated, completing a coordination shell of six water 

molecules. Loop 1 opened slightly compared to the water-only simulation, with Leu33 

losing hydrophobic contacts with Leu38 and Val103, thereby allowing greater water 

entry. On the other hand, in NN(D), similarly to NN(E), the ND1 atom of His106 

coordinated the fluoride ion, while Glu86 oscillated between different positions. Loop 1 

opened, and the fluoride ion remained solvated, contributing to an increase in water 
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entering the site. As in the NN(E) system, the disruption of hydrophobic contacts among 

Leu33, Leu38, and Val103 facilitated this opening. 

NP in Water. The NP system, which had protonated His106 and deprotonated Glu86, 

showed significant structural divergence from the crystal structure, with an higher RMSD 

(fig. 4.4B). Loop 1 was notably more open, leading to increased solvation of the vestibule, 

including water molecules reaching as deep as Asn41. This was accompanied by the loss 

of hydrophobic contacts between Leu33, Leu38, and Val103, facilitating a wide pore 

opening. An electrostatic interaction between protonated His106 and Glu86 contributed 

to the movement of Glu86 away from Thr37, further diverging from the crystal 

configuration. 

NP with Fluoride in Sout. With fluoride restrained in Sout, the NP system exhibited two 

distinct configurations: 

1. Fluoride coordinated by His106 and Ser102: in this configuration, Glu86 pointed 

inward, interacting with Thr37, which resulted in a relatively closed Loop 1 

conformation. 

2. Fluoride coordinated by His106 and Asn41: in this alternate configuration, Glu86 

formed an electrostatic interaction with His106, leading to a much more open 

Loop 1 and increased pore solvation. As in the water simulation, the hydrophobic 

contacts between Leu33, Leu38, and Val103 were lost, allowing substantial water 

ingress. 

PN(E) and PN(D) in Water. Both PN(E) and PN(D) systems closely resembled the 

crystal structure, with low RMSD values (fig. 4.4B). In both cases, Glu86 remained inside 

the pore, in close vicinity of Thr37, maintaining a closed Loop 1 and resulting in low 

solvation of the Sout site. His106 in PN(D) adopted a conformation where hydrogen on 

ND1 interacted with the backbone carbonyl of Ser102, while NE2 pointed outward, 

differing slightly from the crystal structure. 

PP in Water. The PP system, which had both Glu86 and His106 protonated, behaved 

similarly to the crystal structure, with the exception of Loop 1, which alternated between 

closed and open states. In its closed state, Glu86 was positioned similarly to the crystal 

structure, and Thr37 was rotated, exposing its methyl group toward Pro34 in Loop 1. 
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His106 was slightly displaced, with proton on ND1 forming a hydrogen bond with the 

backbone of Ser102. When Loop 1 opened, hydrophobic contacts between Leu33, Leu38, 

and Val103 were disrupted, allowing increased water ingress, and Glu86 interacted with 

Thr37 while His106 moved away from Asn41, leaving space for a line of water molecules 

to reach Asn41. 

PP with Fluoride in Sout. In the presence of fluoride at Sout, the PP system was similar to 

the crystal structure but showed dynamic fluctuations in Loop 1, which alternated 

between closed and open conformations. In the closed state, His106 remained near its 

crystal position, with NE2 coordinating the fluoride ion and ND1 interacting with the 

backbone of Ser102. Protonated Glu86 also coordinated fluoride, together with Thr37. In 

the open state, His106 was dislocated from the crystal position, with ND1 interacting with 

Ser102 and NE2 coordinating fluoride, while Glu86 coordinated the fluoride without the 

involvement of Thr37. The space vacated by His106 was occupied by a line of water 

molecules extending to Asn41, further increasing solvation. 
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4.4.2 Loop 1 dynamics are driven by electrostatic effects   

 

Across all systems, the overall structural integrity of Fluc-Ec2 remained stable, with 

relatively low RMSD values compared to the starting crystal structure (fig. 4.4B). 

However, significant conformational changes were observed in regions surrounding the 

Sout site, particularly involving Loop 1, Glu86, and His106. The protonation states of these 

two key residues strongly influenced the channelôs behavior, affecting both pore opening 

and the degree of solvation (fig. 4.5). The dynamics of Loop 1 and the overall pore 

opening in Fluc-Ec2 were heavily influenced by the protonation states of His106 and 

Glu86. Nevertheless, the presence of electrostatic charges at Sout, such as the negatively 

charged fluoride ion, also played a critical role in modulating these structural changes. 

Water in Sout. In non-protonated His106 systems (NNs and PNs), Loop 1 predominantly 

remained in a closed state (fig. 4.4C), with closure occurrences of 77.70% in NN(E), 

98.48% in PN(D), and 94.79% in PN(E). These closed configurations restricted the 

solvation of the Sout site and limited the accessibility of fluoride-binding residues. 

Notably, in the NN(D) system, Loop 1 exhibited a greater tendency to open, with a lower 

occurrence of closure at 35.07%. This difference suggests that the ND1 tautomer of 

His106 in NN(D) favors a more open Loop 1 configuration, especially when Glu86 is 

oriented towards Sout. This arrangement allows for cooperative water coordination, 

increasing local solvation. This observation indicates that even the tautomeric state of 

His106 can influence Loop 1 dynamics. Similarly, systems with fully protonated His106 

(NP and PP) displayed a more open Loop 1 configuration, with occurrences of closure 

reduced to 7.77% in NP and 35.91% in PP. This underscores the role of His106 

protonation in enhancing Loop 1 flexibility, thereby facilitating greater channel openness 

and solvation under water-only conditions. 

With Fluoride in Sout. The presence of F  further highlighted the importance of 

electrostatic interactions in regulating Loop 1 behavior. In both NN(E) and NN(D) 

systems with restrained F , Loop 1 exhibited an increase in opening frequency (fig. 4.4C), 

as indicated by a significant reduction in Loop 1 closure. While Loop 1 remained 
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relatively closed in NN(E) with a closure occurrence of 29.60%, the NN(D) system 

showed a much lower closure rate of 0.32%. This suggests that the binding geometry of 

His106 with the ion significantly affects the movement of Loop 1 away from Sout. In both 

systems, the fluoride ion at the binding site increases solvation primarily through 

electrostatic effects. However, in NN(D), the binding geometry between His106 and F  

positions the ion in a way that replaces the interaction with the backbone of Ser102 and 

approaches Leu33, Leu38, and Val103, disrupting their hydrophobic interactions and 

promoting Loop 1 opening (fig. 4.4A). Protonated His106 systems (NP and PP) with F  

displayed a smaller reduction in Loop 1 closure compared to the NNs systems, indicating 

that the presence of the ion does not significantly alter Loop 1 flexibility or the solvation 

of Sout. For the NP system, this could be due to the fact that it is already extensively 

solvated in the absence of ions. However, in the PP system, this result is more notable, 

suggesting that the ionôs charge is effectively stabilized and neutralized by the 

surrounding residues even when Loop 1 remains closed around Sout. 

The data indicate that His106 and Glu86 play pivotal roles in mediating the stability and 

flexibility of Loop 1. Systems with charged species in Sout displayed the greatest Loop 1 

flexibility and pore openness, allowing the channel to adopt more dynamic 

conformations. In these systems, the strong electrostatic effects destabilized the 

hydrophobic interactions between residues Leu33, Leu38, and Val103, as previously 

mentioned. This disruption widened the entrance to the vestibule, permitting greater water 

ingress and stabilizing the vestibule environment. 
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Figure 4.4: A. On the left, Fluc channel (pdb id: 6BX4). The approximative location of the Sout site for both subunits 

(A and B) is indicated by a red circle. Fluoride and Sodium ions showed as pink and yellow spheres, while Glu86 and 

His106 in green licorice. Loop 1 showed as blue ribbon, close to Sout site. On the right, loop 1 movement observed 

across the investigated systems, with the involved idrophobic residues highlighted in purple and loop 3 indicated by a 

red circle. B. RMSD boxplot of the investigated systems, with a water molecule or fluoride in Sout. C. Distance boxplot 

between COM of residues 31-34 backbone (loop 1) and COM of residues 93-95 backbone (loop 3), with a water 

molecule or fluoride in Sout.  

NOTE: data with fluoride not shown for PN(D) and PN(E) systems due to lacking of data, while data from the unbiased 

simulations with fluoride were used for PP system. For the remaining systems, data from restrained fluoride 

simulations were used. 
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Figure 4.5: Water density, expressed in number of molecules, within the channel along two different directions. The 

center of the box is set to zero. 

NOTE: data with fluoride not shown for PN(D) and PN(E) systems due to lacking of data, while data from the unbiased 

simulations with fluoride were used for PP system. For the remaining systems, data from restrained fluoride 

simulations were used. 
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4.4.3 His106 protonation enhances F retention in Sout site 

 

The stability of the fluoride ion at the Sout site in Fluc-Ec2 varied significantly across 

different protonation states and restraint conditions (fig. 4.6), highlighting the crucial role 

of electrostatic interactions in influencing F  retention. 

In non-protonated systems (NN(E) and NN(D)) without restraints, fluoride displayed 

minimal stability at Sout. The application of restraints dramatically increased F  retention, 

particularly in NN(E), where the occurrence rose to 99.98%. In NN(D), although the 

restraint also enhanced retention, it was relatively lower, suggesting that the ND1 

tautomer of His106 may present a slightly less favorable geometry for ion coordination. 

These results can be interpreted by noting that the opening of Loop 1 is favored by the 

solvation of the carboxylate group of Glu86. This indicates that coexistence between two 

negatively charged species (F  and deprotonated Glu86) is only possible if sufficient 

space is created between them. Additionally, His106 remains stably coordinated with 

either Asn41 or Ser102, suggesting that the fluoride ion alone is not sufficient to displace 

His106, which is crucial for ion permeation. 

In contrast, systems with a protonated His106 (NP and PP) showed significantly higher 

retention of F  even without restraints. In the NP system, the occurrence of F  at Sout 

without restraint was 26.85%, increasing to 99.77% under restrained conditions. 

Similarly, in the PP system, F  retention was high at 88.03% without restraints, indicating 

strong stabilization at Sout. This highlights the combined effects of hydrogen-bond 

coordination and electrostatic interactions in stabilizing F  at Sout, which aids in the 

necessary desolvation for ion permeation into the pore. This observation might seem 

contradictory to findings in Fluc-Bpe, where the E88Q mutant remains functional but less 

efficient in fluoride permeation. The absence of a histidine at position 108 in Fluc-Bpe 

prevents a direct analogy, but the activity of the E88Q mutant, which involves a hydrogen 

bond donor instead of a charged residue, may suggest that fluoride desolvation could also 

occur via (transient) protonation of glutamate to facilitate permeation, as proposed in 



 

 

CHAPTER 4. EXPLORING THE EFFECT OF PROTONATION EVENTS AT THE 

SOUT SITE IN FLUC-EC2 CHANNEL: STRUCTURAL INSIGHT FROM MD 

SIMULATIONS 

______________________________________________________________________ 

 

 121   

 

another work [25]. This aligns with previous studies that propose a role in the anion 

recognition for Glu residues [10]. 

Interestingly, in the PN systems, the lack of His106 protonation led to almost negligible 

retention of F  at Sout, even under restraint conditions. This suggests that the presence of 

a charged species at Sout is highly destabilized by the relatively apolar environment, and 

hydrogen bonds with protonated Glu86 and unprotonated His106 are not sufficient for 

ion retention. The structures of these systems closely resemble the crystal structure, 

highlighting the intramolecular interactions between His106, Glu86, Thr37, and Ser102. 

This resemblance may indicate that this is the protonation state of the crystallized 

structure, induced into a closed, minimally solvated conformation by co-crystallization 

antibodies. This would imply that the electron density attributed to F  in the crystal might, 

in fact, correspond to a water molecule. 

The coordination of F  with Asn41, deeper in the pore towards the Scen site, was rare in 

most systems. In all NN and PN systems, both with and without restraints, the occurrence 

of F  coordination with Asn41 was essentially zero, indicating these systemsô limited 

ability to guide the ion inward. This lack of inward movement is likely due to insufficient 

electrostatic attraction or the absence of necessary structural rearrangements to facilitate 

fluoride transition. However, in the NP system, where His106 was fully protonated, the 

occurrence of F  coordination with Asn41 increased to 1.20% without restraint and 

11.80% with restraint. This indicates that His106 protonation creates favorable conditions 

for the fluoride ion to move towards the channel center. Similarly, in the PP system, while 

the occurrence was lower than in NP (0.04% without restraint and 1.46% with restraint), 

the combined protonation of Glu86 and His106 still provided some level of attraction 

towards Asn41. This aligns with experimental observations in Fluc-Bpe, where dual 

protonation might serve as a selective filter for recognizing the correct ion. However, 

persistent coordination with Glu86 could slow down the ion release and permeation 

process. Notably, the PP system exhibited both open and closed Loop 1 states, suggesting 

that this transition may allow Glu86 to move away from F  and eventually deprotonate, 

switching to an NP state. 
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Figure 4.6: Occurrence of fluoride bound at Sout site or in close proximity of Asn41, toward Scen  site, over the total 

sampling (1.5 ɛs / system). Both the sets with free or restrained fluoride in Sout site are considered. 
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4.5 Conclusions 
 

The evolutionary advantage of Fluc channels lies in their remarkable selectivity for 

fluoride over other anions, particularly chloride. This unique feature is attributed to 

sophisticated ion coordination mechanisms that allow efficient fluoride permeation while 

preventing the passage of other anions and cations. This selectivity preserves the 

membrane potential and maintains cellular homeostasis, distinguishing Fluc channels 

from most other anion channels, which are generally more permissive. Nevertheless, 

despite recent advances in our comprehension of these channels [5, 25, 26], the detailed 

permeation mechanism remains incompletely understood. 

This in silico study underscores the significant impact of specific residues, His106 and 

Glu86, on Loop 1's stability and flexibility, as well as their role in securing fluoride at the 

Sout location. The Sout site may function not only as an exit route but also as a potential 

entrance, alongside the Sint site. This is due to the structural antiparallel arrangement of 

the two pores, which allows for independent ion movement through each channel [5]. The 

presence of charged species at the Sout site was observed to disrupt hydrophobic 

interactions at the pore entrance, resulting in wider pore openings and enhanced solvation. 

The combined effects of protonation and electrostatic interactions with fluoride ions 

revealed a complex interplay in regulating channel dynamics and influencing the 

movement of fluoride within Fluc-Ec2. Moreover, the study indicates that the low 

tendency of fluoride to approach Asn41 in negatively charged (NNs) or neutral (PNs) 

environments suggests that strong electrostatic forces and structural flexibility are 

essential for effective fluoride coordination and movement. Systems with a fully 

protonated His106 (NP and PP) created a more favorable environment for fluoride 

transition towards Asn41. This is likely due to the alleviation of repulsive interactions 

and the stabilization of fluoride movement towards the channel interior. Nevertheless, it 

remains crucial to recognize that a rigorous evaluation of fluoride stability at Sout requires 

complementary quantum mechanical modeling. Such advanced approaches could better 

clarify the subtle effects of Glu86 and His106, especially in contexts where polarization 
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and electronic effects play a more substantial role [3, 6, 25]. Incorporating these insights 

into future studies could refine the understanding of fluoride permeation and the interplay 

between protonation states and ion stability. 

Additional research on Fluc channels, especially Fluc-Ec2, is essential to uncover the 

specific mechanisms involved in fluoride recognition and transport. By examining the 

interactions between fluoride ions and critical residues along the channel's pathway, such 

as the ones in Sout, scientists can enhance their knowledge of how these channels achieve 

remarkable efficiency and selectivity. These findings may have wide-ranging applications 

in addressing fluoride toxicity issues in environmental and industrial settings, and could 

potentially inspire innovative approaches in the design of anion-selective channels and 

transport systems. 
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Supplementary figures and tables 
 

 

 

 

 

 

 

 

 

 

Figure S4.1: 2D density plots illustrating the relative occurrence of Glu86-His106  distance relatively to loop 1-loop 

3 distance in NN(D) system: water in Sout (upper center), fluoride in Sout (left bottom) and restrained fluoride in Sout 

(right bottom) at the beginning of simulations.  
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Figure S4.2: 2D density plots illustrating the relative occurrence of two variables in NN(D) system: fluoride-Glu86 

distance vs. fluoride-His106 distance (upper row), loop1-loop3 distance vs. fluoride-His106 distance (middle row) and 

Glu86-His106 distance vs. fluoride-His106 distance (bottom row). Values were computed for Fluc with fluoride (left 

column) or restrained fluoride (right column) in Sout at the beginning of simulations.   
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Figure S4.3: 2D density plots illustrating the relative occurrence of Glu86-His106  distance relatively to loop 1-loop 

3 distance in NN(E) system: water in Sout (upper center), fluoride in Sout (left bottom) and restrained fluoride in Sout 

(right bottom) at the beginning of simulations.  
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Figure S4.4: 2D density plots illustrating the relative occurrence of two variables in NN(E) system: fluoride-Glu86 

distance vs. fluoride-His106 distance (upper row), loop1-loop3 distance vs. fluoride-His106 distance (middle row) and 

Glu86-His106 distance vs. fluoride-His106 distance (bottom row). Values were computed for Fluc with fluoride (left 

column) or restrained fluoride (right column) in Sout at the beginning of simulations.   
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Figure S4.5: 2D density plots illustrating the relative occurrence of Glu86-His106  distance relatively to loop 1-loop 

3 distance in NP system: water in Sout (upper center), fluoride in Sout (left bottom) and restrained fluoride in Sout (right 

bottom) at the beginning of simulations.  
































