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Abstract
Academic research and the financial industry have recently shown great inter-
est in Machine Learning algorithms capable of solving complex learning tasks,
although in the field of firms’ default prediction the lack of interpretability has
prevented an extensive adoption of the black-box type of models. In order to
overcome this drawback and maintain the high performances of black-boxes,
this paper has chosen a model-agnostic approach. Accumulated Local Effects
and Shapley values are used to shape the predictors’ impact on the likelihood
of default and rank them according to their contribution to the model out-
come. Prediction is achieved by two Machine Learning algorithms (eXtreme
Gradient Boosting and FeedForward Neural Networks) compared with three
standard discriminant models. Results show that our analysis of the Italian
Small and Medium Enterprises manufacturing industry benefits from the over-
all highest classification power by the eXtreme Gradient Boosting algorithm still
maintaining a rich interpretation framework to support decisions.
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1 INTRODUCTION

The European Union (EU) economy is deeply grounded in Small and Medium Enterprises (SMEs) which represent
about 99.8% of the active enterprises in the EU-28 non-financial business sector (NFBS), accounting for almost 60% of
value-added within the NFBS and fostering the EU workforce with two out of three jobs.1

Consequently, a wide literature has grown covering various economic aspects of SMEs, mainly focused on default
prediction (for an up-to-date review see Reference 2), interesting for scholars as well as for practitioners such as financial
intermediaries and for policy makers in their effort to support SMEs and to ease credit constraints to which they are
naturally exposed.3

Whether for private credit-risk assessment or for public funding, independently of the type of data imputed to measure
a firm health status, prediction of default should succeed in two aspects: maximise correct classification and clarify the role
of the variables involved in the process. Most of the times, the contributions based on Machine Learning (ML) techniques
neglect the latter aspect, often with better results with respect to standard parametric techniques that provide, on the
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contrary, a clear framework for interpretation. In other words ML techniques rarely deal with interpretability which,
according to a recent document released by the European Commission, should be kept "in mind from the start".4

Interpretability is central when applying a model in practice, both in terms of managerial decisions and compliance:
it is a fundamental requisite to bring a model into production.5 Interpretable models allow risk managers and decision
makers to understand their outcome and to knowingly take courses of actions. The European Commission itself encour-
ages organizations to build trustworthy Artificial Intelligence (AI) systems (including ML techniques) around several
pillars: one of them is transparency, which encompasses traceability, explainability and open communication about the
limitations of the AI system.6

Accordingly, ML models-no matter how good in classifying default-should be made readable to avoid that their inher-
ent uninterpretable nature may prevent their spreading in the literature on firms’ default prediction as well as their use
in other contexts regulated by transparency norms.

This work tries to fill this gap by applying two different kind of ML models, FeedForward Neural Networks7 and
eXtreme Gradient Boosting,8 to Italian Manufacturing SMEs’ default prediction, with a special attention to interpretabil-
ity. Italy represents an ideal testing ground for SMEs default prediction since its economic framework is more extensively
configured by firms up to this size than the average of EU countries.1 Default was assessed on the basis of the firms’
accounting information retrieved from Orbis, a Bureau van Dijk (BvD) dataset.

The main original contribution of the paper is to address ML models’ interpretability in the context of default predic-
tion. Our approach is based on model agnostic-techniques and adds Accumulated Local Effects (ALEs),9 to the Shapley
values already applied in Reference 10. Using these techniques we can rank the variables in terms of their contribution to
the classification and determine their impact on default prediction. Robustness of the ML models hyperparameters was
taken care of by Montecarlo Cross-Validation and substantial class imbalance between defaulted and survived firms was
reduced through undersampling of the latter into the cross-validation training sets. Another contribution of the paper is
the benchmarking of the ML models’ outcome with Logistic, Probit and with Binary Generalized Extreme Value Additive
(BGEVA) classifications, both according to standard performance metrics and to the role played by the input features.
Moving a step forward with respect to the current use of ALEs, we fully exploit the tool and supply them also for the
parametric models, in order to unfold what is compressed within the single variables coefficients and significance and
guarantee a common ground for comparison.

We obtain a few interesting results. First, eXtreme Gradient Boosting (XGBoost) outperformed the other models
mainly for total classification accuracy and default prediction rate. Second, the impact of the variables assessed by
XGBoost is fully consistent with the economic literature, whereas the same cannot be said for its competitors. Thanks to
the ALEs framework for interpretability, risky thresholds, non-linear patterns and other additional insights emerge for
predictors even in standard models.

The remainder of the paper is organized as follows. Section 2 gives an overview of the (necessarily) recent literature
concerning ML intepretability. Section 3 provides a description of the dataset and of the features we use throughout the
modelling. Section 4 discusses our methodology, briefly reviewing the models fundamentals, the techniques employed for
interpretability and the research design. Section 5 presents the results and discusses the most relevant findings. Section 6
concludes.

2 LITERATURE REVIEW

The ability to predict corporate failure has been largely investigated in credit risk literature. On the one hand, the aca-
demic interest in the topic has increased after the global financial crisis (2007–2009) and is being renewed today due to
the current pandemic impact on the companies of all sizes.2,11 On the other hand, a good part of the financial industry
has shown great attention to statistical algorithms that prioritize the pursuit of predictive power. Such a trend has been
registered by recent surveys, showing that credit institutions are gradually embracing ML techniques in different areas
of credit risk management, credit scoring and monitoring.12-14 Among all, the biggest annual growth in the adoption of
highly performing algorithms has been observed in the SMEs sector.15

For these reasons, new modeling techniques have been successfully employed in predicting SMEs default, including
Deep Learning,16 Support Vector Machines,17,18 Neural Networks,19 and Hazards models,20,21 to name only a few. How-
ever, they have been applied mainly in order to improve classification accuracy with respect to the standard linear models,
supporting decisions through reduced uncertainty but leaving somewhat unsolved the issue of interpretability. But the
latter is no longer a negligible aspect, both for academic research and for management of regulated financial services:
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it has become overriding, since the European Commission and other European Institutions have released a number of
regulatory standards on Machine Learning modeling.

The Ethics Guidelines for Trustworthy AI4 and the Report on Big Data and Advanced Analytics22 illustrate the princi-
ple of explicability of ML algorithms which must be transparent and fully interpretable to the ones directly and indirectly
affected. Indeed, as the Commission points out, predictions, even accurate, without explainability measures are unable
to foster responsible and sustainable AI innovation. The pillar of transparency (fourth among seven), somewhat com-
bines explainability and interpretability of a model, referring to interpretability as the "concept of comprehensibility,
explainability, or understandability".6

The difference in meaning between interpretability and explainability, synonymous in the dictionary, has been
addressed by the recent ML literature which recognizes the two words a conceptual distinction related to different prop-
erties of the model and knowledge aspects.23,24 A clear indication about the distinction is given by Reference 25 that
defines interpretation as a mapping of an abstract concept into a domain that the human expert can perceive and compre-
hend and explanation as a collection of features of the interpretable domain that have contributed to produce a decision.
Roughly speaking, interpretability is defined as the ability to spell out or to provide the meaning in understandable terms
to a human,26,27 whereas explainability is identified as the capacity of revealing the causes underlying the decision driven
by a ML method.28

There are several approaches to ML interpretability in literature, classified in two main categories: ante-hoc and
post-hoc methods. Ante-hoc methods employ intrinsically interpretable models (e.g., simple decision trees or regression
models, also called white-box) characterized by a basic structure. They rely on model-specific interpretations depending
on examination of internal model parameters. Post-hoc methods instead provide a reconstructed interpretation of deci-
sion rules produced by a black-box model in a reverse engineering logic,29,30 reckoning on model-agnostic interpretation
where internal model parameters are not inspected.

So far, ante-hoc approaches were widely used in the SMEs default prediction literature that counts contributions
employing mainly white-box models as Logistic regression (see e.g., References 31-33), Survival analysis,34-36 or Gener-
alised Extreme Value regression.37 The empirical evidences and the variables’ effect on the outcome are interpreted in an
inferential testing setting, so that the impact of the predictors and the results’ implications are always clear to the reader.

On the contrary, post-hoc methods have been rarely used in this field and comprehend Partial Dependence (PD)
plots,38 Local Interpretable Model-agnostic Explanations (LIME)39 and the SHAP,40 all of them providing detailed
model-agnostic interpretation of the complex ML algorithms employed either focusing on a global or a local scale41-43 used
the PD to identify the relevant variables’ subset and to measure the change of the average probability of default with respect
to the single features. A PD-based framework for making transparent, auditable, and explainable black-box models both
at the global level and for single instances was developed in the ambit of credit scoring by Reference 44. LIME and SHAP
were applied in References 45,46 to rank the variables and to provide their impact on the output prediction respectively.

Alternative strategies to enhance interpretability combine the above approaches to get the most out of both. Sur-
rogate models emulate the black-boxes with one or more white-boxes to clarify the output of the former.47,48 Another
strand of literature links together complex ML models for feature selection/transformation and white-box models for fit-
ting/interpretation in two-layer frameworks.49,50 The rationale under these combinations is to exploit each class of models
in what they do better: black-boxes for coping with high-dimensionality and non-linearities and white-boxes for plain
explanations, treating all issues within and between data ex-ante and leaving thus space for simpler models ex-post. This
approach seems promising, although evidences on its advantages have been so far limited.

This paper contributes to the literature investigating global level interpretability and to the literature on SMEs default:
we compare black-box with white-box models on both performance and interpretability domains, thus bridging both
sides of the empirical work in the field. We do this by fully exploiting post-hoc methods on all models. Building on a set of
features recommended by experts from the well-established literature on firm default, we employ the Accumulated Local
Effects (ALEs),9 a model-agnostic technique that represents a suitable alternative to PDs when the features are highly
correlated, without providing incoherent values.49 Since ALEs are a newest approach, their usage is still limited and not
yet spread in the bankruptcy prediction area.

3 DATA DESCRIPTION

The data of this study are retrieved from BvD-Orbis database, which provides financial and accounting ratios from
balance sheets of the European private companies. We have restricted our focus on Italian manufacturing SMEs for
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several reasons. Italy is the second-largest manufacturing country in the EU51 and this sector generates more than 30%
of the Italian GDP.52 Differently from SMEs in other EU countries, Italian SMEs trade substantially more than large
firms, the manufacturing sector, in particular, driving both imports and exports. Moreover, according to Reference 19,
predictive models have better performances when trained for a specific sector in that pooling heterogeneous firms is
avoided.

To define our sample, we filtered the database both by country and NACE codes (from 10 to 33) and we employed the
European Commission definition53 of Small and Medium Enterprises. We retrieved only firms with an annual turnover
of fewer than 50 million euros, a number of employees lower than 250 and a total balance sheet of fewer than 43 million
euros. Among those, we classified as defaults all the enterprises that entered bankruptcy or a liquidation procedure, as well
as active companies that had not repaid debt (default of payment), active companies in administration or receivership or
under a scheme of the arrangement, (insolvency proceedings), which in Orbis are also considered in default. Consistently
with the literature, we excluded dissolved firms that no longer exist as a legal entity when the reason for dissolution is
not specified.54,55 This category in fact encompasses firms that may not necessarily experience financial difficulties. The
resulting dataset contains 105,058 SMEs with a proportion of 1.72% (1807) failed companies.

The accounting indicators, which refer to 2016 to predict the firm status in 2017, have been selected among the most
frequently used in the SMEs default literature and are the following:19,31,37,54-58

1. Cash flow: computed as net income plus depreciations
2. Gearing ratio: computed as the ratio between total debt and total assets
3. Number of employees, as a size measure from an input perspective
4. Profit margin: measured as profit/loss before tax over the operating revenue
5. ROCE: computed as profit/loss before tax over capital employed, which is given as total assets minus current liabilities
6. ROE: computed as profit/loss before tax over shareholders’ funds
7. Sales: in thousands Euro, measuring the output side of firm size
8. Solvency ratio: computed as shareholders’ funds over total assets
9. Total assets: in thousands Euro, as a measure of total firm resources

As a quick preview of the expected relationship between the single predictors and the likelihood of default,
we have computed the averages and standard deviations of the variables for survived and defaulted firms
(see Table 1). In line with Reference 55, we can see on average weakest liquidity, smallest size and deficient leverage for
defaulted firms.

The Profit margin is higher for surviving firms, whereas the remaining profitability indexes, ROE and ROCE, show a
larger median and mean among defaulted firms respectively. They should both be negatively related to default, although
some studies found ROCE’s impact non-significant coherently with the low-equity dependency of small businesses,59

while others attest its positive effect on default with a caveat for large values.37 We will get more valuable insights into
these profitability indicators when discussing the models’ outcome.

4 METHODOLOGY

4.1 White-box versus black-box models

The models we apply can be broadly classified as white-box, or interpretable, and black-box but post-hoc interpretable in
the model-agnostic framework.

In the first category, Logistic Regression (LR) and Probit were selected among the most recurrent models in the
economics literature, where the accent on the factors impacting default is certainly of primary importance. These mod-
els frequently serve as a benchmark for classification when a new method is proposed. The third model, BGEVA,37

comes from the Operational Research literature and is based on the quantile function of a Generalized Extreme
Value random variable. The main strengths of BGEVA are robustness, accounting for non-linearities and preserving
interpretability.

The black-box models we use are XGBoost and FeedForward Neural Networks (FANN). These models are by nature
uninterpretable since the explanatory variables pass multiple trees (XGBoost) or layers (FANN), thus generating an output
for which an understandable explanation cannot be provided.
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T A B L E 1 Summary statistics by survived and failed firms.

Variable Min Mean St. dev. Median Max

Survived

Cash flow −43,142.000 236.802 934.877 55.000 89,591.000

Gearing ratio 0.000 24.807 23.093 22.198 99.882

No. of employees 1.000 16.506 24.385 9.000 249.000

Profit margin −87,700.000 −2.736 610.488 2.673 141,300.000

ROCE −86,250.000 12.335 516.765 7.955 114,233.333

ROE −35,961.110 23.020 314.135 17.647 39,500.000

Sales 1.000 3,427.163 6,301.229 1,165.000 49,995.000

Solvency ratio −99.970 27.101 24.315 22.400 100.000

Total assets 1.000 3,904.129 12,098.087 1,194.000 1,758,577.000

Failed

Cash flow −19,497.00 −278.521 1,636.028 −15.000 41,186.000

Gearing ratio 0.000 22.166 26.010 12.594 98.134

No. of employees 1.000 11.080 19.531 5.000 228.000

Profit margin −87,762.50 −106.845 2,190.012 −9.677 21,700.000

ROCE −23,600.00 66.367 2,284.001 5.818 90,800.000

ROE −28,800.00 7.146 971.112 32.692 5,366.667

Sales 1.000 1,259.695 2,940.010 380.000 32,522.000

Solvency ratio −99.430 −1.044 37.342 3.080 100.000

Total assets 1.000 1,921.689 5,149.559 526.000 110,501.000

The XGBoost algorithm was found to provide the best performance in default prediction with respect to LR, Linear
Discriminant Analysis, and Artificial Neural Networks.10,60 The algorithm builds a sequence of shallow decision trees,
which are trees with few leaves. Considering a single tree one would get an interpretable model taking the following
functional form:

f (x) =
M∑

m=1
𝜃mI(x ∈ Rm) (1)

where M covers the whole input space with R1, … RM non-overlapping partitions, I(⋅) is the indicator function, and 𝜃m
is the coefficient associated with partition Rm. In this layout, each subsequent tree learns from the previous one, thus
improving the prediction.38

As a competing black-box model we chose the FANN, which is widely used and well performing in SMEs’ default
prediction2 and in several works on retail credit risk modeling.61-63 FANN consists of a direct acyclic network of nodes
organized in densely connected layers, where inputs, weighted and shifted by a bias term, are fed into the node’s activation
function and influence each subsequent layer until the final output layer. In a binary classification task, the output of a
single layer FANN can be described as in Reference 64 by:

f (x) = 𝜙

(
𝛽0 +

d∑

j=1
𝛽jG

(
𝛾j0 +

p∑

i=1
𝛾jixi

))
(2)

where G is the activation function, in our case G(x) = 1
1+e−𝛼x , 𝛽 and 𝛾 represent weights and biases at each layer, whereas

𝜙(⋅) is the network output function that in our case is also a sigmoid function as for G(⋅).
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4.2 Model-agnostic interpretability

To achieve the goal of interpretability, we make use of two different and complementary model-agnostic techniques. First,
we use the global Shapley Values65 to provide comparable information on the single feature contributions to the model
output. Global Shapley Values have been already proposed in the SMEs default prediction literature by Reference 10. They
differ from standard feature importance metrics based on feature permutation because of feature attribution evaluation
based on possible coalitions capturing feature interactions.66 Although model-agnostic, they share some of the axioms
that characterize gradient-based interpretability methods such as Integrated Gradients.67

However, global Shapley Values do not provide any information about the shape of the variable effects, therefore we
resort to ALEs.9 ALEs, contrary to Shapley Values, offer a visualization of the path according to which the single variables
impact on the estimated probability of default.

To further clarify the improvement that ALEs bring to interpretability in our setting, we briefly contextualize the
method and outline its fundamentals.

The first model-agnostic approach for ML models’ interpretation to appear in the literature was Partial Dependence
(PD), proposed by Reference 68 in the early 1990s. PD plots evaluate the change in the average predicted value as specified
features vary over their marginal distribution.69 In other words, they measure the dependence of the outcome on a single
feature when all of the others are marginalized out. Since their first formulation, PD plots have been used extensively in
many fields but seldom in the credit risk literature, with a recent application by Reference 70.

One of the main criticisms moved to PD concerns its managing the relationships within features. The PD evaluation
on all the possible feature configurations carries the risk of computing points outside the data envelope: such points,
intrinsically artificial, can result in a misleading effect of some features when working on real datasets.

Due to this fallacy, and because of the renewed interest in complex deep learning models as Artificial Neural Networks,
many new methodologies have been proposed. With Average Marginal Effects (AMEs),71 suggested to condition the PD to
specified values of the data envelope.39 went the opposite direction presenting a local approximation of the model through
simpler linear models, the so-called Local Interpretable Model-agnostic Explanations (LIME). In subsequent research,
they also worked on rule-based local explanations of complex black-box models.72 Shapley Additive exPlanations (SHAP)
was introduced by Reference 40 to provide a human understandable and local Shapley evaluation.

In this framework, ALEs constitute a further refinement of both PD and AMEs. They avoid the PD plots-drawback
of assessing variables’ effects outside the data envelope, generally occurring when features are highly correlated,9 as in
the case of many accounting indicators.33,54 Furthermore, ALEs do not simply condition on specified values of the data
envelope as AMEs do, but take first-order differences conditional on the feature space partitioning, eventually eliminating
possible bias derived from features’ relationships.

Specifically, computing the ALE implies the evaluation of the following type of function:

ALE
̂f ,S(x) = ∫

x

z0,S

[

∫
𝜕
̂f (zS,X⧵S)
𝜕zS

d(X⧵S|zS)

]
dzS − constant (3)

where ̂f is the black-box model, S is the subset of variables’ index, X is the matrix containing all the variables, x is the
vector containing the feature values and z identifies the boundaries of the K partitions, such that z0,S = min(xS).

The expression in Equation (3) is in principle not model-agnostic as it requires accessing the gradient of the model:
∇zS

̂f = 𝜕
̂f (zS ,X⧵S)
𝜕zS

but this is not known or even non existent in certain black-boxes. As a replacement, finite differences are
taken to the boundaries of the partitions, zk−1 and zk.

Hence, the resulting formula to evaluate ALEs is:

ALE
̂f ,S(xS) =

kS(x)∑

k=1

1
nS(k)

∑

i∶x(i)S ∈NS(k)

[
̂f (zk,j, x(i)⧵S) − ̂f (zk−1,j, x(i)⧵S)

]
− 1

n

n∑

i=1
ALE

̂f ,S(x
(i)
S ) (4)

The replacement of the constant term in Equation (3) by − 1
n

∑n
i=1ALE

̂f ,S(x
(i)
S ) in Equation (4) centers the plot, which

is something missing in PD. This makes it clear that, by evaluating predictions’ finite differences conditional on S
and integrating the derivative over features S, ALEs disentangle the interaction between covariates. This way the main
disadvantage of PD is solved.
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T A B L E 2 Models’ performances on the test set.

Model Sensitivity Specificity E-I E-II H AUC BS KS

FANN 0.694 0.829 0.171 0.306 0.391 0.827 0.187 0.501

XGBoost 0.821 0.719 0.281 0.179 0.383 0.843 0.146 0.552

BGEVA 0.752 0.727 0.273 0.248 0.331 0.819 0.178 0.481

LR 0.745 0.736 0.264 0.246 0.303 0.809 0.151 0.483

Probit 0.738 0.737 0.263 0.262 0.299 0.809 0.190 0.448

4.3 Research design

Our research design has been carried out according to Reference 73. We split the initial dataset into training (70%) and test
(30%) sets*. Then, through the Monte Carlo Cross-Validation procedure,74 we estimate the models parameters and validate
the estimated rules. More in detail, at each iteration we create a sub-training set and a validation set via random sam-
pling without replacement so that the models learn from the training set whereas the assessment, based on performance
metrics, is done on the validation set. This way, we also tune the hyperparameters of the algorithms when necessary.

The training set serves as well to compute the Shapley values, based on the optimal rule, and to calculate the ALEs
with corresponding bootstrap non-parametric confidence intervals.9,75 Finally, we evaluated the models’ performance on
the test set.

We took into account also the severe unbalance in favour of survived firms to avoid over-classification of the major-
ity class.76 After testing several techniques for addressing imbalance77 in the learning phase, we have chosen random
Undersampling, which consists of sampling randomly among the majority class observations to achieve balancing†.

Obviously the undersampling scheme was applied only to the training data, to avoid over-optimistic performance
metrics on either the validation or the test set.78,79

5 RESULTS

The results are organized according to the performance and interpretation of the five models. The performance is mea-
sured by the proportion of failed and survived firms correctly identified (sensitivity and specificity) together with the
Errors of the first and second type (E-I and E-II, respectively) as well as by four global performance metrics: the Area Under
the Receiver Operating Curve (AUC), the H-measure, the Brier Score (BS) and the Kolmogorov-Smirnov statistic (KS)
(see Table 2). We have chosen these indicators‡ for two reasons: they are popular in credit scoring and account for three
different aspects of the discriminating rule. The AUC and H-measure assess discriminatory ability, with the H-measure
normalizing classifiers’ cost distribution, the BS evaluates the accuracy of probability predictions and KS appraises the
correctness of categorical predictions.73

Second, we cross-compare the role and weight of the variables among models and contextualize the results within the
literature. The post-hoc interpretation of the black-box models is based on the Shapley values and ALEs. We report the
ALEs also for interpretable models to exploit a common basis for predictors comparison without incurring in the "p-value
arbitrage" when evaluating white-box models via p-values and ML models via other criteria.80

5.1 Performance

All competing models offer fair correct classification rates, but the ones that score globally best are black-box models, in
terms of all metrics. The FANN reaches the highest H-measure and specificity while it’s last as far as correct classification

*Results based on alternative data splits are reported in Appendix A.
†Complete results about the resampling schemes are reported in Appendix B.
‡The F1-score is not included in our analysis since in our case it would be confounding. The score, defined as the harmonic mean of precision and
sensitivity, is largely driven by the imbalance between the two groups in the test set. Results on the F1 score are available upon request.
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T A B L E 3 Estimates and summary statistics for the probit, logistic regression, and BGEVA models on the test set (significant variables
in bold).

Probit model Logistic regression BGEVA model

Odds ratio Std. error p-value Odds ratio Std error p-value Estimate Std. error p-value

(Intercept) 6.195 0.134 0.000 21.256 0.233 0.000 2.087 0.137 0.000

Cash flow 1.000 0.000 0.000 0.999 0.000 0.000 −0.001 0.000 0.000

Gearing ratio 1.000 0.001 0.713 1.001 0.002 0.594 0.000 0.001 0.756

Number of employees 1.081 0.078 0.319 1.135 0.131 0.332 0.033 0.081 0.683

Profit margin 1.000 0.000 0.535 1.000 0.000 0.947 0.000 0.000 0.800

ROCE 1.000 0.000 0.256 1.000 0.000 0.302 0.000 0.000 0.027

ROE 1.000 0.000 0.240 1.000 0.000 0.275 0.000 0.000 0.285

Sales 0.526 0.066 0.000 0.316 0.120 0.000 −0.637 0.064 0.000

Solvency ratio 0.985 0.001 0.000 0.973 0.002 0.000 −0.015 0.001 0.000

Total assets 1.044 0.064 0.503 1.166 0.112 0.172 0.090 0.066 0.174

of default is concerned (with a sensitivity not reaching 70%, see Table 2). On the contrary, the XGBoost algorithm provides
the best default prediction (showing, by far, the largest sensitivity) with a reasonable classification of survivors, as well as
the highest global metrics but for the H-measure, which ranks it second.

The interpretable models are ranked consistently by AUC and H-measure in the following order: BGEVA, LR and
Probit, whereas the Brier score and the KS provide alternative rankings. Anyway, these results confirm the trade-off
between performance and interpretability highlighted in previous works on Italian SMEs.19

All in all, undersampling the training set has a balancing effect on the rate of correct prediction for either class.77

This improves global classification not only through FANN, but also when applying Logistic Regression, as compared for
instance with the results on the same kind of variables of References 19 or 32, the latter for both techniques.

5.2 Interpretation

Most of the variables have non-significant effects on the probabilities of default estimated by white-box models, as long
as these effects are ascertained by p-values (Table 3). Three variables display a significant and non-null coefficient, no
matter the model: Sales§, the Solvency Ratio and the Cash flow, all with an adverse effect on the probability of default.

The negative impact exerted by Sales on default, recurrent in many works, is not surprising since Sales is one of the
main proxies of a company’s size and largest firms tend to overcome demand shocks better than smaller firms,33,82 which
is also consistent with the means reported in Table 1 for the two groups of firms. Apparently, the size effect is captured
exclusively by the output-side variable since the other size proxies, the Number of employees and the Total Assets, both
highly correlated with Sales,43 do not have instead significant effects.

As expected, firms with a strongest leverage (Solvency ratio) and higher liquidity (Cash flow) are less likely to
default.55,56

Notice that profitability measures, rather unexpectedly, do not impact on the probability of default according to sig-
nificance criteria. BGEVA signals a significant ROCE but the estimated coefficient is zero. To gain additional insights, we
can turn to the ALEs: the three common significant variables can be interpreted likewise since they all follow a non-flat
path. However, while the models’ coefficients for the Solvency ratio and Cash flow describe almost neutral effects on the
outcome (with an odds-ratio of 1 for the Cash flow in the Probit model, see Table 3), post-hoc interpretation reveals a
marked decreasing effect for the former and a clear non-linear pattern for the latter. On the other hand, and contrary
to the p-value reading, we can observe that Profit margin and ROE do reduce the probability of default, whereas ROCE
increases it according to the LR, Probit (see Figure 1, panels (a) and (b) respectively) and to the BGEVA model (Figure 2).

§In the text we refer to sales, total assets and number of employees for readability reasons. However, we have transformed them through logarithms as
it is common in the literature.54,81,82
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(A)

(B)

F I G U R E 1 Accumulated local effects of the LR (A) and probit (B) models with superimposed bootstrap 5%–95% confidence intervals.
The ALEs for sales, total assets and number of employees are calculated on log-transformed variables but depicted on anti-log values to
enhance readability.
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838 CROSATO et al.

F I G U R E 2 Accumulated local effects of the BGEVA model with superimposed bootstrap 5%–95% confidence intervals. The ALEs for
sales, total assets and number of employees are calculated on log-transformed variables but depicted on anti-log values to enhance readability.

Another counterintuitive effect is revealed by the ALEs plot of the Profit margin for the Probit (Figure 1, panel (b)),
which could partially explain the suboptimal classification performance of the same model.

The picture changes when it comes to black-box models. Global Shapley values indicate (Figure 3) that both FANN
and XGBoost predictions are influenced mainly by Profit margin. This outcome is further clarified by the average change
in the model output corresponding to increasing values of the variable, represented by ALEs (Figure 4).

The ALEs of either model show a downward sharp jump in the probability of default when moving from negative to
positive values of Profit margin, with no further decrease in the probability of default as the ratio increases, revealing a
clearly decreasing effect of this ratio on the probability of default, as previously found by References 54, 55, and 60.

The negative impact of Sales, already emerged in the white-box models, is confirmed to a minor extent by both FANN
and XGBoost (second and third important variable respectively according to Shapley values). However, the pattern of the
estimated default probabilities for Sales is unlike: a smooth path with no evident plateauing effect in FANN and a first
sudden decrease around 100.000 euros and a second drop around 316.000 euros in XGBoost.

A remarkable difference with respect to the white-box models are the sways of Total assets and the Number of employ-
ees. Total assets is the third important variable for FANN according to the Shapley values and seems to increase the
probability of default judging from ALEs. On the contrary, the variable shows no importance in the prediction by XGBoost
(Shapley value close to 0 and flat ALE). A positive impact of Total assets on the probability of default is anomalous, though
shared by other scholars,55 in the light of our descriptive statistics and referring to the literature on firm demography,
where exit is usually associated to less tangible assets.56 This effect could be associated to the same found by other authors
in the credit scoring literature. In that case a non-linear behaviour could be accounted to the fact that creditors do pursue
firms with larger assets with the hope to get back the money they have lent, whereas firms with low tangible assets are
less worth being pursued.36,54
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(A)

(B)

F I G U R E 3 Global Shapley values for the Feedforward artificial neural network model (A) and the XGBoost model (B).

A somewhat opposite situation regards the Number of employees: FANN attributes scarce weight to this variable
whereas XGBoost highlights its moderate impact (fourth important variable in the Shapley values) and a decrease in
the probability of default around five employees. The XGBoost algorithm seems therefore able to capture separate and
concordant effects of two firm size variables, respectively on the input and the output side, in decreasing the probability
of default, contrary to other empirical applications.55

The Solvency ratio behaves similarly to Sales, for which the XGBoost shows a plateauing effect after 0 that the FANN
does not point out. However, its importance, measured by the Shapley values, differs between the two algorithms since it
is the second most relevant variable for XGBoost and the fourth relevant variable in the FANN.

The Cash flow, the third variable impacting on default according to white-box models, maintains a negative sign also
in FANN, while it is not relevant in the XGBoost model (as in Reference 56). The Gearing ratio, ROCE and ROE are of little
consequence for XGBoost output and even less for the FANN according to the Shapley values and to overlapping bootstrap
confidence intervals in Figure 4, except for the FANN’s ALEs plot that displays ROCE (however small its importance) as
enhancing the probability of default, which is in line with part of the literature (Reference 37 pointed out ROCE’s positive
effect). Another part of the literature instead found it non-significant.59

To summarize, blurry effects of one or more variables are encountered for the FANN model (Total assets and ROCE)
and for all the white-box models (ROCE for all of them, Profit margin only for the Probit). Considering the prominent
roles assigned by FANN to both Sales and Total assets, it seems that these two variables compensate each another in the
wrong way, resulting in a the lowest correct classification of defaulted firms among the competing models.

An interesting puzzle remains regarding the completely different ranking in the importance of variables according to
white versus black-box models. Keeping performance in mind, we should consider what emerges from the interpretation
of the XGBoost output, attributing the highest sensitivity achieved to an evaluation of the interplay among the variables
which results more effective in predicting default.

6 CONCLUSIONS

Making an AI system interpretable allows external observers to understand its working and meaning, with the
non-negligible consequence of making it usable in practice: when a firm (or a customer) applies for a credit line, it has the
right to be informed about the possible reasons for a refusal. AI driven decisions must be explained–as much as possible
to and understood by those directly and indirectly affected, in order to allow the contesting of such decisions. This issue
has become extremely relevant since both academicians and practitioners have progressively embraced ML modelling of
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(A)

(B)

F I G U R E 4 Accumulated local effects of the FANN (A) and XGBoost (B) with related bootstrap 5%–95% confidence intervals. The ALEs
for sales, total assets and number of employees are calculated on log-transformed variables but depicted on anti-log values to enhance
interpretability.
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firm default due to excellent performances2 and, concurrently, Institutions have started to question the trustworthiness
of–and set boundaries for–a safe use of AI in the interest of all involved.4 At the same time, using AI methods might grant
larger amounts of credit and result in lower default rates.83

Here we contribute to the literature on SMEs default by showing that the good performances in classification tasks
obtained through ML models can and should be accompanied by a clear interpretation of the role and type of effect played
by the variables involved. We also contribute to the literature on global post-hoc interpretability showing that, differently
from the ante-hoc techniques, they enable the comparison among white and black-boxes on a common ground.

Using a collection of relevant accounting indicators, widely employed in the literature, for all the Italian SMEs
available in the BvD-Orbis dataset 2016, we have supplied an accurate prediction of default in 2017. Thanks to our
research design, caring for imbalance among classes and cross-validation to select the most performing rules, we have
achieved fair rates of correct classifications for all the models involved. However, focusing in particular on the cor-
rect rate of default classification, the XGBoost algorithm prevails over three white-box models and over the alternative
ML model FANN.

Interpretability was provided by means of Shapley values and ALEs, two recent model-agnostic techniques which
measure the relative importance of the predictors and shape the predictor-outcome relationship respectively. The analysis
of the XGBoost ALEs reveals that such complex models capture highly non-linear patterns as the effects of sales on the
probability of default, account for separate effects of correlated measures and suggest also non-trivial risky thresholds: a
thing that was not completely grasped by any standard discriminant rule.

We think that the examination of ALEs for models which are already ante-hoc interpretable in the traditional scheme
of statistical significance is quite revealing, both methodologically and empirically speaking. The latter models’ ALEs
permits to add different shades to the variables’ effects with respect to the standard parameter-pvalues’ paradigm, para-
doxically uplifting their a-priori interpretability. Finally, the assessment of ALEs’ variability is fundamental to check the
output robustness and to evaluate the soundness of results.

With this paper we have shown that, under the assumption that interpretability is crucial to building and maintaining
the users’ trust in AI systems, their potential superiority in classification tasks does no longer need to be an alibi to hide
the underlying mechanisms in black-boxes.

The relevancy of this approach could become definitely more important for default prediction based on alternative
sources of data, such as web-scraped information,84,85 whose dimensionality and complexity require the power of ML
models and whose interpretability is even more puzzling. This, as well as applications to a more extensive basket of
traditional predictors, might represent a good ground for further research.

This study has some limitations revolving around three main aspects. The first is given by the post-hoc nature
of ALEs: post-hoc methods restrict the possibility to address any biases and impose some sort of regularization on
the interpretations.86 On the user’s side, they require some basic knowledge of the methodology to interpret its out-
comes. Second, the cross-sectional nature of the data prevented us from including in the analysis standard non-firm
specific predictors, such as regional GDP growth, industry-level value added or business confidence indicators, which
could have helped to reduce classification errors. Third, our findings, regarding Italian SMEs evaluated in a specific
year, should be generalized with caution and would surely benefit from a cross-country comparison and a longitudinal
follow-up.
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APPENDIX A. ALTERNATIVE TRAINING AND TEST SPLITTING

As a robustness check, we have re-run the models using two alternative data splits: 80% training −20% test and 90%
training − 10% test, evaluating the outcomes via AUC and H performance metrics computed on the test sets (Table A1).
According to the results, the XGboost turns out to be the best solution in all the split cases, showing the highest value for
both the performance indicators. Following Reference 87, we do not compare solutions across splits because the empirical
AUC depends on the sample size.

T A B L E A1 Test set results for alternative training and test splits.

Split 80%–20% Split 90%–10%

Model AUC H AUC H

FANN 0.798 0.345 0.827 0.364

XGBoost 0.867 0.444 0.872 0.440

BGEVA 0.820 0.343 0.820 0.333

LR 0.815 0.322 0.814 0.321

Probit 0.813 0.323 0.815 0.321

The different splits in training (tr) and test (ts) sets allocate data as follows:

• 70%–30%:
– tr 1285 (failed), 73,540 (survived)
– ts 522 (failed), 31,518 (survived)

• 80%–20%:
– tr 1462 (failed), 84,046 (survived)
– ts 345 (failed), 21,012 (survived)
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• 90%–10%:
– tr 1646 (failed), 94,552 (survived)
– ts 161 (failed), 10,506 (survived)

As can be seen, the more we feed the training sample the less the test set is able of giving a variegated rep-
resentation of the minority class. Considering this and following some relevant studies in the literature17,37,62

we believe that the split 70%–30%, combined with the cross-validation scheme, guarantees enough variability
for the estimation process, preserving on the same time a sufficient diversity among the defaulted firms in the
test set.

APPENDIX B. CLASSIFICATION RESULTS UNDER DIFFERENT RESAMPLING SCHEMES

Before opting for undersampling, we have tried other sampling schemes such as SMOTE88 and RobRose.76 To evaluate
which scheme was the most suitable to accomplish our goal, we have considered two aspects, equally important:

1. A fair rate of correct classification in both groups of firms;
2. A good overall performance in terms of H-measure, AUC, Brier Score and Kolmogorov-Smirnov statistic

In order to guarantee a sensible comparison across models, as well as sound estimates, we have selected the scheme
that satisfied the above aspects across models. Table B1 reports also the metrics obtained over the whole dataset (about

T A B L E B1 Classification results according to different resampling schemes (undersampling, SMOTE, robROSE) and for the whole
dataset.

Model Sampling scheme Sensitivity Specificity H AUC BS KS

FANN whole dataset 0.000 1.000 0.385 0.830 0.081 0.469

FANN Undersampling 0.694 0.829 0.391 0.827 0.187 0.501

FANN SMOTE 0.625 0.872 0.373 0.837 0.167 0.523

FANN robROSE 0.770 0.692 0.309 0.793 0.112 0.362

XGBoost whole dataset 0.390 0.999 0.406 0.803 0.019 0.551

XGBoost Undersampling 0.821 0.719 0.383 0.843 0.146 0.552

XGBoost SMOTE 0.559 0.930 0.418 0.852 0.086 0.548

XGBoost robROSE 0.613 0.842 0.335 0.771 0.024 0.521

BGEVA whole dataset 0.002 1.000 0.287 0.799 0.021 0.437

BGEVA Undersampling 0.752 0.727 0.331 0.819 0.178 0.481

BGEVA SMOTE 0.657 0.810 0.309 0.813 0.157 0.463

BGEVA robROSE 0.809 0.634 0.298 0.807 0.191 0.451

LR whole dataset 0.010 0.999 0.281 0.796 0.022 0.418

LR Undersampling 0.745 0.736 0.303 0.809 0.151 0.483

LR SMOTE 0.662 0.808 0.306 0.811 0.158 0.461

LR robROSE 0.824 0.638 0.310 0.814 0.179 0.452

Probit whole dataset 0.003 1.000 0.280 0.795 0.021 0.430

Probit Undersampling 0.738 0.737 0.299 0.809 0.190 0.448

Probit SMOTE 0.627 0.809 0.282 0.799 0.420 0.331

Probit robROSE 0.120 0.987 0.074 0.554 0.192 0.459
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105,000 firms, of which 1.72% defaulted). Looking at the metrics obtained through the different resampling schemes,
we can notice that the only scheme that guarantees a minimum rate of correct classification of 70% in both classes and
across models is the undersampling, with the exception of the robROSE in the case of the FANN model (see Table B1).
Furthermore, the undersampling scheme is the most frequently selected across measures and models (10 times vs. 5 each
for the other schemes).
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