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ABSTRACT In recent years, the significance of Environmental, Social, and Governance criteria in assessing 
financial investments has grown significantly. This paper presents an  AI-driven analysis of  ESG concepts 
and their evolution from 1980 to 2022, with a specific focus on media sources from the United States and 
the United Kingdom. The primary data source utilized is the Dow Jones News Article dataset, providing 
a comprehensive and high-quality collection of news articles. The study introduces a novel technique for 
information extraction from news articles, involving the structuring of extracted data into a knowledge 
graph. The findings identified key trends associated with ESG aspects emerging in recent years. In the 
environmental dimension, we identified a pronounced emphasis on climate change, renewable energy 
sources, and biodiversity conservation. Within the social aspect, the analysis pointed out the increasing 
significance of issues such as racism, gender identity, and human rights, as well as the increasing role of 
charities, and the ethical challenges of modern supply chains. Finally, in the governance domain, the 
findings emphasized issues related to corporate governance accountability, workplace ethics, and the 
conduct and remuneration of executives.

INDEX TERMS ESG, knowledge graph, monitoring tool, extraction pipeline.

I. INTRODUCTION
In the last few years, Environmental, Social, and Governance
(ESG) criteria become increasingly crucial to evaluate finan-
cial investments.1 The European Parliament has acknowl-
edged the significance of ESG ratings in its legislative
efforts aimed at promoting an economy that genuinely serves
the interests of the people. This led to several concrete

The associate editor coordinating the review of this manuscript and

approving it for publication was Mansoor Ahmed .
1Environmental, Social and Governance (ESG) rating activities -

https://www.europarl.europa.eu/legislative-train/theme-an-economy-that-
works-for-people/file-esg-rating.

initiatives, such as the introduction of the EU taxonomy for
sustainable activities,2 a resource seeks to establish a set
of ESG standards for an organization’s behavior, serving
as a valuable tool for socially conscious investors when
evaluating potential investments. The environmental aspect
evaluates an organization’s environmental impact and how
it manages its use of natural resources, energy efficiency,
wastemanagement, and overall commitment to sustainability.
The social criteria considers issues such as diversity and

2EU taxonomy for sustainable activities - https://finance.ec.europa.
eu/sustainable-finance/tools-and-standards/eu-taxonomy-sustainable-
activities_en.
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inclusion, labor practices, human rights, and community
engagement. Finally, the governance aspect focuses on the
internal processes and structures that guide an organization.
This includes aspects such as corporate governance, business
ethics, transparency, and the quality of leadership.

Even beyond the confines of the corporate sector, it is
essential to acknowledge that ESG principles extend their
relevance, acquiring universal importance in the broader
ambition of promoting a sustainable and equitable global
environment. Consequently, it is essential to monitor and
analyse the portrayal and evolution of ESG-related concepts
within the information landscape [1]. This examination
would allow us to assess the changing perceptions of both
media and public opinion on crucial issues such as sustain-
ability and diversity [2]. Nevertheless, this undertaking is
particularly challenging given the nuanced nature of these
concepts and the difficulty in analysing them on a large scale.

Today, there are numerous news monitoring tools available
that can be used to perform different kinds of analysis
on the news (e.g., Brandwatch,3 Brand24,4 Repustate,5

Cision Communication Cloud,6 SentiOne,7 and Meltwater8).
However, current systems lack a sufficient representation of
the nuanced dynamics of discourse, thereby making them
incapable of supporting advanced queries related to the
entities mentioned in news articles. For instance, while they
can identify specific tags or keywords, they cannot extract the
connections between them or the specific statements in which
they are used. This limitation impedes their ability to perform
a comprehensive analysis of the discourse about ESG.

To overcome this limitation, researchers have suggested
various approaches to develop structured, interconnected, and
machine-readable data frameworks for analysing news [3],
[4]. Several of these representations employ semantic tech-
nologies, such as knowledge graphs. Knowledge graphs
(KGs) are networks that consist of entities and their
relationships, providing information in a machine-readable
and understandable format within a specific domain [5].
In recent years, KGs have been increasingly acknowledged
for their ability to organize structured data in a semantically
meaningful way, providing effective support to a variety of AI
systems in a variety of domains, such as medicine, research,
education, robotics, manufacturing, social media, and many
others [6]. Prominent instances of knowledge graph include
DBpedia9 [7], Google Knowledge Graph,10 BabelNet,11 and
YAGO.12 As discussed in a recent survey byOpdahl et al. [3],

3Brandwatch - https://www.brandwatch.com/.
4Brand24 - https://brand24.com/.
5Repustate - https://www.repustate.com/.
6Cision Communication Cloud - https://www.cision.com/.
7SentiOne - https://sentione.com/.
8Meltwater - https://www.meltwater.com/.
9DBpedia - https://www.dbpedia.org/.
10Google Knowledge Graph - https://developers.google.com/knowledge-

graph.
11BabelNet - https://babelnet.org/.
12YAGO - https://yago-knowledge.org/.

the creation of a KG from the news poses several challenges,
such as performing quality named entity recognition (NER)
and relationship extraction, the management of temporal
information, entity linking, news source reliability, and
different kind of co-reference resolution (pronoun, event,
etc.). Large-scale knowledge graphs are frequently produced
through a semi-automated process that integrates both struc-
tured and unstructured data. When the source data includes a
large amount of text, these approaches typically use various
natural language processing techniques for generating triples
reflecting the key domain concepts and link them both to
the original sources and to other information that allows
users to assess their reliability [8]. Similar solutions were
developed to characterize a variety of domains, such as
research articles [9], medical information [10], tourism [11],
educational resources [12], and social media [13].
This paper presents an AI-driven analysis of ESG concepts

and their evolution from 1980 to 2022, focusing on media
sources from the United States and the United Kingdom,
including prominent publications such as The Guardian, The
NewYork Times, and The Times. The primary data source for
this analysis is the Dow Jones News Article dataset,13 which
offers a comprehensive and high-quality collection of news
articles.

To facilitate this analysis, the study introduces an inno-
vative technique for information extraction from news
articles, which involves structuring the extracted data into a
KG. This method employs advanced information extraction
methodologies to distill relevant information from articles
into structured statements represented as triples in the format
<subject, predicate, object>. The operational
pipeline developed for this process is generalizable and can be
implemented on a conventional server, thereby avoiding the
necessity for substantial computational resources, a require-
ment characteristic of current large-scale languagemodels for
processing massive amounts of data. The primary advantage
of this innovative approach lies in its ability to facilitate the
analysis of various entity types (e.g., organizations, persons,
topics) while also establishing meaningful relationships
between the entities based on predicates extracted from the
articles. Consequently, it serves as an effective instrument for
analysing a large volume of news content, deriving insights
about key concepts, and understanding the development and
changes in the discourse over time.

The resulting knowledge graph was employed to analyze
the three core components of Environmental, Social, and
Governance (ESG) and to identify the principal subjects
emerging in recent years. In the environmental dimension,
the analysis highlighted a pronounced emphasis on climate
change, renewable energy sources, and biodiversity conser-
vation. Within the social aspect, the analysis pointed out the
increasing significance of issues such as racism, gender iden-
tity, human rights as well all the increasing role of charities,

13Dow Jones News Article dataset - https://developer.dowjones.
com/datasets/details/news.
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and the ethical challenges of modern supply chains. Finally,
in the governance domain, the findings emphasized issues
related to corporate governance accountability, workplace
ethics, and the conduct and remuneration of executives.
More in detail, the contributions of our paper are the

following:
• We present an AI-driven analysis of the news discourse
around ESG concepts from 1980 to 2022;

• We propose a general and automatic pipeline to create a
KG from a set of news documents;

• We demonstrate how to produce several analytics
regarding entities and statements from a KG extracted
from the news;

• We report an evaluation of the information extraction
pipeline, showing excellent accuracy.

The remainder of this paper is organized as follows.
Section II discusses related works about KGs on news and
various methodologies to create them. Section III describes
the general pipeline for KG generation and reports its
evaluation. Section IV details the data source and offers
an overview of the resulting KG centered on ESG aspects.
Section V discusses the results of the analysis. Finally,
Section VI ends the paper with conclusions and future works
where we are headed.

II. RELATED WORK
In this section, we review the current state of the art regarding
news monitoring approaches (Section II-A) and knowledge
graphs on news (Section II-B).

A. NEWS MONITORING APPROACHES
News analysis and monitoring is a broad research area
that encompasses various tasks, including first story detec-
tion, clustering, trends detection, event detection, ques-
tion/answering, summarization, and fake news detection [14],
[15], [16], [17], [18].

Traditionally, these tasks involved tracking a set of key-
words, mainly extracted applying Term Frequency Inverse
Document Frequency (TF-IDF) [19], andwere primarily used
for conducting small-scale analyses [20], [21]. Such methods
required significant manual effort from media scholars
and practitioners, restricting the scale of the analyses.
Furthermore, the absence of semantic matching in these
approaches limited their ability to fully represent the diversity
and complexity of the news media landscape. This limitation
became particularly evident with the emergence of new forms
and sources of news, including social media, blogs, podcasts,
and citizen journalism [22].

For instance, Lloyd et al. [23] developed an approach
for analysing news media [23] and blog posts [24] to
perform juxtaposition, temporal, and spatial analyses. The
most pressing challenge was entity disambiguation [25],
which they solved by combining the syntactic similarity
of their surface form and the co-occurrence analysis with
other entities. Nowadays, such a challenge can be easily
tackled with the support of notable knowledge graphs like

DBpedia [7] or Wikidata [26]. Indeed, Piskorski et al. [27]
mapped entities in news from multiple languages relying
on BabelNet [28]. Similarly, Scharl and Weichselbraun [29]
conducted a study on the media coverage of U.S. presidential
elections, and in this limited analysis the authors extracted
entities by matching terms in a keyword list.

Tanev et al. [30] proposed a method for global crisis
monitoring that extracts information about violent and
disaster event. Their pipeline consists of news geo-tagging,
automatic pattern learning, pattern specification language,
information aggregation. Specifically, they identify locations
by mapping n-grams to a multi-lingual gazetteer whereas
they extract events or actions with pattern-matching rules.
However, such an approach fails to capture the subtle
linguistic features that are common within news articles.

More advanced solutions employ machine learning algo-
rithms. For instance, Téllez et al. [31] developed an approach
for extracting information from natural disaster news reports.
It first identifies candidate text segments, then it employs a
support vector machine (SVM) and a Naïve Bayes to classify
such statements according to five different types of disasters.
However, this solution lacks generalisability. Indeed, it is
limited to a low number of categories that can be classified,
and it requires the identification of the most suitable set of
features when applied to a new domain.

Recently, this field went through a paradigm shift
benefiting from a number of innovative solutions being
developed in the field of artificial intelligence [32]) (e.g.,
large languagemodels [33]) and semantics technologies (e.g.,
KGs [34], [35]). For instance, large language models have
been employed to summarize news [36]. Deep learning has
been employed to identify text chunks (e.g., entities) within
news that are worth analysing [37], as well as fake news [38].
Recently, knowledge graphs have been used to structure
the news content in a machine-readable format and further
support the aforementioned tasks [3], [4]. To the best of our
knowledge, there has not been any work employing a KG-
driven analysis of the ESG space.

B. KGs ON NEWS
The primary objective of employing KGs in news analysis
is to represent and establish relationships between various
entities in the news domain, such as people, places, events,
topics, and facts. This systematic overview can lead to a
more insightful analysis of the changes in discourse over
time. For instance, Al-Obeidat et al. [39] constructed a KG
that represents news related to COVID-19. This KG offers
a platform for researchers, data analysts, and data scientists
from various sectors to explore and suggest solutions for
the challenges that COVID-19 creates for the global society.
Tan et al. [4] focused on electronics and supply-chain
industry news to build a KG on causal relations. This KG
can be utilized by companies to make informed decisions
and predictions. Liu et al. [40] proposed a KG-based news
recommendation system. The distinctive feature of their
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KG is that it records the topic context of the news, links
entities with collaborative edges derived from the users’
clicks and the co-occurrence in the news articles, and removes
news-irrelevant relations. Rospocher et al. [41] developed an
event-centric knowledge graph based on news sources. Their
methodology emphasizes representing a temporal dimension
that captures the long-term development and histories of all
entities involved. Fu et al. [42] developed a multi-domain
KG to support fake news detection. Their tool employs
the knowledge graph to produce background information,
semantically link news articles, and improve the learning
and classification of news content. In this context, the
knowledge graph enhances their methodology’s ability to
generalize effectively across single, mixed, and multiple
domains, surpassing existing state-of-the-art techniques in
multi-domain fake news detection. Opdahl et al. [3] surveyed
research methods and approaches that employ semantic KGs
for producing, distributing, and consuming news.

In this paper, we generate a KG as an intermediary phase in
our AI-powered analysis of the ESG sectors. Unlike previous
studies, our KG is designed primarily to facilitate the analysis
of how the ESG discourse evolved over time, through a
detailed depiction of various types of entities.

III. AUTOMATIC GENERATION OF ESG-KG
In this section, we will discuss the generation of the KG
from a repository of news. The pipeline we developed,
illustrated in Figure 1, consists of two primary stages.
Initially, it employs a Text Parsing Module to extract entities
and their relationships from a collection of news articles. The
knowledge graph is generated through a three-step process in
the subsequent stage. The Entity ExtractionModule identifies
key entities and categorizes them by type. Following this,
the Relationship Extraction Module extracts the relationships
between these entities from the news articles. Finally, the
Triple Refinement Module finalizes and refines the resulting
triples to produce the completed knowledge graph. In the
following subsections, we will first describe the Text Parsing
Module (Section III-A) and then outline the KG generation
stage (Section III-B).

A. TEXT PARSING MODULE
The Text ParsingModule is based on the Stanford CoreNLP14

suite, a comprehensive suite of natural language processing
tools developed in Java. It is a robust and thoroughly
tested set of tools, popular across academic, industrial, and
governmental circles. This tool processes raw text in natural
language through a combination of rule-based techniques,
probabilistic machine learning, and deep learning to conduct
various analyses. It determines the root forms of words and
their grammatical functions, identifies named entities (e.g.,
companies, individuals, locations) and extracts dates, times,
and numerical values. Furthermore, it annotates sentence

14Stanford CoreNLP - https://stanfordnlp.github.io/CoreNLP/.

structures by identifying syntactic phrases or dependencies
and recognizes noun phrases that reference the same entities.

More specifically, this module uses the Part-of-Speech
Tagger (PoS Tagger) to assign tags to each word in the given
text. Figure 2 shows the result of this process for a sentence
from the ESG news corpus. The PoS tagger identifies and
classifies each token based on its grammatical category (e.g.
preposition (PRP), verb (VB), noun (NN), adjective (JJ), etc).
In the sample sentence, the PoS Tagger identified E.P.A as a
proper noun (NNP), responsibility as a singular noun (NN),
and options as a plural noun (NNS). Moreover, it correctly
identified the verbs think, has, and give.

The module also builds a dependency tree of each sentence
(see Figure 3). This is a representation of grammatical
structure that maps out the relationships between tokens in
a sentence. A dependency tree includes:

• Nodes and Relationships. A dependency tree is built
on three main components: i) nodes, every word in the
sentence is a node in the tree, ii) edges, representing
the grammatical relationships between these words, and
iii) root, representing usually one word (often the main
verb) serving as the root of the tree, fromwhich branches
extend to other parts of the sentence.

• Types of Relationships. Dependency trees capture
various types of grammatical relationships, such as
subject, object, modifier, etc. For example, in the
sentence in Figure 3 the dependency tree captures E.P.A
as the subject of the verb has with object responsibility.

• Directional Relationships. The edges in the tree are
directional, indicating which word is the ‘‘head’’ (the
word that provides grammatical structure) and which is
the ‘‘dependent’’ (the word that depends on the head for
its grammatical role).

In summary, dependency trees provide a clear and
structured way to represent the grammatical relationships
between words in a sentence, enabling automatic usage of the
natural language for complex NLP applications.

B. KNOWLEDGE GRAPH GENERATION MODULE
This section illustrates the pipeline for extracting entities and
relationships from news articles and generating triples for the
ESG-KG. The approach, shown in Figure 1 is organized in
three steps: i) Entity extraction, ii) Relationship extraction,
and iii) Triple extraction. In the following, we will analyze
each step of the pipeline.

1) ENTITY EXTRACTION SUBMODULE
This module detects nominal phrases which will be used
as entities for the KG. Nominal phrases are word groups
with a noun or pronoun as its main word, along with
any modifiers, determiners, and complements that provide
additional information about the noun (e.g., ‘long news
article’). To detect nominal phrases, we start from the
dependency tree extracted by the previous module. In the
dependency tree, each token (or word), is associated with
its part of speech (POS) tag which clarify if that token is
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FIGURE 1. Knowledge graph generation pipeline.

FIGURE 2. Part of speech tags.

FIGURE 3. Dependency tree.

a noun (NN), verb (VB), adjective (JJ), personal pronoun
(PP), and so on. To minimize irrelevant entities, our approach
involves two steps. First, we consider only the phrase that
contains at least one token classified as a noun (NN). Second,
we expand from this noun token through the dependency tree
to incorporate additional tokens, guided by the grammatical
relationships specified in Table 1. The output of this module
is a set of entities Es associated with each sentence s from
the news corpus. For example, starting from the noun (NN)
‘panel’, we can consider the adjective (AMOD) ‘solar’ to
identify the entity ‘solar panel’.

2) RELATIONSHIP EXTRACTION SUBMODULE
This module detects the relationship between entities. For
each sentence s all the shortest paths of the dependency tree
between each pair of entities (ei, ej)|ei, ej ∈ Es containing
a verb are selected. This process will yield several types of

TABLE 1. Grammatical relations used to extract entities.

paths between entities, some of which may be more reliable
to derive a relationship depending on the source data and the
style of writing. It is thus advisable to analyse the paths and
determine the most suitable ones for identifying relationships
in the particular context [43].

We also took this approach for producing the ESG KG.
When this process was applied to the dataset of news articles,
it yielded approximately 15K paths. From these paths,
we computed the most frequent patterns i.e., the ordered
list of dependencies that compose a path (e.g. [nsubj, obj]).
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We ordered these patterns from most to least frequent based
on their occurrence in the corpus. Next, the top 20 frequent
patterns, with frequencies ranging from 79 to 1098, were
manually reviewed by three researchers working in the NLP
field. Their task was to assess a random sample of 20 triples
for each pattern as valid or not valid. Each evaluator was
tasked to assess the correctness of all 400 relevant triples.
More precisely, to be annotated as valid, a triple should
capture the semantics of the portion of the sentence where
it was extracted. For example, the triple <Mr. Lewis,
give, quixotic guided tour> extracted from the
sentence ‘Mr. Lewis gives the reader a quixotic guided tour
through Silicon Valley while showing how its success stories
revolutionized American business.’ with path [nsubj, obj]
was considered valid by the annotators. On the other hand,
the triple <air, rising, hot day> from the sentence
‘Howe says it was discovered by cows drawn to cool air rising
from the mouth of the cave on a hot day.’, with path [acl, obj]
was discarded as not valid by the annotators.

A majority vote was used to label each triple as
correct/incorrect and only the subset of patterns with a
prevalence of correct triples (i.e., more than 10) were
considered reliable and kept in the result list. The set of valid
patterns is referred to as Pvalid .

Finally, for each sentence si all the shortest paths
containing a verb vi of the dependency tree between each
pair of entities (em, en) were computed. The resulting set of
paths was filtered, selecting only those that match a pattern
in Pvalid . The entities (em, en) and verb v are used to create
triples T in the shape < em, v, en >.

3) TRIPLE EXTRACTION SUBMODULE
This module performs three main tasks: 1) relation refine-
ment, 2) entity refinement, and 3) triple refinement.

a: RELATION REFINEMENT
The set of triples T , generated in the previous step,
may contain triples with similar meanings but using
different verbs, e.g., <company, build, 200 unit
motel>, <company, construct, buildings>,
<craftsmen, create, accommodation>. This step
aims to find the best predicate label r for each relation
verb v in a triple < em, v, en > and to map v to r in
the resulting triple. In this phase, it is recommended to
reduce the space of possible relationships by analysing the
resulting verbs and clustering them in a smaller set of well-
defined relationships [43]. We thus need to find the verbs
that have a similar meaning. For this purpose, we used
Wordnet.15 WordNet is a large lexical database of English.
This knowledge base groups nouns, verbs, adjectives, and
adverbs into sets of cognitive synonyms (synsets), each
expressing a distinct concept. Synsets are interlinked using
conceptual-semantic and lexical relations. Consequently,
we associated each verb with the synonyms using the synset

15Wordnet - https://wordnet.princeton.edu/.

from WordNet classes. If the synset similarity among two
verbs, v1 and v2, was higher than the threshold (0.7) they
were inserted in the same cluster. Finally, for each relation
verb v in the dataset, we replace it with the predicate label r
consisting of the lemma of the most frequent relation in the
cluster of v. Otherwise, we map it to itself if v was an outlier
and not clustered.

This method was applied to the 393 verbs found in all the
triples extracted from the ESG news dataset. It produced a
final set of 57 predicates.

b: ENTITY REFINEMENT
Nominal phrases may refer to the same entity in different
ways; for instance, President Obama, B. Obama, Barack
Obama likely denote the same person. To address this issue
and identify nominal phrases that refer to the same entity, this
module utilizes a sentence transformer model.

Given the set of all entities E , the module creates an
index based on the tokens contained by the entities. The
index links each token to all the entities that include it. For
example, in the index, the token Obama is linked to all the
entities which include it, such as Barack Obama, President
Obama, former president Barack Obama, Barack Obama’s
Administration, Michelle Obama, and so on. We then
compare two entities ei, ej ∈ E if they share at least one token.
The comparison is performed by using the state-of-the-art
framework SentenceTransformers16 and encoding the entities
with the all-mpnet-base-v217 transformer model. We chose
this model since it showed state-of-the-art performances on
a multitude of tasks including semantic text similarity.18

Entities with a cosine similarity equal to or greater than a
threshold ethmerge = 0.9 (empirically calculated) are merged.
For example, if the entity ei and ej have a cosine similarity
greater than 0.9, then ei and ej are inserted into the same
cluster.

Finally, for each entity e in the dataset, we replace it with
the entity label r consisting of the lemma of the most frequent
entity in its cluster. Otherwise, we map it to itself if e was an
outlier and not clustered.

c: TRIPLE REFINEMENT
Similarly to the entity refinement step, we used a sentence
transformer model to detect and merge triples with the same
meaning. Given the set of all triples, let us say T , the
module creates an index based on the tokens contained in
the subject and object of the triples. The index links each
token to all the triples that include it. Then, it compares
two triples ti, tj ∈ T if they share at least one token.
The comparison is performed by using the state-of-the-art
framework SentenceTransformers and encoding the triples
with the all-mpnet-base-v2 transformer model. Triples that

16SentenceTransformers - https://huggingface.co/sentence-transformers.
17all-mpnet-base-v2 - https://huggingface.co/sentence-transformers/all-

mpnet-base-v2.
18SentenceBERT - https://www.sbert.net/docs/pretrained_models.html.
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have a cosine similarity equal to or greater than a threshold
thmerge = 0.9 (empirically calculated) are clustered together.

As final step, the resulting triples are linked to the original
papers and used to construct the knowledge graph. Each triple
is also associated with its support, i.e., the number of news
articles from which it was extracted. This support score can
serve as a criterion for evaluating the reliability of a triple.
A triple with high support indicates frequent occurrence
across diverse news sources, suggesting it is a recognized
element of public discourse. Conversely, a triple with low
support, appearing only sporadically, might be considered
less reliable.

C. EVALUATION
We evaluated our pipeline by assessing its accuracy on
a sample of triples. First, we selected a random sample
of 200 statements, equally distributed among high-support
(support greater than 10), medium-support (support lower
or equal to 10 and greater than 5), and low-support triple
groups. Each triple underwent evaluation by three reviewers.
The evaluators were given both the triple and the original
sentences from which the triple was derived. They had to
mark the triple as it as 1 if it correctly reflected the content of
the news articles, and 0 if it did not. The average agreement
between the annotators was 0.89, indicating they mostly
agreed with each other.

We evaluated the 200 statements produced by the pipeline
against the majority vote of the three annotators, yielding
an accuracy of 0.85. Individual rater estimates ranged from
0.85 to 0.93. This indicates that the pipeline can extract triples
with good accuracy.

IV. THE ESG KNOWLEDGE GRAPH
In this section, we will outline the data source and offer an
overview of the resulting KG.

A. DATA SOURCE
The Dow Jones News Datasets is a vast collection of
15, 105, 283 news articles in various languages. The dataset
offers 13 English sources, including notable ones like The
Wall Street Journal, New York Times, and The Guardian,
contributing to a total of 7.3 million distinct news items. Each
entry in the Dow Jones Dataset includes: i) the full text of the
article, ii) its title, and iii) a set of relevant metadata.

The metadata can be broadly classified into two categories:
i) general metadata, and ii) article content metadata. The
general metadata contains information about the news
source (e.g., source name, source language, publisher name,
publisher region), time-related details (e.g., publication date,
ingestion date), and the unique identifier. The article content
metadata contain various types of information extracted or
derived from the full news article. The main ones are:

• Subject: contains information about the overall topic
discussed in the news;

• Region: contains all the countries or regions mentioned
in the news;

• Company: this metadata articulates in three different
fields: 1) the name (or code) of the companies with
high relevance to the news (e.g., when a company is
the primary subject of the article), 2) companies that are
mentioned in the text of the news with low relevance to
the news, and 3) a field that includes companies that are
related to the onesmentioned in the text although they do
not appear in the news. The relation can be both of a legal
nature or other types of relations (e.g., collaboration).

• Market Index: contains the information about the market
index relevant to the news.

To select a repository of news articles about ESG we
considered all news from 1980 to 2022 including keywords
about Environmental, Social, and Governance either in the
text body or in the metadata fields. The keywords were
selected by sector experts analyzing and filtering common
terms and phrases about Environmental, Social, and Gover-
nance resulting in a vocabulary of 454 different keywords:
355 keywords for Environmental, 53 for Social, and 46 for
Governance. The final collection consists of approximately
850, 000 news articles: 500, 000 on environmental topics,
290, 000 on social issues, and 60, 000 on governance.

B. ESG-KG
We applied the pipeline described in Section III to the set of
850, 000 ESG news articles. The resulting KG includes over
7.2M statements and 4M entities. To structure the statements,
we employed a lightweight ontology, since the main purpose
of the Knowledge Graph is only to aid in analyzing the
news. The ontology defines four main Classes: i) aggregated
statement, ii) fine-grained statement, iii) News, and iv) Entity.
The ontology also specifies 57 object properties derived from
the predicates defined in Section III-B3.
The ontology also maps the statements using the original

verb with their version using the 57 predicate obtained by
clustering them.

Each statement in ESG-KG includes:
• rdf:subject, rdf:predicate, and rdf:object, which provide
the reification of triples within a rdf:Statement;

• provo:wasDerivedFrom which provides provenance
information and lists the DNA-IDs of the news from
which the statement is derived;

• esg-kg:statement_negated which is a boolean whose
value depends on the form of the statement in the news
text. It will be True if the statement was derived from a
negative sentence, False otherwise;

• esg-kg:original_triple which lists the fine-grained ver-
sions of the statement.

Additionally, each news ID is linked to xsd:date that
provides the publishing date of the news, and esg-kg:source
that provides the journal source name where the news was
originally published.

V. ANALYSIS OF THE ESG DISCOURSE IN THE NEWS
In this section, we present and analyze the findings of
our study on Environmental, Social, and Governance (ESG)
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TABLE 2. Type of entities and their frequency. GPE stands for Geopolitical
Entities, whereas NORP represents nationalities, religious, and political
groups.

discourse in news media. The analysis is based on various
analytics produced from the knowledge graph.

A. DIACHRONIC ANALYSIS
Figure 4 shows the distribution of the three main topics (Envi-
ronmental, Social, and Governance) across time. Historically,
environmental issues have dominated, accounting for 55%
to 75% of coverage. However, there is a noticeable trend
of increasing focus on social issues, which has grown from
approximately 20% in 1980 to nearly 40% by 2022. This shift
appears to be driven by a heightened interest in subjects like
ethics, racism, gender identity, and global human rights.

B. ENTITY AND STATEMENT DISTRIBUTION
The three key pillars of ESG encompass a broad range of
entities: the environmental component includes 2M entities,
the social aspect covers 361K entities, and the governance
section comprises 209K entities. The entities are typed
according to the Named Entity Recognition (NER) tool
provided by Spacy. The entity types and their frequency are
reported in Table 2.

In Figure 5 displays how entities are distributed based on
the number of statements they are associated with. Likewise,
Figure 6 reports the distribution of all statements over the
number of articles from which they were extracted. The KG
covers a total of 3.8M statements: 3M statements related
to environmental topics, 600K for social issues, and 236K
concerning governance. Both entities and statements exhibit
a typical long-tail distribution, where a small number of key
entities and statements occur frequently, and a vast majority
of less significant ones appear very infrequently.

C. ESG ANALYSIS
In this section, we will perform an in-depth analysis of
each of the three pillars of ESG - Environmental, Social,
and Governance. First, we report the top ten religious or
political groups (Table 3), geopolitical entities (Table 4),
notable persons (Table 5), and organizations (Table 6) for
each of them.

A key observation is the prominent position of the USA
in ESG discourse, evidenced by the top three groups being
Democrats, Republicans, and Americans. Furthermore, the
most frequently mentioned individuals are US Presidents,
including Bush, Obama, Clinton, and Trump. The United
States is also the country most frequently cited in articles
related to the Environmental and Social aspects, highlighting
their perceived leadership status on these topics. In contrast,
China takes the lead in discussions on Governance. Beijing
and Japan are often mentioned in discussions about employee
rights, ranking them fourth and fifth, respectively, among the
most mentioned countries for Governance.

In the following, we delve into each of the three ESG
domains, examining the evolving trends of key entities within
each area. To do so, we have computed the number of times
each entity appears in each year. Following this, we applied
linear regression to the yearly distributions of these entities,
with the regression line’s slope serving as an indicator of
the trend’s trajectory. A more pronounced slope denotes a
more rapid escalation in media coverage for the specified
entity. This is a technique commonly applied to detect key
trends, e.g., in research topics [44]. We report the results
in Table 7-9, where slope_10 indicates the trend in the last
10 years and the slope_5 indicates the trend in the last
5 years. In order to highlight common themes, we manually
clustered the related entities and highlighted them in the same
colour.

In the following, we report an analysis of the major trends
of each of the three macro themes based on both these
analytics and an inspection of the relevant statements and
articles in the KG.

1) ENVIRONMENTAL
The environmental aspect of ESG focuses on a company’s
impact on the natural world and its management of envi-
ronmental risks. Table 7 displays the entities that have
demonstrated the most significant growth in mentions over
the past ten and five years.

We analysed the network of entities and their statements
and identified three main topics that have gained more
prominence in recent years:

• Climate Change and Carbon Emissions (orange in
Table 7): These entities are central to discussions about
measuring carbon footprints, implementing initiatives
to reduce greenhouse gas emissions, and formulating
strategies to mitigate climate change effects [45]. The
heightened visibility of these entities in news narratives
highlights the escalating importance of adopting con-
crete measures to combat climate change.

• Energy Efficiency (blue): The positive trends indicate
a growing emphasis on the use of renewable energy
sources and the adoption of energy-saving practices in
public discussions. This shift towards energy efficiency
reflects a broader societal and economic recognition of
the benefits associatedwith sustainable energy practices.
As the urgency to address climate change intensifies, the
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FIGURE 4. News distribution for year.

FIGURE 5. Entity distribution over the number of relevant statements (logarithmic scale).

TABLE 3. Top 10 NORP entities.

push for more efficient energy usage and the transition to
renewables becomes a central theme in policy, industry,
and community conversations [46].

• Biodiversity and Land Use (green): The upward
trend over the past five years underscores the sig-
nificance of these issues. Specifically, the focus on
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FIGURE 6. Statement distribution over the number of news in logarithmic scale.

TABLE 4. Top 10 geopolitical entities.

TABLE 5. Top 10 person entities.

deforestation and biodiversity highlights the media’s
increasing concern and interest in the conservation
of natural habitats, ecosystems, and biodiversity. This
focus also aligns with global efforts to achieve bio-
diversity conservation targets and sustainable develop-
ment goals [47], emphasizing the need for a holistic
approach to environmental stewardship that includes
protecting diverse ecosystems and ensuring responsible
land use.

2) SOCIAL
In recent years, the social dimension of ESG has gained
significant prominence, particularly concerning social issues
such as racial justice, gender equality, fair labor practices, and
economic inclusion. Table 8 presents the entities showing the
most notable positive trends in this area. Similar to before,
we can highlight several key topics:

• Racism (orange in Table 8): Over the last five years,
the topic of racism has gained significant attention
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TABLE 6. Top 10 organization entities.

TABLE 7. Environmental entities.

within the social sphere, its rise fueled by several pivotal
events related to this issue in recent years. This is
in part due to high-profile incidents and movements
that have sparked global conversations and protests.
Events such as the Black Lives Matter movement,
which gained renewed momentum following the death
of George Floyd in the United States, have been central
in bringing issues of racial injustice and police brutality
to the forefront of media coverage.19 Similarly, the
discussions around systemic racism, racial profiling,
and the need for reform in various institutions have
been amplified by these incidents. There has been also
an increased awareness and examination of colonial
legacies, xenophobia, and racial disparities exacerbated
by the COVID-19 pandemic [48]. These discussions
have extended to various sectors, including education,
healthcare, and the corporate world, where there is
a growing call for diversity, equity, and inclusion
initiatives [49].

19The global impact of George Floyd: How Black Lives Matter
protests shaped movements around the world - https://www.cbsnews.
com/news/george-floyd-black-lives-matter-impact/.

TABLE 8. Social entities.

• Gender identity (blue): The topic of gender identity
has also seen a significant rise in media coverage
and public discourse, reflecting a broader shift towards
recognizing and respecting diverse gender expressions
and identities. This increased attention is part of a larger
movement towards gender inclusivity and the rights
of transgender and non-binary individuals [50]. High-
profile legal battles over transgender rights, debates
around gender-neutral bathrooms, and the inclusion of
gender identity in anti-discrimination laws have been
focal points in the media [51]. The corporate world is
also responding to the growing recognition of gender
diversity [52]. Many companies are implementing more
inclusive HR policies, such as gender-neutral dress
codes, the use of preferred pronouns, and support for
employees undergoing gender transition. These changes
are part of a broader effort to create inclusive work
environments that respect and affirm diverse gender
identities.

• Charities and community service (green): Themedia’s
focus on charities and community services has intensi-
fied, reflecting a heightened awareness and engagement
with social issues at the grassroots level [53]. This
trend is fueled by a growing recognition of the vital
role these organizations play in addressing societal
challenges, from poverty and homelessness to education
and mental health. The response to crises like the
COVID-19 pandemic has been significant, with cover-
age highlighting both the generosity of individuals and
the crucial role of charitable organizations in providing
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TABLE 9. Governance entities.

relief and support [54], [55]. The rise of digital platforms
has also transformed the landscape for charities and
community services, making it easier for them to reach
potential donors, volunteers, and those in need of
assistance [56]. Social media campaigns, crowdfunding
for social causes, and virtual volunteering opportunities
have become increasingly prominent, facilitating greater
engagement and support from the public [57].

• Human Rights (yellow): This increased focus is driven
by global advocacy for a wide range of rights, including
freedom of speech, the right to privacy, labor rights,
and the protection of individuals against discrimination
and abuse. Media coverage of human rights issues has
been pivotal in bringing to light violations and conflicts
around the world, from the plight of refugees and the
treatment of ethnic minorities to the crackdown on
freedom of expression in various countries [58]. In the
corporate sphere, the emphasis on human rights has led
to greater scrutiny of business practices, particularly in
supply chains where labour rights violations or environ-
mental degradation can impact local communities [59].

• Supply Chain Management (grey): This topic high-
lights growing concerns about sustainability, ethical
sourcing, and labor practices [60], [61]. This rise in
attention is in response to the complex global networks
that define modern production and distribution systems,
where issues in one part of the supply chain can
have widespread implications [62]. Media coverage has
played a crucial role in highlighting cases of unethical
supply chain practices, such as child labor, unsafe
working conditions, and environmental degradation.20

3) GOVERNANCE
ESG governance pertains to the internal practices and
policies guiding a company’s management and decision-
making processes. Unfortunately, these nuanced aspects are
challenging to convey in news articles, which predominantly
focus on:

• Corporate Governance Structure (in orange in
Table 9): This increasing focus reflects the recogni-
tion of how governance practices impact corporate

20Ending child labour, forced labour and human trafficking in global
supply chains - https://www.ilo.org/wcmsp5/groups/public/—ed_norm/—
ipec/documents/publication/wcms_728062.pdf.

performance, accountability, and ethical conduct. Media
coverage has spotlighted the need for robust governance
structures that ensure companies are managed in the
interests of all stakeholders, not just shareholders.
In response to these concerns, there is a growing empha-
sis on enhancing board diversity, ensuring that boards
of directors include members with varied backgrounds,
experiences, and perspectives [63].

• Employee Relations and Ethics (blue): This grow-
ing focus reflects an understanding of the profound
impact that ethical employment practices and positive
workplace relationships have on organizational success
and sustainability [64], [65]. In recent years, media
coverage has brought to light various issues related
to workplace ethics and employee treatment, ranging
from unfair labor practices to discrimination and harass-
ment [66], [67]. A key aspect of this discussion involves
the cultivation of inclusive and respectful workplace
cultures that value diversity and equity. The rise of
remote and flexible working arrangements, especially
highlighted by the COVID-19 pandemic, has further
broadened the scope of employee relations, emphasizing
the importance of mental health support, work-life
balance, and clear communication in maintaining a
cohesive and motivated workforce [68].

• Executive and Employee Compensation (green): This
surge in attention underscores the broader implications
of compensation structures on corporate ethics, per-
formance, and stakeholder trust [69]. In recent times,
media investigations and shareholder advocacy have
spotlighted disparities in compensation between top
executives and average employees, raising questions
about fairness, equity, and corporate values. Such
scrutiny often revolves around the ratios of CEO pay
to that of median employees, bonus structures, and the
alignment of compensation with long-term corporate
performance and sustainability goals [70].

VI. CONCLUSION AND FUTURE WORKS
In this paper, we present a comprehensive analysis of ESG
concepts and their evolution from 1980 to 2022, with a focus
on news documents from the United States and the United
Kingdom. Leveraging the Dow Jones Article dataset, our
analysis encompasses news from prominent daily newspapers
such as The Guardian, The New York Times, and The
Times. To conduct the analysis, we initially applied an
extraction pipeline to news articles, involving the structuring
of extracted data into a KG. The employed approach utilizes
advanced information extraction methodologies to distill
relevant information from articles into structured statements
represented as triples. These triples were aggregated, verified,
and used to construct an extensive knowledge graph. The
adopted pipeline is versatile and applicable to any domain,
facilitating the analysis of various entity types and estab-
lishing semantic relationships between them based on the
information extracted from news articles. The information
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extraction pipeline underwent a rigorous evaluation by three
annotators, resulting in an accuracy of 0.85.

The resulting knowledge graph was utilized to examine
the three fundamental elements of Environmental, Social,
and Governance (ESG), uncovering the key topics prevalent
in recent news coverage. In the environmental sector, the
investigation underscored a strong focus on climate change,
the adoption of renewable energy, and the preservation of
biodiversity. Regarding the social dimension, the analysis
brought to light the growing importance of issues such
as racism, gender identity, human rights, the increasing
role of charities, and the ethical challenges of modern
supply chains. Finally, in the governance area, the research
highlighted a focus on issues related to corporate governance
accountability, ethics in the workplace, and the behavior and
compensation of executives.

In future research, we aim to incorporate domain-specific
ontologies or knowledge bases that could aid in establishing
more accurate and contextually relevant relationships. We
also aim to study the ability of large language models [71]
to analyse media and extract structured information from the
news. Finally, the exploration of temporal aspects in relation
detection, capturing the dynamic evolution of connections
over time, would also contribute to a richer understanding of
the changing landscape of ESG concepts.
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