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ABSTRACT
Communication can be defined as the understanding and exchang-
ing of meaningful messages. The role of communication is central to
the lives of human beings as, everyday, we use language to interact
with the world around us. Linguistic skills play a fundamental role
in this scenario and Language Disorders (LD) are impairments that
limit the processing of linguistic information. Early and accurate
identification of LD is thus essential to promote lifelong learning
and well-being. From an evolutionary perspective, some human
language constructs evolved from an ancestral motor system and
share the same neural pathways in the Broca’s area of the brain.
This suggests a correlation between action and language. If such
a relationship is well established and reliable, it would be possible
to use the former as a marker of the latter. The hypothesis of our
work, in a nutshell, is that movement can be a predictor of lan-
guage. To study this correlation, we developed C(H)o(L)ordination,
a Mixed Reality (MR) application for HoloLens 2. The application
offers several activities based on visual stimuli involving motor
movements, which tap on the same skills needed to perform some
language tasks. We performed an exploratory study with N=22
users to test the application usability and user experience. The re-
sults suggest that C(H)o(L)ordination is a usable and powerful tool
to gather insights on the ongoing debate about language evolution
and language disorders.

Permission to make digital or hard copies of all or part of this work for personal or
classroom use is granted without fee provided that copies are not made or distributed
for profit or commercial advantage and that copies bear this notice and the full citation
on the first page. Copyrights for components of this work owned by others than ACM
must be honored. Abstracting with credit is permitted. To copy otherwise, or republish,
to post on servers or to redistribute to lists, requires prior specific permission and/or a
fee. Request permissions from permissions@acm.org.
AVI 2022, June 6–10, 2022, Frascati, Rome, Italy
© 2022 Association for Computing Machinery.
ACM ISBN 978-1-4503-9719-3/22/06. . . $15.00
https://doi.org/10.1145/3531073.3531178

CCS CONCEPTS
•Human-centered computing→Mixed / augmented reality; Us-
ability testing.

KEYWORDS
Mixed Reality, Microsoft HoloLens 2, Motor-linguistic correlation,
Eye-tracking

ACM Reference Format:
Eleonora Beccaluva, Francesco Vona, Francesco Di Gioia, Alberto Patti,
Alessia Guzzo, Ilaria Cappella, Yue Ma, Natale Stucchi, and Franca Gar-
zotto. 2022. Using HoloLens Mixed Reality to research correlations be-
tween language and movement: a case study. In Proceedings of the 2022
International Conference on Advanced Visual Interfaces (AVI 2022), June 6–
10, 2022, Frascati, Rome, Italy. ACM, New York, NY, USA, 5 pages. https:
//doi.org/10.1145/3531073.3531178

1 INTRODUCTION
Research on how the human brain evolved and how it works is a rel-
evant and growing topic of interest [25]. One of the most complex
but interesting research lines is the exploration of human inborn
capability to communicate and the role of linguistic skills in such
phenomena [13, 44]. Through language we realise the cognitive
potentialities that lead to individual socio-economic success and
contribute to the common development of our society [24]. Under
typical conditions, language unfolds naturally, following develop-
mental stages common to most children [3, 7, 27]. However, for
some, language development can be atypical. This is the case of
subjects with Language Disorders (LD), a deficit that frequently
results in educational and scholastic delays [4, 17] and adversely
affects emotional development [31]. Early and accurate identifica-
tion of LD is essential to promote the person’s lifelong learning and
the well-being [43]. In the past three decades, great attention has
been devoted to exploring the mechanisms underlying language.
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Evidence from literature suggests the existence of common neuro-
anatomical resources that are shared by different cognitive abilities
[11, 21] and used by the brain to perform different tasks [37]. The
relationship between language and action is one of the most in-
vestigated ones [9, 34, 45]. There is some evidence that language
and movement share important structural and neurological aspects
[15, 32]. For example a hierarchical organisation of information, a
representation based on syntax and a common neuro-anatomical
substrate [6]. Working on this topic, researchers often employ dif-
ferent investigation methods that require multidisciplinary skills
and expertise [10]. They usually spend years training and educating
themselves to use advanced tools and techniques e.g Eye-Tracker,
Bio-sensing, fMRI. Very often this challenging and time-consuming
multidisciplinary expertise can be the key element that leads to
new and groundbreaking discoveries [28].

To foster the research on action-language correlation and to pro-
vide experts with a simple but effective tool, we developed a Mixed
Reality (MR) application for HoloLens 2, named C(H)o(L)ordination.
The application offers several activities based on visual anticipa-
tory stimuli involving motor movements, which should tap on the
same skills needed to perform some language tasks [8, 16, 20, 23].
HoloLens 2 allows, simultaneously, the administration of stimuli,
the collection of behavioural information about the subjects’ re-
sponses and the tracking of eye movements. We performed an
exploratory study with N=22 users to test the application usability
and user experience. The results suggest that C(H)o(L)ordination is
a usable and powerful tool to gather insights on the ongoing debate
about language evolution and language disorders.

2 THEORETICAL BACKGROUND
2.1 Action, Language and Anticipation Skills
According to longstanding theories, some human language con-
structs evolved from an ancestral motor system and share the same
neural pathways in the Broca’s area of the brain [14, 18]. More
specifically, the evolution of language syntax has capitalised and
built on parts of a "pre-existing syntax" used by the motor system.
Numerous brain-imaging study corroborates this theory [32], con-
firming the narrow relationship between these functions. Further-
more, it has been established that subjects with language disorders
also have limitations in other nonlinguistic skills, such as anticipa-
tory skills [16]. This is because both movement and language share
the same predictive mechanisms [30]. Anticipatory skills are the
ability to predict an upcoming or next event. They can also be de-
scribed as the ability of individuals to put in place motor sequences
to build and anticipate the performance of a subsequent occurrence
[1]. These skills have been extensively investigated using differ-
ent research techniques as eye-tracker [19, 22] and reaction and
response time [12, 46]. We believe that anticipation skills in motor
tasks can be a predictor of language competences. Moreover, we
believe that subjects with LD have poor or any anticipatory abilities
compared to neurotypical peers and this difference can be detected
by tailor-made motor-anticipation tasks.

2.2 The role of perception
C(H)o(L)ordination is an application that uses visual stimuli per-
ceived by the subject to trigger a motor response. In this section

we will provide basic notions on human perception functioning.
Studies on perception have uncovered that biological movements
look uniform to the human eye. A Uniform Motion is a type of mo-
tion in which the velocity of the body remains constant as it covers
equal distances in equal intervals of time [33]. According to Viviani
and Stucchi, see for the full paper[40], in 2D drawing movements,
tangential velocity and radius of curvature co-vary in a constrained
manner. If this biological constrain is satisfied, the velocity of point
stimuli is perceived as uniform even if the variation of velocity ex-
ceeds 200%. Surprisingly, 2D stimuli moving at a constant velocity
are perceived as nonuniform, generating a strong illusion for the
observer. The theory that explains such phenomena is based on the
assumption that the process of perceptual selection is influenced
by the motor schemes and that the central nervous system has an
implicit knowledge of the movement that is capable of producing
[39, 41], see [35] for a review. In a few words, movements that
comply with physical gravity laws are perceived as continuous and
uniform by the observer. Those that do not, alter the observer’s
perception and are discerned as non-uniform. These discoveries
were central for the development of C(H)o(L)ordination’s activi-
ties. Appropriately and correctly perceived stimuli are processed
as unbiased by the brain [29]. Therefore, using the physical princi-
ples described above, we ensured that subjects could not encounter
disruption or cognitive illusions.

2.3 Benefits of Mixed Reality
Mixed Reality delivers experiences in which virtual and real en-
vironments are consistently integrated, giving users the illusion
that the holograms generated by the technology are actually part
of the real world around them. The ability to immerse the user
in such well-integrated environments not only increases the im-
mersiveness of the experience but also provides a setting in which
different stimuli can be submitted in a controlled and safe manner.
This is the reason why, in recent years, mixed reality has been
investigated as a potential tool also in therapies for persons with
physical and/or cognitive disabilities, such as language disorders
[26, 38, 42]. Most of these studies, though, focus on teaching. For
example, [38] aims at the learning of morphosyntactic constructs
in English in children with already diagnosed language disorders,
whereas [42] addresses more the learning of daily tasks in indi-
viduals with neurodevelopmental disorders. As far as we know,
our system is the first that exploit a mixed reality application to
investigate correlations between language and movement.

3 C(H)O(L)ORDINATION
C(H)o(L)ordination is a novel MR application for HoloLens 2 that of-
fers several activities based on visual anticipatory stimuli involving
motor movements. The tasks require the user to tap on a moving
holographic planet that shifts along predefined trajectories. Our hy-
pothesis is that neurotypical subjects, exploiting their anticipatory
skills, will be able to progressively reduce the temporal distance
(delta) between the presentation of the stimulus and the touch.
On the contrary, we expect that subjects with LD, having poor or
any anticipatory skills, will have random and unpredictable perfor-
mances. All activities are based on the work by Viviani et al.[40]
as described in section 2.2. We applied specific continuous planar
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trajectories to the stimuli in order to test the anticipatory capaci-
ties of the subjects. For the iteration we selected the asymmetric
lemniscate movement following the parametric function:

a · (cos (t) + b) · cos(t )
1+sin2(t ) , a · (cos (t) + b) · cos(t ) sin(t )1+sin2(t )

Figure 1: Artist’s rendering of a user executing the Figure-
Eight Trajectory task.

3.1 User Experience
Before starting the session, a tutorial is provided to the subjects,
which allows them to become familiar with the tool and the dif-
ferent interaction techniques that will be performed during the
activities. The tutorial is divided into two parts: at first, the user
has to touch a motionless planet in front of him/her, secondly (s)he
has to touch a moving planet with linear simple harmonic motion.
Further instructions are provided about the basic mechanic of all
activities, namely that the moving planet can only be interacted
with when it is in a certain section of the environment, i.e. a yellow
box, placed in specific points of the planet trajectory. Multiple cues
were inserted to provide feedback to the user’s action. First of all,
when the user interacts with the planet correctly (i.e. when the
planet, following its trajectory, passes within the marked areas and
the user touches it) the planet itself will change colour. Additionally,
to emphasise the correct action, if the planet is located in the yellow
box, the system will also give auditory feedback upon touching. On
the contrary, if the user tries to interact outside the box, or when
the planet is not located in it, no feedback will be given, prompting
the user to try again.

3.2 Design Choices
We chose a Mixed Reality Head-Mounted Device, specifically the
Microsoft HoloLens 2, as the most suitable tool for our system. This
headset provides benefits for both data collection and user experi-
ence. As the holograms are correctly integrated in the real-world
environment, the subject has the possibility of using natural move-
ments to interact with them. Additionally, we exploited different
features of the device to collect other relevant data such as the user
eye gaze during the tasks through the Eye Tracker. Although the
system provides output to the user only when it’s relevant to their
action, it keeps collecting data for the researcher. In particular, the
activities are structured to take into account not only whether the
user was able to interact with the planet correctly, but also several

additional equally relevant data. Among these, the system collects
the number of interactions with the moving object in the areas just
before or just after the zone of interest. The former interactions are
due to the user’s attempts to anticipate the movement of the object
itself and thus to anticipate its entry into the boxes, while the latter
ones are due to a delayed touch which, if repeated several times, un-
derlines a difficulty in the execution of the task. Information about
the number of touches made by the user is not collected along the
entire trajectory of the planet. This choice was taken to prevent the
data from being affected by the various null attempts the user might
make by interacting with the objects incorrectly. Additionally, the
system also collects the user’s reaction time, measured from the
moment the planet becomes interactive, to the moment the user
touches the object within the area of interest. Specifically, the planet
becomes interactive when it comes into contact with the edge of
the yellow area, even when it is not completely inside it. From this
moment on, a timer is triggered and stops in the case of a successful
touch, saving the reaction time. Lastly, among the data collected,
we also track in which interaction area the user touched the planet,
so that we can subsequently analyse the number of interactions per
area.

4 USER STUDY
C(H)o(L)ordination was developed as a tool for researchers but also
as an engaging activity for individuals involved in experimental
sessions. Therefore we considered it imperative to evaluate the UX
experience from both ends. In this section we report the result of a
pilot study conducted on N=22 neurotypical subjects.

4.1 Study goals
The aim of the study was to investigate: usability, including the
interaction paradigm, the launch and management of the applica-
tion and the data collection download; engagement, as the ability
to keep the subject hired in the activity for a prolonged period of
time; likability, as the degree of appreciation and the easiness to
use. The main goal was thus to verify whether the features of the
application, the design and the implementation were optimal for
our target users: researchers without a background in Computer
Science and little or any experience in the field of Extended Reality
(XR). We focused particularly on usability since the application’s
easiness of adoption is a substantial requirement for an effective
research tool.

4.2 Target group
The study involved N=22 neurotypical subjects, age 22 to 26, mean
25.09, SD 5.4, 10 female, 12 male. Each subject had never used
HoloLens before and had little or no experience with XR. All partic-
ipants were previously notified and recruited on a voluntary basis.
Informed consents, including details about the study procedures,
goals and data treatment, were collected prior to the beginning
of the study. The Ethical Committees of Politecnico di Milano ap-
proved the study protocol and authorised its execution.

4.3 Variables and metrics
Data gathering methods include:
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• Quantitative measure administrated to the subjects at the
end of the session:
– SUS: System Usability Scale questionnaire[2], the most
used questionnaire for measuring perceptions of usability
(see [5] for a retrospective);

– UEQ; User Experience Questionnaire [36], a standard ques-
tionnaire which cover a comprehensive impression of user
experience;

• Qualitativemeasures as direct observations of users behaviours
and comments during the performances.

Observations were manually reported on a structured form to
facilitate the collection of all relevant information (e.g. task success,
task completion time, user’s errors) as well as relevant behaviours
and feedback.

4.4 Procedure
Each participant performed a single 30 minutes-session. All subjects
were required to use C(H)o(L)ordination mimicking an experimen-
tal session, both as they were a researcher and an experimental
individual. Subjects were randomly assigned to role-play order. 11
participants acted first as researchers and then as subjects and the
other 11 vice versa. When participants were acting as researchers
they were required to start the application, explain Hololens ges-
ture, and have their colleagues wear the headset. When they were
playing the subject role they had to follow the given instructions
and execute the activity. The test consisted of a single scenario
of three main tasks, each logically connected one to another as
a continuous narrative. One of the investigators provided some
introduction of the general scenario, then each task was introduced
by a small overview. The study was held in a laboratory of Politec-
nico di Milano. The tests were conducted in an empty and quiet
room as the application needs a safe and controlled space to allow
the subject to move around. To administer the questionnaire we
decided to use Google form. All subjects filled in the questionnaires
after both role-playing and were requested to evaluate the overall
experience.

4.5 Data Analysis
4.5.1 Quantitative measures. SUS results suggest that 75% of the
users did not find the tool unnecessarily complex but rather easy to
use. 45% of the participants considered necessary the support of a
technical person to be able to use the system. This is probably due
to the use of HoloLens, a cutting-edge technology that exploits dif-
ferent methods of interaction from the traditional ones. 75% of the
users stated that the tool is able to integrate the various function-
alities without many inconsistencies. UEQ output confirmed such
results and pointed out that 70% of the users found the application
easy, clear, efficient and supportive. More than 90% of participants
found the various tasks exciting and interesting, despite the use of
straightforward graphics. Finally, for about 85% of the participants
the application seemed inventive and leading edge.

4.5.2 Qualitative measures. 70% of the interviewees felt very con-
fident in using the tool and have stated that they believe that most
people would learn to use the application very quickly. All feed-
back, behavioural observations, number of errors or requests for

support collected during the sessions indicate that the study par-
ticipants were able to complete the entire experience without any
difficulties or problems. When playing the role of the experimental
subjects, they often repeated that they were enjoying themselves
with exclamations such as "that’s cute", "very funny", "nice graph-
ics". They were also involved and very engaged in the activity. No
one complained of motion sickness, headaches or eye strain.

4.5.3 Discussion. Taken together these findings are very encour-
aging for C(H)o(L)ordination usability and adoption. There are
definitely some improvements that need to be done in the UX, es-
pecially with respect to gestures. We should enhance the support
available directly during the execution of the tasks in the applica-
tion interface and add a more specific gesture training. Ease the
learning of HoloLens’ use is a key factor in making the app really
effective. Both qualitative and quantitative measures revealed that
C(H)o(L)ordination is a usable tool for individuals with no expertise
in MR or a Computer Science background. Additionally the app
design is sound and allowed all subjects to set up, launch and run
the application with little, if any, training.

5 CONCLUSION
C(H)o(L)ordination is an innovative MR application designed to in-
vestigate the relationship between language and action. To the best
of our knowledge, our project is among the first developed by an
interdisciplinary team of software engineers, psychologists and lin-
guists. Furthermore is also the first to explore Microsoft HoloLens
applications for testing anticipatory motor skills in subjects with
Linguistic Impairment. The results of the empirical study, although
preliminary, pointed out that the application can be easily employed
and used in an autonomous and intuitive way even by subjects with-
out specific technological competencies. C(H)o(L)ordination is a
powerful tool, able to support the work of researchers by provid-
ing useful data and information regarding reaction time, gaze and
subject performances. We believe that our work could be the be-
ginning of a strand of research on the role of MR applications to
gather insights on the ongoing debate about language evolution
and language disorders.

6 FUTUREWORK
Our research is still at an early stage, hence there are many as-
pects that need to be explored further. Looking at the future, we
envision many challenging directions for our work. First, in collabo-
ration with psychologists and linguists, we will perform a broad and
rigorous empirical study to investigate the relationship between
motor-anticipation and linguistic-anticipation skills in young adults
with LD. In parallel we will improve the actual prototype to avoid
weaknesses that could be critical during a regular and intensive
use. We are planning to add more features and give the possibility
to choose various parameters before the execution of each activity
such as: the speed of motion of the planet in its orbit/trajectory; the
planet dimensions; the size of the area in which the planet is inter-
active. We are currently working on a data visualisation dashboard
and some automated data analysis tools. Finally, we want to explore
the role that rhythm plays in anticipatory skills. We will include
auditory input, given by specifically composed and tailored-made
rhythms.
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