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#### Abstract

In this paper we study solutions to elliptic linear equations $L(u)=\partial_{i}\left(a^{i j}(x) \partial_{j} u\right)+$ $b^{i}(x) \partial_{i} u+c(x) u=0$, either on $\mathbb{R}^{n}$ or a Riemannian manifold, under the assumption that the coefficient functions $a^{i j}$ are Lipschitz bounded. We focus our attention on the critical set $\mathcal{C}(u) \equiv\{x:|\nabla u|=0\}$ and the singular set $\mathcal{S}(u) \equiv\{x: u=|\nabla u|=0\}$, and more importantly on effective versions of these. Currently, with just the Lipschitz regularity of the coefficients, the strongest results in the literature say that the singular set is $n-2$-dimensional, however at this point it has not even been shown that $\mathcal{H}^{n-2}(\mathcal{S})<\infty$ unless the coefficients are smooth. Fundamentally, this is due to the need of an $\epsilon$-regularity theorem which requires higher smoothness of the coefficients as the frequency increases. We introduce new techniques for estimating the critical and singular set, which avoids the need of any such $\epsilon$-regularity. Consequently, we prove that if the frequency of $u$ is bounded by $\Lambda$, then we have the estimates $\mathcal{H}^{n-2}(\mathcal{C}(u)) \leq C^{\Lambda^{2}}$, $\mathcal{H}^{n-2}(\mathcal{S}(u)) \leq C^{\Lambda^{2}}$, depending on whether the equation is critical or not. More importantly, we prove corresponding estimates for the effective critical and singular sets. Even under the assumption of real analytic coefficients these results are much sharper than those currently in the literature. We also give applications of the technique to give estimates on the volume of the nodal set of solutions and estimates for the corresponding eigenvalue problem. © 2000 Wiley Periodicals, Inc.
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## 1 Introduction:

In this paper, we study solutions $u$ to second order linear homogeneous elliptic equations with Lipschitz leading coefficients. That is, we will study on $\mathbb{R}^{n}$ solutions $u$ to the equation

$$
\begin{equation*}
\mathcal{L}(u)=\partial_{i}\left(a^{i j}(x) \partial_{j} u\right)+b^{i}(x) \partial_{i} u+c(x) u=0 \tag{1.1}
\end{equation*}
$$

where the coefficients $a$ are Lipschitz and the coefficients $b, c$ are bounded and measurable. For effective estimates we assume the bounds

$$
\begin{align*}
& (1+\lambda)^{-1} \delta^{i j} \leq a^{i j} \leq(1+\lambda) \delta^{i j} \\
& \operatorname{Lip}\left(a^{i j}\right),\left|b^{i}\right|,|c| \leq \lambda \tag{1.2}
\end{align*}
$$

We will call the equation critical if $c \equiv 0$. Given the local nature of the estimates and the techniques involved in their proof, it is not restrictive to assume for simplicity that $u$ is defined on the ball $B_{1}(0) \subset \mathbb{R}^{n}$. With simple modifications the results are easily extensible also to more general domains in Riemannian
manifolds. Using a new covering argument (see Section 3.7), we prove new $n-2$ Minkowski estimates on the critical and singular sets

$$
\begin{equation*}
\mathcal{C}(u) \equiv\left\{x \in B_{1 / 2}(0):|\nabla u|=0\right\}, \quad \mathcal{S}(u) \equiv\left\{x \in B_{1 / 2}(0): u=|\nabla u|=0\right\} \tag{1.3}
\end{equation*}
$$

In principal, for general equations we will prove estimates on $\mathcal{S}(u)$, while for critical equations we will prove estimates on $\mathcal{C}(u)$. It will be convenient to denote by $\mathcal{C S}(u)$ either the critical set $\mathcal{C}(u)$ or singular set $\mathcal{S}(u)$, depending on whether the equation (1.1) is critical or not, respectively. Note that if we wish to control the $n$-2-measure of critical or singular sets, then the assumption of Lipschitz coefficients is a sharp assumption, since if the coefficients are only Hölder one can find nontrivial solutions which vanish on open subsets, see [17].

### 1.1 Effective estimates

More importantly we will prove estimates on the effective critical and singular sets $\mathcal{C}_{r}(u), \mathcal{S}_{r}(u)$. The effective critical and singular sets were first introduced by the authors in [3]. In essence, $x \notin \mathcal{C}_{r}(u)$ if on the definite size ball $B_{r}(x)$ we have that $|\nabla u|$ has a definite size relative to $u$, more precisely we have:

$$
\begin{align*}
& \mathcal{C}_{r}(u) \equiv\left\{x \in B_{1 / 2}(0): \inf _{B_{r}(x)} r^{2}|\nabla u|^{2}<\frac{n}{16} f_{\partial B_{2 r}(x)}|u-u(x)|^{2}\right\}, \\
& \mathcal{S}_{r}(u) \equiv\left\{x \in B_{1 / 2}(0): \inf _{B_{r}(x)}\left(|u|^{2}+\frac{r^{2}}{n}|\nabla u|^{2}\right)<\frac{1}{16} f_{\partial B_{2 r}(x)}|u|^{2}\right\} . \tag{1.4}
\end{align*}
$$

Again we will denote by $\mathcal{C S}_{r}(u)$ the effective critical or singular set, depending on whether the equation is critical or not. Notice that for every $r>0$ we have that $\mathcal{C S}(u) \subseteq \mathcal{C S}_{r}(u)$, and more effectively that points of $\mathcal{C S}_{r}(u)$ are those points which have a definite amount of gradient on a ball of definite size.

### 1.2 Background

To control the critical and singular sets of a solution to (1.1) more information about the solution is needed. For instance, one could just take the solution $u=0$, which by all regards is a great solution but there is no control on the critical and singular set. It has been understood for some time that being a constant or close to a constant is all that can really go wrong, and hence what is important is to control how far away $u$ is from a constant solution. The right measurement for this are the frequencies

$$
\begin{equation*}
N_{\mathrm{C}}^{u}(x, r) \equiv \frac{r \int_{B_{r}(x)}|\nabla u|^{2}}{\int_{\partial B_{r}(x)}(u-u(x))^{2}}, N_{S}^{u}(x, r) \equiv \frac{r \int_{B_{r}(x)}|\nabla u|^{2}}{\int_{\partial B_{r}(x)} u^{2}} \tag{1.5}
\end{equation*}
$$

and their generalizations (see Section 4.1), where we denote by $N^{u}(x, r)$ either $N_{\mathrm{C}}^{u}(x, r)$ or $N_{\mathcal{S}}^{u}(x, r)$, depending on whether (1.1) is critical or not, respectively. By
unique continuation and the maximum principle, if $u$ is not constant, then $N^{u}$ is well defined for positive $r$. For a fixed solution $u$ of (1.1) we then denote by

$$
\begin{equation*}
\Lambda \equiv N^{u}(0,1) \tag{1.6}
\end{equation*}
$$

the frequency bound of $u$. The main conjecture in the area goes back to Lin [16], which predicts that for some constant $C(n, \lambda)$ we have that

$$
\begin{equation*}
\mathcal{H}^{n-2}(\mathcal{C S}(u))<C \Lambda^{2} . \tag{1.7}
\end{equation*}
$$

The best that has been proved in the literature at this point goes back to [12, 15, $10,13,11]$, which proves, under the assumption of smooth coefficients, that there exists constants $C(n, a, b, c, \Lambda)$ such that

$$
\begin{equation*}
\mathcal{H}^{n-2}(\mathcal{C S}(u))<C(n, a, b, c, \Lambda) \tag{1.8}
\end{equation*}
$$

In particular, $C$ depends on upper bounds on the coefficients $a, b, c$ and their higher order derivatives. If one drops the assumption of smoothness on the coefficients, even if one assumes control over a large number of derivatives but not all, then the situation becomes drastically worse. In this case the best that has been proven is in [12, 8], where it was shown that Hausdorff dimension satisfies

$$
\begin{equation*}
\operatorname{dim} \mathcal{C S}(u)=n-2 \tag{1.9}
\end{equation*}
$$

however it was not even shown that $\mathcal{H}^{n-2}(\mathcal{C S}(u))<\infty$. There is a fundamental reason for this, as the results of $[12,8]$ rely on an $\epsilon$-regularity theorem which requires additional smoothness as the frequency increases. One of the main goals of this paper is to improve on these estimates by removing the need for such an $\epsilon$-regularity theorem.

In another direction there are more recent results from [3] that attempt to prove more effective estimates on the critical and singular sets. Namely, even a Hausdorff dimension bound has limited application. In short, the Hausdorff dimension of a set can be small while still being dense. On the other hand, Minkowski estimates bound not only the set in question, but the tubular neighborhood of that set, providing a much more analytically effective notion of size. For example, we recall that the set of rational numbers in $\mathbb{R}^{n}$ has Hausdorff dimension 0 and Minkowski dimension $n$. What is needed for applications to nonlinear equations are control over the critical and singular sets on balls of definite size. That is, it would be better to estimate $\operatorname{Vol}\left(B_{r}(\mathcal{C S}(u))\right)$, and even better to make the statement that if $x \notin B_{r}(\operatorname{CS}(u))$, then the gradient of $u$ on $B_{r}(x)$ has some definite size. The first results in this direction were proven in [3], where by using the ideas of quantitative stratification it was shown under only Lipschitz coefficients that for every $\epsilon>0$ :

$$
\begin{equation*}
\operatorname{Vol}\left(B_{r}\left(\mathcal{E S}_{r}(u)\right)\right)<C(n, \lambda, \epsilon) r^{2-\epsilon} \tag{1.10}
\end{equation*}
$$

While such a Minkowski estimate on the critical set is stronger than simple Hausdorff estimates, the existence of the $\epsilon$ unfortunately still prevents one from obtaining finiteness of the $n-2$-measure.

It is worth mentioning that in the very special case of harmonic functions in $\mathbb{R}^{2}$, a sharp bound on the number of singular points (sharp as a function of the frequency $N$ ) is proved in [9, theorem 3.3].

Nodal sets. Although in this paper the estimates on nodal sets are not the main estimates but rather secondary results, it is worth making a brief overview of the results available in literature in this context. Also in this case, [12] provides a suitable overview of the literature. Here we briefly cite the best results available in literature.

For nodal sets, better bounds are available in terms of the frequency $N_{\mathcal{S}}^{u}$. The primary conjecture in the area goes back to Yau, which predicts that there exists a constant $C(n, \lambda)>0$ such that

$$
\begin{equation*}
\mathcal{H}^{n-1}(Z(u))<C \Lambda . \tag{1.11}
\end{equation*}
$$

Yau's conjecture has been proven in [4] for analytic coefficients. For Lipschitz coefficients the best result known are given in [14] which give the estimate

$$
\begin{equation*}
\mathcal{H}^{n-1}(Z(u))<\Lambda^{C \Lambda} . \tag{1.12}
\end{equation*}
$$

This result is stated in a more general and technical way in the paper in question, see [14, theorem 1.7].

The techniques of this paper, which are quite different from that of [14], can recapture the result (1.12), as well as improve it to the stronger Minkowski version.

### 1.3 Main Results

Now we briefly describe our main new results.
Main Result for Critical and Singular Sets: In this paper we have developed a new method for controlling the critical and singular sets, distinct from the techniques of either [3] or [12]. Before discussing the methods, let us state our main results.

Theorem 1.1. Let $u: B_{1}(0) \rightarrow \mathbb{R}$ solve (1.1) with Lipschitz coefficients satisfying (1.2). There exists $r_{0}=r_{0}(n, \lambda)>0$ and $C=C(n, \lambda)$ such that if $\Lambda \equiv N^{u}(0,2 s)$ with $s \leq r_{0}$, then the following Minkowski estimates hold:

$$
\begin{equation*}
\operatorname{Vol}\left(B_{r}(\mathcal{C S}(u)) \cap B_{s}(0)\right) \leq \operatorname{Vol}\left(B_{r}\left(\mathcal{C S}_{r}(u)\right) \cap B_{s}(0)\right) \leq C^{\Lambda^{2}}(r / s)^{2} \tag{1.13}
\end{equation*}
$$

Remark 1.2. As a corollary, we obtain the Hausdorff measure estimate

$$
\begin{equation*}
\mathcal{H}^{n-2}\left(\mathcal{C S}(u) \cap B_{s}(0)\right) \leq C^{\Lambda^{2}} s^{n-2} \tag{1.14}
\end{equation*}
$$

Note that this estimate is weaker than (1.13) in two ways. First of all, uniform volume estimates on $B_{r}(\mathrm{CS}(u))$ are stronger than Hausdorff estimates. As a guiding example, consider the set $R$ of rational points in $\mathbb{R}^{n}$. Although this set has Hausdorff dimension $0, B_{r}(R)$ covers the whole $\mathbb{R}^{n}$.

Moreover, as explained above, (1.13) gives estimates not just on the critical set, but on the set $\mathcal{C S}_{r}(u)$ defined in (1.4). This set contains not just the critical points of $u$, but also the points where $\nabla u(x)$ is small relative to $u$ in a neighborhood of $x$.

Remark 1.3. Since this statement is scale invariant, we will assume for convenience that $r_{0} \geq 1$. This can be obtained using a suitable blow-up of the domain of the function $u$, or, equivalently, by assuming $\lambda$ to be small enough.

Before continuing let us make some remarks about Theorem 1.1. Even under the assumption of analytic coefficients the Hausdorff measure estimate of (1.14) is the first which gives an effective bound for the $n-2$ Hausdorff measure of the critical and singular sets, while of course the Minkowski estimate of (1.13) is in fact significantly stronger. As was previously discussed, under the assumption of Lipschitz coefficients the Hausdorff estimate (1.14) is the first to give that the $n-2$ Hausdorff measure is even finite. In fact, the techniques even show that the critical and singular sets are finitely rectifiable. That is, away from a set of $n-2$-measure zero we have that $\mathcal{C S}(u)$ is the finite union of bi-Lipschitz images of subsets of $\mathbb{R}^{n-2}$. On a manifold the constant $C$ should also depend on the sectional curvature bound of the manifold.

Main Results for Nodal Sets: By a simple adaptation of the arguments used for critical sets, we are able to also give estimates on the nodal set of solutions $u$ to (1.1). In this case our effective Hausdorff estimates match those that are currently in the literature, however we do prove the significantly stronger Minkowski versions as well, which is quite new. To state the results let us recall the definition of the nodal and effective nodal sets given by

$$
\begin{align*}
& Z(u) \equiv\left\{x \in B_{1 / 2}(0): u(x)=0\right\}, \\
& Z_{r}(u) \equiv\left\{x \in B_{1 / 2}(0): \inf _{B_{r}(x)}|u|^{2}(x)<\epsilon(n) f_{\partial B_{2 r}(x)}|u|^{2}\right\} . \tag{1.15}
\end{align*}
$$

As with the effective critical and singular sets, the effective nodal set represents the set of points where $u$ has a definite size on a ball of definite size. It is again the frequency which plays a key role in controlling the nodal set, though in this case it is the singular frequency $N_{s}^{u}$.

Our main estimate for nodal sets is the following:
Theorem 1.4. Let $u: B_{1}(0) \rightarrow \mathbb{R}$ solve (1.1) with the coefficients satisfying (1.2). There exists $r_{0}=r_{0}(n, \lambda)>0$ and $C=C(n, \lambda)$ such that if $\Lambda \equiv N^{u}(0,2 s)$ for some $s \leq r_{0}$, then the following Minkowski estimates hold:

$$
\begin{equation*}
\operatorname{Vol}\left(B_{r}(Z(u)) \cap B_{s}(0)\right) \leq \operatorname{Vol}\left(B_{r}\left(Z_{r}(u)\right) \cap B_{s}(0)\right) \leq(C(n, \lambda) \Lambda)^{\Lambda} r / s \tag{1.16}
\end{equation*}
$$

Remark 1.5. As for critical sets (see Remark 1.2), this estimate immediately yields the Hausdorff measure bound

$$
\begin{equation*}
\mathcal{H}^{n-1}\left(Z(u) \cap B_{s}(0)\right) \leq(C(n, \lambda) \Lambda)^{\Lambda} s^{n-1} \tag{1.17}
\end{equation*}
$$

Applications to Eigenvalue Equation on Manifolds: Let us now assume we are working on a compact Riemannian manifold $\left(M^{n}, g\right)$ with at least Lipschitz metric $g$. In this context we are most interested in studying the Laplace-Beltrami operator $\Delta u \equiv \operatorname{div} \nabla u$, though the results hold equally well for other second order operators.

It is well understood that the eigenvalues $0=\lambda_{0}<\lambda_{1} \leq \lambda_{2} \leq \cdots$ of $-\Delta$ are discrete with $\lambda_{j} \rightarrow \infty$. As an application of Theorems 1.1 and 1.4, as well as the doubling estimate of [4] we have the following:

Theorem 1.6. For a compact Lipschitz Riemannian manifold $\left(M^{n}, g\right)$ there exists a constant $C(g)$ such that if $u$ solves the eigenfunction equation $-\Delta u=\lambda u$, then we have the Minkowski estimates

$$
\begin{align*}
& \operatorname{Vol}\left(B_{r}(\mathcal{S}(u))\right) \leq \operatorname{Vol}\left(B_{r}\left(\mathcal{S}_{r}(u)\right)\right) \leq C^{\lambda} r^{2} \\
& \operatorname{Vol}\left(B_{r}(Z(u))\right) \leq \operatorname{Vol}\left(B_{r}\left(Z_{r}(u)\right)\right) \leq \lambda^{C \sqrt{\lambda}} r . \tag{1.18}
\end{align*}
$$

In particular, we have the much weaker estimate on the Hausdorff measure

$$
\begin{align*}
& \mathcal{H}^{n-2}(\mathcal{S}(u)) \leq C^{\lambda}, \\
& \mathcal{H}^{n-1}(Z(u)) \leq \lambda^{C} \sqrt{\lambda} . \tag{1.19}
\end{align*}
$$

## 2 Preliminaries and Outline of Proof

In this section we concentrate on introducing the correct terminology for the paper, as well as giving an outline for the proof of the mains Theorems. To keep the arguments as non convoluted as possible we will concentrate on proving Theorem 1.1 in the context where (1.1) is critical, as the other results are completely analogous.

The main new ingredient to the proof of Theorem 1.1 is a new covering argument, which itself relies on a new effective tangent map uniqueness statement. In section 2.2 we review the notion of a blow up and discuss the new results in this paper related to them. In section 2.3 we discuss the notion of the critical radius. In section 2.4 we outline the proof of Theorem 1.1, and in particular the new covering argument.

### 2.1 Generalized Frequency

For solutions of (1.1) it is more natural and convenient on small scales to work with a generalization of the frequency function (1.5) which takes into account better the coefficients of the equation. Among other things this allows one to preserve the essential property of monotonicity for the frequency. Such a generalized frequency was first introduced in [5, 6, 12], and further expanded in [3]. We will follow the mild extensions given in [3], which are discussed in Section 4.1. For now, we simply wish to remark that the frequency $N$ in the next subsections will refer to the generalized frequency.

### 2.2 Tangent Maps and Blow Ups

In this subsection we define the notion of a blow up and discuss both new and old results related to it. To discuss this with precision, let us define for $x \in B_{1}(0)$
the linear transformation

$$
\begin{equation*}
Q_{x}(y)=q_{i j}(x) y^{i} e^{j} \tag{2.1}
\end{equation*}
$$

where $q^{i j}(x)$ is the square root of the matrix $a^{i j}(x)$. For instance if we consider just the Laplacian then $Q \equiv I$ is just the identity map. It is evident that $Q_{x}$ is a biLipschitz equivalence from $\mathbb{R}^{n}$ to itself with Lipschitz constant $\leq(1+\lambda)^{1 / 2}$. Thus if $u$ solves (1.1) with $x \in B_{1 / 2}(0)$ and $r<\frac{1}{2(1+\lambda)^{1 / 2}}$, then we can define the blow up by

Definition 2.1 (Tangent map for $u$ ). (1) For $x \in B_{1 / 2}(0)$ and $r<\frac{1}{2(1+\lambda)^{1 / 2}}$ we define $T_{x, r}^{u}: B_{r^{-1}}(0) \rightarrow \mathbb{R}$ by

$$
\begin{equation*}
T_{x, r}^{u}(y)=\frac{u\left(x+r Q_{x}(y)\right)-u(x)}{\left(f_{\partial B_{1}(0)}\left|u\left(x+r Q_{x}(y)\right)-u(x)\right|^{2}\right)^{1 / 2}} . \tag{2.2}
\end{equation*}
$$

(2) For $x \in B_{1}(0)$ we define

$$
\begin{equation*}
T_{x}^{u}(y)=\lim _{r \rightarrow 0} T_{x, r}^{u}(y) \tag{2.3}
\end{equation*}
$$

By unique continuation and the maximum principle, $T_{x, r}^{u}$ is defined for all positive $r$ sufficiently small. The existence of the limit is a different matter. If the coefficients of the equation are smooth, its existence is an easy consequence of Taylor's theorem and the unique continuation principle. In this case, the limit is unique and, up to rescaling, $T_{x}^{u}$ is just the leading order polynomial of the Taylor expansion of $u-u(x)$ at $x$. In the general case, the existence of the limit has been proved in [8] and is a deeply important property of solutions to (1.1). It is worth underlying that not only the limit in (2.3) exists pointwise in $y$, but [8] proves a definite rate of convergence in $r$ related to the frequency $N$.

Using a simple change of variables, it is easy to see that the function $T$ satisfies an elliptic PDE of the form:

$$
\begin{equation*}
\tilde{\mathcal{L}}(u)=\partial_{i}\left(\tilde{a}^{i j} \partial_{j} T\right)+\tilde{b}^{i} \partial_{i} T+\tilde{c} T=0, \tag{2.4}
\end{equation*}
$$

with $\tilde{a}^{i j}(0)=\delta^{i j}$. Moreover, the conditions (1.2) imply similar estimates for the coefficients $\tilde{a}^{i j}, \tilde{b}^{i}$ :

$$
\begin{equation*}
(1+\lambda r)^{-1} \delta^{i j} \leq \tilde{a}^{i j} \leq(1+\lambda r) \delta^{i j}, \operatorname{Lip}\left(\tilde{a}^{i j}\right) \leq \lambda r,\left|\tilde{b}^{i}\right|,|\tilde{c}| \leq \lambda r \tag{2.5}
\end{equation*}
$$

An important property of the blow ups is that they are controlled by the frequency. We say the frequency at $x$ is $\delta$-pinched on the scales $\left[r_{2}, r_{1}\right]$ if $\mid N\left(x, r_{2}\right)-$ $N\left(x, r_{1}\right) \mid<\delta$. It is known, see [3] for instance, that for every $\epsilon>0$ there is a $\delta>0$ such that if the frequency is $\delta$-pinched at $r$, then $T_{x, r}^{u}$ is $\epsilon$ close to some homogeneous harmonic polynomial $P_{d}$. The primary weakness of this result from [3], besides its lack of effectiveness, is that if the frequency is $\delta$-pinched over a potentially large number of scales $\left[r_{2}, r_{1}\right]$, then the homogeneous harmonic polynomial $P_{d}^{(r)}$ which $T_{x, r}^{u}$ is close to might conceivably depend on $r$.

In this paper, using arguments which extends both those of [3] and the tangent map uniqueness result of [8], we prove a result which strengthens both of these into a more quantitative statement. Namely, we see that for every $\epsilon>0$ there is a $\delta>0$, which is in fact given explicitly and sharply, such that if the frequency is $\delta$ pinched on scales [ $r_{2}, r_{1}$ ] with $0 \leq r_{2}<r_{1} /(c \Lambda)$, then there exists a unique homogeneous harmonic polynomial $P_{d}$ such that $T_{x, r}$ is $\epsilon$-close to $P_{d}$ for all $r \in\left[r_{2}, r_{1}\right]$. See Theorem 3.19 for the harmonic case and Theorem 4.14 for the general case. Both the uniqueness and the sharp bounds of the constants play an important role in Theorem 1.1.

### 2.3 The Critical Radius

Let us begin with the following definition of the critical radius:
Definition 2.2. Given $x \in B_{1 / 2}(0)$ we define

$$
\begin{equation*}
r_{c}(x) \equiv r_{x}=\sup \left\{0 \leq s \leq r_{0}: N(x, s)<\frac{3}{2}\right\} \tag{2.6}
\end{equation*}
$$

where $r_{0}(n, \lambda)>0$ is a small constant chosen from Lemma 2.3.
Let us quickly remark on the following, which is easy to prove, see for instance [3] and Lemma 4.15:

Lemma 2.3. There exists $C(n, \lambda)>0$ and $r_{0}(n, \lambda)>0$ such that if $r_{x}<C^{-1} r$ with $r \leq r_{0}$, then $\inf _{B_{r}(x)}|\nabla u|^{2}>\frac{n}{4 r^{2}} f_{\partial B_{2 r}(x)}|u-u(x)|^{2}$. In particular, we have the inclusion

$$
\begin{equation*}
\mathcal{C}_{r}(u) \subseteq\left\{x \in B_{1 / 2}(0): r_{x} \leq C^{-1} r\right\} \tag{2.7}
\end{equation*}
$$

The above Lemma allows us in the proof of Theorem 1.1 to prove a volume estimate on the set $\left\{r_{x}<r\right\}$, which will be more natural in the context of the frequency.

Let us now generalize the above definition in (2.6), as it will play an important role in our covering argument. For $d \in \mathbb{N}$ a fixed integer let us define the following $d$-critical radius:

Definition 2.4. Given $x \in B_{1}(0)$ in its domain, we define the $d$-critical radius

$$
\begin{equation*}
r_{x}^{d}=\sup \left\{0 \leq s \leq r_{0}: \forall y \in B_{s}(x) \text { we have that } N(y, s)<d+\epsilon_{0}\right\} \tag{2.8}
\end{equation*}
$$

Remark 2.5. Though not supremely important at this stage, the constant $\epsilon_{0}(n, \lambda)>$ 0 is chosen from Corollary 4.18 by setting $\tau=10^{-6}$, and the radius $r_{0}(n, \lambda, d)$ is chosen from Theorem 4.14. Note that, as $d \rightarrow \infty, r_{0}(n, \lambda, d) \rightarrow 0$.

For the sake of the outline all that is important is that the constants $\tau, \epsilon_{0}, r_{0}$ in the above definition are chosen small enough in such a way that one has the effective cone splitting of Corollary 4.18.

### 2.4 Outline of Proof

The proof comes by working inductively on $d$-critical balls. In this short subsection we will try to outline the general idea of the construction without worrying about precision or technical details.

Let $u$ be a solution of (1.1) such that the frequency is bounded by $\Lambda$ as in the statement of Theorem 1.1. Using the results of Sections 3 and 4 it is not hard to see that there exists a constant $C(n, \lambda)$ and an integer $d \leq C \Lambda$ such that for each $x \in B_{1 / 2}(0)$ we have the $d$-critical radius bound $r_{x}^{d} \geq r_{0}$, where $r_{0} \geq \epsilon(n, \lambda)^{-d}$. We can cover $B_{1 / 2}(0)$ by at most $C^{\Lambda}$ such balls, thus there is no harm in estimating each such ball individually and adding up the error. Note that on each such ball that after rescaling $r_{x} \rightarrow 1$ and translating $x \rightarrow 0$ we can assume we are working on a ball $B_{1}(0)$ such that $r_{0}^{d} \geq 1$.

Now let us fix $r>0$ and assume $B_{1}(0)$ is such that $r_{0}^{d} \geq 1$ as above. The rough goal is to find a collection of balls $\left\{B_{r_{i}}\left(x_{i}\right)\right\} \subseteq B_{1}(0)$ with the following properties:
(1) For each $i$ either $r_{i}=r$ or $r_{i}=r_{x_{i}}^{d-1}$.
(2) If $x \notin \cup B_{r_{i}}\left(x_{i}\right)$, then $r_{x}<r$, which is to say $x \notin \mathcal{C}_{r}(u)$.
(3) We have the estimate $\sum r_{i}^{n-2}<C(n, \lambda)^{d}$.

Ignoring the construction of the balls $B_{r_{i}}\left(x_{i}\right)$ for a moment, let us remark that we are done if we can always find such a collection. Indeed, in this case we can then consider each ball $B_{r_{i}}\left(x_{i}\right)$ independently. If $r_{i}=r$ we leave the ball alone, otherwise by rescaling $r_{i} \rightarrow 1$ and translating $x_{i} \rightarrow 0$ we now have a ball $B_{1}(0)$ such that $r_{0}^{d-1} \geq 1$, and hence we can find a $d-1$-covering as above for the new ball. In particular, this means we can cover $B_{r_{i}}\left(x_{i}\right)$ by a collection of balls $B_{r_{i j}}\left(x_{i j}\right)$ which satisfy the above conditions for $d-2$. Summing over all $i$ and $j$ gives us a collection of balls $\left\{B_{r_{i j}}\left(x_{i j}\right)\right\} \subseteq B_{1}(0)$ of our original ball which satisfy (1) and (2) above and for which

$$
\begin{equation*}
\sum r_{i j}^{n-2} \leq C(n, \lambda)^{d} \cdot C(n, \lambda)^{d-1} \tag{2.9}
\end{equation*}
$$

Continuing this $d$ times we arrive at a collection of balls $B_{r}\left(y_{j}\right)$ which satisfy (2) and for which $\sum r^{n-2} \leq C^{\frac{1}{2} d(d-1)} \leq C^{\Lambda^{2}}$, which finishes the proof.

Hence, we are left with understanding the construction of the balls $\left\{B_{r_{i}}\left(x_{i}\right)\right\} \subseteq$ $B_{1}(0)$ satisfying (1),(2),(3) above under the assumption that $r_{0}^{d} \geq 1$. Roughly, the construction proceeds as follows. For every $x \in B_{1}(0)$ let us define

$$
\begin{equation*}
r_{x}^{\prime} \equiv \max \left\{r, r_{x}^{d-1}\right\} \tag{2.10}
\end{equation*}
$$

where $r_{x}^{d-1}$ is the $(d-1)$-critical radius of Section 2.3. Let us separate $B_{1}(0)$ into subsets $S_{1}, S_{2}$ which are defined by

$$
\begin{align*}
& S_{1} \equiv\left\{x \in B_{1}(0): \nexists y \in B_{10 r_{x}^{\prime}}(x) \text { s.t. } r_{y}^{\prime}<10^{-2} r_{x}^{\prime}\right\} \\
& S_{2} \equiv B_{1} \backslash S_{1} \tag{2.11}
\end{align*}
$$

We can interpret $S_{1}$ as the set of points with locally minimizing $d-1$-critical radii. We let $\left\{B_{r_{i}}\left(x_{i}\right)\right\}$ be a Vitali subcovering of the collection $\left\{B_{r_{x}^{\prime}}(x)\right\}_{x \in S_{1}}$. Clearly the
collection satisfies (1), and hence we need to show this collection of balls satisfies (2),(3).

Now standard arguments as in [3, theorem 2.8] give us, roughly, that for every $x_{i}$ and $s \in\left[r_{i}, 1\right]$ that there exists a homogeneous harmonic polynomial $P_{i}^{(s)}$ of degree $d$ such that $T_{x, s}^{u}$ is close to $P_{i}^{(s)}$. A key point is that the new effective argument discussed in Section 2.2 will allow us to take $P_{i}^{(s)} \equiv P^{d}$ to be independent of both $i$ and $s$. For the sake of the outline let us make the assumption that $P^{d}$ is $n-2$ symmetric, which is to say that $P^{d}$ depends on only two variables. Up to some technical details this will turn out to be the important case, in that one can always handle the other cases by even simpler methods. So in this case there is an $n-2$ plane $V \subseteq \mathbb{R}^{n}$ such that if $x \notin V$, then $P^{d}$ is not critical at $x$.

There are two steps needed to complete the proof. First, if $x \in S_{2}$, then by assumption there exists a point $x_{i}$ centering a ball in our covering which is not too far from $x$ relative to $r_{x}^{\prime}$. In particular, since $u$ is close to $P^{d}$ centered at $x_{i}$ this is roughly equivalent to the statement that $d(x, V)>r_{x}^{\prime} \geq r$. We have already mentioned that $P^{d}$ is therefore not critical at $x$, and with a little work, since $u$ is close to $P^{d}$, one can use this to show $u$ is not critical at $x$. More effectively, we even have that $r_{x} \geq r$, which proves (2) for the covering. Making this precise will turn out to require an effective cone-splitting argument (see Sections 3.4 and 4.4).

Finally, let us consider the projection map $P^{V}: \mathbb{R}^{n} \rightarrow V$. Since $u$ is close to $P^{d}$ in all balls $B_{s}\left(x_{i}\right)$ with $s \in\left[r_{i}, 1\right]$, one can use this to prove the projection map, when restricted to the centers of the balls $\left\{x_{i}\right\}$, is $(1+\epsilon)$-bi-Lipschitz. Slightly more precisely, if $x_{i}, x_{j} \in\left\{x_{k}\right\}$ are two centers in the covering, then we know that the blow up of $u$ centered at $x_{i}$ at the radius $d_{i j} \equiv d\left(x_{i}, x_{j}\right)$ looks close to $P^{d}$. In particular, since both $x_{i}$ and $x_{j}$ are 'good' points relative to the frequency pinching, by construction, we have that $x_{i}$ and $x_{j}$ must be close to the plane $V$ relative to $d_{i j}$. Making this precise is exactly the statement that $P^{V}$ restricted to $\left\{x_{i}\right\}$ is $(1+\epsilon)$ -bi-Lipschitz. In particular, the Vitali covering $B_{r_{i}}\left(x_{i}\right)$ induces a Vitali covering $\left\{B_{r_{i} / 2}\left(P^{V}\left(x_{i}\right)\right)\right\}$ of the $n-2$-ball $B_{1} \cap V$. Thus we get from this the estimate (3).

## 3 Harmonic functions

In this Section, we concentrate on harmonic functions in $\mathbb{R}^{n}$, and will first prove Theorem 1.1 in this simplified case. This will allow us to illustrate the main ideas of the proof without the confusion of the added technical complications needed for the general case. More than that, many of the tools we will need for general solutions of (1.1) will follow by appropriate approximation arguments with harmonic functions, and thus many of the results of this Section are directly relevant.

We start in section 3.1 by recalling some basic properties of homogeneous harmonic polynomials, hhP's in short. For a more complete overview on the subject, we refer the reader to [2]. In section 3.2 and 3.3 we discuss the frequency function and its relation to homogeneous harmonic polynomials. Although much of this is known, the estimates of these sections are much more refined than those previously in the literature, and we will need these results. In particular in Theorem 3.19 we will prove an effective tangent cone uniqueness statement, which will play an important role in our estimates. In section 3.4 we revisit the idea of cone splitting, introduced in this context first in [3]. The results of [3] are based on contradiction arguments, and we again prove much more refined estimates. Sections 3.5 and 3.6 discuss the relationship of critical points to the symmetry of a harmonic function. Finally in section 3.7 we prove Theorem 1.1 for harmonic functions.

### 3.1 Homogeneous harmonic polynomials

Let $D \subset \mathbb{R}^{n}$ be any domain, and denote for convenience $\mathcal{H}(D)$ the space of harmonic functions $u: D \rightarrow \mathbb{R}, u \in W^{1,2}(D)$. Most of the times, we will consider $B_{1}(0)$ as our domain, thus we define for simplicity $B=B_{1}(0) \subset \mathbb{R}^{n}$. We recall that a polynomial $P$ is said to be homogeneous of degree $d$ if $P(\lambda x)=\lambda^{d} P(x)$ for all $\lambda \in \mathbb{R}$ and $x \in \mathbb{R}^{n}$, or equivalently if $P$ is the sum of monomials with the same degree $d$.
Definition 3.1. Set $\mathcal{P}_{d}$ to be the vector space of homogeneous harmonic polynomial of degree $d$ defined on $\mathbb{R}^{n}$. For $d \geq 2$ and $n \geq 3$, its dimension is given by

$$
\begin{equation*}
\operatorname{dim}\left(\mathcal{P}_{d}\right)=\binom{n+d-1}{n-1}-\binom{n+d-3}{n-1} \leq C(n) d^{n-2} \tag{3.1}
\end{equation*}
$$

By the standard theory of spherical harmonics (see for example [2, chapter 5]), one can characterize any such hhP by its restriction to the unit sphere $\partial B_{1}(0)$ and one finds that

$$
\begin{equation*}
L^{2}\left(\partial B_{1}(0)\right)=\bigoplus_{d=0}^{\infty} \mathcal{P}_{d} \tag{3.2}
\end{equation*}
$$

where $L^{2}\left(\partial B_{1}(0)\right)$ is the real Hilbert space generated by the scalar product

$$
\begin{equation*}
\langle f \mid g\rangle=f_{\partial B_{1}(0)} f g \tag{3.3}
\end{equation*}
$$

The space $\mathcal{H}\left(B_{1}(0)\right)$ inherits the Hilbert structure of $L^{2}\left(\partial B_{1}(0)\right)$. Indeed, this product is well defined for all functions in $W^{1,2}\left(B_{1}(0)\right)$, however only gives a Hilbert space structure on the harmonic functions as $\|u\|=0 \Rightarrow u=0$ is true only on harmonic functions.

Thus, we can write

$$
\begin{equation*}
u(y)=\sum_{d=0}^{\infty} a_{d} P_{d}(y) \tag{3.4}
\end{equation*}
$$

where each $P_{d}$ is a hhP of degree $d$ normalized with $\left\|P_{d}\right\|=1$, and $a_{d}=\left\langle u \mid P_{d}\right\rangle$. This expansion of course will depend on the base point chosen for the expansion. When needed, we will make this dependence explicit by writing

$$
\begin{equation*}
u(y+x)=\sum_{d=0}^{\infty} a_{d}(x) P_{d, x}(y) \tag{3.5}
\end{equation*}
$$

It is clear that if $P$ is a hhP of degree $d$, then $\partial_{i} P$ is either zero or a hhP of degree $d-1$. An important relation between the norm of a hhP and the norm of its gradient is given by the following lemma.

Lemma 3.2. [2, lemma 5.13] Let $P, Q: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be two homogeneous harmonic polynomials of degree d. Then

$$
\begin{equation*}
\langle P \mid Q\rangle=\frac{1}{d(2 d+n-2)}\langle\nabla P \mid \nabla Q\rangle=\frac{1}{d(2 d+n-2)} \sum_{i=1}^{n}\left\langle\partial_{i} P \mid \partial_{i} Q\right\rangle \tag{3.6}
\end{equation*}
$$

Moreover, it is possible to prove a simple bound on the sup norm on $\partial B_{1}(0)$ of a hhP $P$ given its degree and its $L^{2}\left(\partial B_{1}(0)\right)$ norm.

Lemma 3.3. Given a $P_{d} \in \mathcal{P}_{d}$, we have the sharp upper bound

$$
\begin{equation*}
\left\|P_{d}\right\|_{C^{0}\left(B_{1}(0)\right)} \leq \sqrt{\operatorname{dim}\left(\mathcal{H}_{d}\right)}\left(f_{\partial B_{1}(0)} P_{d}^{2}\right)^{1 / 2} \leq C(n) d^{\frac{n}{2}-1}\left(f_{\partial B_{1}(0)} P_{d}^{2}\right)^{1 / 2} \tag{3.7}
\end{equation*}
$$

## Two Variables

A special case which deserves to be studied on its own is the case of hhP's defined in $\mathbb{R}^{2}$. The following is a standard but useful point:

Proposition 3.4. Let $n=2$, then $\mathcal{H}_{d, 2}$ is a 2 dimensional space for every $d \geq 2$, and an orthonormal basis for this space is given by

$$
\begin{equation*}
P_{d}(r, \theta)=2 r^{d} \sin (d \theta), \quad C_{d}(r, \theta)=2 r^{d} \cos (d \theta)=P_{d}(r, \theta+\pi /(2 d)) \tag{3.8}
\end{equation*}
$$

Moreover, by direct computation one has

$$
\begin{gather*}
\partial_{x} P_{d}(r, \theta)=2 d r^{d-1} \sin ((d-1) \theta), \quad \partial_{y} P_{d}(r, \theta)=2 d r^{d-1} \cos ((d-1) \theta)  \tag{3.9}\\
\left|\nabla P_{d}(r, \theta)\right|=\left|\nabla C_{d}(r, \theta)\right|=2 d r^{d-1}  \tag{3.10}\\
\left.\frac{\partial^{k}}{\partial x^{k}} P_{d}(r, \theta)\right|_{(0,0)}=2\binom{d}{k} k!r^{d-k} \sin ((d-k) \theta)=\binom{d}{k} k!P_{d-k}(r, \theta)  \tag{3.11}\\
P_{d}((t, 0)+(r, \theta))=P_{d}(r, \theta)+\sum_{k=1}^{d}\binom{d}{k} t^{k} P_{d-k}(r, \theta) \tag{3.12}
\end{gather*}
$$

## Cone Splitting

By simple algebra, it is easy to see that the set of points wrt which $P$ is homogeneous forms a vector subspace of $\mathbb{R}^{n}$. Indeed, let $P$ be homogeneous wrt 0 and wrt $x \neq 0$, and pick any $y \in \mathbb{R}^{n}$. By Euler's formula

$$
\begin{equation*}
d \cdot P(y)=\left.\nabla P\right|_{y} \cdot y=\left.\left.\nabla P\right|_{y} \cdot(y-x) \quad \Longrightarrow \quad \nabla P\right|_{y} \cdot x=0 \tag{3.13}
\end{equation*}
$$

and thus the partial derivative of $P$ in the $x$ direction vanishes at every point, making $P$ invariant wrt the subspace spanned by $x$. In other words, if $P$ is a harmonic polynomial of degree $d \geq 1$, the set

$$
\begin{equation*}
V \equiv\left\{v \in \mathbb{R}^{n} \text { s.t. } \nabla P \cdot v=0\right\} \tag{3.14}
\end{equation*}
$$

is a vector subspace of $\mathbb{R}^{n}$, and it is the invariant subspace of $P$ in the sense that $P(x+v)=P(x)$ for all $x \in \mathbb{R}^{n}$ and $v \in V$.

In the next proposition, we prove an extremely important (and simple) relation between the degree of $P$ and the dimension of $V$.

Proposition 3.5. Let P be a nonconstant homogeneous harmonic polynomial. Then $P$ is of degree 1 if and only if $V$ has dimension $n-1$.

Proof. The direct implication is evident. As for the reverse, if $V$ has dimension $n-1$, then $P$ is a nonconstant homogeneous harmonic function of one variable, and thus it is linear.

## Space of invariant polynomials

Definition 3.6. Given $x \in \mathbb{R}^{n} \backslash\{0\}$, we set $\mathcal{P}_{d}(x)$ to be the subspace of $\mathcal{P}_{d}$ of polynomials invariant with respect to the coordinate $x$. It is clear that this subspace has a uniquely defined orthogonal complement such that

$$
\begin{equation*}
\mathcal{P}_{d}=\mathcal{P}_{d}(\not x) \oplus \mathcal{P}_{d}(\not x)^{\perp} \tag{3.15}
\end{equation*}
$$

where the direct sum is in the sense of $L^{2}(\partial B)$.
In the next proposition, we characterize the elements of $\mathcal{P}_{d}\left(\not \chi_{1}\right)^{\perp}$.

Proposition 3.7. The linear function $K: \mathcal{P}_{d-1} \rightarrow \mathcal{P}_{d}$ defined by

$$
\begin{equation*}
K[p] \equiv x_{1} p-\frac{1}{2 d+n-4}|x|^{2} \partial_{1} p \equiv x_{1} p+c_{d, n}|x|^{2} \partial_{1} p \tag{3.16}
\end{equation*}
$$

provides a vector space isomorphism between $\mathcal{P}_{d-1}$ and $\mathcal{P}_{d}\left(\not x_{1}\right)$. Moreover

$$
\begin{equation*}
\|K[p]\| \leq\left\|x_{1} p\right\|_{L^{2}\left(\partial B_{1}(0)\right.} \leq\|p\| \tag{3.17}
\end{equation*}
$$

Remark 3.8. Note that $K$ is, up to multiplicative constants, the Kelvin transform defined in [2].

Proof. Let $p \in \mathcal{P}_{d-1}$, and let $q \in \mathcal{P}_{d}\left(\not x_{1}\right)$. We will prove that $\langle K[p] \mid q\rangle=0$ by induction on $d$.

It is clear that the statement is true for $d=1$. By Lemma 3.2 we have

$$
\begin{gather*}
d(2 d+n-2)\langle K[p] \mid q\rangle=\sum_{i=2}^{n}\left\langle\partial_{i}\left(x_{1} p+c|x|^{2} \partial_{1} p\right) \mid \partial_{i} q\right\rangle=  \tag{3.18}\\
\left.\sum_{i=2}^{n}\left\langle x_{1} \partial_{i} p+2 c x_{i} \partial_{1} p+c\right| x\right|^{2} \partial_{1} \partial_{i} p\left|\partial_{i} q\right\rangle= \tag{3.19}
\end{gather*}
$$

$\left.\sum_{i=2}^{n}\left\langle x_{1} \partial_{i} p+c_{d-1, n}\right| x\right|^{2} \partial_{1} \partial_{i} p\left|\partial_{i} q\right\rangle+\left.\sum_{i=2}^{n}\left\langle\left(c_{d, n}-c_{d-1, n}\right)\right| x\right|^{2} \partial_{1} \partial_{i} p\left|\partial_{i} q\right\rangle+2 c \sum_{i=2}^{n}\left\langle\partial_{1} p \mid x_{i} \partial_{i} q\right\rangle=$

$$
\begin{equation*}
\left.\sum_{i=2}^{n}\left\langle x_{1} \partial_{i} p+c_{d-1, n}\right| x\right|^{2} \partial_{1} \partial_{i} p\left|\partial_{i} q\right\rangle+\left(c_{d, n}-c_{d-1, n}\right) \sum_{i=2}^{n}\left\langle\partial_{1} \partial_{i} p \mid \partial_{i} q\right\rangle+2 c d \sum_{i=2}^{n}\left\langle\partial_{1} p \mid q\right\rangle \tag{3.21}
\end{equation*}
$$

The first sum is null by induction, while the second and third sum are null since they are scalar products of spherical harmonics (hhP's) of different degrees. Hence we see that $K$ maps $\mathcal{P}_{d-1}$ into $\mathcal{P}_{d}\left(x_{1}\right)$.

Note now that $K[\cdot]$ in injective. Indeed, let $p \in \mathcal{P}_{d-1}$ be such that $K[p]=0$. Then necessarily $\partial_{1} p$ must be divisible by $x_{1}$, and thus $p$ is a harmonic polynomial proportional to $|x|^{2}$, which is necessarily zero by [2, corollary 5.3 ].

Surjectivity is easily proved by a dimension argument. Indeed

$$
\begin{equation*}
\operatorname{dim}\left(\mathcal{P}_{d}\right)=\operatorname{dim}\left(\mathcal{P}_{d}\left(\not \chi_{1}\right)\right)+\operatorname{dim}\left(\mathcal{P}_{d-1}\right) \tag{3.22}
\end{equation*}
$$

Finally, since $K[p]$ and $\partial_{1} p$ are hhP's of different degrees,

$$
\begin{equation*}
\left.\langle K[p]| c_{d, n}|x|^{2} \partial_{1} p\right\rangle=c_{d, n}\left\langle K[p] \mid \partial_{1} p\right\rangle=0 \tag{3.23}
\end{equation*}
$$

This immediately implies the estimate on $\|K[p]\|$.
This characterization allows us to prove the following important property.
Proposition 3.9. Let $h \in \mathcal{P}_{d}\left(\not x_{1}\right)^{\perp}$, then

$$
\begin{equation*}
\|h\| \leq\left\|\partial_{1} h\right\| \tag{3.24}
\end{equation*}
$$

Proof. If $d=1$, the proposition is easily proved by direct computation.
If $d \geq 2$, we write

$$
\begin{gather*}
h=x_{1} p+c_{d, n}|x|^{2} \partial_{1} p  \tag{3.25}\\
\partial_{1} h=p+\left(2 c_{d, n}+1\right) x_{1} \partial_{1} p+c_{d, n}|x|^{2} \partial_{1^{2}}^{2} p \tag{3.26}
\end{gather*}
$$

Note that for every $d, n \geq 2,2 c_{d, n}+1 \geq 0$. We estimate the norm of $\partial_{1} h$ by

$$
\begin{equation*}
\left\|\partial_{1} h\right\|^{2}=\|p\|^{2}+\left\|\left(2 c_{d, n}+1\right) x_{1} \partial_{1} p+c_{d, n}|x|^{2} \partial_{1^{2}}^{2} p\right\|^{2}+2\langle p|\left(2 c_{d, n}+1\right) x_{1} \partial_{1} p+ \tag{3.27}
\end{equation*}
$$

$$
\begin{equation*}
\left.\geq\|p\|^{2}+2\langle p|\left(2 c_{d, n}+1\right) x_{1} \partial_{1} p+c_{d, n}|x|^{2} \partial_{1^{2}}^{2} p\right\rangle=\|p\|^{2}+2\left(2 c_{d, n}+1\right)\left\langle p \mid x_{1} \partial_{1} p\right\rangle \tag{3.29}
\end{equation*}
$$

The last scalar product is nonnegative, as will be shown in the next Lemma (3.10). This and equation (3.17) conclude the proof.

Lemma 3.10. Let $p \in \mathcal{H}_{n, d}$, then

$$
\begin{equation*}
\left\langle p \mid x_{1} \partial_{1} p\right\rangle_{L^{2}\left(\partial B_{1}(0)\right.}=\frac{1}{2 d+n-2}\left\|\partial_{1} p\right\|^{2} \tag{3.30}
\end{equation*}
$$

Proof. We prove this proposition by induction on $d$. For $d=1$, the proposition is easily proved. Indeed, $p=\sum_{i} p_{i} x_{i}$ and by direct computation

$$
\begin{equation*}
\left\langle p \mid x_{1} \partial_{1} p\right\rangle=\sum_{i} p_{1} p_{i} f_{\partial B_{1}(0)} x_{1} x_{i}=p_{1}^{2} f_{\partial B_{1}(0)} x_{1}^{2}=\frac{1}{n}\left\|\partial_{1} p\right\|^{2} . \tag{3.31}
\end{equation*}
$$

Suppose by induction that the statement is true for $d-1$, and let $p \in \mathcal{H}_{n, d}$. Note that the function $x_{1} \partial_{1} p$ is not harmonic, and its projection $\mathcal{P}_{d}$ is

$$
\begin{equation*}
x_{1} \partial_{1} p+c_{d, n}|x|^{2} \partial_{1^{2}}^{2} p \tag{3.32}
\end{equation*}
$$

Since $p$ and $\partial_{1^{2}}^{2} p$ are spherical harmonics of different degrees,

$$
\begin{equation*}
\left.\langle p| c_{d, n}|x|^{2} \partial_{1^{2}}^{2} p\right\rangle=0 \tag{3.33}
\end{equation*}
$$

Thus, by Lemma 3.2, we can write
$\left.\left\langle p \mid x_{1} \partial_{1} p\right\rangle=\langle p| x_{1} \partial_{1} p+c_{d, n}|x|^{2} \partial_{1^{2}}^{2} p\right\rangle=\frac{1}{d(2 d+n-2)}\left\langle\nabla p \mid \nabla\left(x_{1} \partial_{1} p+c_{d, n}|x|^{2} \partial_{1^{2}}^{2} p\right)\right\rangle$.
On the right hand side we have

$$
\begin{gather*}
\left\langle\nabla p \mid \nabla\left(x_{1} \partial_{1} p+c_{d, n}|x|^{2} \partial_{1^{2}}^{2} p\right)\right\rangle=  \tag{3.35}\\
\left.\left\|\partial_{1} p\right\|^{2}+\left\langle\nabla p \mid x_{1} \partial_{1} \nabla p\right\rangle+2 c_{d, n}\left\langle x \cdot \nabla p \mid \partial_{1^{2}}^{2} p\right\rangle+c_{d, n}\langle\nabla p||x|^{2} \nabla \partial_{1^{2}}^{2} p\right\rangle \tag{3.36}
\end{gather*}
$$

The last two scalar products are null by the orthogonality of spherical harmonics of different degree. Induction and Lemma 3.2 allow us to conclude

$$
\begin{equation*}
\left\langle\nabla p \mid x_{1} \partial_{1} \nabla p\right\rangle=(d-1) \frac{2 d+n-4}{2 d+n-4}=(d-1)\left\|\partial_{1} p\right\|^{2} \tag{3.37}
\end{equation*}
$$

We close this section with a consideration about invariant polynomials and their norm. Let $P: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a hhP of degree $d$, and suppose that $P$ is $x_{1}$ invariant. Then $P$ naturally induces a hhP $\hat{P}: \mathbb{R}^{n-1} \rightarrow \mathbb{R}$. The following proposition gives the relation between the $L^{2}$ norms of $P$ and $\hat{P}$.

Lemma 3.11. Let $\hat{P}: \mathbb{R}^{n-1} \rightarrow \mathbb{R}$ be a hhP of degree d, and denote by $P: \mathbb{R}^{n} \rightarrow \mathbb{R}$ the polynomial $P\left(x_{1}, y\right) \equiv \hat{P}(y)$. Then

$$
\begin{equation*}
\|\hat{P}\|^{2}=f_{\partial B_{1}(0) \subset \mathbb{R}^{n-1}}|\hat{P}|^{2}=\|P\|^{2} \prod_{k=1}^{d} \frac{n+2 k-2}{n+2 k-3} \leq\|P\|_{n}^{2} e^{2} \sqrt{1+\frac{2 d-2}{n-1}} \tag{3.38}
\end{equation*}
$$

Proof. This lemma can be proved by direct computation, or as a corollary of [2, Theorem 5.14]. As for the last estimate, it is easy to see that
$\ln \left(\prod_{k=1}^{d} \frac{n+2 k-2}{n+2 k-3}\right) \leq \ln \left(1+\frac{1}{n-1}\right)+\sum_{k=2}^{d} \frac{1}{2 k+n-3} \leq \ln (2)+\frac{1}{2} \ln \left(1+\frac{2 d-2}{n-1}\right)$.

### 3.2 Almgren's frequency and homogeneous harmonic polynomials

In this subsection we recall the classic frequency function and some basic results about it. Because we will focus on the critical set and not the singular set in our proofs, we will focus on the normalized frequency function:

Definition 3.12. Given a nonconstant $u \in \mathcal{H}\left(B_{1}(0)\right), x \in B_{1}(0)$ and $r \leq 1-|x|$, Almgren's frequency is defined by

$$
N_{S}^{u}(x, r)=\frac{r \int_{B_{r}(x)}|\nabla u|^{2} d V}{\int_{\partial B_{r}(x)}|u|^{2} d S}
$$

This function is suitable for studying nodal and singular sets of harmonic functions. If we want to focus on the whole critical set of $u$, instead of just the singular set of $u$, a normalized frequency is better suited for this job. For this reason, we set as in [11]

$$
\begin{equation*}
N_{\mathrm{C}}^{u}(x, r)=N(x, r)=\frac{r \int_{B_{r}(x)}|\nabla u|^{2} d V}{\int_{\partial B_{r}(x)}|u-u(x)|^{2} d S} \tag{3.40}
\end{equation*}
$$

Note that $N$ is invariant under blow-up, rescaling, and adding a constant. In particular, if we define

$$
\begin{equation*}
T_{x, r}^{u}(y)=T_{x, r}(y)=\frac{u(x+r y)-u(x)}{\left(f_{\partial B}|u(x+r y)-u(x)|^{2}\right)^{1 / 2}}, \tag{3.41}
\end{equation*}
$$

then $N_{\mathrm{e}}^{u}(x, r s)=N_{\mathrm{e}}^{T}(0, s)$. The monotonicity of $N$ wrt $r$ is standard in literature (see for example [12]). Moreover, its proof is a simple matter of calculus.

Proposition 3.13. For every $u \in \mathcal{H}(B)$ and $x \in B, N(x, r)$ is monotone non decreasing wrt $r$. Moreover, if for some $0<r<s, N(x, r)=N(x, s)$, then $u$ is a harmonic polynomial homogeneous wrt $x$, and $N(x, t)$ is constant in $t$ and equal to the degree of the polynomial $u$.

Since $N$ is monotone, one can define $N(x, 0)=\lim _{r \rightarrow 0} N(x, r)$ for all $x \in B$. As it is easily seen, $N(x, 0)$ is the vanishing order of the function $u-u(x)$ at the point $x$. In particular

$$
\begin{equation*}
1 \leq N(x, 0)=d \quad \Longleftrightarrow \quad \forall 1 \leq k<d,\left.\nabla^{(k)} u\right|_{x}=0 \quad \text { and }\left.\quad \nabla^{(d)} u\right|_{x} \neq 0 \tag{3.42}
\end{equation*}
$$

## Polynomials and Frequency

Let $P$ be a harmonic polynomial of degree $d \geq 1$. Since $N$ is invariant under blow-up and rescaling, it is easy to see that $N(x, r) \leq d$ for all $x$ and $r$. Indeed, consider the function $P_{x, r}(y)=\frac{P(x+r y)}{\left(f_{\partial B_{1}(0)} P(x+r y)^{2}\right)^{1 / 2}}$. As $r \rightarrow \infty$, this function converges in the smooth sense to the normalized homogeneous component of $P$ with the highest degree, and thus, $\lim _{r \rightarrow \infty} N(x, r)=d$ for all $x$. As an easy corollary of the previous proposition, we get that $P$ is homogeneous wrt $x$ if and only if $N(x, 0)=d$.

Sometimes it is convenient to exploit the polynomial expansion of $u$ given in (3.4) to express its frequency (see for example [12, p 23]). Given that we can re-write

$$
\begin{equation*}
\int_{B_{r}(0)}|\nabla u|^{2}=\int_{\partial B_{r}(0)} u \nabla_{n} u=\sum_{d=0}^{\infty} a_{d}^{2} \int_{\partial B_{r}(0)} P_{d} \nabla P_{d} \cdot\left(r^{-1} x\right)=\sum_{d=0}^{\infty} r^{-1} d a_{d}^{2} \int_{\partial B_{r}(0)} P_{d}^{2}, \tag{3.43}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
N(0, r)=\frac{\sum_{d=0}^{\infty} d a_{d}^{2} r^{2 d}}{\sum_{d=0}^{\infty} a_{d}^{2} r^{2 d}}, \quad N(0, r)=\frac{\sum_{d=1}^{\infty} d a_{d}^{2} r^{2 d}}{\sum_{d=1}^{\infty} a_{d}^{2} r^{2 d}} \tag{3.44}
\end{equation*}
$$

## Growth estimates

Almgren's frequency can also be used to get growth estimates on the function $u$. Indeed, let

$$
\begin{equation*}
h(x, r) \equiv f_{\partial B_{r}(x)} u^{2} d x \tag{3.45}
\end{equation*}
$$

then by direct computation we get

$$
\begin{equation*}
\frac{d}{d t} \ln (h(x, t))=\frac{2 N(x, t)}{t} \quad \Longrightarrow \quad h(x, t)=h(x, r) \exp \left(-2 \int_{t}^{r} \frac{N(s)}{s} d s\right) \tag{3.46}
\end{equation*}
$$

## Uniform control

An important property of the unnormalized frequency is that $N(x, r / 2) \leq c(n, r)(N(0,1)+$ 1) for $|x| \leq r<1$ (see for example [12, theorem 2.2.8]). Thus, a bound on $N(0,1)$ implies an upper bound on the vanishing order of the function for all $x \in B$ away from the boundary. A similar statement with a similar proof holds also for the normalized version. For the sake of completeness, hereafter we sketch a proof of this result.

Theorem 3.14. Let u be a nonconstant harmonic function. Then for every $r, k<1$, there exists a constant $C(n, r, k)$ such that for all $|x| \leq r$

$$
\begin{equation*}
N(x, k(1-r)) \leq C N(0,1) . \tag{3.47}
\end{equation*}
$$

Proof. We assume for simplicity that $u(0)=0$. First of all, we prove that there exists a radius $\beta(n)>0$ such that for all $|x| \leq \beta(n)$,

$$
\begin{equation*}
u(x)^{2} \leq \frac{1}{2} f_{\partial B_{1 / 2}(x)} u^{2} \tag{3.48}
\end{equation*}
$$

We exploit the fact that $u$ vanishes with order at least 1 at the origin. Suppose for convenience that $f_{\partial B_{2 \beta}(0)} u^{2}=1$. Since $N(0,2 \beta) \geq 1$, we have

$$
\begin{equation*}
\int_{B_{2 \beta}(0)} u^{2} \leq \int_{0}^{2 \beta} d s \omega_{n} s^{n-1}\left(\frac{s}{2 \beta}\right)^{2}=\frac{\omega_{n}}{n+2}(2 \beta)^{n} \tag{3.49}
\end{equation*}
$$

With a similar argument:

$$
\begin{equation*}
\int_{B_{1 / 2-\beta}(0)} u^{2} \geq \int_{2 \beta}^{1 / 2-\beta} d s \omega_{n} s^{n-1}\left(\frac{s}{2 \beta}\right)^{2}=\frac{\omega_{n}}{(2 \beta)^{2}(n+2)}\left[\left(\frac{1}{2}-\beta\right)^{n+2}-(2 \beta)^{n+2}\right] . \tag{3.50}
\end{equation*}
$$

By geometric considerations, we have

$$
\begin{align*}
u(x)^{2} \leq & f_{B_{\beta}(x)} u^{2}=\frac{1}{\omega_{n} \beta^{n}} \int_{B_{\beta}(x)} u^{2} \leq \frac{1}{\omega_{n} \beta^{n}} \int_{B_{2 \beta}(0)} u^{2} \leq \frac{2^{n}}{\omega_{n}} \alpha(n) \int_{B_{1 / 2-\beta}(0)} u^{2} \leq  \tag{3.51}\\
& \leq \frac{2^{n}}{\omega_{n}} \alpha(n) \int_{B_{1 / 2}(x)} u^{2}=\alpha(n) \int_{B_{1 / 2}(x)} u^{2} \leq \alpha(n) f_{\partial B_{1 / 2}(x)} u^{2}, \tag{3.52}
\end{align*}
$$

where we have set

$$
\begin{equation*}
\alpha(n) \equiv \frac{(2 \beta)^{n+2}}{(2 \beta)^{n}\left[\left(\frac{1}{2}-\beta\right)^{n+2}-(2 \beta)^{n+2}\right]}=\left[\left(\frac{1}{2}-\beta\right)^{n+2}-(2 \beta)^{n+2}\right]^{-1}(2 \beta)^{2} \tag{3.53}
\end{equation*}
$$

It is evident that one can choose $\beta(n)$ sufficiently small in such a way that $\alpha(n) \leq$ $1 / 2$, which is all we need.

Now we are in a position to prove the theorem with $r=\beta(n)$ and $k$ generic. The general case is obtained by repeated applications of this estimate.

For simplicity of notation, we will assume $k=1 / 2$ and let $c(n)$ denote a constant that depends only on $n$, that may will change several times throughout the proof. Given the obvious inclusions

$$
\begin{equation*}
B_{1 / 4}(0) \subset B_{1 / 2}(x) \subset B_{3 / 4}(x) \subset B_{1}(0) \tag{3.54}
\end{equation*}
$$

and the growth estimates

$$
\begin{equation*}
f_{\partial B_{1}(0)} u^{2} \leq 4^{2 N(0,1)} f_{\partial B_{1 / 4}(0)} u^{2} \Longrightarrow f_{B_{1}(0)} u^{2} \leq c(n) 4^{2 N(0,1)} f_{B_{1 / 4}(0)} u^{2} \tag{3.55}
\end{equation*}
$$

one has

$$
\begin{equation*}
f_{B_{3 / 4}(x)} u^{2} \leq c(n) 4^{2 N(0,1)} f_{B_{1 / 2}(x)} u^{2} \tag{3.56}
\end{equation*}
$$

Since $f_{\partial B_{r}(0)} u^{2}$ is an increasing function of $r$ (if $u$ is harmonic), we can estimate

$$
\begin{gather*}
\int_{B_{3 / 4}(x)} u^{2} \geq \int_{B_{3 / 4}(x) \backslash B_{5 / 8}(x)} u^{2} \geq c(n) f_{\partial B_{5 / 8}(x)} u^{2},  \tag{3.57}\\
\int_{B_{1 / 2}(x)} u^{2} \leq c(n) f_{\partial B_{1 / 2}(x)} u^{2} . \tag{3.58}
\end{gather*}
$$

Thus we obtain that

$$
\begin{equation*}
f_{\partial B_{5 / 8}(x)} u^{2} \leq c(n) 4^{2 N(0,1)} f_{\partial B_{1 / 2}(x)} u^{2} \tag{3.59}
\end{equation*}
$$

With some easy computations as in [12], this implies $N_{\mathcal{S}}(x, 1 / 2) \leq C(n)(N(0,1)+$ 1). In order to obtain a similar estimate for $N=N_{\mathcal{C}}$, consider that

$$
\begin{equation*}
u(x)^{2}=\lim _{r \rightarrow 0} f_{\partial B_{r}(x)} u^{2}=\gamma f_{\partial B_{5 / 8}(x)} u^{2}, \tag{3.60}
\end{equation*}
$$

where we set for convenience $\gamma=\exp \left(-2 \int_{0}^{5 / 8} \frac{N(x, s)}{s} d s\right)$. Note that, if $u$ is not constant, $0 \leq \gamma<1$. Using (3.59), we obtain

$$
\begin{gather*}
f_{\partial B_{5 / 8}(x)} u^{2}-u(x)^{2} \leq c(n) 4^{2 N(0,1)}(1-\gamma) f_{\partial B_{1 / 2}(x)} u^{2}=  \tag{3.61}\\
=c(n) 4^{2 N(0,1)}\left(f_{\partial B_{1 / 2}(x)} u^{2}-\gamma^{\prime} u(x)^{2}\right), \tag{3.62}
\end{gather*}
$$

where $\gamma^{\prime}=\exp \left(-2 \int_{1 / 2}^{5 / 8} \frac{N(x, s)}{s} d s\right)$, and again $0<\gamma^{\prime}<1$. Given Equation (3.48), we can estimate

$$
\begin{equation*}
f_{\partial B_{5 / 8}(x)} u^{2}-u(x)^{2} \leq 2 c(n) 4^{2 N(0,1)}\left(f_{\partial B_{1 / 2}(x)} u^{2}-u(x)^{2}\right) \tag{3.63}
\end{equation*}
$$

By the growth conditions related to $N$, we obtain the inequality

$$
\begin{equation*}
\left(\frac{5}{4}\right)^{2 N(x, 1 / 2)} \leq \exp \left(2 \int_{1 / 2}^{5 / 8} \frac{N(x, s)}{s} d s\right)=\frac{f_{\partial B_{5 / 8}(x)} u^{2}-u(x)^{2}}{f_{\partial B_{1 / 2}(x)} u^{2}-u(x)^{2}} \leq 2 c(n) 4^{2 N(0,1)} \tag{3.64}
\end{equation*}
$$

By taking logs on both sides, we complete our estimate. Indeed we obtain

$$
\begin{equation*}
N(x, 1 / 2) \leq c(n)(N(0,1)+1)=c(n)(N(0,1)+1) \leq c(n) N(0,1) . \tag{3.65}
\end{equation*}
$$

### 3.3 Frequency pinching for harmonic functions

In the previous section, we have seen that if $N$ is constant, then the function $u$ is homogeneous. The aim of this section is to prove a quantitative "almost" version of this statement, with particular care on how the parameters involved depend on the frequency $N(0,1)$. The results of this Section may be viewed as a generalization of the quantitative pinching in [3, theorem 2.8].

Definition 3.15. Given a nonconstant harmonic function $u$, we say that its frequency is $\delta$-pinched at $x$ on the scales $\left[r_{2}, r_{1}\right]$ if

$$
\begin{equation*}
N\left(x, r_{1}\right)-N\left(x, r_{2}\right) \leq \delta . \tag{3.66}
\end{equation*}
$$

As we have seen, if $\delta=0, u$ is, up to an additive constant, a homogeneous harmonic polynomial of degree $d$ and $N(x, r)=d$ for all $r$. Using a simple compactness argument (see [3, theorem 2.8]), one can prove that if $\delta$ is small enough, then $u$ is close to a homogeneous harmonic polynomial. In particular, for every $\epsilon>0$ there exists $\delta(n, \Lambda, \epsilon)>0$ such that if (3.66) is satisfied, then for all $r \in\left[2 r_{2}, r_{1}\right]$ there exists a hhP $P^{(r)}$ of degree $d$ such that

$$
\begin{equation*}
\left\|T_{x, r}^{u}-P^{(r)}\right\| \leq \epsilon \quad \text { and }, \quad\left|N^{u}(x, r)-d\right| \leq \epsilon \tag{3.67}
\end{equation*}
$$

By exploiting some improved monotonicity properties of $N$, we make the previous argument effective. First of all, we prove that $N(r)$ can be pinched only when it is close to an integer.

Lemma 3.16. Let $\min _{k \in \mathbb{N}}|N(r)-k|=\epsilon>0$. Then

$$
\begin{equation*}
\left.r \frac{d N}{d t}\right|_{t=r} \geq 2 \epsilon(1-\epsilon) \tag{3.68}
\end{equation*}
$$

As a corollary, if $N(r) \leq d-\epsilon$, then

$$
\begin{equation*}
N\left(\frac{\epsilon}{1-\epsilon} r\right) \leq d-1+\epsilon \tag{3.69}
\end{equation*}
$$

Proof. By the scale invariance properties of $N$, we can assume for simplicity $r=1$ and $h(1)=1$. Let $d$ be the integral part of $N(1)$, i.e., the largest integer $\leq N(1)$. By hypothesis, $d \leq N(1)-\epsilon$.

Define the following functions.

$$
\begin{equation*}
h_{+}(t)=\sum_{k \geq d+1} a_{k}^{2} t^{2 k}, \quad h_{-}(t)=\sum_{k \leq d-1} a_{k}^{2} t^{2 k} \tag{3.70}
\end{equation*}
$$

$$
\begin{array}{cc}
N_{+}(t)=\frac{\sum_{k \geq d+1} k a_{k}^{2} t^{2 k}}{h_{+}(t)}, & N_{-}(t)=\frac{\sum_{k \leq d-1} k a_{k}^{2} t^{2 k}}{h_{-}(t)} \\
f_{+}(t)=\frac{h_{+}(t)}{t^{2 d+2}}\left(N_{+}(t)-d\right), & f_{-}(t)=\frac{h_{-}(t)}{t^{2 d+2}}\left(d-N_{-}(t)\right) . \tag{3.72}
\end{array}
$$

Note that $f_{+}(t)>0$ for $t>0$, with $\lim _{t \rightarrow 0} f_{+}(t)=0$. As for $f_{-}$, it is either a strictly positive function or it is zero. In the first case $\lim _{t \rightarrow 0} f_{-}(t)=\infty$. The derivatives of $f_{ \pm}$are easily computed directly. Indeed, we obtain

$$
\begin{align*}
& \dot{f}_{+}(t)=2 \sum_{k \geq d+1}(k-d-1)(k-d) a_{k}^{2} t^{2(k-d-1)-1} \geq 0  \tag{3.73}\\
& \dot{f}_{-}(t)=2 \sum_{k \leq d-1}(k-d-1)(d-k) a_{k}^{2} t^{2(k-d-1)-1} \leq 0 \tag{3.74}
\end{align*}
$$

We rewrite the frequency $N(t)$ in the following convenient way.

$$
\begin{gather*}
\quad N(t)=\frac{N_{-}(t) h_{-}(t)+d a_{d}^{2} t^{2 d}+N_{+}(t) h_{+}(t)}{h(t)}=  \tag{3.75}\\
=\frac{N_{-}(t) h_{-}(t)+d\left[h(t)-h_{-}(t)-h_{+}(t)\right]+N_{+}(t) h_{+}(t)}{h(t)}=  \tag{3.76}\\
=\frac{h_{-}(t)}{h(t)}\left(N_{-}(t)-d\right)+d+\frac{h_{+}(t)}{h(t)}\left(N_{+}(t)-d\right)= \\
=-\frac{h_{-}(t)}{h(t)}\left(d-N_{-}(t)\right)+d+\frac{h_{+}(t)}{h(t)}\left(N_{+}(t)-d\right) . \tag{3.77}
\end{gather*}
$$

In particular, we obtain the simple formula

$$
\begin{equation*}
N(t)-d=\frac{t^{2 d+2}}{h(t)}\left(f_{+}(t)-f_{-}(t)\right) \tag{3.78}
\end{equation*}
$$

By (3.46), we obtain the equality

$$
\begin{equation*}
\frac{h(t)}{t^{2 d+2}}=h(1) \exp \left(-2 \int_{t}^{1} \frac{N(s)-d-1}{s} d s\right) \tag{3.79}
\end{equation*}
$$

This and the fact that $\frac{d}{d t}\left(f_{+}(t)-f_{-}(t)\right) \geq 0$ imply that

$$
\begin{gather*}
0 \leq \frac{d}{d t}\left[(N(t)-d) \exp \left(-2 \int_{t}^{1} \frac{N(s)-d-1}{s} d s\right)\right]=  \tag{3.80}\\
=\exp \left(-2 \int_{t}^{1} \frac{N(s)-d-1}{s} d s\right)\left[\frac{d}{d t} N(t)+2(N(t)-d) \frac{N(t)-d-1}{t}\right] .
\end{gather*}
$$

As a consequence we obtain

$$
\begin{equation*}
\frac{d}{d t} N(t) \geq 2(N(t)-d) \frac{d+1-N(t)}{t} \tag{3.81}
\end{equation*}
$$

As long as $N(t) \in(d, d+1)$, the rhs is positive. Define for convenience $\rho(t)=\ln (t)$, and $t=e^{\rho}$. We have

$$
\begin{equation*}
\frac{d}{d \rho} N \geq 2(N(\rho)-d)(d+1-N(\rho)) \tag{3.82}
\end{equation*}
$$

Let $\hat{N}(\rho)$ be the solution of the corresponding differential equality, i.e.,

$$
\begin{equation*}
\hat{N}(\rho)=d+\frac{1}{c e^{-2 \rho}+1}, \tag{3.83}
\end{equation*}
$$

where $c>0$ is chosen in such a way that $\hat{N}(0) \geq N(\rho=0)$. Since $N(\rho=0) \leq$ $d+1-\epsilon$, we can pick

$$
\begin{equation*}
c=\frac{\epsilon}{1-\epsilon} . \tag{3.84}
\end{equation*}
$$

A standard comparison for ODE implies that $N(\rho) \leq \hat{N}(\rho)$ for all $\rho \leq 0$. Thus if $\bar{\rho}$ satisfies

$$
\begin{equation*}
\frac{1}{c e^{-2 \bar{\rho}}+1} \leq \epsilon \quad \Longrightarrow \quad \bar{\rho} \leq \log \left(\frac{\epsilon}{1-\epsilon}\right) \tag{3.85}
\end{equation*}
$$

then $N(\bar{\rho}) \leq d+\epsilon$. This concludes the proof.
As a corollary of the proof, we obtain the following
Corollary 3.17. Let $\operatorname{dist}(N(r), \mathbb{N})=2 \epsilon>0$. Then $N(r)-N(r / e) \geq \epsilon$.
Proof. Note that by definition $0<\epsilon<1 / 2$. By (3.82), as long as $\operatorname{dist}(N(\rho), \mathbb{N}) \geq \epsilon$ we have the lower bound

$$
\begin{equation*}
\frac{d}{d \rho} N \geq 2 \epsilon \tag{3.86}
\end{equation*}
$$

This and the monotonicity of $N$ immediately imply the thesis.
Using a similar technique, we can prove that either $u$ is close in the $L^{2}$ sense to a homogeneous harmonic polynomial $P$ at a certain scale, or the frequency drops by a definite amount after some definite number of scales.

Lemma 3.18. Given a harmonic function $u: B_{r}(0) \rightarrow \mathbb{R}$, for every $\epsilon>0$ one of these two things can happen
(1) either there exists $d$ such that $a_{d}^{2} r^{2 d} \geq(1-6 \epsilon) h(r)$;
(2) or $N(0, r)-N(0, r / e) \geq \epsilon$.

Proof. Suppose without loss of generality that $r=1$ and $h(1)=1$. Fix an index $d$, and define $h_{ \pm}$and $N_{ \pm}$as in (3.70), (3.71). By analogy with the usual frequency, both $N_{ \pm}$are monotone nondecreasing functions. Moreover, it is easily seen that

$$
\begin{equation*}
N_{+}(t)-d \geq 1 \quad d-N_{-}(t) \geq 1 \tag{3.87}
\end{equation*}
$$

Simple considerations on the definitions of $h$ and $h_{ \pm}$imply that
(1) if $h_{+}$is not identically zero, $\frac{h_{+}(t)}{h(t)}$ is increasing with respect to $t$, and, if $h_{-}$ is not identically zero, it has limit 0 for $t \rightarrow 0$,
(2) if $h_{-}$is not identically zero, $\frac{h_{-}(t)}{h(t)}$ is decreasing with respect to $t$, and it has limit 1 for $t \rightarrow 0$.

By (3.75) we have

$$
\begin{equation*}
N(t)=-\frac{h_{-}(t)}{h(t)}\left(d-N_{-}(t)\right)+d+\frac{h_{+}(t)}{h(t)}\left(N_{+}(t)-d\right) . \tag{3.88}
\end{equation*}
$$

If $a_{k}^{2} \leq 1-6 \epsilon$ for all $k$, then there exists an index $d$ such that either $h_{+}(1) \in$ $[3 \epsilon, 1 / 2]$ or $h_{-}(1) \in[3 \epsilon, 1 / 2]$. Suppose that the first case is true, with a similar argument one can deal also with the second case.

By monotonicity of $N_{-}$, positivity of $d-N_{-}(t)$ and since $h_{-}(t) / h(t)$ is a decreasing function of $t$, we have for $t \leq 1$

$$
\begin{equation*}
-\frac{h_{-}(1)}{h(1)}\left(d-N_{-}(1)\right)+\frac{h_{-}(t)}{h(t)}\left(d-N_{-}(t)\right) \geq 0 . \tag{3.89}
\end{equation*}
$$

Thus

$$
\begin{equation*}
N(1)-N(t) \geq \frac{h_{+}(1)}{h(1)}\left(N_{+}(1)-d\right)-\frac{h_{+}(t)}{h(t)}\left(N_{+}(t)-d\right) . \tag{3.90}
\end{equation*}
$$

Note that for all $t \leq 1$ :

$$
\begin{equation*}
1 \leq N_{+}(t)-d \leq N_{+}(1)-d, \tag{3.91}
\end{equation*}
$$

$$
\begin{equation*}
\frac{h_{+}(t)}{h(t)}=\frac{t^{-2 d} h_{+}(t)}{t^{-2 d} h_{-}(t)+a_{d}^{2}+t^{-2 d} h_{+}(t)} \leq \frac{t^{2} h_{+}(1)}{t^{-2 d} h_{-}(t)+a_{d}^{2}} \leq \frac{t^{2} h_{+}(1)}{t^{-2} h_{-}(1)+a_{d}^{2}} \leq 2 t^{2} h_{+}(1) \tag{3.92}
\end{equation*}
$$

where the last inequality follows from the assumptions $h(1)=1$ and $h_{+}(1) \leq 1 / 2$.
Thus we obtain:

$$
\begin{gather*}
N(1)-N(t) \geq h_{+}(1)\left[\left(N_{+}(1)-d\right)-2 t^{2}\left(N_{+}(t)-d\right)\right] \geq  \tag{3.93}\\
\geq 3 \epsilon\left(N_{+}(t)-d\right)\left(1-2 t^{2}\right) \geq 3 \epsilon\left(1-2 t^{2}\right) . \tag{3.94}
\end{gather*}
$$

If we choose $t=e^{-1}$, we obtain

$$
\begin{equation*}
N(1)-N(1 / e)>2 \epsilon \tag{3.95}
\end{equation*}
$$

In case $h_{-}(1) \in[3 \epsilon, 1 / 2]$, a similar computation holds. Indeed, by monotonicity of $N_{+}$, positivity of $N_{+}(t)-d$ and since $h_{+}(t) / h(t)$ is an increasing function of $t$, we have for $t \leq 1$

$$
\begin{equation*}
\frac{h_{+}(1)}{h(1)}\left(N_{+}(1)-d\right)-\frac{h_{+}(t)}{h(t)}\left(N_{+}(t)-d\right) \geq 0 . \tag{3.96}
\end{equation*}
$$

Thus

$$
\begin{equation*}
N(1)-N(t) \geq-\frac{h_{-}(1)}{h(1)}\left(d-N_{-}(1)\right)+\frac{h_{-}(t)}{h(t)}\left(d-N_{-}(t)\right) \tag{3.97}
\end{equation*}
$$

Note that for all $t \leq 1$ :

$$
\begin{gather*}
1 \leq d-N_{-}(1) \leq d-N_{-}(t)  \tag{3.98}\\
1 \geq \frac{h_{-}(t)}{h(t)}=\frac{t^{-2 d} h_{-}(t)}{t^{-2 d} h_{-}(t)+a_{d}^{2}+t^{-2 d} h_{+}(t)} \geq  \tag{3.99}\\
\geq \frac{t^{-2 d} h_{-}(t)}{t^{-2 d} h_{-}(t)+a_{d}^{2}+t^{2} h_{+}(1)} \geq \frac{t^{-2 d} h_{-}(t)}{t^{-2 d} h_{-}(t)+1-h_{-}(1)} \tag{3.100}
\end{gather*}
$$

Since the function $x /(1+x)$ is an increasing function for $x \geq 0$, and since $t^{-2 d} h_{-}(t) \geq$ $t^{-2} h_{-}(1)$, we have

$$
\begin{equation*}
\frac{h_{-}(t)}{h(t)} \geq \frac{t^{-2} h_{-}(1)}{1+\left(t^{-2}\right) h_{-}(1)} \tag{3.101}
\end{equation*}
$$

Since $h_{-}(1) \leq 1 / 2$, for $t=e^{-1}$ we obtain

$$
\begin{equation*}
\frac{h_{-}(t)}{h(t)}>\frac{4}{3} h_{-}(1) . \tag{3.102}
\end{equation*}
$$

Thus we obtain:
$N(1)-N(1 / e)>h_{-}(1)\left[-\left(d-N_{-}(1)\right)+\frac{4}{3}\left(d-N_{-}(1 / 2)\right)\right] \geq \frac{1}{3} \epsilon\left(d-N_{-}(1 / 2)\right) \geq \epsilon$.
This concludes the proof.
As a consequence of Lemma 3.16 and 3.18, we see that if the nonnegative quantity $N(r)-N(r / e)$ is sufficiently small, then the function $u$ is close to a homogeneous harmonic polynomial at scale $r$, and $N$ is close to an integer. We now generalize this point to our effective tangent cone uniqueness statement for harmonic functions, which is our main result for this subsection.

Theorem 3.19. Let $u: B_{r_{1}}(0) \rightarrow \mathbb{R}$ be harmonic, and assume that $\mid N\left(0, r_{1}\right)$ $N\left(0, r_{2}\right) \mid \leq \epsilon$ with $r_{2} \leq r_{1} / e^{3}$. There exists an absolute constant $\epsilon_{0}>0$ such that if $\epsilon \leq \epsilon_{0}$, then
(i) There exists an integer $d$ such that for all $t \in\left(r_{2}, r_{1}\right),|N(t)-d| \leq 3 \epsilon$,
(ii) For all $t \in\left(e r_{2}, r_{1} / e\right)$ we have $a_{d}^{2} t^{2 d} \geq(1-6 \epsilon) h(t)$,
(iii) For all $t \in\left(e r_{2}, r_{1} / e\right)$ we have that $u$ is close in the $L^{2}$ sense to the homogeneous harmonic polynomial $P_{d}$. More precisely, for all $t \in\left(e r_{2}, r_{1} / e\right)$,

$$
\begin{equation*}
f_{\partial B_{1}(0)}\left|T_{0, t}^{u}-P_{d}\right|^{2} \leq 7 \epsilon \tag{3.104}
\end{equation*}
$$

(iv) up to a factor $d, u$ and $P_{d}$ are also $W^{1,2}$ close. More precisely, for all $t \in\left(e r_{2}, r_{1} / e\right)$,

$$
\begin{equation*}
\int_{B_{1}(0)}\left|\nabla T_{0, t}^{u}-\nabla P_{d}\right|^{2} \leq 7 d \epsilon \tag{3.105}
\end{equation*}
$$

Remark 3.20. The key aspect of this Theorem is the sharpness of the closeness of $u$ to $P_{d}$ depending on the frequency drop. That is, after dropping one scale either the frequency drops by $\epsilon$ or $u$ is $\epsilon$ close to a homogeneous harmonic polynomial, where $\epsilon$ is independent of $d$, compare for instance to [3].

Remark 3.21. The second key aspect of this Theorem is that if $u$ is pinched on many scales, then $u$ is automatically close to the same homogeneous harmonic polynomial on all scales. This is a key point to the proof of the main Theorem.

Proof. Let us begin with the observation that if we prove the Theorem for $e^{3} r_{2}=$ $r_{1} \equiv r$, then the result is proved for any $r_{1}, r_{2}$. Indeed, since we are proving that $u$ is close to the $d^{\text {th }}$-order part of its Taylor expansion, the radii are unimportant, and thus we will make this assumption in the rest of the proof.
(i) is a direct consequence of Corollary 3.17. By Lemma 3.18 (ii) is valid with $d$ replaced by another integer $q$ which, a priori, might be different from $d$. We are left to prove that $q=d$. In order to do so, we will prove that $|N(r / e)-d|$ cannot be small if $d \neq q$.

For simplicity, we assume that $r=e$ and $h(1)=1$. A simple computation yields

$$
\begin{equation*}
N(1)-d=\sum_{k \neq d}(k-d) a_{k}^{2}=(d-q) a_{q}^{2}+\sum_{k \neq d, q}(k-d) a_{k}^{2} . \tag{3.106}
\end{equation*}
$$

By Cauchy inequality, we estimate the last sum as follows

$$
\begin{equation*}
\left|\sum_{k \neq q, d}(k-d) a_{k}^{2}\right| \leq \sum_{k \leq d-1, k \neq q}(d-k) a_{k}^{2}+\sum_{k \geq d+1, k \neq q}(k-d) a_{k}^{2} \leq \tag{3.107}
\end{equation*}
$$

$$
\begin{align*}
& \leq\left(\sum_{k \leq d-1, k \neq q}(d-k)^{2} a_{k}^{2}\right)^{1 / 2}\left(\sum_{k \leq d-1, k \neq q} a_{k}^{2}\right)^{1 / 2}+\left(\sum_{k \geq d+1, k \neq q}(d-k)^{2} a_{k}^{2}\right)^{1 / 2}\left(\sum_{k \geq d+1, k \neq q} a_{k}^{2}\right)^{1 / 2} \leq  \tag{3.108}\\
& \text { (3.109) } \leq \sqrt{6 \epsilon}\left[\left(\sum_{k \leq d-1, k \neq q}(d-k)^{2} a_{k}^{2}\right)^{1 / 2}+\left(\sum_{k \geq d+1, k \neq q}(d-k)^{2} a_{k}^{2}\right)^{1 / 2}\right] . \tag{3.109}
\end{align*}
$$

In order to estimate the sums with $(d-k)^{2}$, we exploit the growth conditions on $h(t)$. Recall that, for all $t \in\left(e^{-1}, e\right), \sum_{k \neq q} a_{k}^{2} t^{2 k} \leq 6 \epsilon h(t)$. Moreover, by (i) and (3.46), we can estimate $h(t)$ by

$$
\begin{align*}
& h(e) \leq e^{2 d+6 \epsilon} \leq e^{2 d+1} \quad \Longrightarrow \quad \sum_{k \neq q} a_{k}^{2} e^{2 k-2 d-1} \leq 6 \epsilon,  \tag{3.110}\\
& h\left(e^{-1}\right) \leq e^{-2 d+6 \epsilon} \leq e^{-2 d+1} \quad \Longrightarrow \quad \sum_{k \neq q} a_{k}^{2} e^{-2 k+2 d-1} \leq 6 \epsilon . \tag{3.111}
\end{align*}
$$

It is evident that there exists a universal constant $C$ such that

$$
(k-d)^{2} \leq C \begin{cases}e^{2 k-2 d-1} & \text { for } k \geq d+1  \tag{3.112}\\ e^{-2 k+2 d-1} & \text { for } k \leq d-1\end{cases}
$$

Thus we obtain

$$
\begin{gather*}
\sum_{k \geq d+1, k \neq q}(k-d)^{2} a_{k}^{2} \leq C \sum_{k \neq q} a_{k}^{2} e^{2 k-2 d-1} \leq 6 C \epsilon  \tag{3.113}\\
\sum_{k \leq d-1, k \neq q}(k-d)^{2} a_{k}^{2} \leq C \sum_{k \neq q} a_{k}^{2} e^{-2 k+2 d-1} \leq 6 C \epsilon \tag{3.114}
\end{gather*}
$$

By (3.106) and the triangle inequality, we obtain

$$
\begin{equation*}
|N(1)-d| \geq|q-d|(1-6 \epsilon)-12 \epsilon \sqrt{C} \tag{3.115}
\end{equation*}
$$

and the conclusion follows immediately by (i) and the fact that $q$ and $d$ are both integers.
(iii) is a simple corollary of (ii). Indeed, for all $t \in\left(r / e^{2}, r\right)$

$$
\begin{equation*}
f_{\partial B_{1}(0)}\left|T_{0, t}^{u}-\tilde{a}_{d} P_{d}\right|^{2} \leq 6 \epsilon \tag{3.116}
\end{equation*}
$$

and $\tilde{a}_{d} \geq \sqrt{1-6 \epsilon} \geq 1-4 \epsilon$ for $\epsilon \leq \epsilon_{0}$. This and the normalization of $P_{k}$ imply that

$$
\begin{equation*}
\left(f_{\partial B_{1}(0)}\left|T_{0, t}^{u}-P_{d}\right|^{2}\right)^{1 / 2} \leq \sqrt{6 \epsilon}+4 \epsilon \leq \sqrt{7 \epsilon} \tag{3.117}
\end{equation*}
$$

The $W^{1,2}$ estimates in (iv) are an easy consequence of the harmonicity of $u$ and $P$. Indeed, we have

$$
\begin{align*}
\int_{B_{1}(0)}\left|\nabla T_{0, t}^{u}-\nabla P_{d}\right|^{2} & =\int_{B_{1}(0)}\left|\nabla T_{0, t}^{u}\right|^{2}+\int_{B_{1}(0)}|\nabla P|^{2}-2 \int_{B_{1}(0)}\left\langle\nabla T_{0, t}^{u} \mid \nabla P\right\rangle=  \tag{3.118}\\
& =N(t)+d-2 \int_{\partial B_{1}(0)} T_{0, t}^{u} \nabla_{n} P
\end{align*}
$$

By homogeneity, $\nabla_{n} P(x)=d|x|^{-1} P(x)$, thus

$$
\begin{equation*}
\int_{B_{1}(0)}\left|\nabla T_{0, t}^{u}-\nabla P_{d}\right|^{2} \leq 2 d+3 \epsilon-2 d \tilde{a}_{d} \leq 3 \epsilon+4 d \epsilon \tag{3.120}
\end{equation*}
$$

As it is clear from the proofs of this subsection, the same results proved here are valid also if we replace $N$ with the unnormalized frequency, the only difference is that in this second case the unnormalized frequency is bounded below by 0 , not 1 , and the integers appearing in the propositions can take the value 0 .

### 3.4 Almost cone splitting

As we have seen before, a cone splitting theorem is valid for hhP's. In particular, if $P$ is homogeneous wrt 0 and $x$, then $P$ is invariant wrt the line defined by $x$, and thus $\partial_{x} P=0$. An almost cone splitting holds for generic harmonic functions, where homogeneity is replaced by quantitative frequency pinching.

Lemma 3.22. Let $u: B_{e^{2} d+1}(0) \rightarrow \mathbb{R}$ be a harmonic function, and let $d \geq 1$ be an integer such that

- $N\left(0, e^{2} d\right)-N\left(0, e^{-1}\right) \leq \epsilon$ with $|N(0,1)-d| \leq \epsilon$ as well,
- there exists $\bar{x} \in B_{1}(0)$ such that $N\left(\bar{x}, e^{2} d\right)-N\left(\bar{x}, e^{-1}\right) \leq \epsilon$ with $|N(\bar{x}, 1)-d| \leq$ $\epsilon$.
After rotating we may assume without loss that $\bar{x}=(t, 0, \cdots, 0)$. If $\epsilon \leq \epsilon_{0}(n)$, then $u$ is almost $\bar{x}$ invariant, in the sense that:
(1) The d-th degree part in its expansion is almost constant. In particular

$$
\begin{gather*}
f_{\partial B_{1}(0)}\left|a_{d}(0) P_{d, 0}(y)-a_{d}(\bar{x}) P_{d, \bar{x}}(y)\right|^{2} d y \leq  \tag{3.121}\\
\leq C(n) \epsilon t^{2} f_{\partial B_{1}(0)}\left|a_{d}(0) P_{d, 0}(y)\right|^{2} d y=C(n) \epsilon t^{2} a_{d}(0)^{2} \tag{3.122}
\end{gather*}
$$

(2) The function itself is almost invariant under translation with respect to $\bar{x}$. In particular

$$
\begin{equation*}
f_{\partial B_{1}(0)}|u(y)-u(\bar{x}+y)|^{2} d y \leq C(n) \epsilon t^{2} f_{\partial B_{1}(0)}|u(y)|^{2} d y \tag{3.123}
\end{equation*}
$$

(3) The $\bar{x}$ derivative of $P_{d}$ is almost zero, more precisely

$$
\begin{equation*}
\left\|\partial_{1} P_{d, 0}\right\| \leq C(n) t^{-1} \sqrt{\epsilon}\left\|\nabla P_{d, 0}\right\|=C(n) t^{-1} \sqrt{\epsilon} \sqrt{d(2 d+n-2)}\left\|P_{d, 0}\right\| \tag{3.124}
\end{equation*}
$$

Proof. Let $u=\sum_{k} a_{k} P_{k}$ be the expansion at zero. By the pinching conditions and Theorem 3.19, we know that for all $s \in\left[e^{-1}, e d\right]$ we have

$$
\begin{gather*}
\sum_{k \neq d} a_{k}^{2} s^{2 k} \leq \epsilon a_{d}^{2} s^{2 d} \Longrightarrow \sum_{k \geq d+1} a_{k}^{2}(e d)^{2(k-d)} \leq \epsilon a_{d}^{2} \Longrightarrow  \tag{3.125}\\
\forall k \geq d+1, a_{k}^{2} \leq \epsilon a_{d}^{2}(e d)^{2(d-k)} . \tag{3.126}
\end{gather*}
$$

In order to compute the expansion $u$ at $\bar{x}$, we expand all the polynomials $P_{k}$ using Taylor's formula.

$$
\begin{equation*}
P_{k}(x+\bar{x})=P_{k}(x)+\sum_{i=1}^{k} \frac{t^{i}}{i!}\left(\partial_{1}\right)^{i} P_{k} \tag{3.127}
\end{equation*}
$$

where $\left(\partial_{1}\right)^{i} P_{k}$ is again a homogeneous harmonic polynomial of degree $k-i$. By an iterated use of Lemma 3.2, we can estimate

$$
\begin{gather*}
\frac{\left\|\left(\partial_{1}\right)^{i} P_{k}\right\|^{2}}{\left\|P_{k}\right\|^{2}} \leq\binom{ k}{i} i!\prod_{j=0}^{i-1}(2(k-j)+n-2)=  \tag{3.128}\\
=\left[\binom{k}{i} i!\right]^{2} 2^{i} \prod_{j=0}^{i-1}\left(1+\frac{n-2}{2(k-j)}\right) \leq c\left[\binom{k}{i} i!\right]^{2} 2^{i}\left(\frac{k}{k-i+1}\right)^{n / 2} . \tag{3.129}
\end{gather*}
$$

Now, when we re-expand, we obtain

$$
\begin{equation*}
u(x+\bar{x})=\sum_{k} a_{k} P_{k}(x+\bar{x}) \tag{3.130}
\end{equation*}
$$

The degree $d$ part in this expansion is

$$
\begin{equation*}
a_{d}(\bar{x}) P_{d, \bar{x}}=a_{d} P_{d}+\sum_{k=1}^{\infty} \frac{t^{k}}{k!} a_{d+k}\left(\partial_{1}\right)^{k} P_{d+k} \tag{3.131}
\end{equation*}
$$

By (3.125) and (3.128)

$$
\begin{equation*}
a_{d}^{-1}\left\|\sum_{k=1}^{\infty} \frac{t^{k}}{k!} a_{d+k}\left(\partial_{1}\right)^{k} P_{d+k}\right\| \leq \sqrt{\epsilon} \sum_{k=1}^{\infty} t^{k}\binom{d+k}{d} d^{-k} e^{-k}\left(1+\frac{k}{d}\right)^{n / 2} \tag{3.132}
\end{equation*}
$$

Simple and very rough algebraic manipulations lead to

$$
\begin{gather*}
a_{d}^{-1}\left\|a_{d} P_{d}-a_{d}(\bar{x}) P_{d, \bar{x}}\right\| \leq  \tag{3.133}\\
\leq \sqrt{\epsilon} t \sum_{k=1}^{\infty} \frac{(d+k)(d+k-1) \cdots(d+1)}{d^{k} k!} e^{-k}\left(1+\frac{k}{d}\right)^{n / 2} \leq C(n) \sqrt{\epsilon} t \tag{3.134}
\end{gather*}
$$

which concludes the proof of point 1.
Proof of (2). This point is a simple corollary of the fact that pinching implies the dominance of the $d$-th term in the expansion. Thus, if the $d$-th term in the expansion is almost constant, the whole function is almost constant.

Proof of (3). In order to prove this last point, we consider also the $d-1$ order part in the expansion of $u$ around $\bar{x}$.

In detail, it is easy to see that

$$
\begin{equation*}
a_{d-1}(\bar{x}) P_{d-1, \bar{x}}=a_{d-1} P_{d-1}+a_{d} t \partial_{1} P_{d}+\sum_{k=1}^{\infty} \frac{t^{k+1}}{(k+1)!} a_{d+k}\left(\partial_{1}\right)^{k+1} P_{d+k} \tag{3.135}
\end{equation*}
$$

Given the pinching in the frequency around $\bar{x}$, we obtain

$$
\begin{equation*}
\left\|a_{d-1}(\bar{x}) P_{d-1, \bar{x}}\right\|^{2} \leq C \epsilon\left\|a_{d}(\bar{x}) P_{d, \bar{x}}\right\|^{2}=C \epsilon a_{d}^{2} . \tag{3.136}
\end{equation*}
$$

Moreover, the triangle inequality implies the easy estimate

$$
\begin{equation*}
\left\|a_{d-1}(\bar{x}) P_{d-1, \bar{x}}\right\| \geq\left\|a_{d} t \partial_{1} P_{d}\right\|-\left\|a_{d-1} P_{d-1}\right\|-\sum_{k=1}^{\infty} \frac{t^{k+1}}{(k+1)!} a_{d+k}\left\|\left(\partial_{1}\right)^{k+1} P_{d+k}\right\| \tag{3.137}
\end{equation*}
$$

By computations similar to before, we obtain

$$
\begin{equation*}
\left\|a_{d} t \partial_{1} P_{d}\right\| \leq C\left|a_{d}\right| \sqrt{\epsilon}+C d\left|a_{d}\right| \sqrt{\epsilon} . \tag{3.138}
\end{equation*}
$$

Given Lemma 3.2, we can conclude

$$
\begin{equation*}
t\left|a_{d}\right|\left\|\partial_{1} P_{d}\right\| \leq C(n)\left|a_{d}\right| d \sqrt{\epsilon} \quad \Longrightarrow \quad\left\|\partial_{1} P_{d}\right\| \leq C(n) t^{-1} \sqrt{\epsilon}\left\|\nabla P_{d}\right\| \tag{3.139}
\end{equation*}
$$

With this Lemma, we are in a position to prove a quantitative version of Proposition 3.5. In particular, we will see that the points where the frequency is almost pinched around $d$ are almost contained in a $n-2$ dimensional plane. In order to do so, we start by proving that if a harmonic polynomials has $n-1$ partial derivatives suitably close to zero, then it has to be linear.

Lemma 3.23. Let $P_{d}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a (nonconstant) hhP of degree $d$ such that

$$
\begin{equation*}
\left\|\partial_{i} P_{d}\right\| \leq \sqrt{\epsilon}\left\|\nabla P_{d}\right\| \tag{3.140}
\end{equation*}
$$

for $i=1, \cdots, n-1$ and $\epsilon<\epsilon_{0}(n)=[2 n(n-1)]^{-1}$. Then $P_{d}$ is linear, i.e., $d=1$.
Proof. For simplicity we assume that $P_{d}$ is normalized. By Lemma 3.2

$$
\begin{equation*}
\left\|P_{d}\right\|^{2}=1 \quad \Longrightarrow \quad\left\|\nabla P_{d}\right\|^{2}=\sum_{i=1}^{n}\left\|\partial_{i} P_{d}\right\|^{2}=d(2 d+n-2) \quad \Longrightarrow \tag{3.141}
\end{equation*}
$$

$$
\begin{equation*}
\Longrightarrow \quad\left\|\nabla^{2} P_{d}\right\|^{2}=\sum_{i, j=1}^{n}\left\|\partial_{i} \partial_{j} P_{d}\right\|^{2}=d(d-1)(2 d+n-2)(2(d-1)+n-2) \tag{3.142}
\end{equation*}
$$

Also, for each $i$,

$$
\begin{align*}
& \left\|\partial_{i} P_{d}\right\|^{2}=(d-1)(2(d-1)+n-2)\left\|\nabla \partial_{i} P_{d}\right\|^{2}=  \tag{3.143}\\
& \quad=(d-1)(2(d-1)+n-2) \sum_{j=1}^{n}\left\|\partial_{j} \partial_{i} P_{d}\right\|^{2} \tag{3.144}
\end{align*}
$$

Thus we obtain that for $i=1, \cdots, n-1$ :

$$
\begin{equation*}
\left\|\nabla \partial_{i} P_{d}\right\|=\left\|\nabla^{2}\left(P_{d}\right)\left[e_{i}\right]\right\|<\sqrt{\epsilon}\left\|\nabla^{2} P_{d}\right\| \tag{3.145}
\end{equation*}
$$

This in particular implies that $\nabla^{2} P_{d}=\left(h_{i j}\right)$ is a symmetric matrix (whose elements are hhP's) with $\left\|h_{i j}\right\|^{2} \leq \epsilon\|h\|$ if either $i$ or $j$ are not $n$, so for all $(i, j) \neq(n, n)$.

This last term is small as well since $P_{d}$ is harmonic. Indeed, $\sum_{i} h_{i i}(x)=0$ for all $x$ implies $\left\|h_{n n}\right\|^{2} \leq(n-1)^{2} \epsilon\|h\|$. Summing everything up we obtain

$$
\begin{equation*}
\|h\|^{2}=\sum_{i, j=1}^{n}\left\|h_{i j}\right\|^{2} \leq\left(\left(n^{2}-1\right) \epsilon+(n-1)^{2} \epsilon\right)\|h\|^{2} . \tag{3.146}
\end{equation*}
$$

If $\epsilon<c(n)=2 n(n-1)$, then $\|h\|^{2}=0$, which implies $d=1$.

One could rephrase this Lemma in the following way: the almost invariant directions of every nonlinear hhP $P_{d}$ are always contained in a neighborhood of a subspace $V$ of dimension $\leq n-2$. It is easy to see that this notion is in some sense stable wrt the polynomial $P_{d}$.

Proposition 3.24. Let $d \geq 2$ and $P_{d}, P_{d}^{\prime}: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be two nonlinear hhP's with $\left\|P_{d}\right\|=\left\|P_{d}^{\prime}\right\|=1$. Let $I(\epsilon) \subset S \equiv\{\|v\|=1\} \subset \mathbb{R}^{n}$ be the set of almost invariant directions for $P_{d}$, i.e., the set of unit vectors $v$ such that

$$
\begin{equation*}
\left\|\partial_{v} P_{d}\right\| \leq \sqrt{\epsilon}\left\|\nabla P_{d}\right\|, \tag{3.147}
\end{equation*}
$$

and let $I^{\prime}(\epsilon)$ be the corresponding set for $P_{d}^{\prime}$. Then for every $\tau>0$, there exists $\epsilon_{0}(n, \tau)>0$ such that if $0<\epsilon<\epsilon_{0}$ and

$$
\begin{equation*}
\left\|P_{d}-P_{d}^{\prime}\right\| \leq \sqrt{\epsilon} \tag{3.148}
\end{equation*}
$$

then there exists a subspace $V \leq \mathbb{R}^{n}$ of dimension $\leq n-2$ such that $I(\epsilon) \cup I^{\prime}(\epsilon) \subset$ $B_{\tau}(V)$. We say that this subspace $V$ as is the almost invariant subspace of $P_{d}$ and $P_{d}^{\prime}$.

Remark 3.25. Note that this proposition is a quantitative version of Proposition 3.5 which is also stable wrt the $L^{2}$ norm of the polynomial $P_{d}$. Note also that $V$ is only well defined up to an $\epsilon$-perturbation.

Proof. Recall that, by Lemma 3.2 and the normalization of the polynomials, the following equality holds

$$
\begin{equation*}
\left\|\nabla P_{d}\right\|^{2}=\left\|\nabla P_{d}^{\prime}\right\|^{2}=d(2 d+n-2) \tag{3.149}
\end{equation*}
$$

Thus it is easy to see that

$$
\begin{equation*}
\left\|\partial_{v} P_{d}-\partial_{v} P_{d}^{\prime}\right\| \leq \sqrt{d(2 d+n-2)}\left\|P_{d}-P_{d}^{\prime}\right\|=\sqrt{\epsilon}\left\|\nabla P_{d}\right\|=\sqrt{\epsilon}\left\|\nabla P_{d}^{\prime}\right\| \tag{3.150}
\end{equation*}
$$

which means $I(\epsilon / 4) \subset I^{\prime}(\epsilon) \subset I(4 \epsilon)$. Thus, up to an inconsequential change in $\epsilon_{0}$, it is sufficient to prove the statement for $I$.

The inclusion $I(\epsilon) \subset B_{\tau}(V)$ is an easy corollary of the previous Proposition. Suppose by contradiction that for every $n-2$ dimensional plane $V, I \backslash B_{\tau}(V) \neq \emptyset$. Then there exists $n-1$ unit vectors $v_{i}$ with

$$
\begin{equation*}
\left\|\partial_{v_{i}} P_{d}\right\| \leq \sqrt{\epsilon}\left\|\nabla P_{d}\right\| \quad \text { and } \quad v_{i} \notin B_{\tau}\left(\operatorname{span}\left(v_{1}, \cdots, v_{i-1}\right)\right) . \tag{3.151}
\end{equation*}
$$

By a simple orthonormalization argument, it is easy to see that there exists $n-$ 1 orthonormal vectors $w_{i}$ satisfying $\left\|\partial_{w_{i}} P_{d}\right\| \leq c(n, \tau) \sqrt{\epsilon}\left\|\nabla P_{d}\right\|$. The previous Lemma concludes the proof.

As a Corollary of this Proposition and Lemma 3.22, we obtain that the points with pinched frequency have to be close to an $n-2$ dimensional plane.
Corollary 3.26. Let $u: B_{e^{2} d+1}(0) \rightarrow \mathbb{R}$ be a harmonic function, fix some $\tau>0$ and set $\mathcal{V}$ to be set of points $x \in B_{1}(0)$ such that

$$
\begin{equation*}
N\left(x, e^{2} d\right)-N\left(x, e^{-1}\right) \leq \epsilon \quad \text { with } \quad|N(x, 1)-d| \leq \epsilon \tag{3.152}
\end{equation*}
$$

If $d \geq 2$, there exists $\epsilon_{0}(n, \tau)$ such that if $\epsilon<\epsilon_{0}$, then there exists a subspace $V$ of dimension at most $n-2$ such that for all $x \in \mathcal{V}$

$$
\begin{equation*}
\mathcal{V} \cap B_{1}(0) \subset x+B_{\tau}(V) \tag{3.153}
\end{equation*}
$$

Note that the subspace $V$ may be chosen independently of $x$. Moreover, if $N\left(x, e^{2} d\right)-N\left(x, r_{x}\right) \leq \epsilon$ with $0 \leq r_{x} \leq e^{-1}$, the subspace $V$ may also be chosen independently of $r_{x}$.

### 3.5 Almost $\boldsymbol{n} \mathbf{- 2}$ invariant hhP's

In the previous section, we have seen that if some hhP is almost $n-1$ invariant, then it depends only on 1 variable and thus it is linear. Here we will explore the properties of almost $n-2$ invariant polynomials. Although an almost $n-2$ invariant polynomial is not necessarily a polynomial of 2 variables, such a function has to be close to an hhP of 2 variables. Exploiting the properties of hhP's in dimension 2 , we will then use this statement to get some control over the critical and almost critical sets of such functions.

Lemma 3.27. Let $P: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a hhP of degree $d$ such that

$$
\begin{equation*}
\left\|\partial_{1} P\right\|^{2} \leq \epsilon\|\nabla P\|^{2}=\epsilon d(2 d+n-2)\|P\|^{2} . \tag{3.154}
\end{equation*}
$$

There exist constants $\epsilon_{0}$ such that if $\epsilon \leq \epsilon_{0} / d^{2}$, then

$$
\begin{equation*}
P=\sqrt{1-\delta} Q+\sqrt{\delta} R \tag{3.155}
\end{equation*}
$$

where $Q$ and $R$ are hhP's of degree d with $\|Q\|=\|R\|=\|P\|, Q$ is $x_{1}$-invariant and $\delta \leq n \epsilon_{0}$.

Proof. We will assume for simplicity $\|P\|=1$. Let $P=Q+R$, where $Q \in \mathcal{P}_{d}$ is independent of $x_{1}$, and $R$ is orthogonal to all $x_{1}$ invariant polynomials. Then $\partial_{1} P=\partial_{1} R$, and so, by Proposition 3.9, $\|R\| \leq\left\|\partial_{1} R\right\| \leq \sqrt{n \epsilon} d\|P\| \leq \sqrt{n \epsilon_{0}}\|P\|$.

Proceeding by successive steps, one can prove the following.
Proposition 3.28. Let $P: \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a hhP of degree d such that for $i=1, \cdots, k \leq$ n-2

$$
\begin{equation*}
\left\|\partial_{i} P\right\|^{2} \leq \epsilon\|\nabla P\|^{2}=\epsilon d(2 d+n-2)\|P\|^{2} . \tag{3.156}
\end{equation*}
$$

There exist constants $\epsilon_{0}$ such that if $\epsilon \leq \epsilon_{0} / d^{2 n-4}$, then

$$
\begin{equation*}
P=\sqrt{1-\delta^{2}} Q+\delta R \tag{3.157}
\end{equation*}
$$

where $Q$ and $R$ are hhP's of degree d with $\|Q\|=\|R\|=\|P\|, Q$ is $x_{1}, \cdots, x_{k}$ invariant and $\delta \leq \sqrt{c(n) \epsilon_{0}}$.

Proof. For $k=1$, this is exactly the content of the previous lemma. Thus we can write $P=\sqrt{1-\delta_{1}} Q_{1}+\sqrt{\delta}_{1} R_{1}$, where $Q_{1}$ is invariant wrt $x_{1}$ and $\delta_{1} \leq \epsilon_{0} / d^{2 n-6}$. This in particular implies that

$$
\begin{gather*}
\sqrt{1-\delta_{1}}\left\|\partial_{2} Q_{1}\right\| \leq\left\|\partial_{2} P\right\|+\sqrt{\delta_{1}}\left\|\partial_{2} R_{1}\right\| \leq  \tag{3.158}\\
\leq \sqrt{n} d \sqrt{\epsilon}\|P\|+n d^{2} \sqrt{\epsilon}\left\|R_{1}\right\|=\sqrt{\epsilon}\left(\sqrt{n} d+n d^{2}\right)\left\|Q_{1}\right\| . \tag{3.159}
\end{gather*}
$$

Given the hypothesis on $\delta_{1}$, we have the rough estimate

$$
\begin{equation*}
\left\|\partial_{2} Q_{1}\right\| \leq \sqrt{2} \sqrt{\epsilon}\left(\sqrt{n} d+n d^{2}\right)\left\|Q_{1}\right\| \tag{3.160}
\end{equation*}
$$

Note that $Q_{1}$ (and thus also $\partial_{2} Q_{1}$ ) is independent of $x_{1}$. As in Lemma 3.11, let $\hat{Q_{1}}$ and $\partial_{2} \hat{Q_{1}}$ be induced hhP on $\mathbb{R}^{n-1}$. By Lemma 3.11, (3.160) is equivalent to

$$
\begin{equation*}
\left\|\partial_{2} \hat{Q}_{1}\right\| \leq \sqrt{2} \frac{n+2 d-2}{n+2 d-3} \sqrt{\epsilon}\left(\sqrt{n} d+n d^{2}\right)\left\|\hat{Q}_{1}\right\| \leq 2 \sqrt{\epsilon}\left(\sqrt{n} d+n d^{2}\right)\left\|\hat{Q}_{1}\right\| \tag{3.161}
\end{equation*}
$$

Thus we can apply again the previous Lemma and obtain that

$$
\begin{equation*}
Q_{1}=\sqrt{1-\delta_{2}} Q_{2}+\sqrt{\delta_{2}} R_{2} \tag{3.162}
\end{equation*}
$$

with $\delta_{2} \leq c(n) \epsilon_{0} / d^{2 n-8}$. Moreover, $Q_{2}$ is both $x_{1}$ and $x_{2}$ invariant.
By induction, we obtain the thesis.

### 3.6 Symmetry and Critical Points

In this section, we study the properties of functions close to $n-2$ symmetric hhP's and obtain estimates on the critical radius $r_{c}(x)$ for suitable $x$.

Let $P$ be a hhP of degree $d$ depending only on two variables, where for simplicity we choose the coordinates $(x, y) \in \mathbb{R}^{2} \times \mathbb{R}^{n-2}=\mathbb{R}^{n}$ in such a way that $P$ depends only on $x$. As we have seen in (3.10), the gradient of $P$ has absolute value $|\nabla P(x, y)|=2 d\|P\|_{L^{2}(\partial B)}|x|^{d-1}$, thus $P$ has no critical points outside its $n-2$ dimensional invariant plane $V$. The aim of this section is to obtain a quantitative version of this property.

## Harmonic functions in $\mathbb{R}^{\mathbf{2}}$

First of all, we restrict ourselves to harmonic functions in $\mathbb{R}^{2}$, since in this situation the statements are stronger and easier to prove. In the previous sections, we have seen how the pinching on Almgren's frequency affects the expansion of a harmonic function at a point. Here we prove an important connection between pinching and the critical points (or better, the lack thereof).

Proposition 3.29. Let $u: B_{e^{2}}(0) \subset \mathbb{R}^{2} \rightarrow \mathbb{R}$ be a harmonic function. There exists an $\epsilon_{0}$ independent of $d$ such that if

$$
\begin{equation*}
N\left(0, e^{2}\right)-N\left(0, e^{-2}\right) \leq \epsilon \tag{3.163}
\end{equation*}
$$

with $\epsilon \leq \epsilon_{0}$, then $u$ does not have critical points on $\partial B_{1}(0)$.
Proof. As done previously, we consider the Taylor expansion of $u$

$$
\begin{equation*}
u=\sum_{k=1}^{\infty} a_{k} P_{k} \tag{3.164}
\end{equation*}
$$

where without loss of generality, we assume $u(0)=0$ and $\|u\|=h(1)=1$.
By Theorem 3.19, there exists an integer $d$ such that
(1) for all $t \in\left[e^{-2}, e^{2}\right],|N(t)-d| \leq 3 \epsilon$
(2) for all $t \in\left[e^{-1}, e^{1}\right]$,

$$
\begin{equation*}
\sum_{k \neq d} a_{k}^{2} t^{2 k} \leq 6 \epsilon h(t) \tag{3.165}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
a_{d}^{2} t^{2 d} \geq(1-6 \epsilon) h(t) \tag{3.166}
\end{equation*}
$$

With this relation we can compare the gradient of $u$ with the gradient of its leading term, $P_{d}$ :

$$
\begin{equation*}
\delta \equiv u-a_{d} P_{d}=\sum_{k \neq d} a_{k} P_{k} \Longrightarrow|\nabla \delta| \leq \sum_{k \neq d}\left|a_{k}\right|\left|\nabla P_{k}\right| \tag{3.167}
\end{equation*}
$$

In particular, for $x \in \partial B_{1}(0)$, we have

$$
\begin{equation*}
\left|\nabla P_{d}\right|(x)=2 d, \quad|\nabla \delta|(x) \leq 2 \sum_{k \neq d} k\left|a_{k}\right| . \tag{3.168}
\end{equation*}
$$

In order to estimate the last sum, we split it in two parts: the sum from $d+1$ to infinity, and the sum up to $d-1$. We can estimate

$$
\begin{equation*}
\sum_{k \geq d+1} k\left|a_{k}\right| \leq\left(\sum_{k \geq d+1}\left|a_{k}\right|^{2} e^{2 k-2 d}\right)^{1 / 2}\left(\sum_{k \geq d+1} k^{2} e^{2 d-2 k}\right)^{1 / 2} \tag{3.169}
\end{equation*}
$$

The first term on the rhs can be estimated using (3.165). Indeed by this equation, (3.46) and the pinching on the frequency we have

$$
\begin{equation*}
\sum_{k \geq d+1}\left|a_{k}\right|^{2} e^{2 k} \leq 6 \epsilon e^{2 d+6 \epsilon} \Longrightarrow \sum_{k \geq d+1}\left|a_{k}\right|^{2} e^{2 k-2 d} \leq 6 e \epsilon \tag{3.170}
\end{equation*}
$$

where we assumed $\epsilon_{0} \leq 6^{-1}$. As for the second term, we can use the comparison with integrals.

$$
\begin{gather*}
\sum_{k \geq d+1} k^{2} e^{-2 k} \leq \int_{d}^{\infty} x^{2} e^{-2 x} d x=-\frac{1}{2}\left[\left(x^{2}+x-\frac{1}{2}\right) e^{-2 x}\right]_{d}^{\infty}=  \tag{3.171}\\
=-\frac{1}{2}\left(d^{2}+d-\frac{1}{2}\right) e^{-2 d} \leq c d^{2} e^{-2 d} \tag{3.172}
\end{gather*}
$$

In a similar way, we can deal with the sum up to $d-1$. As before, we use Cauchy inequality to split the sum and get

$$
\begin{equation*}
\sum_{k \leq d-1} k\left|a_{k}\right| \leq\left(\sum_{k \leq d-1}\left|a_{k}\right|^{2} e^{2 d-2 k}\right)^{1 / 2}\left(\sum_{k \leq d-1} k^{2} e^{2 k-2 d}\right)^{1 / 2} \tag{3.173}
\end{equation*}
$$

The first term on the rhs can be estimated using (3.165). Indeed by this equation, (3.46) and the pinching on the frequency we have

$$
\begin{equation*}
\sum_{k \leq d-1}\left|a_{k}\right|^{2} e^{-2 k} \leq 6 \epsilon e^{-2 d+6 \epsilon} \Longrightarrow \sum_{k \leq d-1}\left|a_{k}\right|^{2} e^{-2 k+2 d} \leq 6 e \epsilon \tag{3.174}
\end{equation*}
$$

As for the second term, we can use again the comparison with integrals.

$$
\begin{equation*}
\sum_{k \leq d-1} k^{2} e^{2 k} \leq \int_{0}^{d} x^{2} e^{2 x} d x=\frac{1}{2}\left[\left(x^{2}-x+\frac{1}{2}\right) e^{2 x}\right]_{d}^{\infty}=\frac{1}{2}\left(d^{2}-d+\frac{1}{2}\right) e^{2 d} \leq c d^{2} e^{2 d} \tag{3.175}
\end{equation*}
$$

Summing up, we obtain

$$
\begin{equation*}
\sum_{k \neq d} k\left|a_{k}\right| \leq c d \epsilon \tag{3.176}
\end{equation*}
$$

If $\epsilon_{0} \leq(4 c)^{-1}$, we have for all $x \in \partial B_{1}(0)$ :

$$
\begin{equation*}
|\nabla u|(x) \geq a_{d}\left|\nabla P_{d}\right|(x)-|\nabla \delta|(x) \geq d-2 c d \epsilon>0 \tag{3.177}
\end{equation*}
$$

It is possible to improve the previous theorem to obtain information not only on the gradient of $u$ at $x \in \partial B_{1}(0)$, but also on its critical radius $r_{c}(x)$.
Proposition 3.30. Let $u: B_{e^{2}}(0) \subset \mathbb{R}^{2} \rightarrow \mathbb{R}$ be a harmonic function. There exist $\epsilon_{0}, r_{0}$ independent of $d$ such that if

$$
\begin{equation*}
N\left(0, e^{2}\right)-N\left(0, e^{-2}\right) \leq \epsilon \tag{3.178}
\end{equation*}
$$

with $\epsilon \leq \epsilon_{0}$ and $|N(0,1)-d|<1 / 2$, then for all $x \in \partial B_{1}(0), r_{c}(x) \geq r_{0} d^{-1}$.
Remark 3.31. By studying hhP of two variables, it is easy to realize that the lower bound on $r_{c}(x)$ cannot be independent of $d$. however, in our computations this only adds a polynomial error to the final estimate.

Proof. The proof of this theorem is very similar in spirit to the proof of the previous proposition. However, in order to get estimates on $r_{c}(x)$, it is not sufficient to concentrate on the gradient of the function $u$. We need to estimate all the terms in the Taylor expansion of the function $u$ at $x$.

As before, we start by writing the expansion of $u$ at the origin and at some point $x \in \partial B_{1}(0)$ :

$$
\begin{equation*}
u(y)=\sum_{k} a_{k} P_{k}(y), \quad u(x+y)=\sum_{k} a_{k}(x) P_{k, x}(y) . \tag{3.179}
\end{equation*}
$$

The pinching condition implies that

$$
\begin{equation*}
\sum_{k \neq d} a_{k}^{2} e^{4|k-d|} \leq c \epsilon a_{d}^{2} \tag{3.180}
\end{equation*}
$$

For simplicity, we will assume that $a_{d}^{2}=1$, and that $x=(t, 0, \cdots, 0)$. By reexpanding $u$ at $x$, we get

$$
\begin{gather*}
a_{k}(x) P_{k, x}(y)=\sum_{s=0}^{\infty} a_{k+s} \frac{t^{s}}{s!} \partial_{1}^{s} P_{k+s},  \tag{3.181}\\
\left|a_{k}(x)\right| \leq \sum_{s=0}^{\infty}\left|a_{k+s}\right| t^{s}\binom{k+s}{s} . \tag{3.182}
\end{gather*}
$$

Since $t=1$, for $k \geq d+1$ we obtain
$\left|a_{k}(x)\right| \leq c \sqrt{\epsilon} \sum_{s=0}^{\infty} e^{-2(k-d)} e^{-2 s} \frac{(k+s)^{s}}{s!} \leq c \sqrt{\epsilon} \sum_{s=0}^{\infty} e^{-2(k-d)} e^{-s}\left(1+\frac{k}{s}\right)^{s} \leq c \sqrt{\epsilon} e^{-k+2 d} \sum_{s=0}^{\infty} e^{-s} \leq c$
For $k \leq d$, it is convenient to separate the contribution coming from the expansion of the degrees $\leq d-1,=d$ and $\geq d+1$. In such a way we obtain
$a_{k}(x) P_{k, x}(y)=\sum_{s=0}^{d-k-1} a_{k+s} \frac{t^{s}}{s!} \partial_{1}^{s} P_{k+s}+t^{d-k}(d-k)!\partial_{1}^{d-k} P_{d}+\sum_{s=d-k+1}^{\infty} a_{k+s} \frac{t^{s}}{s!} \partial_{1}^{s} P_{k+s}$,

$$
\begin{equation*}
\left|a_{k}\right| \leq \sum_{s=1}^{d-k} a_{d-s}\binom{d-s}{k}+\binom{d}{k}+\sum_{s=1}^{\infty} a_{d+s}\binom{d+s}{k} \leq \tag{3.185}
\end{equation*}
$$

$$
\begin{equation*}
\leq\binom{ d}{k}+c \sqrt{\epsilon}\left[\sum_{s=1}^{d-k} e^{-2 s} \frac{(d-s)^{k}}{k!}+\sum_{s=1}^{\infty} e^{-2 s} \frac{d^{k}}{k!}\left(1+\frac{s}{d}\right)^{k}\right] \leq \tag{3.186}
\end{equation*}
$$

$$
\begin{equation*}
\leq\binom{ d}{k}+c \sqrt{\epsilon} \frac{d^{k}}{k!}\left[c+\sum_{s=1}^{\infty} s^{k} e^{-2 s}\right] \leq \frac{d^{k}}{k!}+c \sqrt{\epsilon} d^{k}\left[\frac{1}{k!}+2^{-k}\right] \tag{3.187}
\end{equation*}
$$

By the previous proposition, it is easy to see that

$$
\begin{equation*}
(1-c \epsilon) d \leq\left|a_{1}\right| \leq(1+c \epsilon) d \tag{3.188}
\end{equation*}
$$

Putting together these estimates, we obtain the following very rough bound on the frequency $N\left(x, r_{0} d^{-1}\right)$ :

$$
\begin{equation*}
N(x, r)=\frac{\sum_{k=1}^{\infty} k a_{k}(x)^{2} r^{2 k}}{\sum_{k=1}^{\infty} a_{k}(x)^{2} r^{2 k}} \leq 1+\frac{\sum_{k=2}^{\infty} k a_{k}(x)^{2} r^{2 k}}{a_{1}(x)^{2} r^{2}} \tag{3.189}
\end{equation*}
$$

$$
\begin{equation*}
N\left(x, r_{0} d^{-1}\right) \leq 1+c r_{0}^{2} \sum_{k=2}^{d}\left(k \frac{d^{k}}{k!} \frac{1}{d^{k}}\right)+c \sqrt{\epsilon} r_{0}^{2}\left[\sum_{k=2}^{d} \frac{k}{k!}+k 2^{-k}+\sum_{k=d+1}^{\infty} k e^{-k+2 d} d^{-k}\right] \tag{3.190}
\end{equation*}
$$

It is clear that $r_{0}$ can be chosen in such a way that $N\left(x, r_{0} d^{-1}\right) \leq 1+3 / 2$, and this proves the thesis.

## Harmonic functions in $\mathbb{R}^{\boldsymbol{n}}$

For general $n$, with similar computations we can obtain similar results. However, in this case the results we obtain are somewhat weaker, in particular the constant $\epsilon_{0}$ will not be independent of the degree $d$ of the polynomial.

Proposition 3.32. Let $u: B_{1}(0) \subset \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a harmonic function which can be written as

$$
\begin{equation*}
u=Q_{d}+\sum_{k} a_{k} P_{k} \tag{3.191}
\end{equation*}
$$

where $P_{k}$ are normalized hhP's of degree $k$, and $Q_{d}$ is a normalized hhP of degree d invariant wrt the $n-2$ dimensional plane $V$. For $0<\tau \leq 1$, there exists a constant $c(n)$ such that if

$$
\begin{equation*}
\sum_{k}\left|a_{k}\right|^{2} e^{2|k-d|} \leq \epsilon \tag{3.192}
\end{equation*}
$$

with $\epsilon \leq(c(n) \tau)^{2 d-2}$, then $u$ does not have critical points in $B_{1}(0) \backslash B_{\tau}(V)$.
Proof. The proof of this Lemma follows closely the proof of Proposition 3.29. Indeed, define $\delta=\sum_{k} a_{k} P_{k}$, and consider that

$$
\begin{equation*}
|\nabla \delta| \leq \sum_{k}\left|a_{k}\right|\left|\nabla P_{k}\right| \tag{3.193}
\end{equation*}
$$

The normalization on $P_{k}$, along with Lemmas 3.2 and 3.3, imply that

$$
\begin{equation*}
\left\|\nabla P_{k}\right\|^{2} \leq k(2 k+n-2) \leq n k^{2} \quad \Longrightarrow \quad\left|\nabla P_{k}(x)\right| \leq c(n) k^{n / 2}|x|^{k-1} \tag{3.194}
\end{equation*}
$$

Thus for all $x \in B_{1}(0)$ :

$$
\begin{equation*}
|\nabla \delta(x)| \leq c(n) \sqrt{\epsilon} \sum_{k} e^{-|k-d|} k^{n / 2} \leq c(n) \sqrt{\epsilon} d^{n / 2} \tag{3.195}
\end{equation*}
$$

On the other hand, let $|x-V|$ be the distance from $x$ to $V$. By the properties of hhP's of two variables

$$
\begin{equation*}
\left|\nabla Q_{d}(x)\right| \geq 2 d|x-V|^{d-1} \tag{3.196}
\end{equation*}
$$

thus, if $x \in B_{1}(0) \backslash B_{\tau}(V)$,

$$
\begin{equation*}
|\nabla u(x)| \geq|x-V|^{d-1}\left(2 d-\tau^{1-d} c(n) d^{n / 2} \sqrt{\epsilon}\right) \tag{3.197}
\end{equation*}
$$

which implies the thesis.
As for the $n=2$ case, also for general dimension it is not difficult to improve the previous statement in order to get estimates on the effective critical set.

Proposition 3.33. Let $u: B_{1}(0) \subset \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a harmonic function which can be written as

$$
\begin{equation*}
u=Q_{d}+\sum_{k} a_{k} P_{k} \tag{3.198}
\end{equation*}
$$

where $P_{k}$ are normalized hhP's of degree $k$, and $Q_{d}$ is a normalized hhP of degree d invariant wrt the $n-2$ dimensional plane $V$. For $0<\tau \leq 1$, there exists a constant $c(n)$ such that if

$$
\begin{equation*}
\sum_{k}\left|a_{k}\right|^{2} e^{2|k-d|} \leq \epsilon \tag{3.199}
\end{equation*}
$$

with $\epsilon \leq(c(n) \tau)^{2 d-2}$, then for all $x \in B_{1}(0) \backslash B_{\tau}(V), r_{c}(x) \geq c(n) \tau^{d}$.
Proof. The proof follows as in the $n=2$ case using the results of the previous proposition.

### 3.7 Volume estimates on the effective critical sets

In this section, we prove the main volume estimates on the effective critical set. The proof is obtained by successive covering of "good" and "bad scales".

We start with the definition of a good scale for the function $u$ relative to the degree $d$. As we will see, on these scales we will have nice covering arguments for the set $\mathcal{S}_{r}(u)$.

We fix $\tau=1 / 100$, and set $\epsilon=\epsilon(n, d)$ given by the minimum of $\epsilon_{0}(n) / 2$ in Theorem 3.19, $\epsilon_{0}(n) / 2$ in Lemma 3.22, $\epsilon_{0}(n, \tau) / 2$ in Proposition 3.24 and $\epsilon(n, d)=$ $(c(n) \tau)^{2 d-2}$ from Proposition 3.33.

Definition 3.34. Let $u$ be a harmonic function defined on some domain $D$ with $B_{2 t}(x) \subset D$. We say that $(x, t)$ is a good scale for $u$ (or equivalently we say that $B_{t}(x)$ is a good scale ball for $\left.u\right)$ relative to the degree $d$ if $N(y, t) \leq d+\epsilon$ for all $y \in B_{t}(x)$.

Definition 3.35. Fix some positive $r$ and suppose that $B_{t}(x)$ is a good scale ball for $u$ relative to $d$. Then we define

$$
\begin{equation*}
r_{x}^{\prime}=\sup \{s \geq 0 \text { s.t. } N(x, s) \geq d-\epsilon\}, \quad r_{x}=\max \left\{r_{x}^{\prime}, r\right\} \tag{3.200}
\end{equation*}
$$

where as a convention we set $r_{x}^{\prime}=\infty$ if $N(x, s)$ is never $\geq d-\epsilon$ on the domain of $u$. Moreover, for any positive $r$, we also set

$$
\begin{gather*}
\mathcal{S}_{r}(u)=\mathcal{S}=\left\{x \in B_{1}(0) \text { s.t. } N(x, r) \geq 3 / 2\right\},  \tag{3.201}\\
\mathcal{S}_{g}(u)=\mathcal{S}_{g}=\left\{x \in \mathcal{S} \text { s.t. } \forall y \in \mathcal{S} \cap B_{5 r_{x}}(x), r_{y} \geq r_{x} / 7\right\}  \tag{3.202}\\
\mathcal{S}_{b}(u)=\mathcal{S}_{b}=\mathcal{S}(u) \backslash \mathcal{S}_{g}(u)=\left\{y \in \mathcal{S} \text { s.t. } \exists x \in \mathcal{S} \cap B_{5 r_{y}}(y), r_{x}<r_{y} / 7\right\} . \tag{3.203}
\end{gather*}
$$

The following proposition gives us a covering of the set $\mathcal{S}(u)$ on a good scale. Later on, we will deal with bad scales.

Proposition 3.36. Let $B_{1}(0)$ be a good scale ball for $u$ relative to the degree $d$. Then there exists $x_{i} \in \mathcal{S}_{r}(u)$ and $s_{i}>0$ such that

$$
\begin{equation*}
\mathcal{S}_{c(n) \tau^{d} r}(u) \subset \bigcup_{i} B_{s_{i}}\left(x_{i}\right), \quad \sum_{i} s_{i}^{n-2} \leq r^{n-2} C(n) d^{n} \tag{3.204}
\end{equation*}
$$

and such that for every $y \in B_{s_{i}}\left(x_{i}\right)$, either $s_{i} \leq r$ or $N\left(y, 7^{-1} \epsilon s_{i}\right) \leq d-1+\epsilon$.
Proof. We can assume that $r \leq\left(e^{3} d\right)^{-1}$, otherwise a simple Vitali covering of $\mathcal{S}_{r} \cap B_{1}(0)$ will do the trick.

Consider the collection of balls $B_{r_{x}}(x)$ with centers in $x \in \mathcal{S}_{g}(u)$, and pick a Vitali subcovering of $\mathcal{S}_{g}(u)$, i.e., a finite collection of balls such that

$$
\begin{equation*}
\mathcal{S}_{g}(u) \subset \bigcup_{i} B_{5 r_{i}}\left(x_{i}\right) \quad \text { and } \quad B_{r_{i}}\left(x_{i}\right) \cap B_{r_{j}}\left(x_{j}\right)=\emptyset \tag{3.205}
\end{equation*}
$$

where $r_{i}=r_{x_{i}}$. For each $r_{i}$ we have two options, either this radius is smaller than $\left(e^{3} d\right)^{-1}$ or not. In the first case, we say that $i \in G_{g}$, in the second, $i \in G_{b}$.

An immediate volume argument allow us to estimate

$$
\begin{equation*}
\sum_{i \in G_{b}} r_{i}^{n-2} \leq C(n) d^{n} \tag{3.206}
\end{equation*}
$$

As for the indexes in $G_{g}$, we can partition this set further in subfamilies, in such a way that for each $i$ and $j$ in each subfamily, $d\left(x_{i}, x_{j}\right) \leq\left(e^{3} d\right)^{-1}$. Again, the number of such subfamilies is bounded above by $C(n) d^{n}$.

Now, pick $i, j$ in the same subfamily, and consider that

$$
\begin{equation*}
r_{i}+r_{j} \leq d\left(x_{i}, x_{j}\right) \leq\left(e^{3} d\right)^{-1} \tag{3.207}
\end{equation*}
$$

By definition of good scale and $r_{i}, N\left(x_{i}, 1\right)-N\left(x_{i}, r_{i}\right) \leq 2 \epsilon$, and the same holds for $x_{j}$. Thus we can apply Theorem 3.19 to obtain the existence of a unique normalized hhP $P_{d}$ such that for all $s \in\left[r_{i},\left(e^{3} d\right)^{-1}\right],\left\|T_{x_{i}, s}-P_{d}\right\| \leq \sqrt{7 \epsilon}$. A similar statement is true for $x_{j}$, and we denote $P_{d}^{\prime}$ the approximating polynomial in this case.

By the almost cone splitting proved in Corollary 3.26, there exists a common almost invariant subspace $V \leq \mathbb{R}^{n}$ of dimension at most $n-2$ for $P_{d}$ and $P_{d}^{\prime}$, and $x_{j}$ is effectively close to $x_{i}+V$, in the sense that

$$
\begin{equation*}
d\left(x_{j}-x_{i}, V\right) \leq \tau d\left(x_{i}, x_{j}\right)=100^{-1} d\left(x_{i}, x_{j}\right) \tag{3.208}
\end{equation*}
$$

Since this argument holds for any $i, j$ in the same subfamily, by the Lipschitz extension theorem there exists a Lipschitz function $f: V \rightarrow V^{\perp}$ with Lipschitz constant $\leq 10^{-1}$ such that all $x_{i}$ in the same subfamily belong to the graph of $f$, which we denote by $\Gamma(f)$.

This allow us to estimate the sum $\sum r_{i}^{n-2}$, where $i$ belong to the same subfamily. Indeed, this sum is bounded above by a constant depending only on the Lipschitz constant of $f$ and on the $n-2$ Lebesgue measure of an $n-2$ dimensional ball of radius $\left(e^{3} d\right)^{-1}$. Summing over all subfamilies we obtain

$$
\begin{equation*}
\sum_{i \in G_{g}} r_{i}^{n-2} \leq C(n) d^{2} \tag{3.209}
\end{equation*}
$$

In the end, we have

$$
\begin{equation*}
\sum_{i \in G_{g} \cup G_{b}} r_{i}^{n-2} \leq C(n) d^{n} \tag{3.210}
\end{equation*}
$$

As for the drop in the frequency, let $z \in B_{5 r_{i}}\left(x_{i}\right)$. By definition of $\mathcal{S}_{g}, r_{z} \geq r_{i} / 7$, which with Lemma 3.16 proves the frequency drop.

Covering of $\mathcal{S}_{b}$. Now we turn our attention to the set $\mathcal{S}_{b}$. We divide this argument in two subcases.

If $V$ has dimension $\leq n-3$. . It is easy to see that for each $y \in \mathcal{S}_{b}$, there exists a point $x \in \mathcal{S}_{g}$ such that

$$
\begin{equation*}
d(x, y) \leq\left(5 \sum_{k=0}^{\infty} 7^{-k}\right) r_{y} \leq 6 r_{y} \quad \text { and } \quad r_{x}<7^{-1} r_{y} \tag{3.211}
\end{equation*}
$$

In turn, there exists some $B_{5 r_{i}}\left(x_{i}\right)$ in the covering of $\mathcal{S}_{g}$ such that $x \in B_{5 r_{i}}\left(x_{i}\right)$ and $r_{i} \leq 7^{-1} r_{x}$. This implies that

$$
\begin{equation*}
r_{i} \leq r_{y} \quad \text { and } \quad d\left(x_{i}, y\right) \leq 11 r_{y} \tag{3.212}
\end{equation*}
$$

For all $y \in \mathcal{S}_{b}$, define $t_{y}=55^{-1} \min _{i} d\left(y, x_{i}\right) \leq r_{y} / 5$, and consider the covering of $\mathcal{S}_{b}$ given by $\cup_{y \in \mathcal{S}_{b}} B_{t_{y}}(y)$. A Vitali subcovering has the property that

$$
\begin{equation*}
\mathcal{S}_{b} \subset \bigcup_{j} B_{5 t_{j}}\left(y_{j}\right) \quad \text { and } \quad B_{t_{j}}\left(y_{j}\right) \cap B_{t_{k}}\left(y_{k}\right)=\emptyset \tag{3.213}
\end{equation*}
$$

We partition the index set $J$ into $J_{k}$, with $k=0, \cdots, \infty$ such that $j \in J_{k}$ only if $t_{j} \in\left(2^{-k-1}, 2^{-k}\right]$. Denote by $\Gamma(f)$ the union of all the graphs of the functions $f$ in
the subfamilies described above. By (3.212), $d\left(y_{j}, \Gamma(f)\right) \leq 55 t_{j}$, and so for every $k$ we can estimate the number of balls elements in $J_{k}$ by

$$
\begin{equation*}
\#\left(J_{k}\right) \leq \frac{\operatorname{Vol}\left(B_{55 \times 2^{k}} \Gamma(f)\right)}{\operatorname{Vol} B_{2^{-k-1}}(0)} \leq c(n) 2^{k(3-n)} d^{2} \tag{3.214}
\end{equation*}
$$

Thus we obtain

$$
\begin{equation*}
\sum_{j \in J} t_{j}^{n-2} \leq \sum_{k} 2^{k(n-2)} \#\left(J_{k}\right) \leq c(n) d^{2} \tag{3.215}
\end{equation*}
$$

Now consider any $z \in B_{5 t_{j}}\left(y_{j}\right) \cap \mathcal{S}_{2}$. Evidently for all $i: d\left(z, x_{i}\right) \geq d\left(y_{j}, x_{i}\right)-5 t_{j} \geq$ $50 t_{j}$. Moreover, since $r_{z} \geq d\left(z, x_{i}\right) / 11$, we have that $r_{z} \geq 5 t_{j}$, thus proving the frequency drop.

If $V$ has dimension $=n-2$. In this case, we see that all the hypothesis of Proposition 3.33 are satisfied.

Thus in particular, if $z \in B_{1}(0)$ is such that there exists $i$ with

$$
\begin{equation*}
5 r_{i}<d\left(z, x_{i}\right)<\left(e^{3} d\right)^{-1} \quad \text { and } \quad d\left(z, x_{i}+V\right)>\tau d\left(z, x_{i}\right) \tag{3.216}
\end{equation*}
$$

then $r_{c}(z) \geq(c(n) \tau)^{d} r_{i}$, which means that, by definition, $z \notin \mathcal{S}_{(c(n) \tau)^{d} r}$.
As for the points such that $d\left(z, x_{i}+V\right) \leq \tau d\left(z, x_{i}\right)$, we can cover them as we covered $\mathcal{S}_{b}$ in the previous case and obtain easily the $n-2$ Minkowski estimate on them. Indeed, these points are effectively close to an $n-2$ dimensional subspace.

With this proposition, we are ready to prove our main theorem.
Theorem 3.37. Let $u: B_{1}(0) \rightarrow \mathbb{R}$ be a harmonic function with $N(0,1) \leq \Lambda$. There exists a constant $C(n)$ such that

$$
\begin{equation*}
\operatorname{Vol}\left(B_{r}\left(\mathcal{S}_{r}(u)\right) \cap B_{1 / 2}(0)\right) \leq C(n)^{\Lambda^{2}} r^{2} \tag{3.217}
\end{equation*}
$$

Proof. We are going to prove the theorem by successive covering of the set $S_{r} \cap$ $B_{1 / 2}(0)$, in such a way that in each step we will cover a ball of radius $s$ in the previous step with balls of radia $s_{i} \geq r$ with

$$
\begin{equation*}
\sum_{i} s_{i}^{n-2} \leq C(n)^{\Lambda} s^{n-2} \tag{3.218}
\end{equation*}
$$

As we will see, the number of steps in the induction will be bounded above by $C(n) \Lambda$, thus the estimate follows. Define for convenience $\tilde{r}=c(n) \tau^{d} r$.

First of all, observe that, by Theorem 3.14, $N(x, 1 / 3) \leq C(n) \Lambda$ for all $x \in$ $B_{1 / 2}(0)$. Let $d^{\star}$ be the integral part of $C(n) \Lambda$, then by Lemma $3.16 N(x, \epsilon / 4) \leq$ $d^{\star}+\epsilon$. This in particular implies that for every $x, B_{\epsilon / 4}(x)$ is a good scale ball relative to the degree $d^{\star}$. We cover $\mathcal{S}_{\tilde{r}} \cap B_{1 / 2}(0)$ with $C(n) \epsilon^{-n}$ such balls, say $B_{s_{0, i}}\left(x_{0, i}\right)$ such that

$$
\begin{equation*}
\sum_{i} s_{0, i}^{n-2} \leq C(n) \epsilon^{-2} \leq C(n)^{\Lambda} \tag{3.219}
\end{equation*}
$$

Fix one $i$, the previous proposition gives us a covering of $\mathcal{S}_{\tilde{r}} \cap B_{S_{0, i}}\left(x_{0, i}\right)$ by balls $B_{t_{0, j}}\left(y_{0, j}\right)$ such that

$$
\begin{equation*}
\sum_{j} t_{0, j}^{n-2} \leq C(n)^{\Lambda} s_{0, i}^{n-2} \tag{3.220}
\end{equation*}
$$

Evidently, if we consider all the balls $B_{t_{0, i}}\left(y_{0, i}\right)$ in the coverings of all $B_{s_{0, i}}\left(x_{0, i}\right)$ we obtain

$$
\begin{equation*}
\sum_{i} t_{0, i}^{n-2} \leq C(n)^{2 \Lambda} \tag{3.221}
\end{equation*}
$$

Moreover, for each $x \in B_{t_{0, i}}\left(y_{0, i}\right)$, either $t_{0, i}=r$ (and in such a case we keep this ball untouched in the successive steps), or the ball of radius $t_{0, i} \epsilon / 7$ is a good scale ball relative to $d^{\star}-1$. Since we can cover each $B_{t_{0, i}}\left(y_{0, i}\right)$ by $C(n) \epsilon^{n}$ such balls, we obtain a covering of $\mathcal{S}_{\tilde{r}} \cap B_{1 / 2}(0)$ by balls $B_{S_{1, i}}\left(x_{1, i}\right)$ which are good with respect to $d^{\star}-1$ and such that

$$
\begin{equation*}
\sum_{i} s_{1, i}^{n-2} \leq C(n)^{3 \Lambda} \tag{3.222}
\end{equation*}
$$

Recall that $\epsilon=\epsilon_{0}(n) \tau^{2 d-2} \leq \epsilon_{0}(n) C(n)^{-\Lambda}$. We repeat this argument $d^{\star}-1$ times, and obtain a covering of $\mathcal{S}_{\tilde{r}} \cap B_{1 / 2}(0)$ made by balls $B_{t_{i}}\left(y_{i}\right)$ such that either $t_{i}=r$ or for all $x \in B_{t_{i}}\left(y_{i}\right), N\left(x, \epsilon_{0} t_{i}\right) \leq 3 / 2$. Thus if $t_{i} \geq \epsilon$, then $B_{t_{i}}\left(y_{i}\right) \cap \mathcal{S}_{\tilde{r}}=\emptyset$. Otherwise, $\mathcal{S}_{\tilde{r}} \cap B_{t_{i}}\left(y_{i}\right)$ can be easily covered by at most $C(n) \epsilon^{-n}$ balls of radius $r \geq \epsilon t_{i}$.

By induction, it is easy to realize that at this last step we obtain a covering of $\mathcal{S}_{\tilde{r}} \cap B_{1 / 2}(0)$ by at most $M$ balls of radius $r$, where $M r^{n-2} \leq C(n)^{\Lambda^{2}}$. Since $\tilde{r} \leq r C(n)^{-\Lambda}$, we obtain the thesis.

Remark 3.38. If we deal with functions in $\mathbb{R}^{2}$, we can obtain better estimates. Indeed, in this case the $\epsilon$-regularity theorem works for $\epsilon \leq \epsilon_{0}(n)$, without any dependence on $d$, and one does not need to use the cone splitting Lemma in 3.22. In the next two statements, we briefly describe how to modify the arguments stated previously in order to obtain these better estimates.

For the next proposition, fix $\epsilon(n)$ to be the minimum of $\epsilon_{0}(n)$ given by Theorem 3.19 and Proposition 3.30.

Proposition 3.39. Let $B_{1}(0) \subset \mathbb{R}^{2}$ be a good scale ball for $u$ relative to the degree d, fix $r>0$ and let $\tilde{r}=r r_{0} / d$, where $r_{0}=r_{0}(n)$ is the one in Proposition 3.30.

There exists a single $x \in \mathcal{S}_{r}$ such that $\mathcal{S}_{\tilde{r}} \subset B_{r_{x}}(x)$ and either $r_{x}=r$ or for all $y \in B_{r_{x}}(x), N\left(y, \epsilon r_{x}\right) \leq d-1+\epsilon$.

Proof. If for all $x \in \mathcal{S}_{r}, r_{x}=\infty$, then we obtain our estimate just by considering $B_{1}(0)$ as a cover for itself.

In the other cases, let $x \in \mathcal{S}_{r}$ be (one of the) points for which $r_{x}$ is minimum. By definition of $r_{x}$ and good scale, we have that $N(x, 1)-N\left(x, r_{x}\right) \leq \epsilon$, and thus, by Proposition 3.30, $B_{1}(x) \backslash B_{r_{x}}(x)$ has empty intersection with $\varsigma_{\tilde{r}}(u)$.

Moreover, since $r_{x}$ has minimum value, the statement about frequency drop is trivial.

With this proposition, using the exact same argument as before, we can prove the following improved estimate in dimension 2.

Theorem 3.40. Let $u: B_{1}(0) \subset \mathbb{R}^{2} \rightarrow \mathbb{R}$ be a harmonic function with $N(0,1) \leq \Lambda$. There exists a constant $C(n)$ such that

$$
\begin{equation*}
\operatorname{Vol}\left(B_{r}\left(\mathcal{S}_{r}(u)\right) \cap B_{1 / 2}(0)\right) \leq C(n)^{\Lambda} r^{2} \tag{3.223}
\end{equation*}
$$

## 4 More general elliptic equations

Using the same technique as in the harmonic case, one can obtain similar results also for solutions of more general elliptic equations of the form (1.1). The most important tool in the estimates proved in the previous sections is Almgren's frequency and its monotonicity properties. For this reason, we start our analysis of elliptic equations by recalling the definition and basic properties of the generalized frequency. For convenience, we follow the notation used in [3], which is a generalization of similar constructions given in $[5,6,11,12,10]$.

### 4.1 Generalized frequency

Fix an origin $\bar{x}$, and define the function $r^{2}$ by

$$
\begin{equation*}
r^{2}=r^{2}(\bar{x}, x)=a_{i j}(\bar{x})(x-\bar{x})^{i}(x-\bar{x})^{j} \tag{4.1}
\end{equation*}
$$

where $x=x^{i} e_{i}$ is the usual decomposition in the canonical basis of $\mathbb{R}^{n}$, and $a_{i j}$ is the inverse matrix of $a^{i j}$. Note that the level sets of $r$ are Euclidean ellipsoids centered at $\bar{x}$.

Definition 4.1. Given $a^{i j}$ satisfying (1.2), set

$$
\begin{gather*}
\eta(\bar{x}, x)=a^{k l}(x) \frac{\partial r(\bar{x}, x)}{\partial x^{k}} \frac{\partial r(\bar{x}, x)}{\partial x^{l}}=a^{k l}(x) \frac{a_{k s}(\bar{x}) a_{l t}(\bar{x})(x-\bar{x})^{s}(x-\bar{x})^{t}}{r^{2}}  \tag{4.2}\\
g_{i j}(\bar{x}, x)=\eta(\bar{x}, x) a_{i j}(x) \tag{4.3}
\end{gather*}
$$

Remark 4.2. This metric has been introduced in the work [1]. It is important to underline that the geodesic distance $d_{\bar{x}}(\bar{x}, x)$ in the metric $g_{i j}(\bar{x}, x)$ is equal to $r(\bar{x}, x)$ for all $x, \bar{x}$. In particular, the geodesic ball $\left\{x\right.$ s.t. $\left.d_{\bar{x}}(\bar{x}, x)<r\right\}$ coincides with the Euclidean ellipsoid $\left\{x\right.$ s.t. $\left.a_{i j}(\bar{x})(x-\bar{x})^{i}(x-\bar{x})^{j}<r\right\}=\bar{x}+Q_{\bar{x}}^{-1}\left(B_{r}(0)\right)$.

Now we are ready to define the generalized frequency function for a (weak) solution $u$ to (1.1). For ease of notation, we will keep using the symbol $N$ also for the generalized frequency.

Definition 4.3. For a solution $u: B_{1}(0)$ to equation (1.1), for each $\bar{x} \in B_{1}(0)$ and $r \leq \lambda^{-1 / 2}(1-|\bar{x}|)$, define

$$
\begin{gather*}
I(u, \bar{x}, g, r)=\int_{B(g(\bar{x}), \bar{x}, r)}\|\nabla u\|_{g(\bar{x})}^{2}+(u-u(\bar{x})) \Delta_{g(\bar{x})}(u) d V_{g(\bar{x})}  \tag{4.4}\\
D(u, \bar{x}, g, r)=\int_{B(g(\bar{x}), \bar{x}, r)}\|\nabla u\|_{g(\bar{x})}^{2}  \tag{4.5}\\
H(u, \bar{x}, g, r)=\int_{\partial B(g(\bar{x}), \bar{x}, r)}[u-u(\bar{x})]^{2} d S_{g(\bar{x})}  \tag{4.6}\\
N(u, \bar{x}, g, r)=\frac{r I(u, \bar{x}, g, r)}{H(u, \bar{x}, g, r)} \tag{4.7}
\end{gather*}
$$

where for convenience of notation we write $B(g, x, r)$ for the ball of radius $r$ centered at $x$ wrt the metric $g$.

Remark 4.4. If the operator $\mathcal{L}$ in (1.1) is the usual Laplace operator, then it is easily seen that this new definition coincides with the old one. This is why we call $N$ the generalized frequency for solutions to (1.1).

Note that $N$ has the same invariance properties than $u$. In particular,

$$
\begin{equation*}
N(u, x, g, r)=N\left(T_{x, r}^{u}, 0, g_{T}, 1\right) \tag{4.8}
\end{equation*}
$$

where $g_{T}$ is the metric defined according to the equation satisfied by $T$ (see (2.2)).
For convenience, from now on we will use the notation

$$
\begin{equation*}
N(u, x, g, r)=N^{u}(x, r) \tag{4.9}
\end{equation*}
$$

when there is no risk of confusion regarding the metric $g$.
Proposition 4.5. There exist constants $r_{0}, C$ depending only on $n$ and $\lambda$ such that
(1) $N$ is almost monotone, in the sense that $e^{C r} N(x, r)$ is monotone for all solutions $u$ and for all $r \in\left(0, r_{0}\right]$;
(2) $N$ controls the growth of $u$, in particular for $0<s<r \leq r_{0}$ :

$$
\begin{equation*}
\left|\frac{H(s)}{H(r)} \exp \left(-2 \int_{s}^{r} \frac{N(t)}{t} d t\right)-1\right| \leq C r \tag{4.10}
\end{equation*}
$$

(3) I and $D$ are almost equal, in particular

$$
\begin{equation*}
\frac{|I(r)-D(r)|}{D(r)} \leq C r \tag{4.11}
\end{equation*}
$$

Moreover, by the existence and uniqueness of the tangent map proved in [8], the limit $N(x, 0)=\lim _{r \rightarrow 0} N(x, r)$ exists for all $x$ and it is the vanishing order of $u-u(x)$ at $x$ (thus, it is an integer $\geq 1$ ).

It is important to underline that a generalization of Theorem 3.14 is available also for general elliptic equations, although it is necessary to restrict ourselves to $r \leq r_{0}(n, \lambda)$. The proof of the following is analogous to the proof of Theorem 3.14, up to some minor technical modifications.

Theorem 4.6. Let $u$ solve (1.1) with (1.2), and assume for simplicity that $a^{i j}(0)=$ $\delta^{i j}$. There exists $r_{0}=r_{0}(n, \lambda)$ and $C(n, \lambda)$ such that if $r_{1} \leq r_{0}$ and $N\left(0, r_{1}\right) \leq \Lambda$, then

$$
\begin{equation*}
N\left(y, r_{1} / 2\right) \leq C \Lambda \tag{4.12}
\end{equation*}
$$

for all $y \in\left(B_{r_{1}}(0)\right)$.

### 4.2 Frequency pinching for elliptic equations: growth estimates

Generalizing the definition given for harmonic functions, we say that a solution $u$ to (1.1) has frequency $\delta$-pinched on the scales $\left[r_{2}, r_{1}\right]$ around $x$ if

$$
\begin{equation*}
\left|N(x, s)-N\left(x, r_{1}\right)\right| \leq \delta \quad \forall s \in\left[r_{2}, r_{1}\right] . \tag{4.13}
\end{equation*}
$$

Given the almost monotonicity of $N$, a sufficient condition for pinching is

$$
\begin{equation*}
N\left(x, r_{1}\right)-N\left(x, r_{2}\right) \leq \delta / 2 \quad \text { and } \quad r_{1} \leq r_{0}(n, \lambda) \frac{\delta}{N\left(x, r_{1}\right)} \tag{4.14}
\end{equation*}
$$

The aim of this section is to generalize in this context the properties enjoyed by harmonic functions with pinched frequency, with particular emphasis on the quantitative versions of these properties.

Throughout this section, we fix some $0<\delta<1 / 7$ and we will assume that $N\left(0, r_{0}\right) \leq \Lambda$ and that $r_{1} \leq \delta \min \left\{\frac{r_{0}}{\Lambda}, \frac{1}{C}\right\}$.

Lemma 4.7. Set for convenience $T=T_{x, r_{1}}^{u}$, and let $\ell$ be any real number, and suppose that for some $r_{2} \leq r_{1}, N\left(x, r_{2}\right) \geq \ell-\delta / 2$ (or equivalently that $N(x, s) \geq \ell-\delta$ for all $s \in\left[r_{2}, r_{1}\right]$ ). Then

$$
\int_{B_{t}} T^{2} d V \leq \frac{\omega_{n}}{n}(1+2 \delta) \begin{cases}t^{n+2 \ell-2 \delta} & \text { for } t \in\left[\frac{r_{2}}{r_{1}}, 1\right]  \tag{4.15}\\ \left(\frac{r_{2}}{r_{1}}\right)^{2 \ell-2 \delta-2} t^{n+2} & \text { for } t \in\left[0, \frac{r_{2}}{r_{1}}\right]\end{cases}
$$

Proof. The almost monotonicity of $N$ (or equivalently of $N^{T}$ ) and the fact that $N^{T}(x, 0) \geq 1$ for any $x$ give the bound:

$$
N^{T}(0, r) \geq \begin{cases}N^{T}\left(0, r_{2}\right)-\delta & \text { for } r \in\left[r_{2}, r_{1}\right]  \tag{4.16}\\ e^{-C r} & \text { for } r \in\left[0, r_{2}\right]\end{cases}
$$

The lemma is an easy consequence of the $L^{2}$ estimates in Proposition 4.5. Indeed, we have

$$
\begin{gather*}
\int_{B_{t}(0)}|T(x)|^{2}=\int_{0}^{t} d s \omega_{n} s^{n-1} f_{\partial B_{s}(0)}|T(x)|^{2} \leq  \tag{4.17}\\
\leq \omega_{n}\left(1+C r_{1}\right) \int_{0}^{t} d s s^{n-1} \exp \left(-2 \int_{s}^{1} \frac{N^{T}\left(0, r_{1} s\right)}{s} d s\right) . \tag{4.18}
\end{gather*}
$$

By standard elliptic estimates (see [7, theorem 8.24]), we obtain the following corollary.

Corollary 4.8. Under the assumptions of Lemma 4.7, we have that

$$
|T(x)| \leq C(n, \lambda) 2^{\ell / 2} \begin{cases}|x|^{\ell-\delta} & \text { for }|x| \in\left[2^{-1 / 2} r_{2} / r_{1}, 2^{-1 / 2}\right]  \tag{4.19}\\ \left(r_{2} r_{1}^{-1}\right)^{\ell-\delta-1}|x|^{1} & \text { for }|x| \in\left[0,2^{-1 / 2} r_{2} /\left(r_{1}\right)\right]\end{cases}
$$

Proof. These estimates are an easy consequence of the standard elliptic estimates

$$
\begin{equation*}
\sup _{x \in B_{r}}\{|T(x)|\} \leq C(n, \lambda)\|T\|_{L^{2}\left(B_{2^{1 / 2} r}\right)} r^{-n / 2} \tag{4.20}
\end{equation*}
$$

We refer the reader to [7, theorem 8.24] for a proof of these estimates.
By $W^{2, p}$ elliptic estimates, we can easily use the previous Corollary to obtain $L^{p}$ estimates on the Laplacian of $u$.

Lemma 4.9. For any fixed $p \in(1, \infty)$, under the assumptions of Lemma 4.7, the Laplacian of $T=T_{0, r_{1}}^{u}$ satisfies
(4.21) $\|\Delta T\|_{L^{p}\left(B_{t}(0)\right)} \leq C(n, \lambda, p) r_{1} 2^{\ell} \begin{cases}\left(r_{2} r_{1}^{-1}\right)^{\ell-\delta-1} t^{n / p} & \text { for } t \in\left[0, r_{2} /\left(2 r_{1}\right)\right] \\ t^{\ell-\delta-1} t^{n / p} & \text { for } t \in\left[r_{2} /\left(2 r_{1}\right), 1 / 2\right]\end{cases}$

Proof. By $W^{2, p}$ elliptic estimates (see for example [7, theorem 9.11]), we have

$$
\begin{equation*}
r^{2}\left\|\nabla^{2} T\right\|_{L^{p}\left(B_{r}(0)\right)}+r\|\nabla T\|_{L^{p}\left(B_{r}(0)\right)} \leq C(n, \lambda, p)\|T\|_{L^{p}\left(B_{2^{1 / 2} r}(0)\right)} \tag{4.22}
\end{equation*}
$$

The estimates on the Laplacian are an easy consequence of the previous corollary and the fact that

$$
\begin{equation*}
\Delta T=\Delta T-\tilde{\mathcal{L}}(T)=\left(\tilde{a}^{i j}(0)-\tilde{a}^{i j}(x)\right) \partial_{i} \partial_{j} T+\left(\tilde{b}^{i}(x)+\partial_{j} \tilde{a}^{i j}(x)\right) \partial_{i} T \tag{4.23}
\end{equation*}
$$

where the coefficients $\tilde{a}^{i j}, \tilde{b}^{i}$ are the ones defined in (2.4).
By the Lipschitz condition on $a^{i j}$ and the definition of $T$, we have that

$$
\begin{equation*}
\left|\tilde{a}^{i j}(0)-\tilde{a}^{i j}(x)\right| \leq \lambda C(n, \lambda) r_{1}|x| \tag{4.24}
\end{equation*}
$$

Moreover, the uniform bound on the coefficients $b^{i}$ and the Lipschitz bounds on $a^{i j}$ imply that

$$
\begin{equation*}
\left|\tilde{b}^{i}(x)+\partial_{j} \tilde{a}^{i j}(x)\right| \leq \lambda C(n, \lambda) r_{1} \tag{4.25}
\end{equation*}
$$

Plugging in the estimates (4.22) in (4.23) we obtain the result.

### 4.3 Frequency pinching and approximating harmonic functions

Following [8], we use the Green's kernel of the Laplacian in order to produce a harmonic function which approximates the solution $u$ under suitable pinching conditions.

Theorem 4.10. Let $u$ be a solution of (1.1) with (1.2). Suppose that $r_{1} \leq r_{0}(n, \lambda)$, and that for some $r_{2} \leq r_{1} / 4, N\left(x, r_{2}\right) \geq \ell$, where $\ell$ is any real number. Denote for simplicity $T=T_{x, r_{1}}^{u}$. Then there exists a function $w(x)$ such that for $|x| \in$ [ $\left.r_{2} / r_{1}, 1 / 2\right]$

$$
\begin{equation*}
|w(x)| \leq C(n, \lambda) 8^{\ell} r_{1}|x|^{\ell+1 / 3}, \quad|\nabla w(x)| \leq C(n, \lambda) 16^{\ell} r_{1}|x|^{\ell-1+1 / 3} \tag{4.26}
\end{equation*}
$$

and with $\Delta(w)=\Delta(T)$ on $B_{1 / 2}(0)$. Moreover, $w(0)=0$.
Remark 4.11. As it will be clear from the proof, the function $w$ depends linearly on the function $T$, and in particular on its normalization. Recall that $T$ satisfies $f_{\partial B_{1}(0)} T^{2}=1$.
Proof. We prove the theorem for $n \geq 3$. Similar estimates hold in the case $n=2$ by replacing $G(x, y)=c(n)|x-y|^{2-n}$ with the Green's kernel in dimension 2, i.e., $G(x, y)=c \log (|x-y|)$.

Estimates on the Green's kernel. Let us recall some facts and estimates about the Green's kernel. Let $G(x, y)$ be the fundamental solution of the Laplace operator in $\mathbb{R}^{n}$, i.e., the Green's kernel. By standard theory, $G(x, y)=c(n)|x-y|^{2-n}$, where $c(n)$ is chosen in such a way that

$$
\begin{equation*}
\Delta_{x} G(x, y)=\delta(x-y) \tag{4.27}
\end{equation*}
$$

Fix some $y \neq 0$, and consider consider the function $G_{y}(x)=G(x, y)$ on the ball of radius $B_{|y|}(0) . G_{y}$ is harmonic on this ball, and so we can write

$$
\begin{equation*}
G_{y}(x)=\sum_{k} g_{k}(y) P_{k}(x) \tag{4.28}
\end{equation*}
$$

where $P_{k}(x)$ are homogeneous harmonic polynomials of degree $k$ normalized by $f_{\partial B_{1}(0)} P_{k}^{2}=1$. For $r<|y|$,

$$
\begin{equation*}
\sum_{k}\left[g_{k}(y) r^{k}\right]^{2}=f_{\partial B_{r}(0)} G_{y}(x)^{2} \tag{4.29}
\end{equation*}
$$

In particular, if we choose $r=2|y| / 3$, we obtain

$$
\begin{equation*}
g_{k}(y) \leq\left(\frac{3}{2}\right)^{k}|y|^{-k}\left(f_{\partial B_{3|y| 2}(0)} G_{y}(x)^{2}\right)^{1 / 2} \leq c(n)\left(\frac{3}{2}\right)^{k}|y|^{-n+2-k} \tag{4.30}
\end{equation*}
$$

Note also that the function

$$
\begin{equation*}
S_{y, d}(x)=G(x, y)-\sum_{k=0}^{d} g_{k}(y) P_{k}(x) \tag{4.31}
\end{equation*}
$$

is a harmonic function with vanishing order $\geq d+1$ at the origin. Moreover, by the orthogonality properties of $P_{k}$,

$$
\begin{equation*}
f_{\partial B_{2 \mid y / 3}(0)} S_{y, d}(x)^{2} \leq f_{\partial B_{2|y| 3}(0)} G(x, y)^{2} \leq \frac{c(n)}{|y|^{2(n-2)}} \tag{4.32}
\end{equation*}
$$

By growth conditions related to the frequency of $S$ and standard elliptic estimates, we have for $|x| \leq|y| / 2$ :

$$
\begin{gather*}
\left|S_{y, d}(x)\right| \leq c(n)\left(f_{\partial B_{4|x| / 3}(0)} S_{y, d}(x)^{2}\right)^{1 / 2} \leq  \tag{4.33}\\
\leq c(n) 2^{d+1} \frac{|x|^{d+1}}{|y|^{d+1}}\left(f_{\partial B_{2 y \mid / 3}(0)} S_{y, d}(x)^{2}\right)^{1 / 2} \leq c(n) 2^{d+1} \frac{|x|^{d+1}}{|y|^{n+d-1}} . \tag{4.34}
\end{gather*}
$$

Construction of w. Denote for convenience

$$
\begin{equation*}
f(y)=\Delta T(y) \tag{4.35}
\end{equation*}
$$

By Lemma 4.9, $f \in L^{p}\left(B_{1}(0)\right)$ for all $p<\infty$. Let $d$ be the closest integer to $\ell$ (so that $|\ell-d| \leq 1 / 2$ ), and define the function $w$ by

$$
\begin{equation*}
w(x)=\int_{|y| \leq 1}[G(x-y)-G(-y)] f(y) d y-\sum_{k=1}^{d} \int_{r_{2} / r_{1} \leq|y| \leq 1} g_{k}(y) P_{k}(x) f(y) d y \tag{4.36}
\end{equation*}
$$

Assuming that both integrals converge, the sum on the rhs is a harmonic polynomial of degree $\leq d$, and, by the properties of the Green's kernel, $\Delta(w)=\Delta(T)$. In order to finish the proof, we only need the $C^{0}$ estimates on $w$.

Rewrite $w$ as

$$
\begin{align*}
& w(x)=\int_{|y|<r_{2} / r_{1}}(G(x-y)-G(-y)) f(y) d y+  \tag{4.37}\\
& \int_{r_{2} / r_{1} \leq|y| \leq 1}\left[G(x-y)-\sum_{k=0}^{d} g_{k}(y) P_{k}(x)\right] f(y) d y \tag{4.38}
\end{align*}
$$

Fix $r_{2} / r_{1}<|x|<1 / 2$, and split the integral in the following fashion:

$$
\begin{gather*}
I_{1}=\int_{|y| \leq 2|x|}(G(x-y)-G(-y)) f(y) d y  \tag{4.39}\\
I_{2}=-\int_{r_{2} / r_{1} \leq|y| \leq 2|x|} \sum_{k=1}^{d} g_{k}(y) P_{k}(x) f(y) d y  \tag{4.40}\\
I_{3}=\int_{2|x| \leq|y| \leq 1}\left[G(x-y)-\sum_{k=0}^{d} g_{k}(y) P_{k}(x)\right] f(y) d y \tag{4.41}
\end{gather*}
$$

Let $p=n+1$ and let $p^{\prime}=(n+1) / n$ be its conjugate exponent. Using the $L^{p}$ estimates on $f(y)$ we obtain

$$
\begin{equation*}
\left|I_{1}\right| \leq c(n)|x|\left(\int_{|y| \leq 2|x|} \frac{1}{|x-y|^{(n-1) p^{\prime}}} d y\right)^{1 / p^{\prime}}\left(\int_{|y| \leq 2|x|} f(y)^{p} d y\right)^{1 / p} \leq \tag{4.42}
\end{equation*}
$$

$\leq c(n)|x|\left(\int_{|z| \leq 3|x|} \frac{1}{|z|^{(n-1) p^{\prime}}} d z\right)^{1 / p^{\prime}} C(n, \lambda) 2^{2 \ell} r_{1}|x|^{\ell-\delta-1}|x|^{n /(n+1)} \leq C(n, \lambda) r_{1} 2^{2 \ell}|x|^{\ell+1-\delta}$.
In order to estimate $I_{2}$ we write

$$
\begin{equation*}
\left|I_{2}\right| \leq c(n) \sum_{k=1}^{d}\left(\frac{3}{2}\right)^{k}\left|P_{k}(x)\right| \sum_{i=0}^{A} \int_{2^{-i}|x| \leq|y| \leq 2^{1-i}|x|} \frac{|f(y)|}{|y|^{n+k-2}} d y \leq \tag{4.44}
\end{equation*}
$$

$$
\begin{equation*}
\leq c(n) \sum_{k=1}^{d} 2^{k}|x|^{k} \sum_{i=0}^{A}\left(\int_{2^{-i}|x| \leq|y| \leq 2^{1-i}|x|} \frac{1}{|y|^{(n+k-2) p^{\prime}}} d y\right)^{1 / p^{\prime}}\left(\int_{|y| \leq 2^{1-i}|x|}|f(y)|^{p} d y\right)^{1 / p} \tag{4.45}
\end{equation*}
$$

where $A$ is the smallest integer greater or equal to $\log _{2}\left(r_{1}|x|\right)-\log _{2}\left(r_{2}\right)$.
We use the estimates in Lemma 4.9 in order to obtain

$$
\begin{gather*}
\left|I_{2}\right| \leq C(n, \lambda) 2^{d+\ell} r_{1} \sum_{k=1}^{d}|x|^{k} \sum_{i=0}^{A}\left(\frac{|x|}{2^{i}}\right)^{1-k}\left(\frac{|x|}{2^{i-1}}\right)^{\ell-\delta} \leq  \tag{4.46}\\
\leq C(n, \lambda) 2^{d+2 \ell} r_{1}|x|^{\ell+1-\delta} \sum_{k=1}^{d} \sum_{i=0}^{\infty}\left(2^{k+\delta-1-\ell}\right)^{i} \leq C(n, \lambda) d 2^{d+2 \ell} r_{1}|x|^{\ell+1-\delta} . \tag{4.47}
\end{gather*}
$$

Note that the bounds on the infinite series are a direct consequence of $|d-\ell| \leq 1 / 2$, which implies $2^{k+\delta-1-\ell} \leq 2^{-1 / 3}$.

With a similar technique, we can estimate $I_{3}$. Indeed, by (4.33) we have

$$
\begin{equation*}
\left|I_{3}\right| \leq C(n) 2^{d}|x|^{d+1} \sum_{i=0}^{A} \int_{2^{-1-i} \leq y \mid \leq 2^{-i}} \frac{|f(y)|}{|y|^{n+d-1}} d y \tag{4.48}
\end{equation*}
$$

where $A$ is the first integer $\geq-\log _{2}(|x|)-1$. Thus we have

$$
\begin{gather*}
\left|I_{3}\right| \leq C(n, \lambda) 2^{d+\ell} r_{1}|x|^{d+1} \sum_{i=0}^{A}\left(\int_{2^{-1-i} \leq|y| \leq 2^{-i}} \frac{1}{|y|^{(n+d-1) p^{\prime}}} d y\right)^{1 / p^{\prime}}\left(\int_{|y| \leq 2^{-i}}|f(y)|^{p} d y\right)^{1 / p} \leq  \tag{4.49}\\
\leq C(n, \lambda) 2^{d+\ell} r_{1}|x|^{d+1} \sum_{i=0}^{A} 2^{i(d+\delta-\ell)}
\end{gather*}
$$

The last sum can be estimates via integrals. In particular, it is easily seen that

$$
\begin{equation*}
\sum_{i=1}^{N} 2^{\eta i} \leq \int_{0}^{-\log _{2}(|x|)} 2^{\eta s} d s \leq \frac{1}{\eta \ln (2)}\left(|x|^{-\eta}-1\right) \leq c|x|^{-\eta}(-\log (|x|)) \tag{4.50}
\end{equation*}
$$

In the end we have

$$
\begin{equation*}
\left|I_{3}\right| \leq C(n, \lambda) r_{1} 2^{d+\ell}|x|^{\ell+1-\delta}(-\log (|x|)) . \tag{4.51}
\end{equation*}
$$

Since $|\ell-d| \leq 1 / 2$, we have proved the $C^{0}$ estimates for $|x| \in\left[\frac{r_{2}}{r_{1}}, \frac{1}{2}\right]$.
With analogous estimates, it is easy to prove that $|w(x)|=O(|x|)$ as $x \rightarrow 0$.
The estimate on the gradient of $w$ is a simple corollary of the elliptic estimate valid for any $p>n$ (see for example [7, Theorem 9.11])

$$
\begin{equation*}
|\nabla w(x)| \leq C(n, \lambda, p)|x|^{-1}\left(\|w\|_{C^{0}\left(B_{2|x|}(0)\right.}+|x|^{2-n / p}\|\Delta w\|_{L^{p}\left(B_{2|x|}(0)\right.}\right) . \tag{4.52}
\end{equation*}
$$

As a corollary, we obtain the existence of an approximating harmonic function $h$ for $u$. For convenience of notation, we state the theorem with the function $T=T_{x, r}^{u}$.
Corollary 4.12. Let $u$ be a solution of (1.1) with (1.2), and $0<\delta<1 / 7$. Suppose that $r_{1} \leq r_{0}(n, \lambda)$, and that for some $r_{2} \leq r_{1} / 4$, u has frequency $\delta$-pinched on $\left[r_{2}, r_{1}\right]$, i.e., $\left|N(x, s)-N\left(x, r_{1}\right)\right| \leq \delta$ for all $s \in\left[r_{2}, r_{1}\right]$. There exists a constant $C(n, \lambda)$ such that if $r_{1} \leq \delta\left(C(n, \lambda) 16^{\Lambda}\right)^{-1}$, then there exists a harmonic function $h$ such that for $r_{2} / r_{1} \leq|y| \leq 1 / 4$ :

$$
\begin{equation*}
|h(y)-T(y)|^{2} \leq \delta^{2} f_{\partial B_{\mid y}(0)} T^{2} d S \quad \text { and } \quad\left|N^{h}(0,|y|)-N^{T}(0,|y|)\right| \leq \delta \tag{4.53}
\end{equation*}
$$

Proof. Define the function $h(y)=T(y)-w(y)$, which is evidently a harmonic function on $B_{1 / 2}(0)$, and let $\ell=N\left(x, r_{2}\right)$. By the estimates on $|w(x)|$, the pinching of the frequency and the $L^{2}$ estimates in 4.5 , we obtain immediately the first inequality. Indeed

$$
\begin{gather*}
|w(y)| \leq C(n, \lambda) 8^{\ell} r_{1}|y|^{\ell+1 / 3}\left(f_{\partial B_{1}(0)} T^{2}\right)^{1 / 2} \leq  \tag{4.54}\\
\leq C(n, \lambda) 8^{\ell} r_{1}\left(f_{\partial B_{|y|}(0)} T^{2}\right)^{1 / 2}\left(1+C(n, \lambda) r_{1}\right)|y|^{1 / 3-\delta} . \tag{4.55}
\end{gather*}
$$

As for the frequency of $h$, consider the ratio between the frequency of $h$ and the generalized frequency of $T$

$$
\begin{equation*}
\frac{N^{h}(0, r)}{N^{T}(0, r)}=\frac{D^{T}(r)}{I^{T}(r)} \frac{\int_{B_{r}(0)}|\nabla h|^{2} d V}{\int_{B_{r}(0)}\|\nabla T\|_{g}^{2} d V_{g}} \frac{\int_{\partial B_{r}(0)}|T|^{2} d S_{g}}{\int_{\partial B_{r}(0)}|h|^{2} d S}, \tag{4.56}
\end{equation*}
$$

where we have used the notation introduced in Proposition 4.5. Since $\left|g^{i j}(y)-\delta^{i j}\right| \leq$ $C(n, \lambda)|y|$, we can easily replace all the integrals wrt $g$ with standard Euclidean integrals up to some small multiplicative constant. More precisely

$$
\begin{equation*}
\left|\frac{\int_{B_{r}(0)}|\nabla T|^{2} d V}{\int_{B_{r}(0)}\|\nabla T\|_{g}^{2} d V_{g}}-1\right| \leq C(n, \lambda) r_{1}, \quad\left|\frac{\int_{\partial B_{r}(0)}|T|^{2} d S_{g}}{\int_{\partial B_{r}(0)}|T|^{2} d S}-1\right| \leq C(n, \lambda) r_{1} \tag{4.57}
\end{equation*}
$$

As for the ratio of the Dirichlet integrals, by definition

$$
\begin{equation*}
\int_{B_{r}(0)}|\nabla h|^{2}=\int_{B_{r}(0)}|\nabla T|^{2}+\int_{B_{r}(0)}|\nabla w|^{2}-2 \int_{B_{r}(0)}\langle\nabla T \mid \nabla w\rangle . \tag{4.58}
\end{equation*}
$$

The $C^{1}$ estimate in the previous theorem and the $L^{2}$ growth estimates in 4.5 give for all $r_{2} / r_{1} \leq r \leq 1 / 4$

$$
\begin{gather*}
f_{B_{r}(0)}|\nabla w|^{2} \leq\left(C 16^{\ell} r_{1} r^{-1-\delta+1 / 3}\right)^{2} f_{\partial B_{r}(0)}|T|^{2} \leq  \tag{4.59}\\
\leq(1+C r)\left(C 16^{\ell} r_{1} r^{-1-\delta+1 / 3}\right)^{2} \frac{c(n) r^{2}}{\ell-\delta} \int_{B_{r}(0)}|\nabla T|^{2} . \tag{4.60}
\end{gather*}
$$

In a similar way, one can estimate also the second fraction.
Corollary 4.12 also immediately leads to a generalization of Lemma 3.16:
Lemma 4.13. Let u be a solution to (1.1) with (1.2). There exists constants $r_{0}(n, \lambda)$ and $C(n, \lambda)$ such that if $N\left(0, r_{0}\right) \leq \Lambda, r_{1} \leq \delta C(n, \lambda)^{-\Lambda}$ and for some integer $d$, $N\left(0, r_{1}\right) \in[d+\delta, d+1-\delta]$, then $N\left(0, e^{2} r_{1} / 4\right) \leq N\left(0, r_{1}\right)-\delta / 10$. Moreover, if $N\left(0, r_{1}\right) \leq d+1-\delta$, then $N\left(0, \delta^{C(n, \lambda)} r_{1}\right) \leq d+\delta$.

Proof. This lemma is an easy consequence of the previous corollary and of Lemma 3.16 applied to the approximating harmonic function for $T$.

By applying Corollary 4.12 and the above Lemma, and combining with Theorem 3.19, we immediately obtain our main result for the subsection, namely the effective tangent cone uniqueness statement.

Theorem 4.14. Let $u$ be a solution of (1.1) with (1.2), $0<\epsilon<1 / 7$ and $N\left(x, r_{1}\right) \leq$ $\ell+1$. If $100 r_{2} \leq r_{1} \leq r_{0}(n, \lambda) \epsilon\left(C(n, \lambda) 16^{\ell}\right)^{-1}$, and if $u$ has frequency $\epsilon$-pinched on $\left[r_{2}, r_{1}\right]$, i.e., $\left|N\left(x, r_{2}\right)-N\left(x, r_{1}\right)\right| \leq \epsilon$, then there exists a unique homogeneous harmonic polynomial $P_{d}$ such that:
(i) There exists an integer $d$ such that for all $t \in\left(r_{2}, r_{1}\right),|N(0, t)-d| \leq 6 \epsilon$,
(ii) For all $t \in\left(4 r_{2}, r_{1} / 16\right)$

$$
\begin{equation*}
f_{\partial B_{1}(0)}\left|T_{0, t}^{u}-P_{d}\right|^{2} \leq 14 \epsilon \tag{4.61}
\end{equation*}
$$

Proof. Let $h$ be the harmonic approximation of $T_{0, r_{1}}^{u}$ built in Corollary 4.12. This harmonic function satisfies

$$
\begin{equation*}
N^{h}(0,1 / 4)-N^{h}\left(0, r_{2} / r_{1}\right) \leq 2 \epsilon \tag{4.62}
\end{equation*}
$$

As a consequence, we can apply Theorem 3.19 to $h$. The approximation properties proved in 4.12 immediately imply the thesis.

Another application of Theorem 4.10 leads us to the following:

Lemma 4.15. For any $\delta>0$, there exists $r_{0}(n, \lambda)$ such that if for some $r_{1} \leq \delta r_{0}$, $N\left(x, r_{1}\right) \leq 3 / 2$, then

$$
\begin{equation*}
\left|\nabla T_{x, r_{1} / 8}^{u}(x)\right|^{2} \geq \frac{n}{2}(1+\delta) \tag{4.63}
\end{equation*}
$$

Proof. First note that if $h$ is harmonic with $N(x, r)<\frac{3}{2}$, then we have that

$$
\begin{equation*}
|\nabla h|^{2}(x) \geq \frac{n}{2} f_{\partial B_{r}(x)}(u-u(x))^{2} \tag{4.64}
\end{equation*}
$$

Now in general let $h$ be any suitable harmonic $C^{1}$ approximation of $T$. One possible way to obtain the approximation $h$ is to adapt the proof of Corollary 4.12. Indeed, even though we are not assuming any pinching of the frequency, we can use theorem 4.10 with $N=1$ and obtain the existence of a function $w$ such that $h=T-w$ is a good $C^{1, \alpha}$ approximation of $T$. Then applying the above to $h$ and $r_{0}$ sufficiently small gives us our Lemma.

Although it is not necessary for the scope of this Lemma, it is worth noticing that equation (4.54) is still valid also in this context. Indeed, by the previous corollary, there exists a constant $c(n, \lambda)<1 / 2$ such that

$$
\begin{equation*}
N\left(x, c^{k} r_{1}\right) \leq 1+2^{-k-1} \tag{4.65}
\end{equation*}
$$

This and the $L^{2}$ growth conditions in Proposition 4.5 imply that there exists a constant $C(n, \lambda)$ (not close to 1 , but still a constant) such that

$$
\begin{equation*}
f_{\partial B_{r}(0)}|T|^{2} \leq C r^{2} f_{\partial B_{1}(0)}|T|^{2} \tag{4.66}
\end{equation*}
$$

Using this estimate, it is easy to check that the proof of Corollary 4.12 carries over also in this context.

### 4.4 Almost cone splitting

The aim of this section is to obtain a generalization of Lemma 3.22 for elliptic equations which will allow us to extend Corollary 3.26 also in this context. The basic idea is quite simple: if we pick a solution $u$ to (1.1) such that on a small enough ball its generalized frequency is pinched around some $x$, then by Theorem 4.10 we obtain an approximating harmonic function $h$ with standard frequency pinched as well. All we need to prove is that if the frequency of $u$ is pinched also at some other point $x^{\prime}$, then the frequency of $h$ is pinched as well around $x^{\prime}$.

Throughout this section, we will assume that the solution $u$ of (1.1) has frequency $\delta$-pinched on [ $r_{2}, r_{1}$ ], with $r_{1} \leq r_{0}(n, \lambda), r_{2} \leq r_{1} / 32$ and $N\left(0, r_{1}\right) \leq \Lambda$. Moreover, we fix the notation $T=T_{0, r_{1}}^{u}$ and $N=N\left(0, r_{1}\right)$.
Proposition 4.16. Suppose that $N\left(0, r_{0}\right) \leq \Lambda, r_{1} \leq \delta C(n, \lambda)^{-\Lambda}$ and $N\left(0, r_{1}\right)-$ $N\left(0, r_{1} / 32\right) \leq \delta / 2$. Let $T=T_{0, r_{1}}^{u}$ and $h$ be its harmonic approximation, as in Corollary 4.12. There exists a $\beta(n)>0$ such that if $\bar{x} \in B_{\beta(n)}(0)$, then

$$
\begin{equation*}
\left|N^{T}(\bar{x}, 1 / 8)-N^{h}(\bar{x}, 1 / 8)\right| \leq \delta / 2 \tag{4.67}
\end{equation*}
$$

In particular, if for some $r \leq 1 / 16$ we have $N^{T}(\bar{x}, 1)-N^{T}(\bar{x}, r / 2) \leq \delta / 2$, then $N^{h}(\bar{x}, 1 / 8)-N^{h}(\bar{x}, r)<2 \delta$.

Proof. Although philosophically very similar to the proof of Lemma 4.13, the proof of this proposition has some minor (albeit annoying) technical details to be addressed. In particular, the fact that $a^{i j}(\bar{x}) \neq a^{i j}(0)$ will force us to deal with different ellipsoids instead of balls.

Consider the function $T=T_{0, r_{1}}^{u}$, which solves (2.4). By the invariance properties of the frequency and the Lipschitz assumption on $a^{i j}$,

$$
\begin{align*}
& \left|N^{T}(\bar{x}, s)-\frac{s \int_{E(\bar{x}, s)}|\nabla T|^{2} d V}{\int_{\partial E(\bar{x}, s)}|T-T(\bar{x})|^{2} d S}\right| \leq C(n, \lambda) r_{1} \Lambda  \tag{4.68}\\
& \text { where } \quad E(y, s)=\left\{z \text { s.t. } \tilde{a}_{i j} \mid y(z-y)^{i}(z-j)^{j}<s^{2}\right\} . \tag{4.69}
\end{align*}
$$

Since $\tilde{a}^{i j}(0)=\delta^{i j}$ by definition, there exists $\epsilon \leq C(n, \lambda) r_{1}$ such that for all $y \in B_{1}(0)$

$$
\begin{equation*}
B_{(1-\epsilon) s}(y) \subset E(y, s) \subset B_{(1+\epsilon) s}(y) \tag{4.70}
\end{equation*}
$$

Moreover, by standard elliptic estimates and the $L^{2}$ growth condition in Proposition 4.5 , we can bound the gradient of $T$ by

$$
\begin{equation*}
\|\nabla T\|_{C^{0}\left(B_{1 / 4}(\bar{x})\right)}^{2} \leq C(n, \lambda) f_{\partial E(\bar{x}, 1)}|T-T(\bar{x})|^{2} \leq C(n, \lambda) 8^{\Lambda} f_{\partial E(\bar{x}, 1 / 8)}|T-T(\bar{x})|^{2} \tag{4.71}
\end{equation*}
$$

We can use this bound to estimate the $L^{2}(\partial E(\bar{x}, 1 / 8))$ norm. Indeed

$$
\begin{equation*}
\left|\frac{\int_{\partial B_{1 / 8}(\bar{x})}|T-T(\bar{x})|^{2} d S}{\int_{\partial E(\bar{x}, 1 / 8)}|T-T(\bar{x})|^{2} d S}-1\right| \leq C(n, \lambda) \epsilon \frac{\|\nabla T\|_{C^{0}\left(B_{1 / 4}(\bar{x})\right)}}{\left(\int_{\partial E(\bar{x}, 1)}|T-T(\bar{x})|^{2} d S\right)^{1 / 2}} \leq C(n, \lambda)^{\Lambda} r_{1} \tag{4.72}
\end{equation*}
$$

By using the estimates on $w=T-h$ from Theorem 4.10, we obtain

$$
\begin{gather*}
\left|f_{\partial B_{1 / 8}(\bar{x})}\right| h-\left.h(\bar{x})\right|^{2}-f_{\partial B_{1 / 8}(\bar{x})}|T-T(\bar{x})|^{2} \mid \leq  \tag{4.73}\\
\leq C(n, \lambda)^{\Lambda} r_{1} f_{\partial B_{1}(0)}|h|^{2} \leq C(n, \lambda)^{\Lambda} r_{1} f_{\partial B_{1 / 16}(0)}|h|^{2} . \tag{4.74}
\end{gather*}
$$

As shown in the proof of Theorem 3.14, there exists $\beta(n)<1 / 8$ such that for $|\bar{x}| \leq \beta(n)$ :

$$
\begin{equation*}
h(\bar{x})^{2} \leq \frac{1}{2} f_{\partial B_{1 / 8}(\bar{x})}|h|^{2} \quad \Longrightarrow \quad f_{\partial B_{1 / 8}(\bar{x})}|h|^{2} \leq 2 f_{\partial B_{1 / 8}(\bar{x})}|h-h(\bar{x})|^{2} \tag{4.75}
\end{equation*}
$$

Moreover simple geometric considerations and the growth estimates related to $N$ lead to

$$
\begin{equation*}
f_{\partial B_{1 / 16}(0)}|h|^{2} \leq c(n) \Lambda f_{\partial B_{1 / 8}(\bar{x})}|h|^{2} \tag{4.76}
\end{equation*}
$$

Putting together these estimates, we obtain

$$
\begin{equation*}
\left|\frac{\int_{\partial B_{1 / 8}(\bar{x})}|T-T(\bar{x})|^{2}}{\int_{\partial B_{1 / 8}(\bar{x})}|h-h(\bar{x})|^{2}}-1\right| \leq C(n, \lambda)^{\Lambda} r_{1} \tag{4.77}
\end{equation*}
$$

Arguing as in the proof of Corollary 4.12, we conclude

$$
\begin{equation*}
\left|\frac{N^{T}(\bar{x}, 1 / 8)}{N^{h}(\bar{x}, 1 / 8)}-1\right| \leq C(n, \lambda)^{\Lambda} r_{1} \tag{4.78}
\end{equation*}
$$

as desired.
As a corollary of this proposition, we can easily prove a generalization of Lemma 3.22.

Corollary 4.17. Fix some $0<\epsilon<\epsilon_{0}(n, \lambda) \ll 1$, and suppose that $N\left(x, r_{0}\right) \leq \Lambda$ for all $x \in B_{r_{0}}(0)$. Let $r_{1} \leq r_{0} C(n, \lambda)^{-\Lambda} \epsilon$, and assume that for some integer $d$ we have

- $N\left(0, r_{1}\right)-N\left(0, \chi \beta(n) r_{1}\right) \leq \epsilon$, with $\chi=c(n, \lambda) \Lambda^{-1}$ and $\left|N\left(0, r_{1}\right)-d\right| \leq \epsilon$,
- there exists $\tilde{x} \in B_{\chi r_{1}}(0)$ such that $N\left(\tilde{x}, r_{1}\right)-N\left(\tilde{x}, \chi \beta(n) r_{1}\right) \leq \epsilon$, with the extra condition $\left|N\left(\tilde{x}, r_{1}\right)-d\right| \leq 1 / 3$.
Let $h$ be the harmonic approximation of $T_{0, \chi r_{1}}$ and $h^{\prime}$ be the harmonic approximation of $T_{\tilde{x}, \chi r_{1}}$. Set also $\bar{x}=\left(\chi r_{1}\right)^{-1} Q_{0}(\tilde{x})$. After rotating we may assume without loss that $\bar{x}=(t, 0, \cdots, 0)$, with $|t| \leq \beta(n)$. If $\epsilon \leq \epsilon_{0}(n)$, then $u$ is almost $\bar{x}$ invariant, in the sense that:
(1) The d-th degree part in the Taylor expansion of $h$ is dominant. In particular if $h=\sum_{k} a_{k} P_{k}$, then

$$
\begin{equation*}
a_{d}^{2} \geq(1-12 \epsilon)\|h\|_{L^{2}\left(\partial B_{1}(0)\right)}^{2} \tag{4.79}
\end{equation*}
$$

Similarly for $h^{\prime}$.
(2) The $d$-th degree part in the Taylor expansion of $h$ is almost constant. In detail:

$$
\begin{gather*}
f_{\partial B_{1}(0)}\left|a_{d}(0) P_{d, 0}(y)-a_{d}(\bar{x}) P_{d, \bar{x}}(y)\right|^{2} d y \leq  \tag{4.80}\\
\leq C(n) \epsilon t^{2} f_{\partial B_{1}(0)}\left|a_{d}(0) P_{d, 0}(y)\right|^{2} d y=C(n) \epsilon t^{2} a_{d}(0)^{2} \tag{4.81}
\end{gather*}
$$

Similarly for $h^{\prime}$.
(3) The two functions $h$ and $h^{\prime}$ are almost the same. In particular

$$
\begin{equation*}
f_{\partial B_{1}(0)}\left|h(y)-h^{\prime}(y)\right|^{2} d y \leq C(n) \epsilon t^{2} f_{\partial B_{1}(0)}|h(y)|^{2} d y \tag{4.82}
\end{equation*}
$$

(4) The $\bar{x}$ derivative of $P_{d}$ is almost zero, more precisely

$$
\begin{equation*}
\left\|\partial_{1} P_{d, 0}\right\| \leq C(n) t^{-1} \sqrt{\epsilon}\left\|\nabla P_{d, 0}\right\|=C(n) t^{-1} \sqrt{\epsilon} \sqrt{d(2 d+n-2)}\left\|P_{d, 0}\right\| . \tag{4.83}
\end{equation*}
$$

Proof. This Corollary is an easy consequence of the previous proposition and Lemma 3.22. Note that point 1 is the content of Lemma 4.13.

Set for convenience $T=T_{0, r_{2}}$ and $T^{\prime}=T_{\bar{x}, r_{2}}$, and set $h$ and $h^{\prime}$ to be their harmonic approximations. By Corollary 4.12, we can estimate

$$
\begin{equation*}
N^{h}\left(0, r_{1} /\left(2 r_{2}\right)\right)-N^{h}(0,1 / 5) \leq 2 \epsilon \tag{4.84}
\end{equation*}
$$

Let $\bar{x}=r_{2}^{-1} Q_{0}(\tilde{x})$. In other words, $\bar{x}$ is the point in the domain of $T$ corresponding to $\tilde{x}$ in the domain of $u$. Note that $\bar{x} \in B_{\beta(n)}(0)$. Proposition 4.16 guarantees that

$$
\begin{equation*}
N^{h}\left(\bar{x}, r_{1} /\left(2 r_{2}\right)\right)-N^{h}(\bar{x}, 1 / 5) \leq 2 \epsilon \tag{4.85}
\end{equation*}
$$

As a consequence, we can apply Theorem 3.19 to $h$ and prove point 1 , and by Lemma 3.22 applied to $h$, we immediately prove points 2 and 4 .

As for point 3, Lemma 3.22 ensures that

$$
\begin{equation*}
f_{\partial B_{1}(0)}|h(y)-h(\bar{x}+y)|^{2} d y \leq C(n) \epsilon t^{2} f_{\partial B_{1}(0)}|h(y)|^{2} d y \tag{4.86}
\end{equation*}
$$

Arguing as in the proof of 4.16 , we can easily prove that

$$
\begin{equation*}
f_{\partial B_{1}(0)}\left|h(\bar{x}+y)-h^{\prime}(y)\right|^{2} d y \leq C(n) \epsilon t^{2} f_{\partial B_{1}(0)}|h(y)|^{2} d y \tag{4.87}
\end{equation*}
$$

and this concludes the proof of point 3 .
In turn, we are now in a position to generalize Corollary 3.26 to generic elliptic equations.

Corollary 4.18. Fix some $0<\tau<1$ and some integer $d \geq 2$, and suppose that $N\left(x, r_{0}\right) \leq \Lambda$ for all $x \in B_{r_{0}}(0)$. Let $r_{1} \leq r_{0} C(n, \lambda)^{-\Lambda} \epsilon$ and set $\mathcal{V}$ to be set of points $x \in B_{r_{0}}(0)$ such that
$N\left(x, r_{1}\right)-N\left(x, r_{x}\right) \leq \epsilon \quad$ with $\quad r_{x} \leq c(n, \lambda) \Lambda^{-1} r_{1} \quad$ and $\quad\left|\bar{N}\left(x, r_{1}\right)-d\right| \leq 1 / 3$,
There exists $\epsilon_{0}(n, \tau)$ such that if $\epsilon<\epsilon_{0}$, then there exists a subspace $V$ of dimension at most $n-2$ such that for all $x \in \mathcal{V}$

$$
\begin{equation*}
\mathcal{V} \cap B_{c(n, \lambda) \Lambda^{-1} r_{1}}(0) \subset x+B_{\tau}(V) . \tag{4.89}
\end{equation*}
$$

Note that the subspace $V$ is independent of $x$ and $r_{x}$

### 4.5 Critical Points and Symmetry for Elliptic Equations

In order to complete the generalization to elliptic equations, we only have to show that given enough symmetry there cannot exist critical points away from an $n$-2-plane. See Section 3.6 for the corresponding statements for harmonic functions.

Since the harmonic approximation given in Theorem 4.10 is a $C^{1, \alpha}$ approximation for the function $T$, it is evident that Propositions 3.29 and 3.32 remain valid for elliptic equations under minor modifications.

As for the effective critical points, we need to show that if $N^{h}(x, r) \geq 3 / 2$, then also $N^{T}(x, r) \geq 3 / 2$ (or something similar). One may think that as $r$ gets smaller, $h$ must be closer and closer to $T$ in order for this statement to be true. However, we will see that since we are concerned only with points of frequency $3 / 2$, and not points with generic frequency, the size of $r$ does not matter. Indeed, in some sense the condition $N^{h}(x, r) \geq 3 / 2$ is a $C^{1}$ condition on the function $h$, it states that the gradient of $h$ does not vanish in a quantitative way.

Proposition 4.19. Under the hypothesis and notation of Proposition 4.16, suppose that $x \in B_{1}(0)$ is such that $|\nabla h(x)|^{2} \geq \alpha^{2} f_{\partial B_{1}(0)}|h|^{2}>0$. If $r_{1} \leq C(n, \lambda)^{-\Lambda} \alpha$, then $r_{c}^{T} \geq c(n, \lambda) r_{c}^{h}$.

Proof. By the arguments in the proof of Proposition 4.16, for $r_{1} \leq r_{0}(n, \lambda)^{\Lambda}, x \in$ $B_{1}(0)$ and $r \leq 1$ we have

$$
\begin{equation*}
\left|\frac{N^{T}(x, r)}{N^{T}(x, r)}-1\right| \leq \frac{1}{10} \tag{4.90}
\end{equation*}
$$

Since $h$ is harmonic, by the properties of its $L^{2}$ expansion for any $x$ and $r$

$$
\begin{equation*}
f_{\partial B_{r}(x)}|h-h(x)|^{2} \geq r^{2}|\nabla h(x)|^{2}, \quad|\nabla h(x)|^{2} \leq f_{B_{r}(x)}|\nabla h|^{2} \tag{4.91}
\end{equation*}
$$

This implies that

$$
\begin{gather*}
\frac{f_{\partial B_{r}(x)}|w-w(x)|^{2}}{f_{\partial B_{r}(x)}|h-h(x)|^{2}} \leq \frac{\|\nabla w\|_{\infty, B_{r}(x)}^{2}}{|\nabla h(x)|^{2}} \leq C(n, \lambda)^{\Lambda} r_{1}^{2} \alpha^{-2}  \tag{4.92}\\
\frac{f_{B_{r}(x)}|\nabla w|^{2}}{f_{B_{r}(x)}|\nabla h|^{2}} \leq \frac{\|\nabla w\|_{\infty, B_{r}(x)}^{2}}{\alpha^{2} f_{\partial B_{1}(0)} h^{2}} \leq C(n, \lambda)^{\Lambda} r_{1}^{2} \alpha^{-2} \tag{4.93}
\end{gather*}
$$

With these estimates we can conclude that, for $r_{0}(n, \lambda)$ is sufficiently small,

$$
\begin{equation*}
\left|\frac{N^{T}(x, r)}{N^{h}(x, r)}-1\right| \leq 1 / 7 \tag{4.94}
\end{equation*}
$$

This in particular implies $N^{T}\left(x, r_{c}(x)\right) \leq 1+5 / 7<2$. The thesis follows from Lemma 4.13.

As a Corollary, we obtain immediately the following generalizations of Propositions 3.30 and 3.33.

Corollary 4.20. If $u: B_{1}(0) \subset \mathbb{R}^{2} \rightarrow \mathbb{R}$ is a solution to (1.1) such that for all $x \in B_{1 / 2}(0) N\left(x, r_{0}\right) \leq \Lambda$, there exists $\epsilon_{0}(n, \lambda)$ such that $N\left(x, r_{1}\right)-N\left(x, r_{1} / 10\right) \leq \epsilon_{0}$ implies $r_{c}(y) \geq c(n, \lambda) / \Lambda r_{1}$ for all $y \in \partial B_{r_{1} / 5}(x)$.
Corollary 4.21. Let $u: B_{1}(0) \subset \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a solution to (1.1) such that $N\left(x, r_{0}\right) \leq$ $\Lambda$ for all $x \in B_{1 / 2}(0)$ and $\tau<1$. Suppose also that $\epsilon \leq \epsilon_{0}(n, \lambda) \tau^{\Lambda}$ and $r_{1} \leq$ $c(n, \lambda)^{\Lambda} \epsilon$. Let h be the approximating harmonic function for $T_{x, r}$, and suppose that

$$
\begin{equation*}
h=Q_{d}+\sum_{k} a_{k} P_{k} \tag{4.95}
\end{equation*}
$$

where $P_{k}$ are normalized hhP's of degree $k$, and $Q_{d}$ is a normalized hhP of degree $d$ invariant wrt the $n-2$ dimensional plane $V$. If

$$
\begin{equation*}
\sum_{k}\left|a_{k}\right|^{2} e^{2|k-d|} \leq \epsilon \tag{4.96}
\end{equation*}
$$

then for all $x \in B_{1}(0) \backslash B_{\tau}(V), r_{c}^{T}(x) \geq c(n) \tau^{d}$.

### 4.6 Volume estimates for the effective critical set for elliptic equations

The approximation theorem and the generalization proved in the previous sections allow us to extend the proof of the volume estimates also for elliptic equations. The proofs are the essentially same as in the case of harmonic functions, it is sufficient to replace the propositions and lemmas for harmonic function with their generalizations for generic elliptic equations proved in this section.

In particular, we need to
(1) replace the uniform control given by Theorem 3.14 with Theorem 4.6,
(2) replace the statement about frequency drops in Lemma 3.16 with Lemma 4.13,
(3) replace the tangent cone uniqueness of Theorem 3.19 with the one in Theorem 4.14,
(4) replace the almost cone splitting in 3.26 with 4.18 ,
(5) replace the $\epsilon$-regularity theorems in Propositions 3.30 and 3.33 with Corollaries 4.20 and 4.21 respectively.
With these modifications, it is easy to prove that
Theorem 4.22. Let $R \leq r_{0}(n, \lambda)$ and consider $u: B_{R}(0) \subset \mathbb{R}^{n} \rightarrow \mathbb{R}$ be a solution to (1.1) with (1.2) such that $N(0, R) \leq \Lambda$. There exists a constant $C(n, \lambda)$ such that

$$
\begin{equation*}
\operatorname{Vol}\left(B_{r}\left(\mathcal{S}_{r}(u)\right) \cap B_{R / 2}(0)\right) \leq C(n, \lambda)^{\Lambda^{2}}(r / R)^{2} \tag{4.97}
\end{equation*}
$$

Proof. The proof is almost identical to the one carried out for harmonic functions in 3.37.

However, there is one point which needs a little attention. In many of the statements for elliptic equations, we require that $r_{1} \leq C(n, \lambda)^{-\Lambda} \epsilon$. In order to satisfy
this request, we cover the ball $B_{r_{0}}(0)$, with a minimal covering of balls of radius $r_{1}=C(n, \lambda)^{-\Lambda} \epsilon$. It is evident that the number of these balls can be bounded above by $C(n, \lambda)^{\Lambda} \epsilon^{-1} \leq C(n, \Lambda)^{\Lambda^{2}}$.

On every ball of this covering, we can apply all the statement proved for elliptic equations, and, by the same proof as in the harmonic case, obtain the desired estimate. Given the bound on the number of such balls, the estimate remains essentially unchanged also on $B_{R}(0)$.

As it is easily seen, also the improved estimate in dimension 2 can be generalized in a similar way.
Theorem 4.23. Let $R \leq r_{0}(n, \lambda)$ and consider $u: B_{R}(0) \subset \mathbb{R}^{2} \rightarrow \mathbb{R}$ be a solution to (1.1) with (1.2) such that $N(0, R) \leq \Lambda$. There exists a constant $C(n, \lambda)$ such that

$$
\begin{equation*}
\operatorname{Vol}\left(B_{r}\left(\mathcal{S}_{r}(u)\right) \cap B_{R / 2}(0)\right) \leq C(\lambda)^{\Lambda}(r / R)^{2} \tag{4.98}
\end{equation*}
$$

As a corollary, the number of critical points of such a function is bounded above by $C(\lambda)^{\Lambda}$.

## Appendix: Nodal sets

As anticipated in the introduction, with similar arguments one can obtain Minkowski estimates on the effective nodal set of a solution to an elliptic PDE. The results do not depend on whether (1.1) is critical or not, which is to say, whether $c \equiv 0$ or not. One needs only change the symmetry results of Sections 3.6 and 4.5 to reflect the nodal set as opposed to the critical set, and then, with exactly the same technique, it is possible to prove effective $n-1$ volume estimates on the tubular neighborhood of the set $u^{-1}(0)$. In particular, consider the two following simple propositions.

Proposition A.1. If $u$ is a nonconstant harmonic function and $N(0,1) \leq 1 / 2$, then

$$
\begin{equation*}
u(0)^{2} \geq \frac{1}{2} f_{\partial B_{1}(0)} u(x)^{2} d S>0 \tag{A.1}
\end{equation*}
$$

If $u$ solves $(1.1)$, then there exist constants $c(n, \lambda), r_{0}(n, \lambda)$ such that if $N\left(0, r_{1}\right) \leq$ $1 / 2$ with $r_{1} \leq r_{0}$, then

$$
\begin{equation*}
u(0)^{2} \geq \frac{1}{2} f_{\partial B_{c r_{1}}(0)} u(x)^{2} d S>0 \tag{A.2}
\end{equation*}
$$

Proof. The proof of the statement for harmonic function is analogous to the proof of Lemma 2.3. As for more general solutions, one can exploit the approximating harmonic function for $u$ to generalize the previous statement.

In a completely similar way, one can prove the following proposition.
Proposition A.2. Let $u$ be a harmonic function. For every $\tau>0$, there exists $\epsilon(n, \tau)>0$ such that if $1-\epsilon \leq N\left(0, e^{-2}\right) \leq N\left(0, e^{2}\right) \leq 1+\epsilon$, then $u$ does not have zeros in $B_{1}(0) \backslash B_{\tau}(V)$, where $V$ is some $n-1$ dimensional linear subspace of $\mathbb{R}^{n}$. Moreover, there exists $r_{0}=r_{0}(n)$ such for all $x \in B_{1}(0) \backslash B_{r}(V), N\left(x, r_{0}\right) \leq \epsilon_{0}$.

In a similar way, if u solves (1.1), there exists $r_{0}, \epsilon_{0}$ and c depending only on $n, \lambda$ and $\tau$ such that if $1-\epsilon \leq N(0, r / c) \leq N(0, c r) \leq 1+\epsilon$, with $r \leq r_{0}$, then there exists an $n-1$ dimensional plane $V$ such that for all $x \in B_{r}(0) \backslash B_{\tau r}(V), N(x, c r) \leq 1 / 2$.

Proof. If $u$ is harmonic, let $u=u(0)+a_{1} P_{1}+\sum_{k \geq 2} a_{k} P_{k}$. The pinching on $N$ implies that $u(0)^{2} \leq c \epsilon a_{1}^{2}$ and $\sum_{k \geq 2} a_{k}^{2} e^{2 k} \leq \epsilon$ as well. This in particular implies that

$$
\begin{equation*}
\left|u(x)-a_{1} P_{1}(x)\right| \leq|u(0)|+\sum_{k \geq 2}\left|a_{k}\right|\left|P_{k}(x)\right| \leq \epsilon c(n)\left(1+\sum_{k \geq 2} e^{-2 k} k^{n / 2}\right) \leq c(n) \epsilon . \tag{A.3}
\end{equation*}
$$

Since $P_{1}(x)=\langle L \mid x\rangle$, where $L$ is a vector of length $\sqrt{n}$, then we easily obtain the thesis.

Again, for more general solutions, the proposition follows from an easy application of the approximation Theorem 4.10.

With these ingredients, it is easy to generalize the estimate proved for the effective critical set and obtain the following
Theorem A.3. There exists $r_{0}=r_{0}(n, \lambda)$ such that if $u$ solves (1.1) with (1.2) on $B_{r_{0}}(0) \subset \mathbb{R}^{n}$ and if $N\left(0, r_{0}\right) \leq \Lambda$, then
(A.4)
$\operatorname{Vol}\left(B_{r}\left(u^{-1}(0)\right) \cap B_{r_{0} / 2}(0)\right) \leq \operatorname{Vol}\left[B_{r}\left(N(x, r) \leq \epsilon_{0}\right) \cap B_{r_{0} / 2}(0)\right] \leq(C(n, \lambda) \Lambda)^{\Lambda} r / r_{0}$.
Proof. The proof follows closely the proof of Theorem 1.1. In this case however we are interested in $n-1$ Minkowski estimates, thus in the covering arguments for the good balls we make a distinction only between functions with $n-1$ or $n$ symmetries, and functions with at most $n-2$ symmetries. In this latter case, a simple covering argument of the whole good ball will do, while if a good ball is close to having at least $n-1$ symmetries, then by the cone splitting proved in 3.24 the dominant degree of this ball is either 0 or 1 . Thus the $\epsilon$-regularity theorems just proved allow us to conclude the estimate.

## Appendix: Volume estimates on the critical and effective critical set for $n=2$

In this appendix we give an alternate, simplified, proof of the main results for $n=2$ which allows for an easy improvement of the constants. Namely, we prove that

Theorem B.1. Let $u: B_{1}(0) \subset \mathbb{R}^{2} \rightarrow \mathbb{R}$ solve (1.1) and satisfy (1.2). There exists $r_{0}=r_{0}(n, \lambda)>0$ with $r_{0}(n, 0)=\infty$ and $C=C(n, \lambda)$ such that if $\Lambda \equiv N^{u}(0, s)$ for some $s \leq r_{0}$, and if (1.1) is critical, then

$$
\begin{equation*}
\#\left\{x \in B_{s / 2}(0):|\nabla u|(x)=0\right\} \leq e^{C \Lambda} . \tag{B.1}
\end{equation*}
$$

If (1.1) is not critical, then we have the estimate

$$
\begin{equation*}
\#\left\{x \in B_{s / 2}(0):|\nabla u|(x)=u(x)=0\right\} \leq e^{C \Lambda} \tag{B.2}
\end{equation*}
$$

Proof. As before we will focus on the critical case, and we will assume $u$ is harmonic. The technique is such that, verbatim as in Section 4 of the paper, with the appropriate approximation arguments the results all pass over to the general case.

By theorem 3.14, $N(x, 1 / 3) \leq C(n) \Lambda$ for all $x \in B_{1 / 2}(0)$. According to Proposition 3.30, there exists an $\epsilon_{0}$ independent of $\Lambda$ such that
$N\left(x, r e^{2}\right)-N\left(x, r e^{-3}\right) \leq \epsilon_{0} \quad$ for some $\quad 0<r<r_{0} \Longrightarrow \mathcal{C}(u) \cap B_{r}(x) \backslash B_{r / e}(x)=\emptyset$.
This, and monotonicity, means that every point can have at most

$$
\begin{equation*}
K \leq \frac{4 c \Lambda}{\epsilon_{0}} \tag{B.4}
\end{equation*}
$$

critical scales. That is, for each critical point there are at most $K$ numbers $i$ such that $B_{e^{-i}}(x) \backslash B_{e^{-i-1}}(x)$ contains a critical point.

Now we proceed by induction on $i$. Let $A_{0}<\infty$ be the cardinality of $\mathcal{C}(u) \cap$ $B_{1 / 2}(0)$. Define $T_{i}$ to be an infinite vector of zeros and ones, and let $|T|=\sum_{i=1}^{\infty} T(i)$.

For $i=1$, consider all the balls of radius $e^{-i}$ centered at $x \in \mathcal{C}(u) \cap B_{1 / 2}(0)$, and refine this covering of $\mathcal{C}(u)$ by considering only a maximal subcovering such that $B_{e^{-i-1}}\left(x_{j}\right)$ are disjoint. This is obviously possible, and by simple volume estimates the number of balls in this covering are at most $c=e^{4} / 4$.

Then refine further the covering by extracting a minimal subcovering with the property that each ball covers at least a point which is not covered by any other ball.

Now consider the ball in this covering that contains the largest number of critical points, say $B_{e^{-i}}\left(y_{1}\right)$, containing $A_{i}$ critical points. If $A_{i}=A_{i-1}$, then set $T_{i}=0$, otherwise evidently we have

$$
\begin{equation*}
A_{i-1}>A_{i} \geq c A_{i-1} \tag{B.5}
\end{equation*}
$$

Moreover in this case (i.e., if $T(i)=1$ ) there also exists a critical point $x_{i}$ such that $e^{-i+1} \geq d\left(x_{i}, y_{i}\right) \geq e^{-i}$. Indeed, we assumed that the covering was minimal in this sense.

Now we repeat this process by induction and stop when $A_{i}=1$. Since the number or critical points is finite, the number of induction steps is finite. Set $\bar{i}$ to be the index relative to the last step. Evidently we have the estimate:

$$
\begin{equation*}
A_{0} \leq c^{|T|} \tag{B.6}
\end{equation*}
$$

In order to get a bound on $|T|$, consider what happens if $T(i)=1$. As seen before, in this case there exists two critical points $x_{i}, y_{i}$ such that

$$
\begin{equation*}
e^{-i+1} \geq d\left(x_{i}, y_{i}\right) \geq e^{-i} \tag{B.7}
\end{equation*}
$$

Thus either $x_{i}$ or $y_{i}$ have the following property (call $z_{i}$ the one with the property): ALL the points in $B_{e^{-i-1}}\left(y_{i+1}\right)$ have distance $\in\left[e^{-i-1}, e^{i+1}\right]$ from $z_{i}$.

Now consider the critical point $y_{i}$. Since it belongs to all the balls $B_{e^{-i}}\left(y_{i}\right)$, We know that this point has at least $|T|$ critical scales, and now we can conclude $|T| \leq K \leq 4 c \Lambda / \epsilon_{0}$.

With a similar argument, we can prove an effective version of this theorem.
Theorem B.2. Let $u: B_{1}(0) \rightarrow \mathbb{R}$ solve (1.1) and satisfy (1.2). There exists $r_{0}=r_{0}(n, \lambda)>0$ with $r_{0}(n, 0)=\infty$ and $C=C(n, \lambda)$ such that if $\Lambda \equiv N^{u}(0, s)$ for some $s \leq r_{0}$, then

$$
\begin{equation*}
\operatorname{Vol}\left(B_{r}\left(\mathcal{S}_{r}(u)\right) \cap B_{s / 2}(0)\right) \leq e^{C \Lambda}(r / s)^{2} \tag{B.8}
\end{equation*}
$$

Proof. Consider the set $\mathcal{S}_{r}(u)$ and cover it with a Vitali covering of balls of radius $R=\bar{\Lambda} r /\left(5 r_{0}\right)$. In detail

$$
\begin{equation*}
\mathcal{S}_{r}(u) \subset \bigcup_{i=1}^{M} B_{R}\left(x_{i}\right), \quad x_{i} \in \mathcal{S}_{r}(u), \quad B_{R_{i} / 5}\left(x_{i}\right) \cap B_{R_{j} / 5}\left(x_{j}\right) \neq \emptyset . \tag{B.9}
\end{equation*}
$$

Let $y \notin B_{R_{i} / 5}\left(x_{i}\right)$, and suppose that $\left|y-x_{i}\right|$ is a good scale for $x_{i}$, meaning that

$$
\begin{equation*}
N\left(x_{i}, e^{2}\left|y-x_{i}\right|\right)-N\left(x_{i}, e^{-2}\left|y-x_{i}\right|\right) \leq \epsilon \tag{B.10}
\end{equation*}
$$

Since we know that $N(x, 1 / 3) \leq \bar{\Lambda}$ for all $x \in B_{1 / 2}(0)$, then $r_{c}(y) \geq \frac{R r_{0}}{\bar{\Lambda}} \geq r$.
By using the argument of the previous theorem, one proves that the number $M$ of centers of the covering has a uniform upper bound. Thus we obtain that

$$
\begin{equation*}
\operatorname{Vol}\left(B_{R}\left(\mathcal{S}_{r}(u)\right) \cap B_{1 / 2}(0)\right) \leq e^{c \Lambda} R^{2} \quad \Longrightarrow \tag{B.11}
\end{equation*}
$$

(B.12)

$$
\operatorname{Vol}\left(B_{r}\left(\mathcal{S}_{r}(u)\right) \cap B_{1 / 2}(0)\right) \leq C \Lambda^{2} e^{c \Lambda} r^{2} \leq e^{c \Lambda} r^{2}
$$
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