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Abstract

In this paper we study solutions to elliptic linear equations L(u) = ∂i(ai j(x)∂ ju)+

bi(x)∂iu + c(x)u = 0, either on Rn or a Riemannian manifold, under the as-
sumption that the coefficient functions ai j are Lipschitz bounded. We focus
our attention on the critical set C(u) ≡ {x : |∇u| = 0} and the singular set
S(u) ≡ {x : u = |∇u| = 0}, and more importantly on effective versions of these.
Currently, with just the Lipschitz regularity of the coefficients, the strongest re-
sults in the literature say that the singular set is n − 2-dimensional, however at
this point it has not even been shown that Hn−2(S) < ∞ unless the coefficients
are smooth. Fundamentally, this is due to the need of an ε-regularity theorem
which requires higher smoothness of the coefficients as the frequency increases.
We introduce new techniques for estimating the critical and singular set, which
avoids the need of any such ε-regularity. Consequently, we prove that if the fre-
quency of u is bounded by Λ, then we have the estimates Hn−2(C(u)) ≤ CΛ2

,
Hn−2(S(u)) ≤ CΛ2

, depending on whether the equation is critical or not. More
importantly, we prove corresponding estimates for the effective critical and sin-
gular sets. Even under the assumption of real analytic coefficients these results
are much sharper than those currently in the literature. We also give applications
of the technique to give estimates on the volume of the nodal set of solutions and
estimates for the corresponding eigenvalue problem. c© 2000 Wiley Periodicals,
Inc.
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1 Introduction:

In this paper, we study solutions u to second order linear homogeneous elliptic
equations with Lipschitz leading coefficients. That is, we will study on Rn solu-
tions u to the equation

L(u) = ∂i(ai j(x)∂ ju) + bi(x)∂iu + c(x)u = 0 ,(1.1)

where the coefficients a are Lipschitz and the coefficients b, c are bounded and
measurable. For effective estimates we assume the bounds

(1 + λ)−1δi j ≤ ai j ≤ (1 + λ)δi j,

Lip(ai j),
∣∣∣bi

∣∣∣ , |c| ≤ λ .(1.2)

We will call the equation critical if c ≡ 0. Given the local nature of the es-
timates and the techniques involved in their proof, it is not restrictive to assume
for simplicity that u is defined on the ball B1(0) ⊂ Rn. With simple modifica-
tions the results are easily extensible also to more general domains in Riemannian



ESTIMATES ON SOLUTIONS TO ELLIPTIC PDES 3

manifolds. Using a new covering argument (see Section 3.7), we prove new n − 2-
Minkowski estimates on the critical and singular sets

C(u) ≡ {x ∈ B1/2(0) : |∇u| = 0} , S(u) ≡ {x ∈ B1/2(0) : u = |∇u| = 0} .(1.3)

In principal, for general equations we will prove estimates on S(u), while for crit-
ical equations we will prove estimates on C(u). It will be convenient to denote by
CS(u) either the critical set C(u) or singular set S(u), depending on whether the
equation (1.1) is critical or not, respectively. Note that if we wish to control the
n − 2-measure of critical or singular sets, then the assumption of Lipschitz coeffi-
cients is a sharp assumption, since if the coefficients are only Hölder one can find
nontrivial solutions which vanish on open subsets, see [17].

1.1 Effective estimates
More importantly we will prove estimates on the effective critical and singular

sets Cr(u), Sr(u). The effective critical and singular sets were first introduced by
the authors in [3]. In essence, x < Cr(u) if on the definite size ball Br(x) we have
that |∇u| has a definite size relative to u, more precisely we have:

Cr(u) ≡
{

x ∈ B1/2(0) : inf
Br(x)

r2|∇u|2 <
n
16

?
∂B2r(x)

|u − u(x)|2
}
,

Sr(u) ≡
{

x ∈ B1/2(0) : inf
Br(x)

(
|u|2 +

r2

n
|∇u|2

)
<

1
16

?
∂B2r(x)

|u|2
}
.(1.4)

Again we will denote by CSr(u) the effective critical or singular set, depending on
whether the equation is critical or not. Notice that for every r > 0 we have that
CS(u) ⊆ CSr(u), and more effectively that points of CSr(u) are those points which
have a definite amount of gradient on a ball of definite size.

1.2 Background
To control the critical and singular sets of a solution to (1.1) more information

about the solution is needed. For instance, one could just take the solution u = 0,
which by all regards is a great solution but there is no control on the critical and
singular set. It has been understood for some time that being a constant or close to
a constant is all that can really go wrong, and hence what is important is to control
how far away u is from a constant solution. The right measurement for this are the
frequencies

Nu
C(x, r) ≡

r
∫

Br(x) |∇u|2∫
∂Br(x)(u − u(x))2

, Nu
S(x, r) ≡

r
∫

Br(x) |∇u|2∫
∂Br(x) u2

,(1.5)

and their generalizations (see Section 4.1), where we denote by Nu(x, r) either
Nu
C
(x, r) or Nu

S
(x, r), depending on whether (1.1) is critical or not, respectively. By
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unique continuation and the maximum principle, if u is not constant, then Nu is
well defined for positive r. For a fixed solution u of (1.1) we then denote by

Λ ≡ Nu(0, 1) ,(1.6)

the frequency bound of u. The main conjecture in the area goes back to Lin [16],
which predicts that for some constant C(n, λ) we have that

Hn−2(CS(u)) < CΛ2 .(1.7)

The best that has been proved in the literature at this point goes back to [12, 15,
10, 13, 11], which proves, under the assumption of smooth coefficients, that there
exists constants C(n, a, b, c,Λ) such that

Hn−2(CS(u)) < C(n, a, b, c,Λ) .(1.8)

In particular, C depends on upper bounds on the coefficients a, b, c and their higher
order derivatives. If one drops the assumption of smoothness on the coefficients,
even if one assumes control over a large number of derivatives but not all, then the
situation becomes drastically worse. In this case the best that has been proven is in
[12, 8], where it was shown that Hausdorff dimension satisfies

dimCS(u) = n − 2 ,(1.9)

however it was not even shown that Hn−2(CS(u)) < ∞. There is a fundamental
reason for this, as the results of [12, 8] rely on an ε-regularity theorem which
requires additional smoothness as the frequency increases. One of the main goals
of this paper is to improve on these estimates by removing the need for such an
ε-regularity theorem.

In another direction there are more recent results from [3] that attempt to prove
more effective estimates on the critical and singular sets. Namely, even a Hausdorff
dimension bound has limited application. In short, the Hausdorff dimension of a
set can be small while still being dense. On the other hand, Minkowski estimates
bound not only the set in question, but the tubular neighborhood of that set, pro-
viding a much more analytically effective notion of size. For example, we recall
that the set of rational numbers in Rn has Hausdorff dimension 0 and Minkowski
dimension n. What is needed for applications to nonlinear equations are control
over the critical and singular sets on balls of definite size. That is, it would be
better to estimate Vol(Br(CS(u))), and even better to make the statement that if
x < Br(CS(u)), then the gradient of u on Br(x) has some definite size. The first
results in this direction were proven in [3], where by using the ideas of quantitative
stratification it was shown under only Lipschitz coefficients that for every ε > 0:

Vol(Br(CSr(u))) < C(n, λ, ε)r2−ε .(1.10)

While such a Minkowski estimate on the critical set is stronger than simple Haus-
dorff estimates, the existence of the ε unfortunately still prevents one from obtain-
ing finiteness of the n − 2-measure.
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It is worth mentioning that in the very special case of harmonic functions in
R2, a sharp bound on the number of singular points (sharp as a function of the
frequency N) is proved in [9, theorem 3.3].

Nodal sets. Although in this paper the estimates on nodal sets are not the main
estimates but rather secondary results, it is worth making a brief overview of the
results available in literature in this context. Also in this case, [12] provides a
suitable overview of the literature. Here we briefly cite the best results available in
literature.

For nodal sets, better bounds are available in terms of the frequency Nu
S
. The

primary conjecture in the area goes back to Yau, which predicts that there exists a
constant C(n, λ) > 0 such that

Hn−1(Z(u)) < CΛ .(1.11)

Yau’s conjecture has been proven in [4] for analytic coefficients. For Lipschitz
coefficients the best result known are given in [14] which give the estimate

Hn−1(Z(u)) < ΛCΛ .(1.12)

This result is stated in a more general and technical way in the paper in question,
see [14, theorem 1.7].

The techniques of this paper, which are quite different from that of [14], can
recapture the result (1.12), as well as improve it to the stronger Minkowski version.

1.3 Main Results
Now we briefly describe our main new results.
Main Result for Critical and Singular Sets: In this paper we have developed a

new method for controlling the critical and singular sets, distinct from the tech-
niques of either [3] or [12]. Before discussing the methods, let us state our main
results.

Theorem 1.1. Let u : B1(0) → R solve (1.1) with Lipschitz coefficients satisfying
(1.2). There exists r0 = r0(n, λ) > 0 and C = C(n, λ) such that if Λ ≡ Nu(0, 2s)
with s ≤ r0, then the following Minkowski estimates hold:

Vol(Br(CS(u)) ∩ Bs(0)) ≤ Vol(Br(CSr(u)) ∩ Bs(0)) ≤ CΛ2
(r/s)2 .(1.13)

Remark 1.2. As a corollary, we obtain the Hausdorff measure estimate

Hn−2(CS(u) ∩ Bs(0)) ≤ CΛ2
sn−2 .(1.14)

Note that this estimate is weaker than (1.13) in two ways. First of all, uniform
volume estimates on Br(CS(u)) are stronger than Hausdorff estimates. As a guiding
example, consider the set R of rational points inRn. Although this set has Hausdorff
dimension 0, Br(R) covers the whole Rn.

Moreover, as explained above, (1.13) gives estimates not just on the critical set,
but on the set CSr(u) defined in (1.4). This set contains not just the critical points
of u, but also the points where ∇u(x) is small relative to u in a neighborhood of x.
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Remark 1.3. Since this statement is scale invariant, we will assume for convenience
that r0 ≥ 1. This can be obtained using a suitable blow-up of the domain of the
function u, or, equivalently, by assuming λ to be small enough.

Before continuing let us make some remarks about Theorem 1.1. Even under
the assumption of analytic coefficients the Hausdorff measure estimate of (1.14)
is the first which gives an effective bound for the n − 2 Hausdorff measure of the
critical and singular sets, while of course the Minkowski estimate of (1.13) is in
fact significantly stronger. As was previously discussed, under the assumption of
Lipschitz coefficients the Hausdorff estimate (1.14) is the first to give that the n−2-
Hausdorff measure is even finite. In fact, the techniques even show that the critical
and singular sets are finitely rectifiable. That is, away from a set of n − 2-measure
zero we have that CS(u) is the finite union of bi-Lipschitz images of subsets of
Rn−2. On a manifold the constant C should also depend on the sectional curvature
bound of the manifold.

Main Results for Nodal Sets: By a simple adaptation of the arguments used for
critical sets, we are able to also give estimates on the nodal set of solutions u to
(1.1). In this case our effective Hausdorff estimates match those that are currently in
the literature, however we do prove the significantly stronger Minkowski versions
as well, which is quite new. To state the results let us recall the definition of the
nodal and effective nodal sets given by

Z(u) ≡ {x ∈ B1/2(0) : u(x) = 0} ,

Zr(u) ≡
{

x ∈ B1/2(0) : inf
Br(x)
|u|2(x) < ε(n)

?
∂B2r(x)

|u|2
}
.(1.15)

As with the effective critical and singular sets, the effective nodal set represents the
set of points where u has a definite size on a ball of definite size. It is again the
frequency which plays a key role in controlling the nodal set, though in this case it
is the singular frequency Nu

S
.

Our main estimate for nodal sets is the following:

Theorem 1.4. Let u : B1(0) → R solve (1.1) with the coefficients satisfying (1.2).
There exists r0 = r0(n, λ) > 0 and C = C(n, λ) such that if Λ ≡ Nu(0, 2s) for some
s ≤ r0, then the following Minkowski estimates hold:

Vol(Br(Z(u)) ∩ Bs(0)) ≤ Vol(Br(Zr(u)) ∩ Bs(0)) ≤ (C(n, λ)Λ)Λ r/s .(1.16)

Remark 1.5. As for critical sets (see Remark 1.2), this estimate immediately yields
the Hausdorff measure bound

Hn−1(Z(u) ∩ Bs(0)) ≤ (C(n, λ)Λ)Λsn−1 .(1.17)

Applications to Eigenvalue Equation on Manifolds: Let us now assume we are
working on a compact Riemannian manifold (Mn, g) with at least Lipschitz metric
g. In this context we are most interested in studying the Laplace-Beltrami operator
∆u ≡ div∇u, though the results hold equally well for other second order operators.
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It is well understood that the eigenvalues 0 = λ0 < λ1 ≤ λ2 ≤ · · · of −∆ are discrete
with λ j → ∞. As an application of Theorems 1.1 and 1.4, as well as the doubling
estimate of [4] we have the following:

Theorem 1.6. For a compact Lipschitz Riemannian manifold (Mn, g) there exists
a constant C(g) such that if u solves the eigenfunction equation −∆u = λu, then we
have the Minkowski estimates

Vol(Br(S(u))) ≤ Vol(Br(Sr(u))) ≤ Cλ r2 ,

Vol(Br(Z(u))) ≤ Vol(Br(Zr(u))) ≤ λC
√
λ r .(1.18)

In particular, we have the much weaker estimate on the Hausdorff measure

Hn−2(S(u)) ≤ Cλ ,

Hn−1(Z(u)) ≤ λC
√
λ .(1.19)

2 Preliminaries and Outline of Proof

In this section we concentrate on introducing the correct terminology for the
paper, as well as giving an outline for the proof of the mains Theorems. To keep
the arguments as non convoluted as possible we will concentrate on proving The-
orem 1.1 in the context where (1.1) is critical, as the other results are completely
analogous.

The main new ingredient to the proof of Theorem 1.1 is a new covering argu-
ment, which itself relies on a new effective tangent map uniqueness statement. In
section 2.2 we review the notion of a blow up and discuss the new results in this
paper related to them. In section 2.3 we discuss the notion of the critical radius. In
section 2.4 we outline the proof of Theorem 1.1, and in particular the new covering
argument.

2.1 Generalized Frequency
For solutions of (1.1) it is more natural and convenient on small scales to work

with a generalization of the frequency function (1.5) which takes into account bet-
ter the coefficients of the equation. Among other things this allows one to preserve
the essential property of monotonicity for the frequency. Such a generalized fre-
quency was first introduced in [5, 6, 12], and further expanded in [3]. We will
follow the mild extensions given in [3], which are discussed in Section 4.1. For
now, we simply wish to remark that the frequency N in the next subsections will
refer to the generalized frequency.

2.2 Tangent Maps and Blow Ups
In this subsection we define the notion of a blow up and discuss both new and

old results related to it. To discuss this with precision, let us define for x ∈ B1(0)
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the linear transformation

Qx(y) = qi j(x) yie j ,(2.1)

where qi j(x) is the square root of the matrix ai j(x). For instance if we consider
just the Laplacian then Q ≡ I is just the identity map. It is evident that Qx is a bi-
Lipschitz equivalence from Rn to itself with Lipschitz constant ≤ (1 + λ)1/2. Thus
if u solves (1.1) with x ∈ B1/2(0) and r < 1

2(1+λ)1/2 , then we can define the blow up
by

Definition 2.1 (Tangent map for u). (1) For x ∈ B1/2(0) and r < 1
2(1+λ)1/2 we

define T u
x,r : Br−1(0)→ R by

T u
x,r(y) =

u(x + rQx(y)) − u(x)(>
∂B1(0) |u(x + rQx(y)) − u(x)|2

)1/2 .(2.2)

(2) For x ∈ B1(0) we define

T u
x (y) = lim

r→0
T u

x,r(y) .(2.3)

By unique continuation and the maximum principle, T u
x,r is defined for all pos-

itive r sufficiently small. The existence of the limit is a different matter. If the
coefficients of the equation are smooth, its existence is an easy consequence of
Taylor’s theorem and the unique continuation principle. In this case, the limit is
unique and, up to rescaling, T u

x is just the leading order polynomial of the Taylor
expansion of u − u(x) at x. In the general case, the existence of the limit has been
proved in [8] and is a deeply important property of solutions to (1.1). It is worth
underlying that not only the limit in (2.3) exists pointwise in y, but [8] proves a
definite rate of convergence in r related to the frequency N.

Using a simple change of variables, it is easy to see that the function T satisfies
an elliptic PDE of the form:

L̃(u) = ∂i
(
ãi j∂ jT

)
+ b̃i∂iT + c̃T = 0 ,(2.4)

with ãi j(0) = δi j. Moreover, the conditions (1.2) imply similar estimates for the
coefficients ãi j, b̃i:

(1 + λr)−1δi j ≤ ãi j ≤ (1 + λr)δi j, Lip(ãi j) ≤ λr ,
∣∣∣b̃i

∣∣∣ , |c̃| ≤ λr .(2.5)

An important property of the blow ups is that they are controlled by the fre-
quency. We say the frequency at x is δ-pinched on the scales [r2, r1] if |N(x, r2) −
N(x, r1)| < δ. It is known, see [3] for instance, that for every ε > 0 there is a δ > 0
such that if the frequency is δ-pinched at r, then T u

x,r is ε close to some homo-
geneous harmonic polynomial Pd. The primary weakness of this result from [3],
besides its lack of effectiveness, is that if the frequency is δ-pinched over a poten-
tially large number of scales [r2, r1], then the homogeneous harmonic polynomial
P(r)

d which T u
x,r is close to might conceivably depend on r.
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In this paper, using arguments which extends both those of [3] and the tangent
map uniqueness result of [8], we prove a result which strengthens both of these into
a more quantitative statement. Namely, we see that for every ε > 0 there is a δ > 0,
which is in fact given explicitly and sharply, such that if the frequency is δ pinched
on scales [r2, r1] with 0 ≤ r2 < r1/(cΛ), then there exists a unique homogeneous
harmonic polynomial Pd such that Tx,r is ε-close to Pd for all r ∈ [r2, r1]. See
Theorem 3.19 for the harmonic case and Theorem 4.14 for the general case. Both
the uniqueness and the sharp bounds of the constants play an important role in
Theorem 1.1.

2.3 The Critical Radius
Let us begin with the following definition of the critical radius:

Definition 2.2. Given x ∈ B1/2(0) we define

rc(x) ≡ rx = sup
{

0 ≤ s ≤ r0 : N(x, s) <
3
2

}
,(2.6)

where r0(n, λ) > 0 is a small constant chosen from Lemma 2.3.

Let us quickly remark on the following, which is easy to prove, see for instance
[3] and Lemma 4.15:

Lemma 2.3. There exists C(n, λ) > 0 and r0(n, λ) > 0 such that if rx < C−1r
with r ≤ r0, then infBr(x) |∇u|2 > n

4r2

>
∂B2r(x) |u − u(x)|2. In particular, we have the

inclusion

Cr(u) ⊆ {x ∈ B1/2(0) : rx ≤ C−1r} .(2.7)

The above Lemma allows us in the proof of Theorem 1.1 to prove a volume
estimate on the set {rx < r}, which will be more natural in the context of the
frequency.

Let us now generalize the above definition in (2.6), as it will play an important
role in our covering argument. For d ∈ N a fixed integer let us define the following
d-critical radius:

Definition 2.4. Given x ∈ B1(0) in its domain, we define the d-critical radius

rd
x = sup {0 ≤ s ≤ r0 : ∀y ∈ Bs(x) we have that N(y, s) < d + ε0} .(2.8)

Remark 2.5. Though not supremely important at this stage, the constant ε0(n, λ) >
0 is chosen from Corollary 4.18 by setting τ = 10−6, and the radius r0(n, λ, d) is
chosen from Theorem 4.14. Note that, as d → ∞, r0(n, λ, d)→ 0.

For the sake of the outline all that is important is that the constants τ, ε0, r0 in the
above definition are chosen small enough in such a way that one has the effective
cone splitting of Corollary 4.18.
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2.4 Outline of Proof
The proof comes by working inductively on d-critical balls. In this short sub-

section we will try to outline the general idea of the construction without worrying
about precision or technical details.

Let u be a solution of (1.1) such that the frequency is bounded by Λ as in the
statement of Theorem 1.1. Using the results of Sections 3 and 4 it is not hard to
see that there exists a constant C(n, λ) and an integer d ≤ CΛ such that for each
x ∈ B1/2(0) we have the d-critical radius bound rd

x ≥ r0, where r0 ≥ ε(n, λ)−d. We
can cover B1/2(0) by at most CΛ such balls, thus there is no harm in estimating
each such ball individually and adding up the error. Note that on each such ball
that after rescaling rx → 1 and translating x → 0 we can assume we are working
on a ball B1(0) such that rd

0 ≥ 1.
Now let us fix r > 0 and assume B1(0) is such that rd

0 ≥ 1 as above. The rough
goal is to find a collection of balls {Bri(xi)} ⊆ B1(0) with the following properties:

(1) For each i either ri = r or ri = rd−1
xi

.
(2) If x < ∪Bri(xi), then rx < r, which is to say x < Cr(u).
(3) We have the estimate

∑
rn−2

i < C(n, λ)d.

Ignoring the construction of the balls Bri(xi) for a moment, let us remark that we
are done if we can always find such a collection. Indeed, in this case we can
then consider each ball Bri(xi) independently. If ri = r we leave the ball alone,
otherwise by rescaling ri → 1 and translating xi → 0 we now have a ball B1(0)
such that rd−1

0 ≥ 1, and hence we can find a d − 1-covering as above for the new
ball. In particular, this means we can cover Bri(xi) by a collection of balls Bri j(xi j)
which satisfy the above conditions for d − 2. Summing over all i and j gives us a
collection of balls {Bri j(xi j)} ⊆ B1(0) of our original ball which satisfy (1) and (2)
above and for which ∑

rn−2
i j ≤ C(n, λ)d ·C(n, λ)d−1 .(2.9)

Continuing this d times we arrive at a collection of balls Br(y j) which satisfy (2)
and for which

∑
rn−2 ≤ C

1
2 d(d−1) ≤ CΛ2

, which finishes the proof.
Hence, we are left with understanding the construction of the balls {Bri(xi)} ⊆

B1(0) satisfying (1),(2),(3) above under the assumption that rd
0 ≥ 1. Roughly, the

construction proceeds as follows. For every x ∈ B1(0) let us define

r′x ≡ max{r, rd−1
x } ,(2.10)

where rd−1
x is the (d − 1)-critical radius of Section 2.3. Let us separate B1(0) into

subsets S 1, S 2 which are defined by

S 1 ≡ {x ∈ B1(0) : @ y ∈ B10r′x(x) s.t. r′y < 10−2r′x}
S 2 ≡ B1 \ S 1 .(2.11)

We can interpret S 1 as the set of points with locally minimizing d− 1-critical radii.
We let {Bri(xi)} be a Vitali subcovering of the collection {Br′x(x)}x∈S 1 . Clearly the
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collection satisfies (1), and hence we need to show this collection of balls satisfies
(2),(3).

Now standard arguments as in [3, theorem 2.8] give us, roughly, that for every xi

and s ∈ [ri, 1] that there exists a homogeneous harmonic polynomial P(s)
i of degree

d such that T u
x,s is close to P(s)

i . A key point is that the new effective argument
discussed in Section 2.2 will allow us to take P(s)

i ≡ Pd to be independent of both
i and s. For the sake of the outline let us make the assumption that Pd is n − 2
symmetric, which is to say that Pd depends on only two variables. Up to some
technical details this will turn out to be the important case, in that one can always
handle the other cases by even simpler methods. So in this case there is an n − 2-
plane V ⊆ Rn such that if x < V , then Pd is not critical at x.

There are two steps needed to complete the proof. First, if x ∈ S 2, then by
assumption there exists a point xi centering a ball in our covering which is not too
far from x relative to r′x. In particular, since u is close to Pd centered at xi this
is roughly equivalent to the statement that d(x,V) > r′x ≥ r. We have already
mentioned that Pd is therefore not critical at x, and with a little work, since u is
close to Pd, one can use this to show u is not critical at x. More effectively, we
even have that rx ≥ r, which proves (2) for the covering. Making this precise will
turn out to require an effective cone-splitting argument (see Sections 3.4 and 4.4).

Finally, let us consider the projection map PV : Rn → V . Since u is close
to Pd in all balls Bs(xi) with s ∈ [ri, 1], one can use this to prove the projection
map, when restricted to the centers of the balls {xi}, is (1 + ε)-bi-Lipschitz. Slightly
more precisely, if xi, x j ∈ {xk} are two centers in the covering, then we know that
the blow up of u centered at xi at the radius di j ≡ d(xi, x j) looks close to Pd. In
particular, since both xi and x j are ’good’ points relative to the frequency pinching,
by construction, we have that xi and x j must be close to the plane V relative to di j.
Making this precise is exactly the statement that PV restricted to {xi} is (1 + ε)-
bi-Lipschitz. In particular, the Vitali covering Bri(xi) induces a Vitali covering
{Bri/2(PV (xi))} of the n − 2-ball B1 ∩ V . Thus we get from this the estimate (3).
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3 Harmonic functions

In this Section, we concentrate on harmonic functions in Rn, and will first prove
Theorem 1.1 in this simplified case. This will allow us to illustrate the main ideas
of the proof without the confusion of the added technical complications needed for
the general case. More than that, many of the tools we will need for general solu-
tions of (1.1) will follow by appropriate approximation arguments with harmonic
functions, and thus many of the results of this Section are directly relevant.

We start in section 3.1 by recalling some basic properties of homogeneous har-
monic polynomials, hhP’s in short. For a more complete overview on the subject,
we refer the reader to [2]. In section 3.2 and 3.3 we discuss the frequency function
and its relation to homogeneous harmonic polynomials. Although much of this is
known, the estimates of these sections are much more refined than those previously
in the literature, and we will need these results. In particular in Theorem 3.19 we
will prove an effective tangent cone uniqueness statement, which will play an im-
portant role in our estimates. In section 3.4 we revisit the idea of cone splitting,
introduced in this context first in [3]. The results of [3] are based on contradiction
arguments, and we again prove much more refined estimates. Sections 3.5 and 3.6
discuss the relationship of critical points to the symmetry of a harmonic function.
Finally in section 3.7 we prove Theorem 1.1 for harmonic functions.

3.1 Homogeneous harmonic polynomials
Let D ⊂ Rn be any domain, and denote for convenience H(D) the space of

harmonic functions u : D → R, u ∈ W1,2(D). Most of the times, we will consider
B1(0) as our domain, thus we define for simplicity B = B1(0) ⊂ Rn. We recall that
a polynomial P is said to be homogeneous of degree d if P(λx) = λdP(x) for all
λ ∈ R and x ∈ Rn, or equivalently if P is the sum of monomials with the same
degree d.

Definition 3.1. Set Pd to be the vector space of homogeneous harmonic polyno-
mial of degree d defined on Rn. For d ≥ 2 and n ≥ 3, its dimension is given
by

dim(Pd) =

(
n + d − 1

n − 1

)
−

(
n + d − 3

n − 1

)
≤ C(n)dn−2 .(3.1)

By the standard theory of spherical harmonics (see for example [2, chapter 5]),
one can characterize any such hhP by its restriction to the unit sphere ∂B1(0) and
one finds that

L2(∂B1(0)) =

∞⊕
d=0

Pd ,(3.2)

where L2(∂B1(0)) is the real Hilbert space generated by the scalar product

〈 f |g〉 =

?
∂B1(0)

f g .(3.3)
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The space H(B1(0)) inherits the Hilbert structure of L2(∂B1(0)). Indeed, this prod-
uct is well defined for all functions in W1,2(B1(0)), however only gives a Hilbert
space structure on the harmonic functions as ‖u‖ = 0 ⇒ u = 0 is true only on
harmonic functions.

Thus, we can write

u(y) =

∞∑
d=0

adPd(y) ,(3.4)

where each Pd is a hhP of degree d normalized with ‖Pd‖ = 1, and ad = 〈u|Pd〉.
This expansion of course will depend on the base point chosen for the expansion.
When needed, we will make this dependence explicit by writing

u(y + x) =

∞∑
d=0

ad(x)Pd,x(y) .(3.5)

It is clear that if P is a hhP of degree d, then ∂iP is either zero or a hhP of degree
d−1. An important relation between the norm of a hhP and the norm of its gradient
is given by the following lemma.

Lemma 3.2. [2, lemma 5.13] Let P, Q : Rn → R be two homogeneous harmonic
polynomials of degree d. Then

〈P|Q〉 =
1

d(2d + n − 2)
〈∇P|∇Q〉 =

1
d(2d + n − 2)

n∑
i=1

〈∂iP|∂iQ〉 .(3.6)

Moreover, it is possible to prove a simple bound on the sup norm on ∂B1(0) of
a hhP P given its degree and its L2(∂B1(0)) norm.

Lemma 3.3. Given a Pd ∈ Pd, we have the sharp upper bound

‖Pd‖C0(B1(0)) ≤
√

dim(Hd)
(?

∂B1(0)
P2

d

)1/2

≤ C(n)d
n
2−1

(?
∂B1(0)

P2
d

)1/2

.(3.7)

Two Variables

A special case which deserves to be studied on its own is the case of hhP’s
defined in R2. The following is a standard but useful point:

Proposition 3.4. Let n = 2, then Hd,2 is a 2 dimensional space for every d ≥ 2,
and an orthonormal basis for this space is given by

Pd(r, θ) = 2rd sin (dθ) , Cd(r, θ) = 2rd cos (dθ) = Pd(r, θ + π/(2d)) .(3.8)
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Moreover, by direct computation one has

∂xPd(r, θ) = 2drd−1 sin((d − 1)θ) , ∂yPd(r, θ) = 2drd−1 cos((d − 1)θ) ,(3.9)

|∇Pd(r, θ)| = |∇Cd(r, θ)| = 2drd−1 ,(3.10)

∂k

∂xk Pd(r, θ)|(0,0) = 2
(
d
k

)
k!rd−k sin((d − k)θ) =

(
d
k

)
k!Pd−k(r, θ) ,(3.11)

Pd((t, 0) + (r, θ)) = Pd(r, θ) +

d∑
k=1

(
d
k

)
tkPd−k(r, θ) .(3.12)

Cone Splitting

By simple algebra, it is easy to see that the set of points wrt which P is homo-
geneous forms a vector subspace of Rn. Indeed, let P be homogeneous wrt 0 and
wrt x , 0, and pick any y ∈ Rn. By Euler’s formula

d · P(y) = ∇P|y · y = ∇P|y · (y − x) =⇒ ∇P|y · x = 0 ,(3.13)

and thus the partial derivative of P in the x direction vanishes at every point, making
P invariant wrt the subspace spanned by x. In other words, if P is a harmonic
polynomial of degree d ≥ 1, the set

V ≡
{
v ∈ Rn s.t. ∇P · v = 0

}
(3.14)

is a vector subspace of Rn, and it is the invariant subspace of P in the sense that
P(x + v) = P(x) for all x ∈ Rn and v ∈ V .

In the next proposition, we prove an extremely important (and simple) relation
between the degree of P and the dimension of V .

Proposition 3.5. Let P be a nonconstant homogeneous harmonic polynomial. Then
P is of degree 1 if and only if V has dimension n − 1.

Proof. The direct implication is evident. As for the reverse, if V has dimension
n − 1, then P is a nonconstant homogeneous harmonic function of one variable,
and thus it is linear. �

Space of invariant polynomials

Definition 3.6. Given x ∈ Rn \ {0}, we set Pd(�x) to be the subspace of Pd of
polynomials invariant with respect to the coordinate x. It is clear that this subspace
has a uniquely defined orthogonal complement such that

Pd = Pd(�x) ⊕ Pd(�x)⊥ ,(3.15)

where the direct sum is in the sense of L2(∂B).

In the next proposition, we characterize the elements of Pd(�x1)⊥.
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Proposition 3.7. The linear function K : Pd−1 → Pd defined by

K[p] ≡ x1 p −
1

2d + n − 4
|x|2 ∂1 p ≡ x1 p + cd,n |x|2 ∂1 p(3.16)

provides a vector space isomorphism between Pd−1 and Pd(�x1). Moreover

‖K[p]‖ ≤ ‖x1 p‖L2(∂B1(0) ≤ ‖p‖ .(3.17)

Remark 3.8. Note that K is, up to multiplicative constants, the Kelvin transform
defined in [2].

Proof. Let p ∈ Pd−1, and let q ∈ Pd(�x1). We will prove that 〈K[p]|q〉 = 0 by
induction on d.

It is clear that the statement is true for d = 1. By Lemma 3.2 we have

d(2d + n − 2) 〈K[p]|q〉 =

n∑
i=2

〈
∂i

(
x1 p + c |x|2 ∂1 p

)∣∣∣∣∂iq
〉

=(3.18)

n∑
i=2

〈
x1∂i p + 2cxi∂1 p + c |x|2 ∂1∂i p

∣∣∣∂iq
〉

=(3.19)

n∑
i=2

〈
x1∂i p + cd−1,n |x|2 ∂1∂i p

∣∣∣∂iq
〉

+

n∑
i=2

〈(
cd,n − cd−1,n

)
|x|2 ∂1∂i p

∣∣∣∂iq
〉

+ 2c
n∑

i=2

〈∂1 p|xi∂iq〉 =

(3.20)

n∑
i=2

〈
x1∂i p + cd−1,n |x|2 ∂1∂i p

∣∣∣∂iq
〉

+
(
cd,n − cd−1,n

) n∑
i=2

〈∂1∂i p|∂iq〉 + 2cd
n∑

i=2

〈∂1 p|q〉 .

(3.21)

The first sum is null by induction, while the second and third sum are null since
they are scalar products of spherical harmonics (hhP’s) of different degrees. Hence
we see that K maps Pd−1 into Pd(�x1).

Note now that K[·] in injective. Indeed, let p ∈ Pd−1 be such that K[p] = 0.
Then necessarily ∂1 p must be divisible by x1, and thus p is a harmonic polynomial
proportional to |x|2, which is necessarily zero by [2, corollary 5.3].

Surjectivity is easily proved by a dimension argument. Indeed

dim (Pd) = dim (Pd(�x1)) + dim (Pd−1) .(3.22)

Finally, since K[p] and ∂1 p are hhP’s of different degrees,〈
K[p]

∣∣∣cd,n |x|2 ∂1 p
〉

= cd,n 〈K[p]|∂1 p〉 = 0 .(3.23)

This immediately implies the estimate on ‖K[p]‖. �

This characterization allows us to prove the following important property.

Proposition 3.9. Let h ∈ Pd(�x1)⊥, then

‖h‖ ≤ ‖∂1h‖ .(3.24)
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Proof. If d = 1, the proposition is easily proved by direct computation.
If d ≥ 2, we write

h = x1 p + cd,n |x|2 ∂1 p ,(3.25)

∂1h = p + (2cd,n + 1)x1∂1 p + cd,n |x|2 ∂2
12 p .(3.26)

Note that for every d, n ≥ 2, 2cd,n + 1 ≥ 0. We estimate the norm of ∂1h by

‖∂1h‖2 = ‖p‖2 +
∥∥∥(2cd,n + 1)x1∂1 p + cd,n |x|2 ∂2

12 p
∥∥∥2

+ 2
〈
p
∣∣∣(2cd,n + 1)x1∂1 p+

(3.27)

+cd,n |x|2 ∂2
12 p

〉
≥(3.28)

≥ ‖p‖2 + 2
〈
p
∣∣∣(2cd,n + 1)x1∂1 p + cd,n |x|2 ∂2

12 p
〉

= ‖p‖2 + 2(2cd,n + 1) 〈p|x1∂1 p〉 .
(3.29)

The last scalar product is nonnegative, as will be shown in the next Lemma (3.10).
This and equation (3.17) conclude the proof. �

Lemma 3.10. Let p ∈ Hn,d, then

〈p|x1∂1 p〉L2(∂B1(0) =
1

2d + n − 2
‖∂1 p‖2 .(3.30)

Proof. We prove this proposition by induction on d. For d = 1, the proposition is
easily proved. Indeed, p =

∑
i pixi and by direct computation

〈p|x1∂1 p〉 =
∑

i

p1 pi

?
∂B1(0)

x1xi = p2
1

?
∂B1(0)

x2
1 =

1
n
‖∂1 p‖2 .(3.31)

Suppose by induction that the statement is true for d − 1, and let p ∈ Hn,d. Note
that the function x1∂1 p is not harmonic, and its projection Pd is

x1∂1 p + cd,n |x|2 ∂2
12 p .(3.32)

Since p and ∂2
12 p are spherical harmonics of different degrees,〈

p
∣∣∣cd,n |x|2 ∂2

12 p
〉

= 0 .(3.33)

Thus, by Lemma 3.2, we can write

〈p|x1∂1 p〉 =
〈
p
∣∣∣x1∂1 p + cd,n |x|2 ∂2

12 p
〉

=
1

d(2d + n − 2)

〈
∇p

∣∣∣∣∇ (
x1∂1 p + cd,n |x|2 ∂2

12 p
)〉
.

(3.34)

On the right hand side we have〈
∇p

∣∣∣∣∇ (
x1∂1 p + cd,n |x|2 ∂2

12 p
)〉

=(3.35)

‖∂1 p‖2 + 〈∇p|x1∂1∇p〉 + 2cd,n
〈
x · ∇p

∣∣∣∂2
12 p

〉
+ cd,n

〈
∇p

∣∣∣|x|2 ∇∂2
12 p

〉
.(3.36)
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The last two scalar products are null by the orthogonality of spherical harmonics
of different degree. Induction and Lemma 3.2 allow us to conclude

〈∇p|x1∂1∇p〉 = (d − 1)
2d + n − 4
2d + n − 4

= (d − 1) ‖∂1 p‖2 .(3.37)

�

We close this section with a consideration about invariant polynomials and their
norm. Let P : Rn → R be a hhP of degree d, and suppose that P is x1 invariant.
Then P naturally induces a hhP P̂ : Rn−1 → R. The following proposition gives
the relation between the L2 norms of P and P̂.

Lemma 3.11. Let P̂ : Rn−1 → R be a hhP of degree d, and denote by P : Rn → R
the polynomial P(x1, y) ≡ P̂(y). Then∥∥∥P̂

∥∥∥2
=

?
∂B1(0)⊂Rn−1

∣∣∣P̂∣∣∣2 = ‖P‖2
d∏

k=1

n + 2k − 2
n + 2k − 3

≤ ‖P‖2n e2

√
1 +

2d − 2
n − 1

.(3.38)

Proof. This lemma can be proved by direct computation, or as a corollary of [2,
Theorem 5.14]. As for the last estimate, it is easy to see that

ln

 d∏
k=1

n + 2k − 2
n + 2k − 3

 ≤ ln
(
1 +

1
n − 1

)
+

d∑
k=2

1
2k + n − 3

≤ ln (2) +
1
2

ln
(
1 +

2d − 2
n − 1

)
.

(3.39)

�

3.2 Almgren’s frequency and homogeneous harmonic polynomials
In this subsection we recall the classic frequency function and some basic re-

sults about it. Because we will focus on the critical set and not the singular set in
our proofs, we will focus on the normalized frequency function:

Definition 3.12. Given a nonconstant u ∈ H(B1(0)), x ∈ B1(0) and r ≤ 1 − |x|,
Almgren’s frequency is defined by

Nu
S(x, r) =

r
∫

Br(x) |∇u|2 dV∫
∂Br(x) |u|

2 dS
.

This function is suitable for studying nodal and singular sets of harmonic functions.
If we want to focus on the whole critical set of u, instead of just the singular set of
u, a normalized frequency is better suited for this job. For this reason, we set as in
[11]

Nu
C(x, r) = N(x, r) =

r
∫

Br(x) |∇u|2 dV∫
∂Br(x) |u − u(x)|2 dS

.(3.40)
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Note that N is invariant under blow-up, rescaling, and adding a constant. In
particular, if we define

T u
x,r(y) = Tx,r(y) =

u(x + ry) − u(x)(>
∂B |u(x + ry) − u(x)|2

)1/2 ,(3.41)

then Nu
C
(x, rs) = NT

C
(0, s). The monotonicity of N wrt r is standard in literature

(see for example [12]). Moreover, its proof is a simple matter of calculus.

Proposition 3.13. For every u ∈ H(B) and x ∈ B, N(x, r) is monotone non de-
creasing wrt r. Moreover, if for some 0 < r < s, N(x, r) = N(x, s), then u is a
harmonic polynomial homogeneous wrt x, and N(x, t) is constant in t and equal to
the degree of the polynomial u.

Since N is monotone, one can define N(x, 0) = limr→0 N(x, r) for all x ∈ B. As
it is easily seen, N(x, 0) is the vanishing order of the function u − u(x) at the point
x. In particular

1 ≤ N(x, 0) = d ⇐⇒ ∀1 ≤ k < d , ∇(k)u|x = 0 and ∇(d)u|x , 0 .(3.42)

Polynomials and Frequency
Let P be a harmonic polynomial of degree d ≥ 1. Since N is invariant under

blow-up and rescaling, it is easy to see that N(x, r) ≤ d for all x and r. Indeed, con-
sider the function Px,r(y) =

P(x+ry)(>
∂B1(0) P(x+ry)2

)1/2 . As r → ∞, this function converges in

the smooth sense to the normalized homogeneous component of P with the highest
degree, and thus, limr→∞ N(x, r) = d for all x. As an easy corollary of the previous
proposition, we get that P is homogeneous wrt x if and only if N(x, 0) = d.

Sometimes it is convenient to exploit the polynomial expansion of u given in
(3.4) to express its frequency (see for example [12, p 23]). Given that we can
re-write

∫
Br(0)
|∇u|2 =

∫
∂Br(0)

u∇nu =

∞∑
d=0

a2
d

∫
∂Br(0)

Pd∇Pd · (r−1x) =

∞∑
d=0

r−1da2
d

∫
∂Br(0)

P2
d ,

(3.43)

we obtain

N(0, r) =

∑∞
d=0 da2

dr2d∑∞
d=0 a2

dr2d
, N(0, r) =

∑∞
d=1 da2

dr2d∑∞
d=1 a2

dr2d
.(3.44)

Growth estimates
Almgren’s frequency can also be used to get growth estimates on the function

u. Indeed, let

h(x, r) ≡
?
∂Br(x)

u2dx ,(3.45)
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then by direct computation we get

d
dt

ln(h(x, t)) =
2N(x, t)

t
=⇒ h(x, t) = h(x, r) exp

(
−2

∫ r

t

N(s)
s

ds
)
.(3.46)

Uniform control
An important property of the unnormalized frequency is that N(x, r/2) ≤ c(n, r)(N(0, 1)+

1) for |x| ≤ r < 1 (see for example [12, theorem 2.2.8]). Thus, a bound on N(0, 1)
implies an upper bound on the vanishing order of the function for all x ∈ B away
from the boundary. A similar statement with a similar proof holds also for the nor-
malized version. For the sake of completeness, hereafter we sketch a proof of this
result.

Theorem 3.14. Let u be a nonconstant harmonic function. Then for every r, k < 1,
there exists a constant C(n, r, k) such that for all |x| ≤ r

N(x, k(1 − r)) ≤ CN(0, 1) .(3.47)

Proof. We assume for simplicity that u(0) = 0. First of all, we prove that there
exists a radius β(n) > 0 such that for all |x| ≤ β(n),

u(x)2 ≤
1
2

?
∂B1/2(x)

u2 .(3.48)

We exploit the fact that u vanishes with order at least 1 at the origin. Suppose for
convenience that

>
∂B2β(0) u2 = 1. Since N(0, 2β) ≥ 1, we have∫
B2β(0)

u2 ≤

∫ 2β

0
dsωnsn−1

(
s

2β

)2

=
ωn

n + 2
(2β)n .(3.49)

With a similar argument:

∫
B1/2−β(0)

u2 ≥

∫ 1/2−β

2β
dsωnsn−1

(
s

2β

)2

=
ωn

(2β)2(n + 2)

(1
2
− β

)n+2

− (2β)n+2

 .
(3.50)

By geometric considerations, we have

u(x)2 ≤

?
Bβ(x)

u2 =
1

ωnβn

∫
Bβ(x)

u2 ≤
1

ωnβn

∫
B2β(0)

u2 ≤
2n

ωn
α(n)

∫
B1/2−β(0)

u2 ≤

(3.51)

≤
2n

ωn
α(n)

∫
B1/2(x)

u2 = α(n)
?

B1/2(x)
u2 ≤ α(n)

?
∂B1/2(x)

u2 ,(3.52)

where we have set

α(n) ≡
(2β)n+2

(2β)n
[(

1
2 − β

)n+2
− (2β)n+2

] =

(1
2
− β

)n+2

− (2β)n+2

−1

(2β)2 .(3.53)
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It is evident that one can choose β(n) sufficiently small in such a way that α(n) ≤
1/2, which is all we need.

Now we are in a position to prove the theorem with r = β(n) and k generic. The
general case is obtained by repeated applications of this estimate.

For simplicity of notation, we will assume k = 1/2 and let c(n) denote a constant
that depends only on n, that may will change several times throughout the proof.
Given the obvious inclusions

B1/4(0) ⊂ B1/2(x) ⊂ B3/4(x) ⊂ B1(0) ,(3.54)

and the growth estimates

?
∂B1(0)

u2 ≤ 42N(0,1)
?
∂B1/4(0)

u2 =⇒

?
B1(0)

u2 ≤ c(n)42N(0,1)
?

B1/4(0)
u2 ,

(3.55)

one has ?
B3/4(x)

u2 ≤ c(n)42N(0,1)
?

B1/2(x)
u2 .(3.56)

Since
>
∂Br(0) u2 is an increasing function of r (if u is harmonic), we can estimate∫

B3/4(x)
u2 ≥

∫
B3/4(x)\B5/8(x)

u2 ≥ c(n)
?
∂B5/8(x)

u2 ,(3.57) ∫
B1/2(x)

u2 ≤ c(n)
?
∂B1/2(x)

u2 .(3.58)

Thus we obtain that ?
∂B5/8(x)

u2 ≤ c(n)42N(0,1)
?
∂B1/2(x)

u2 .(3.59)

With some easy computations as in [12], this implies NS(x, 1/2) ≤ C(n)(N(0, 1) +

1). In order to obtain a similar estimate for N = NC, consider that

u(x)2 = lim
r→0

?
∂Br(x)

u2 = γ

?
∂B5/8(x)

u2 ,(3.60)

where we set for convenience γ = exp
(
−2

∫ 5/8
0

N(x,s)
s ds

)
. Note that, if u is not

constant, 0 ≤ γ < 1. Using (3.59), we obtain?
∂B5/8(x)

u2 − u(x)2 ≤ c(n)42N(0,1) (1 − γ)
?
∂B1/2(x)

u2 =(3.61)

= c(n)42N(0,1)
(?

∂B1/2(x)
u2 − γ′u(x)2

)
,(3.62)
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where γ′ = exp
(
−2

∫ 5/8
1/2

N(x,s)
s ds

)
, and again 0 < γ′ < 1. Given Equation (3.48),

we can estimate?
∂B5/8(x)

u2 − u(x)2 ≤ 2c(n)42N(0,1)
(?

∂B1/2(x)
u2 − u(x)2

)
,(3.63)

By the growth conditions related to N, we obtain the inequality

(
5
4

)2N(x,1/2)

≤ exp
(
2
∫ 5/8

1/2

N(x, s)
s

ds
)

=

>
∂B5/8(x) u2 − u(x)2>
∂B1/2(x) u2 − u(x)2

≤ 2c(n)42N(0,1) .

(3.64)

By taking logs on both sides, we complete our estimate. Indeed we obtain

N(x, 1/2) ≤ c(n)(N(0, 1) + 1) = c(n)(N(0, 1) + 1) ≤ c(n)N(0, 1) .(3.65)

�

3.3 Frequency pinching for harmonic functions
In the previous section, we have seen that if N is constant, then the function u is

homogeneous. The aim of this section is to prove a quantitative “almost” version of
this statement, with particular care on how the parameters involved depend on the
frequency N(0, 1). The results of this Section may be viewed as a generalization of
the quantitative pinching in [3, theorem 2.8].

Definition 3.15. Given a nonconstant harmonic function u, we say that its fre-
quency is δ-pinched at x on the scales [r2, r1] if

N(x, r1) − N(x, r2) ≤ δ .(3.66)

As we have seen, if δ = 0, u is, up to an additive constant, a homogeneous har-
monic polynomial of degree d and N(x, r) = d for all r. Using a simple compact-
ness argument (see [3, theorem 2.8]), one can prove that if δ is small enough, then
u is close to a homogeneous harmonic polynomial. In particular, for every ε > 0
there exists δ(n,Λ, ε) > 0 such that if (3.66) is satisfied, then for all r ∈ [2r2, r1]
there exists a hhP P(r) of degree d such that∥∥∥T u

x,r − P(r)
∥∥∥ ≤ ε and ,

∣∣∣Nu(x, r) − d
∣∣∣ ≤ ε .(3.67)

By exploiting some improved monotonicity properties of N, we make the pre-
vious argument effective. First of all, we prove that N(r) can be pinched only when
it is close to an integer.

Lemma 3.16. Let mink∈N |N(r) − k| = ε > 0. Then

r
dN
dt

∣∣∣∣∣
t=r
≥ 2ε(1 − ε) .(3.68)

As a corollary, if N(r) ≤ d − ε, then

N
(

ε

1 − ε
r
)
≤ d − 1 + ε .(3.69)
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Proof. By the scale invariance properties of N, we can assume for simplicity r = 1
and h(1) = 1. Let d be the integral part of N(1), i.e., the largest integer ≤ N(1). By
hypothesis, d ≤ N(1) − ε.

Define the following functions.

h+(t) =
∑

k≥d+1

a2
k t2k , h−(t) =

∑
k≤d−1

a2
k t2k ;(3.70)

N+(t) =

∑
k≥d+1 ka2

k t2k

h+(t)
, N−(t) =

∑
k≤d−1 ka2

k t2k

h−(t)
;(3.71)

f+(t) =
h+(t)
t2d+2

(N+(t) − d) , f−(t) =
h−(t)
t2d+2

(d − N−(t)) .(3.72)

Note that f+(t) > 0 for t > 0, with limt→0 f+(t) = 0. As for f−, it is either a strictly
positive function or it is zero. In the first case limt→0 f−(t) = ∞. The derivatives of
f± are easily computed directly. Indeed, we obtain

ḟ+(t) = 2
∑

k≥d+1

(k − d − 1)(k − d)a2
k t2(k−d−1)−1 ≥ 0 ,(3.73)

ḟ−(t) = 2
∑

k≤d−1

(k − d − 1)(d − k)a2
k t2(k−d−1)−1 ≤ 0 .(3.74)

We rewrite the frequency N(t) in the following convenient way.

N(t) =
N−(t)h−(t) + da2

dt2d + N+(t)h+(t)
h(t)

=(3.75)

=
N−(t)h−(t) + d [h(t) − h−(t) − h+(t)] + N+(t)h+(t)

h(t)
=(3.76)

=
h−(t)
h(t)

(N−(t) − d) + d +
h+(t)
h(t)

(N+(t) − d) =

= −
h−(t)
h(t)

(d − N−(t)) + d +
h+(t)
h(t)

(N+(t) − d) .(3.77)

In particular, we obtain the simple formula

N(t) − d =
t2d+2

h(t)
( f+(t) − f−(t)) .(3.78)

By (3.46), we obtain the equality

h(t)
t2d+2 = h(1) exp

(
−2

∫ 1

t

N(s) − d − 1
s

ds
)
.(3.79)

This and the fact that d
dt ( f+(t) − f−(t)) ≥ 0 imply that

0 ≤
d
dt

[
(N(t) − d) exp

(
−2

∫ 1

t

N(s) − d − 1
s

ds
)]

=(3.80)

= exp
(
−2

∫ 1

t

N(s) − d − 1
s

ds
) [

d
dt

N(t) + 2(N(t) − d)
N(t) − d − 1

t

]
.
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As a consequence we obtain

d
dt

N(t) ≥ 2(N(t) − d)
d + 1 − N(t)

t
.(3.81)

As long as N(t) ∈ (d, d + 1), the rhs is positive. Define for convenience ρ(t) = ln(t),
and t = eρ. We have

d
dρ

N ≥ 2(N(ρ) − d) (d + 1 − N(ρ)) .(3.82)

Let N̂(ρ) be the solution of the corresponding differential equality, i.e.,

N̂(ρ) = d +
1

ce−2ρ + 1
,(3.83)

where c > 0 is chosen in such a way that N̂(0) ≥ N(ρ = 0). Since N(ρ = 0) ≤
d + 1 − ε, we can pick

c =
ε

1 − ε
.(3.84)

A standard comparison for ODE implies that N(ρ) ≤ N̂(ρ) for all ρ ≤ 0. Thus if ρ̄
satisfies

1
ce−2ρ̄ + 1

≤ ε =⇒ ρ̄ ≤ log
(

ε

1 − ε

)
,(3.85)

then N(ρ̄) ≤ d + ε. This concludes the proof. �

As a corollary of the proof, we obtain the following

Corollary 3.17. Let dist (N(r),N) = 2ε > 0. Then N(r) − N(r/e) ≥ ε.

Proof. Note that by definition 0 < ε < 1/2. By (3.82), as long as dist (N(ρ),N) ≥ ε
we have the lower bound

d
dρ

N ≥ 2ε .(3.86)

This and the monotonicity of N immediately imply the thesis. �

Using a similar technique, we can prove that either u is close in the L2 sense to
a homogeneous harmonic polynomial P at a certain scale, or the frequency drops
by a definite amount after some definite number of scales.

Lemma 3.18. Given a harmonic function u : Br(0) → R, for every ε > 0 one of
these two things can happen

(1) either there exists d such that a2
dr2d ≥ (1 − 6ε) h(r);

(2) or N(0, r) − N(0, r/e) ≥ ε.
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Proof. Suppose without loss of generality that r = 1 and h(1) = 1. Fix an index
d, and define h± and N± as in (3.70), (3.71). By analogy with the usual frequency,
both N± are monotone nondecreasing functions. Moreover, it is easily seen that

N+(t) − d ≥ 1 d − N−(t) ≥ 1 .(3.87)

Simple considerations on the definitions of h and h± imply that

(1) if h+ is not identically zero, h+(t)
h(t) is increasing with respect to t, and, if h−

is not identically zero, it has limit 0 for t → 0,
(2) if h− is not identically zero, h−(t)

h(t) is decreasing with respect to t, and it has
limit 1 for t → 0.

By (3.75) we have

N(t) = −
h−(t)
h(t)

(d − N−(t)) + d +
h+(t)
h(t)

(N+(t) − d) .(3.88)

If a2
k ≤ 1 − 6ε for all k, then there exists an index d such that either h+(1) ∈

[3ε, 1/2] or h−(1) ∈ [3ε, 1/2]. Suppose that the first case is true, with a similar
argument one can deal also with the second case.

By monotonicity of N−, positivity of d−N−(t) and since h−(t)/h(t) is a decreas-
ing function of t, we have for t ≤ 1

−
h−(1)
h(1)

(d − N−(1)) +
h−(t)
h(t)

(d − N−(t)) ≥ 0 .(3.89)

Thus

N(1) − N(t) ≥
h+(1)
h(1)

(N+(1) − d) −
h+(t)
h(t)

(N+(t) − d) .(3.90)

Note that for all t ≤ 1:

1 ≤ N+(t) − d ≤ N+(1) − d ,(3.91)

h+(t)
h(t)

=
t−2dh+(t)

t−2dh−(t) + a2
d + t−2dh+(t)

≤
t2h+(1)

t−2dh−(t) + a2
d

≤
t2h+(1)

t−2h−(1) + a2
d

≤ 2t2h+(1) ,

(3.92)

where the last inequality follows from the assumptions h(1) = 1 and h+(1) ≤ 1/2.
Thus we obtain:

N(1) − N(t) ≥ h+(1)
[
(N+(1) − d) − 2t2(N+(t) − d)

]
≥(3.93)

≥ 3ε(N+(t) − d)(1 − 2t2) ≥ 3ε(1 − 2t2) .(3.94)

If we choose t = e−1, we obtain

N(1) − N(1/e) > 2ε .(3.95)
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In case h−(1) ∈ [3ε, 1/2], a similar computation holds. Indeed, by monotonicity
of N+, positivity of N+(t)− d and since h+(t)/h(t) is an increasing function of t, we
have for t ≤ 1

h+(1)
h(1)

(N+(1) − d) −
h+(t)
h(t)

(N+(t) − d) ≥ 0 .(3.96)

Thus

N(1) − N(t) ≥ −
h−(1)
h(1)

(d − N−(1)) +
h−(t)
h(t)

(d − N−(t)) .(3.97)

Note that for all t ≤ 1:

1 ≤ d − N−(1) ≤ d − N−(t) ,(3.98)

1 ≥
h−(t)
h(t)

=
t−2dh−(t)

t−2dh−(t) + a2
d + t−2dh+(t)

≥(3.99)

≥
t−2dh−(t)

t−2dh−(t) + a2
d + t2h+(1)

≥
t−2dh−(t)

t−2dh−(t) + 1 − h−(1)
.(3.100)

Since the function x/(1+x) is an increasing function for x ≥ 0, and since t−2dh−(t) ≥
t−2h−(1), we have

h−(t)
h(t)

≥
t−2h−(1)

1 + (t−2)h−(1)
.(3.101)

Since h−(1) ≤ 1/2, for t = e−1 we obtain
h−(t)
h(t)

>
4
3

h−(1) .(3.102)

Thus we obtain:

N(1) − N(1/e) > h−(1)
[
−(d − N−(1)) +

4
3

(d − N−(1/2))
]
≥

1
3
ε(d − N−(1/2)) ≥ ε .

(3.103)

This concludes the proof. �

As a consequence of Lemma 3.16 and 3.18, we see that if the nonnegative quan-
tity N(r)−N(r/e) is sufficiently small, then the function u is close to a homogeneous
harmonic polynomial at scale r, and N is close to an integer. We now generalize
this point to our effective tangent cone uniqueness statement for harmonic func-
tions, which is our main result for this subsection.

Theorem 3.19. Let u : Br1(0) → R be harmonic, and assume that
∣∣∣N(0, r1) −

N(0, r2)
∣∣∣ ≤ ε with r2 ≤ r1/e3. There exists an absolute constant ε0 > 0 such that if

ε ≤ ε0, then

(i) There exists an integer d such that for all t ∈ (r2, r1), |N(t) − d| ≤ 3ε,
(ii) For all t ∈ (er2, r1/e) we have a2

dt2d ≥ (1 − 6ε)h(t),
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(iii) For all t ∈ (er2, r1/e) we have that u is close in the L2 sense to the homo-
geneous harmonic polynomial Pd. More precisely, for all t ∈ (er2, r1/e),?

∂B1(0)

∣∣∣T u
0,t − Pd

∣∣∣2 ≤ 7ε ,(3.104)

(iv) up to a factor d, u and Pd are also W1,2 close. More precisely, for all
t ∈ (er2, r1/e), ∫

B1(0)

∣∣∣∇T u
0,t − ∇Pd

∣∣∣2 ≤ 7dε .(3.105)

Remark 3.20. The key aspect of this Theorem is the sharpness of the closeness of
u to Pd depending on the frequency drop. That is, after dropping one scale either
the frequency drops by ε or u is ε close to a homogeneous harmonic polynomial,
where ε is independent of d, compare for instance to [3].

Remark 3.21. The second key aspect of this Theorem is that if u is pinched on
many scales, then u is automatically close to the same homogeneous harmonic
polynomial on all scales. This is a key point to the proof of the main Theorem.

Proof. Let us begin with the observation that if we prove the Theorem for e3r2 =

r1 ≡ r, then the result is proved for any r1, r2. Indeed, since we are proving that u
is close to the dth-order part of its Taylor expansion, the radii are unimportant, and
thus we will make this assumption in the rest of the proof.

(i) is a direct consequence of Corollary 3.17. By Lemma 3.18 (ii) is valid with
d replaced by another integer q which, a priori, might be different from d. We are
left to prove that q = d. In order to do so, we will prove that |N(r/e) − d| cannot be
small if d , q.

For simplicity, we assume that r = e and h(1) = 1. A simple computation yields

N(1) − d =
∑
k,d

(k − d)a2
k = (d − q)a2

q +
∑

k,d,q

(k − d)a2
k .(3.106)

By Cauchy inequality, we estimate the last sum as follows∣∣∣∣∣∣∣∣
∑

k,q,d

(k − d)a2
k

∣∣∣∣∣∣∣∣ ≤
∑

k≤d−1, k,q

(d − k)a2
k +

∑
k≥d+1, k,q

(k − d)a2
k ≤(3.107)

≤

 ∑
k≤d−1, k,q

(d − k)2a2
k


1/2  ∑

k≤d−1, k,q

a2
k


1/2

+

 ∑
k≥d+1, k,q

(d − k)2a2
k


1/2  ∑

k≥d+1, k,q

a2
k


1/2

≤

(3.108)

≤
√

6ε


 ∑

k≤d−1, k,q

(d − k)2a2
k


1/2

+

 ∑
k≥d+1, k,q

(d − k)2a2
k


1/2 .(3.109)
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In order to estimate the sums with (d − k)2, we exploit the growth conditions on
h(t). Recall that, for all t ∈ (e−1, e),

∑
k,q a2

k t2k ≤ 6εh(t). Moreover, by (i) and
(3.46), we can estimate h(t) by

h(e) ≤ e2d+6ε ≤ e2d+1 =⇒
∑
k,q

a2
ke2k−2d−1 ≤ 6ε ,(3.110)

h(e−1) ≤ e−2d+6ε ≤ e−2d+1 =⇒
∑
k,q

a2
ke−2k+2d−1 ≤ 6ε .(3.111)

It is evident that there exists a universal constant C such that

(k − d)2 ≤ C

e2k−2d−1 for k ≥ d + 1 ,
e−2k+2d−1 for k ≤ d − 1 .

(3.112)

Thus we obtain ∑
k≥d+1,k ,q

(k − d)2a2
k ≤ C

∑
k,q

a2
ke2k−2d−1 ≤ 6Cε ,(3.113) ∑

k≤d−1,k ,q

(k − d)2a2
k ≤ C

∑
k,q

a2
ke−2k+2d−1 ≤ 6Cε .(3.114)

By (3.106) and the triangle inequality, we obtain

|N(1) − d| ≥ |q − d| (1 − 6ε) − 12ε
√

C ,(3.115)

and the conclusion follows immediately by (i) and the fact that q and d are both
integers.

(iii) is a simple corollary of (ii). Indeed, for all t ∈ (r/e2, r)?
∂B1(0)

∣∣∣T u
0,t − ãdPd

∣∣∣2 ≤ 6ε ,(3.116)

and ãd ≥
√

1 − 6ε ≥ 1− 4ε for ε ≤ ε0. This and the normalization of Pk imply that(?
∂B1(0)

∣∣∣T u
0,t − Pd

∣∣∣2)1/2

≤
√

6ε + 4ε ≤
√

7ε .(3.117)

The W1,2 estimates in (iv) are an easy consequence of the harmonicity of u and
P. Indeed, we have∫

B1(0)

∣∣∣∇T u
0,t − ∇Pd

∣∣∣2 =

∫
B1(0)

∣∣∣∇T u
0,t

∣∣∣2 +

∫
B1(0)
|∇P|2 − 2

∫
B1(0)

〈
∇T u

0,t

∣∣∣∇P
〉

=

(3.118)

= N(t) + d − 2
∫
∂B1(0)

T u
0,t∇nP .(3.119)

By homogeneity, ∇nP(x) = d |x|−1 P(x), thus∫
B1(0)

∣∣∣∇T u
0,t − ∇Pd

∣∣∣2 ≤ 2d + 3ε − 2dãd ≤ 3ε + 4dε .(3.120)

�
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As it is clear from the proofs of this subsection, the same results proved here
are valid also if we replace N with the unnormalized frequency, the only difference
is that in this second case the unnormalized frequency is bounded below by 0, not
1, and the integers appearing in the propositions can take the value 0.

3.4 Almost cone splitting
As we have seen before, a cone splitting theorem is valid for hhP’s. In particu-

lar, if P is homogeneous wrt 0 and x, then P is invariant wrt the line defined by x,
and thus ∂xP = 0. An almost cone splitting holds for generic harmonic functions,
where homogeneity is replaced by quantitative frequency pinching.

Lemma 3.22. Let u : Be2d+1(0) → R be a harmonic function, and let d ≥ 1 be an
integer such that

• N(0, e2d) − N(0, e−1) ≤ ε with |N(0, 1) − d| ≤ ε as well,
• there exists x̄ ∈ B1(0) such that N(x̄, e2d)−N(x̄, e−1) ≤ ε with |N(x̄, 1) − d| ≤
ε.

After rotating we may assume without loss that x̄ = (t, 0, · · · , 0). If ε ≤ ε0(n), then
u is almost x̄ invariant, in the sense that:

(1) The d-th degree part in its expansion is almost constant. In particular?
∂B1(0)

∣∣∣ad(0)Pd,0(y) − ad(x̄)Pd,x̄(y)
∣∣∣2 dy ≤(3.121)

≤ C(n)εt2
?
∂B1(0)

∣∣∣ad(0)Pd,0(y)
∣∣∣2 dy = C(n)εt2ad(0)2 ;(3.122)

(2) The function itself is almost invariant under translation with respect to x̄.
In particular?

∂B1(0)
|u(y) − u(x̄ + y)|2 dy ≤ C(n)εt2

?
∂B1(0)

|u(y)|2 dy ;(3.123)

(3) The x̄ derivative of Pd is almost zero, more precisely∥∥∥∂1Pd,0
∥∥∥ ≤ C(n)t−1 √ε

∥∥∥∇Pd,0
∥∥∥ = C(n)t−1 √ε

√
d(2d + n − 2)

∥∥∥Pd,0
∥∥∥ .(3.124)

Proof. Let u =
∑

k akPk be the expansion at zero. By the pinching conditions and
Theorem 3.19, we know that for all s ∈ [e−1, ed] we have∑

k,d

a2
k s2k ≤ εa2

d s2d =⇒
∑

k≥d+1

a2
k(ed)2(k−d) ≤ εa2

d =⇒(3.125)

∀k ≥ d + 1 , a2
k ≤ εa

2
d(ed)2(d−k) .(3.126)

In order to compute the expansion u at x̄, we expand all the polynomials Pk using
Taylor’s formula.

Pk(x + x̄) = Pk(x) +

k∑
i=1

ti

i!
(∂1)i Pk ,(3.127)
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where (∂1)i Pk is again a homogeneous harmonic polynomial of degree k − i. By
an iterated use of Lemma 3.2, we can estimate∥∥∥(∂1)i Pk

∥∥∥2

‖Pk‖
2 ≤

(
k
i

)
i!

i−1∏
j=0

(2(k − j) + n − 2) =(3.128)

=

[(
k
i

)
i!
]2

2i
i−1∏
j=0

(
1 +

n − 2
2(k − j)

)
≤ c

[(
k
i

)
i!
]2

2i
(

k
k − i + 1

)n/2

.(3.129)

Now, when we re-expand, we obtain

u(x + x̄) =
∑

k

akPk(x + x̄) .(3.130)

The degree d part in this expansion is

ad(x̄)Pd,x̄ = adPd +

∞∑
k=1

tk

k!
ad+k (∂1)k Pd+k .(3.131)

By (3.125) and (3.128)

a−1
d

∥∥∥∥∥∥∥
∞∑

k=1

tk

k!
ad+k (∂1)k Pd+k

∥∥∥∥∥∥∥ ≤ √ε
∞∑

k=1

tk
(
d + k

d

)
d−ke−k

(
1 +

k
d

)n/2

.(3.132)

Simple and very rough algebraic manipulations lead to

a−1
d

∥∥∥adPd − ad(x̄)Pd,x̄
∥∥∥ ≤(3.133)

≤
√
εt
∞∑

k=1

(d + k)(d + k − 1) · · · (d + 1)
dkk!

e−k
(
1 +

k
d

)n/2

≤ C(n)
√
εt ,(3.134)

which concludes the proof of point 1.

Proof of (2). This point is a simple corollary of the fact that pinching implies
the dominance of the d-th term in the expansion. Thus, if the d-th term in the
expansion is almost constant, the whole function is almost constant.

Proof of (3). In order to prove this last point, we consider also the d − 1 order
part in the expansion of u around x̄.

In detail, it is easy to see that

ad−1(x̄)Pd−1,x̄ = ad−1Pd−1 + adt ∂1Pd +

∞∑
k=1

tk+1

(k + 1)!
ad+k (∂1)k+1 Pd+k .(3.135)

Given the pinching in the frequency around x̄, we obtain∥∥∥ad−1(x̄)Pd−1,x̄
∥∥∥2
≤ Cε

∥∥∥ad(x̄)Pd,x̄
∥∥∥2

= Cεa2
d .(3.136)
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Moreover, the triangle inequality implies the easy estimate

∥∥∥ad−1(x̄)Pd−1,x̄
∥∥∥ ≥ ‖adt ∂1Pd‖ − ‖ad−1Pd−1‖ −

∞∑
k=1

tk+1

(k + 1)!
ad+k

∥∥∥(∂1)k+1 Pd+k
∥∥∥ .

(3.137)

By computations similar to before, we obtain

‖adt ∂1Pd‖ ≤ C |ad |
√
ε + Cd |ad |

√
ε .(3.138)

Given Lemma 3.2, we can conclude

t |ad | ‖∂1Pd‖ ≤ C(n) |ad | d
√
ε =⇒ ‖∂1Pd‖ ≤ C(n)t−1 √ε ‖∇Pd‖ .(3.139)

�

With this Lemma, we are in a position to prove a quantitative version of Propo-
sition 3.5. In particular, we will see that the points where the frequency is almost
pinched around d are almost contained in a n− 2 dimensional plane. In order to do
so, we start by proving that if a harmonic polynomials has n − 1 partial derivatives
suitably close to zero, then it has to be linear.

Lemma 3.23. Let Pd : Rn → R be a (nonconstant) hhP of degree d such that

‖∂iPd‖ ≤
√
ε ‖∇Pd‖(3.140)

for i = 1, · · · , n − 1 and ε < ε0(n) = [2n(n − 1)]−1. Then Pd is linear, i.e., d = 1.

Proof. For simplicity we assume that Pd is normalized. By Lemma 3.2

‖Pd‖
2 = 1 =⇒ ‖∇Pd‖

2 =

n∑
i=1

‖∂iPd‖
2 = d(2d + n − 2) =⇒(3.141)

=⇒
∥∥∥∇2Pd

∥∥∥2
=

n∑
i, j=1

∥∥∥∂i∂ jPd
∥∥∥2

= d(d − 1)(2d + n − 2)(2(d − 1) + n − 2) .

(3.142)

Also, for each i,

‖∂iPd‖
2 = (d − 1)(2(d − 1) + n − 2) ‖∇∂iPd‖

2 =(3.143)

= (d − 1)(2(d − 1) + n − 2)
n∑

j=1

∥∥∥∂ j∂iPd
∥∥∥2
.(3.144)

Thus we obtain that for i = 1, · · · , n − 1:

‖∇∂iPd‖ =
∥∥∥∇2(Pd)[ei]

∥∥∥ < √ε ∥∥∥∇2Pd
∥∥∥ .(3.145)

This in particular implies that ∇2Pd = (hi j) is a symmetric matrix (whose elements
are hhP’s) with

∥∥∥hi j
∥∥∥2
≤ ε ‖h‖ if either i or j are not n, so for all (i, j) , (n, n).
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This last term is small as well since Pd is harmonic. Indeed,
∑

i hii(x) = 0 for all x
implies ‖hnn‖

2 ≤ (n − 1)2ε ‖h‖. Summing everything up we obtain

‖h‖2 =

n∑
i, j=1

∥∥∥hi j
∥∥∥2
≤

(
(n2 − 1)ε + (n − 1)2ε

)
‖h‖2 .(3.146)

If ε < c(n) = 2n(n − 1), then ‖h‖2 = 0, which implies d = 1.
�

One could rephrase this Lemma in the following way: the almost invariant
directions of every nonlinear hhP Pd are always contained in a neighborhood of a
subspace V of dimension ≤ n − 2. It is easy to see that this notion is in some sense
stable wrt the polynomial Pd.

Proposition 3.24. Let d ≥ 2 and Pd, P′d : Rn → R be two nonlinear hhP’s with
‖Pd‖ =

∥∥∥P′d
∥∥∥ = 1. Let I(ε) ⊂ S ≡ {‖v‖ = 1} ⊂ Rn be the set of almost invariant

directions for Pd, i.e., the set of unit vectors v such that

‖∂vPd‖ ≤
√
ε ‖∇Pd‖ ,(3.147)

and let I′(ε) be the corresponding set for P′d. Then for every τ > 0, there exists
ε0(n, τ) > 0 such that if 0 < ε < ε0 and∥∥∥Pd − P′d

∥∥∥ ≤ √ε ,(3.148)

then there exists a subspace V ≤ Rn of dimension ≤ n − 2 such that I(ε) ∪ I′(ε) ⊂
Bτ(V). We say that this subspace V as is the almost invariant subspace of Pd and
P′d.

Remark 3.25. Note that this proposition is a quantitative version of Proposition 3.5
which is also stable wrt the L2 norm of the polynomial Pd. Note also that V is only
well defined up to an ε-perturbation.

Proof. Recall that, by Lemma 3.2 and the normalization of the polynomials, the
following equality holds

‖∇Pd‖
2 =

∥∥∥∇P′d
∥∥∥2

= d(2d + n − 2) .(3.149)

Thus it is easy to see that∥∥∥∂vPd − ∂vP′d
∥∥∥ ≤ √

d(2d + n − 2)
∥∥∥Pd − P′d

∥∥∥ =
√
ε ‖∇Pd‖ =

√
ε
∥∥∥∇P′d

∥∥∥ ,(3.150)

which means I(ε/4) ⊂ I′(ε) ⊂ I(4ε). Thus, up to an inconsequential change in ε0,
it is sufficient to prove the statement for I.

The inclusion I(ε) ⊂ Bτ(V) is an easy corollary of the previous Proposition.
Suppose by contradiction that for every n − 2 dimensional plane V , I \ Bτ(V) , ∅.
Then there exists n − 1 unit vectors vi with∥∥∥∂vi Pd

∥∥∥ ≤ √ε ‖∇Pd‖ and vi < Bτ
(
span(v1, · · · , vi−1)

)
.(3.151)
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By a simple orthonormalization argument, it is easy to see that there exists n −
1 orthonormal vectors wi satisfying

∥∥∥∂wi Pd
∥∥∥ ≤ c(n, τ)

√
ε ‖∇Pd‖. The previous

Lemma concludes the proof. �

As a Corollary of this Proposition and Lemma 3.22, we obtain that the points
with pinched frequency have to be close to an n − 2 dimensional plane.

Corollary 3.26. Let u : Be2d+1(0)→ R be a harmonic function, fix some τ > 0 and
set V to be set of points x ∈ B1(0) such that

N(x, e2d) − N(x, e−1) ≤ ε with |N(x, 1) − d| ≤ ε .(3.152)

If d ≥ 2, there exists ε0(n, τ) such that if ε < ε0, then there exists a subspace V of
dimension at most n − 2 such that for all x ∈ V

V ∩ B1(0) ⊂ x + Bτ(V) .(3.153)

Note that the subspace V may be chosen independently of x. Moreover, if
N(x, e2d) − N(x, rx) ≤ ε with 0 ≤ rx ≤ e−1, the subspace V may also be cho-
sen independently of rx.

3.5 Almost n − 2 invariant hhP’s
In the previous section, we have seen that if some hhP is almost n− 1 invariant,

then it depends only on 1 variable and thus it is linear. Here we will explore the
properties of almost n−2 invariant polynomials. Although an almost n−2 invariant
polynomial is not necessarily a polynomial of 2 variables, such a function has to
be close to an hhP of 2 variables. Exploiting the properties of hhP’s in dimension
2, we will then use this statement to get some control over the critical and almost
critical sets of such functions.

Lemma 3.27. Let P : Rn → R be a hhP of degree d such that

‖∂1P‖2 ≤ ε ‖∇P‖2 = εd(2d + n − 2) ‖P‖2 .(3.154)

There exist constants ε0 such that if ε ≤ ε0/d2, then

P =
√

1 − δQ +
√
δR ,(3.155)

where Q and R are hhP’s of degree d with ‖Q‖ = ‖R‖ = ‖P‖, Q is x1-invariant and
δ ≤ nε0.

Proof. We will assume for simplicity ‖P‖ = 1. Let P = Q + R, where Q ∈ Pd
is independent of x1, and R is orthogonal to all x1 invariant polynomials. Then
∂1P = ∂1R, and so, by Proposition 3.9, ‖R‖ ≤ ‖∂1R‖ ≤

√
nεd ‖P‖ ≤

√
nε0 ‖P‖. �

Proceeding by successive steps, one can prove the following.

Proposition 3.28. Let P : Rn → R be a hhP of degree d such that for i = 1, · · · , k ≤
n − 2

‖∂iP‖2 ≤ ε ‖∇P‖2 = εd(2d + n − 2) ‖P‖2 .(3.156)
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There exist constants ε0 such that if ε ≤ ε0/d2n−4, then

P =
√

1 − δ2Q + δR ,(3.157)

where Q and R are hhP’s of degree d with ‖Q‖ = ‖R‖ = ‖P‖, Q is x1, · · · , xk
invariant and δ ≤

√
c(n)ε0.

Proof. For k = 1, this is exactly the content of the previous lemma. Thus we can
write P =

√
1 − δ1Q1 +

√
δ1R1, where Q1 is invariant wrt x1 and δ1 ≤ ε0/d2n−6.

This in particular implies that√
1 − δ1 ‖∂2Q1‖ ≤ ‖∂2P‖ +

√
δ1 ‖∂2R1‖ ≤(3.158)

≤
√

nd
√
ε ‖P‖ + nd2 √ε ‖R1‖ =

√
ε
(√

nd + nd2
)
‖Q1‖ .(3.159)

Given the hypothesis on δ1, we have the rough estimate

‖∂2Q1‖ ≤
√

2
√
ε
(√

nd + nd2
)
‖Q1‖ .(3.160)

Note that Q1 (and thus also ∂2Q1) is independent of x1. As in Lemma 3.11, let Q̂1
and ˆ∂2Q1 be induced hhP on Rn−1. By Lemma 3.11, (3.160) is equivalent to

∥∥∥ ˆ∂2Q1
∥∥∥ ≤ √2

n + 2d − 2
n + 2d − 3

√
ε
(√

nd + nd2
) ∥∥∥Q̂1

∥∥∥ ≤ 2
√
ε
(√

nd + nd2
) ∥∥∥Q̂1

∥∥∥ .(3.161)

Thus we can apply again the previous Lemma and obtain that

Q1 =
√

1 − δ2Q2 +
√
δ2R2 ,(3.162)

with δ2 ≤ c(n)ε0/d2n−8. Moreover, Q2 is both x1 and x2 invariant.
By induction, we obtain the thesis. �

3.6 Symmetry and Critical Points
In this section, we study the properties of functions close to n − 2 symmetric

hhP’s and obtain estimates on the critical radius rc(x) for suitable x.
Let P be a hhP of degree d depending only on two variables, where for sim-

plicity we choose the coordinates (x, y) ∈ R2 × Rn−2 = Rn in such a way that P
depends only on x. As we have seen in (3.10), the gradient of P has absolute value
|∇P(x, y)| = 2d ‖P‖L2(∂B) |x|

d−1, thus P has no critical points outside its n−2 dimen-
sional invariant plane V . The aim of this section is to obtain a quantitative version
of this property.

Harmonic functions in R2

First of all, we restrict ourselves to harmonic functions in R2, since in this
situation the statements are stronger and easier to prove. In the previous sections,
we have seen how the pinching on Almgren’s frequency affects the expansion of
a harmonic function at a point. Here we prove an important connection between
pinching and the critical points (or better, the lack thereof).
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Proposition 3.29. Let u : Be2(0) ⊂ R2 → R be a harmonic function. There exists
an ε0 independent of d such that if

N(0, e2) − N(0, e−2) ≤ ε(3.163)

with ε ≤ ε0, then u does not have critical points on ∂B1(0).

Proof. As done previously, we consider the Taylor expansion of u

u =

∞∑
k=1

akPk ,(3.164)

where without loss of generality, we assume u(0) = 0 and ‖u‖ = h(1) = 1.
By Theorem 3.19, there exists an integer d such that

(1) for all t ∈ [e−2, e2], |N(t) − d| ≤ 3ε
(2) for all t ∈ [e−1, e1], ∑

k,d

a2
k t2k ≤ 6εh(t) ,(3.165)

or equivalently

a2
dt2d ≥ (1 − 6ε)h(t) .(3.166)

With this relation we can compare the gradient of u with the gradient of its leading
term, Pd:

δ ≡ u − adPd =
∑
k,d

akPk =⇒ |∇δ| ≤
∑
k,d

|ak| |∇Pk| ,(3.167)

In particular, for x ∈ ∂B1(0), we have

|∇Pd | (x) = 2d , |∇δ| (x) ≤ 2
∑
k,d

k |ak| .(3.168)

In order to estimate the last sum, we split it in two parts: the sum from d + 1 to
infinity, and the sum up to d − 1. We can estimate

∑
k≥d+1

k |ak| ≤

 ∑
k≥d+1

|ak|
2 e2k−2d

1/2  ∑
k≥d+1

k2e2d−2k

1/2

.(3.169)

The first term on the rhs can be estimated using (3.165). Indeed by this equation,
(3.46) and the pinching on the frequency we have∑

k≥d+1

|ak|
2 e2k ≤ 6εe2d+6ε =⇒

∑
k≥d+1

|ak|
2 e2k−2d ≤ 6eε ,(3.170)
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where we assumed ε0 ≤ 6−1. As for the second term, we can use the comparison
with integrals. ∑

k≥d+1

k2e−2k ≤

∫ ∞

d
x2e−2xdx = −

1
2

[(
x2 + x −

1
2

)
e−2x

]∞
d

=(3.171)

= −
1
2

(
d2 + d −

1
2

)
e−2d ≤ cd2e−2d .(3.172)

In a similar way, we can deal with the sum up to d − 1. As before, we use Cauchy
inequality to split the sum and get∑

k≤d−1

k |ak| ≤

 ∑
k≤d−1

|ak|
2 e2d−2k

1/2  ∑
k≤d−1

k2e2k−2d

1/2

.(3.173)

The first term on the rhs can be estimated using (3.165). Indeed by this equation,
(3.46) and the pinching on the frequency we have∑

k≤d−1

|ak|
2 e−2k ≤ 6εe−2d+6ε =⇒

∑
k≤d−1

|ak|
2 e−2k+2d ≤ 6eε .(3.174)

As for the second term, we can use again the comparison with integrals.

∑
k≤d−1

k2e2k ≤

∫ d

0
x2e2xdx =

1
2

[(
x2 − x +

1
2

)
e2x

]∞
d

=
1
2

(
d2 − d +

1
2

)
e2d ≤ cd2e2d .

(3.175)

Summing up, we obtain ∑
k,d

k |ak| ≤ cdε .(3.176)

If ε0 ≤ (4c)−1, we have for all x ∈ ∂B1(0):

|∇u| (x) ≥ ad |∇Pd | (x) − |∇δ| (x) ≥ d − 2cdε > 0 .(3.177)

�

It is possible to improve the previous theorem to obtain information not only on
the gradient of u at x ∈ ∂B1(0), but also on its critical radius rc(x).

Proposition 3.30. Let u : Be2(0) ⊂ R2 → R be a harmonic function. There exist
ε0, r0 independent of d such that if

N(0, e2) − N(0, e−2) ≤ ε(3.178)

with ε ≤ ε0 and |N(0, 1) − d| < 1/2, then for all x ∈ ∂B1(0), rc(x) ≥ r0d−1.

Remark 3.31. By studying hhP of two variables, it is easy to realize that the lower
bound on rc(x) cannot be independent of d. however, in our computations this only
adds a polynomial error to the final estimate.
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Proof. The proof of this theorem is very similar in spirit to the proof of the previous
proposition. However, in order to get estimates on rc(x), it is not sufficient to
concentrate on the gradient of the function u. We need to estimate all the terms in
the Taylor expansion of the function u at x.

As before, we start by writing the expansion of u at the origin and at some point
x ∈ ∂B1(0):

u(y) =
∑

k

akPk(y) , u(x + y) =
∑

k

ak(x)Pk,x(y) .(3.179)

The pinching condition implies that∑
k,d

a2
ke4|k−d| ≤ cεa2

d .(3.180)

For simplicity, we will assume that a2
d = 1, and that x = (t, 0, · · · , 0). By re-

expanding u at x, we get

ak(x)Pk,x(y) =

∞∑
s=0

ak+s
ts

s!
∂s

1Pk+s ,(3.181)

|ak(x)| ≤
∞∑

s=0

|ak+s| ts
(
k + s

s

)
.(3.182)

Since t = 1, for k ≥ d + 1 we obtain

|ak(x)| ≤ c
√
ε

∞∑
s=0

e−2(k−d)e−2s (k + s)s

s!
≤ c
√
ε

∞∑
s=0

e−2(k−d)e−s
(
1 +

k
s

)s

≤ c
√
εe−k+2d

∞∑
s=0

e−s ≤ c
√
εe−k+2d .

(3.183)

For k ≤ d, it is convenient to separate the contribution coming from the expansion
of the degrees ≤ d − 1, = d and ≥ d + 1. In such a way we obtain

ak(x)Pk,x(y) =

d−k−1∑
s=0

ak+s
ts

s!
∂s

1Pk+s + td−k(d − k)!∂d−k
1 Pd +

∞∑
s=d−k+1

ak+s
ts

s!
∂s

1Pk+s ,

(3.184)

|ak| ≤

d−k∑
s=1

ad−s

(
d − s

k

)
+

(
d
k

)
+

∞∑
s=1

ad+s

(
d + s

k

)
≤(3.185)

≤

(
d
k

)
+ c
√
ε

d−k∑
s=1

e−2s (d − s)k

k!
+

∞∑
s=1

e−2s dk

k!

(
1 +

s
d

)k
 ≤(3.186)

≤

(
d
k

)
+ c
√
ε

dk

k!

c +

∞∑
s=1

ske−2s

 ≤ dk

k!
+ c
√
εdk

[
1
k!

+ 2−k
]
.(3.187)

By the previous proposition, it is easy to see that

(1 − cε)d ≤ |a1| ≤ (1 + cε)d .(3.188)
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Putting together these estimates, we obtain the following very rough bound on the
frequency N(x, r0d−1):

N(x, r) =

∑∞
k=1 kak(x)2r2k∑∞
k=1 ak(x)2r2k ≤ 1 +

∑∞
k=2 kak(x)2r2k

a1(x)2r2 ,(3.189)

N(x, r0d−1) ≤ 1 + cr2
0

d∑
k=2

(
k

dk

k!
1
dk

)
+ c
√
εr2

0

 d∑
k=2

k
k!

+ k2−k +

∞∑
k=d+1

ke−k+2dd−k

 .
(3.190)

It is clear that r0 can be chosen in such a way that N
(
x, r0d−1

)
≤ 1 + 3/2, and this

proves the thesis.
�

Harmonic functions in Rn

For general n, with similar computations we can obtain similar results. How-
ever, in this case the results we obtain are somewhat weaker, in particular the con-
stant ε0 will not be independent of the degree d of the polynomial.

Proposition 3.32. Let u : B1(0) ⊂ Rn → R be a harmonic function which can be
written as

u = Qd +
∑

k

akPk ,(3.191)

where Pk are normalized hhP’s of degree k, and Qd is a normalized hhP of degree d
invariant wrt the n − 2 dimensional plane V. For 0 < τ ≤ 1, there exists a constant
c(n) such that if ∑

k

|ak|
2 e2|k−d| ≤ ε(3.192)

with ε ≤ (c(n)τ)2d−2, then u does not have critical points in B1(0) \ Bτ(V).

Proof. The proof of this Lemma follows closely the proof of Proposition 3.29.
Indeed, define δ =

∑
k akPk, and consider that

|∇δ| ≤
∑

k

|ak| |∇Pk| .(3.193)

The normalization on Pk, along with Lemmas 3.2 and 3.3, imply that

‖∇Pk‖
2 ≤ k(2k + n − 2) ≤ nk2 =⇒ |∇Pk(x)| ≤ c(n)kn/2 |x|k−1 .(3.194)

Thus for all x ∈ B1(0):

|∇δ(x)| ≤ c(n)
√
ε
∑

k

e−|k−d|kn/2 ≤ c(n)
√
εdn/2 .(3.195)
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On the other hand, let |x − V | be the distance from x to V . By the properties of
hhP’s of two variables

|∇Qd(x)| ≥ 2d |x − V |d−1 ,(3.196)

thus, if x ∈ B1(0) \ Bτ(V),

|∇u(x)| ≥ |x − V |d−1
(
2d − τ1−dc(n)dn/2 √ε

)
,(3.197)

which implies the thesis. �

As for the n = 2 case, also for general dimension it is not difficult to improve
the previous statement in order to get estimates on the effective critical set.

Proposition 3.33. Let u : B1(0) ⊂ Rn → R be a harmonic function which can be
written as

u = Qd +
∑

k

akPk ,(3.198)

where Pk are normalized hhP’s of degree k, and Qd is a normalized hhP of degree d
invariant wrt the n − 2 dimensional plane V. For 0 < τ ≤ 1, there exists a constant
c(n) such that if ∑

k

|ak|
2 e2|k−d| ≤ ε(3.199)

with ε ≤ (c(n)τ)2d−2, then for all x ∈ B1(0) \ Bτ(V), rc(x) ≥ c(n)τd.

Proof. The proof follows as in the n = 2 case using the results of the previous
proposition. �

3.7 Volume estimates on the effective critical sets
In this section, we prove the main volume estimates on the effective critical set.

The proof is obtained by successive covering of “good” and “bad scales”.
We start with the definition of a good scale for the function u relative to the

degree d. As we will see, on these scales we will have nice covering arguments for
the set Sr(u).

We fix τ = 1/100, and set ε = ε(n, d) given by the minimum of ε0(n)/2 in
Theorem 3.19, ε0(n)/2 in Lemma 3.22, ε0(n, τ)/2 in Proposition 3.24 and ε(n, d) =

(c(n)τ)2d−2 from Proposition 3.33.

Definition 3.34. Let u be a harmonic function defined on some domain D with
B2t(x) ⊂ D. We say that (x, t) is a good scale for u (or equivalently we say that
Bt(x) is a good scale ball for u) relative to the degree d if N(y, t) ≤ d + ε for all
y ∈ Bt(x).
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Definition 3.35. Fix some positive r and suppose that Bt(x) is a good scale ball for
u relative to d. Then we define

r′x = sup {s ≥ 0 s.t. N(x, s) ≥ d − ε} , rx = max
{
r′x, r

}
,(3.200)

where as a convention we set r′x = ∞ if N(x, s) is never ≥ d − ε on the domain of
u. Moreover, for any positive r, we also set

Sr(u) = S = {x ∈ B1(0) s.t. N(x, r) ≥ 3/2} ,(3.201)

Sg(u) = Sg =
{
x ∈ S s.t. ∀y ∈ S ∩ B5rx(x), ry ≥ rx/7

}
,(3.202)

Sb(u) = Sb = S(u) \ Sg(u) =
{
y ∈ S s.t. ∃x ∈ S ∩ B5ry(y), rx < ry/7

}
.(3.203)

The following proposition gives us a covering of the set S(u) on a good scale.
Later on, we will deal with bad scales.

Proposition 3.36. Let B1(0) be a good scale ball for u relative to the degree d.
Then there exists xi ∈ Sr(u) and si > 0 such that

Sc(n)τdr(u) ⊂
⋃

i

Bsi(xi) ,
∑

i

sn−2
i ≤ rn−2C(n)dn(3.204)

and such that for every y ∈ Bsi(xi), either si ≤ r or N(y, 7−1εsi) ≤ d − 1 + ε.

Proof. We can assume that r ≤ (e3d)−1, otherwise a simple Vitali covering of
Sr ∩ B1(0) will do the trick.

Consider the collection of balls Brx(x) with centers in x ∈ Sg(u), and pick a
Vitali subcovering of Sg(u), i.e., a finite collection of balls such that

Sg(u) ⊂
⋃

i

B5ri(xi) and Bri(xi) ∩ Br j(x j) = ∅ ,(3.205)

where ri = rxi . For each ri we have two options, either this radius is smaller than
(e3d)−1 or not. In the first case, we say that i ∈ Gg, in the second, i ∈ Gb.

An immediate volume argument allow us to estimate∑
i∈Gb

rn−2
i ≤ C(n)dn .(3.206)

As for the indexes in Gg, we can partition this set further in subfamilies, in such a
way that for each i and j in each subfamily, d(xi, x j) ≤ (e3d)−1. Again, the number
of such subfamilies is bounded above by C(n)dn.

Now, pick i, j in the same subfamily, and consider that

ri + r j ≤ d(xi, x j) ≤ (e3d)−1 .(3.207)

By definition of good scale and ri, N(xi, 1) − N(xi, ri) ≤ 2ε, and the same holds for
x j. Thus we can apply Theorem 3.19 to obtain the existence of a unique normalized
hhP Pd such that for all s ∈ [ri, (e3d)−1],

∥∥∥Txi,s − Pd
∥∥∥ ≤ √7ε. A similar statement

is true for x j, and we denote P′d the approximating polynomial in this case.
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By the almost cone splitting proved in Corollary 3.26, there exists a common
almost invariant subspace V ≤ Rn of dimension at most n − 2 for Pd and P′d, and
x j is effectively close to xi + V , in the sense that

d(x j − xi,V) ≤ τd(xi, x j) = 100−1d(xi, x j) .(3.208)

Since this argument holds for any i, j in the same subfamily, by the Lipschitz
extension theorem there exists a Lipschitz function f : V → V⊥ with Lipschitz
constant ≤ 10−1 such that all xi in the same subfamily belong to the graph of f ,
which we denote by Γ( f ).

This allow us to estimate the sum
∑

rn−2
i , where i belong to the same subfamily.

Indeed, this sum is bounded above by a constant depending only on the Lipschitz
constant of f and on the n − 2 Lebesgue measure of an n − 2 dimensional ball of
radius (e3d)−1. Summing over all subfamilies we obtain∑

i∈Gg

rn−2
i ≤ C(n)d2 .(3.209)

In the end, we have ∑
i∈Gg∪Gb

rn−2
i ≤ C(n)dn .(3.210)

As for the drop in the frequency, let z ∈ B5ri(xi). By definition of Sg, rz ≥ ri/7,
which with Lemma 3.16 proves the frequency drop.

Covering of Sb. Now we turn our attention to the set Sb. We divide this argu-
ment in two subcases.

If V has dimension ≤ n − 3. . It is easy to see that for each y ∈ Sb, there exists a
point x ∈ Sg such that

d(x, y) ≤

5 ∞∑
k=0

7−k

 ry ≤ 6ry and rx < 7−1ry .(3.211)

In turn, there exists some B5ri(xi) in the covering of Sg such that x ∈ B5ri(xi) and
ri ≤ 7−1rx. This implies that

ri ≤ ry and d(xi, y) ≤ 11ry .(3.212)

For all y ∈ Sb, define ty = 55−1 mini d(y, xi) ≤ ry/5, and consider the covering of
Sb given by ∪y∈Sb Bty(y). A Vitali subcovering has the property that

Sb ⊂
⋃

j

B5t j(y j) and Bt j(y j) ∩ Btk (yk) = ∅ .(3.213)

We partition the index set J into Jk, with k = 0, · · · ,∞ such that j ∈ Jk only if
t j ∈ (2−k−1, 2−k]. Denote by Γ( f ) the union of all the graphs of the functions f in
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the subfamilies described above. By (3.212), d(y j,Γ( f )) ≤ 55t j, and so for every k
we can estimate the number of balls elements in Jk by

#(Jk) ≤
Vol

(
B55×2kΓ( f )

)
Vol B2−k−1(0)

≤ c(n)2k(3−n)d2 .(3.214)

Thus we obtain ∑
j∈J

tn−2
j ≤

∑
k

2k(n−2)#(Jk) ≤ c(n)d2 .(3.215)

Now consider any z ∈ B5t j(y j)∩S2. Evidently for all i: d(z, xi) ≥ d(y j, xi)−5t j ≥

50t j. Moreover, since rz ≥ d(z, xi)/11, we have that rz ≥ 5t j, thus proving the
frequency drop.

If V has dimension = n − 2. In this case, we see that all the hypothesis of
Proposition 3.33 are satisfied.

Thus in particular, if z ∈ B1(0) is such that there exists i with

5ri < d(z, xi) < (e3d)−1 and d(z, xi + V) > τd(z, xi) ,(3.216)

then rc(z) ≥ (c(n)τ)dri, which means that, by definition, z < S(c(n)τ)dr.
As for the points such that d(z, xi + V) ≤ τd(z, xi), we can cover them as we

covered Sb in the previous case and obtain easily the n − 2 Minkowski estimate on
them. Indeed, these points are effectively close to an n − 2 dimensional subspace.

�

With this proposition, we are ready to prove our main theorem.

Theorem 3.37. Let u : B1(0)→ R be a harmonic function with N(0, 1) ≤ Λ. There
exists a constant C(n) such that

Vol
(
Br (Sr(u)) ∩ B1/2(0)

)
≤ C(n)Λ2

r2 .(3.217)

Proof. We are going to prove the theorem by successive covering of the set S r ∩

B1/2(0), in such a way that in each step we will cover a ball of radius s in the
previous step with balls of radia si ≥ r with∑

i

sn−2
i ≤ C(n)Λsn−2 .(3.218)

As we will see, the number of steps in the induction will be bounded above by
C(n)Λ, thus the estimate follows. Define for convenience r̃ = c(n)τdr.

First of all, observe that, by Theorem 3.14, N(x, 1/3) ≤ C(n)Λ for all x ∈
B1/2(0). Let d? be the integral part of C(n)Λ, then by Lemma 3.16 N(x, ε/4) ≤
d? + ε. This in particular implies that for every x, Bε/4(x) is a good scale ball
relative to the degree d?. We cover Sr̃ ∩ B1/2(0) with C(n)ε−n such balls, say
Bs0,i(x0,i) such that ∑

i

sn−2
0,i ≤ C(n)ε−2 ≤ C(n)Λ .(3.219)
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Fix one i, the previous proposition gives us a covering of Sr̃ ∩ Bs0,i(x0,i) by balls
Bt0, j(y0, j) such that ∑

j

tn−2
0, j ≤ C(n)Λsn−2

0,i .(3.220)

Evidently, if we consider all the balls Bt0,i(y0,i) in the coverings of all Bs0,i(x0,i) we
obtain ∑

i

tn−2
0,i ≤ C(n)2Λ .(3.221)

Moreover, for each x ∈ Bt0,i(y0,i), either t0,i = r (and in such a case we keep this
ball untouched in the successive steps), or the ball of radius t0,iε/7 is a good scale
ball relative to d? − 1. Since we can cover each Bt0,i(y0,i) by C(n)εn such balls, we
obtain a covering of Sr̃ ∩ B1/2(0) by balls Bs1,i(x1,i) which are good with respect to
d? − 1 and such that ∑

i

sn−2
1,i ≤ C(n)3Λ .(3.222)

Recall that ε = ε0(n)τ2d−2 ≤ ε0(n)C(n)−Λ. We repeat this argument d? − 1 times,
and obtain a covering of Sr̃ ∩ B1/2(0) made by balls Bti(yi) such that either ti = r or
for all x ∈ Bti(yi), N(x, ε0ti) ≤ 3/2. Thus if ti ≥ ε, then Bti(yi) ∩ Sr̃ = ∅. Otherwise,
Sr̃ ∩ Bti(yi) can be easily covered by at most C(n)ε−n balls of radius r ≥ εti.

By induction, it is easy to realize that at this last step we obtain a covering
of Sr̃ ∩ B1/2(0) by at most M balls of radius r, where Mrn−2 ≤ C(n)Λ2

. Since
r̃ ≤ rC(n)−Λ, we obtain the thesis.

�

Remark 3.38. If we deal with functions in R2, we can obtain better estimates.
Indeed, in this case the ε-regularity theorem works for ε ≤ ε0(n), without any
dependence on d, and one does not need to use the cone splitting Lemma in 3.22.
In the next two statements, we briefly describe how to modify the arguments stated
previously in order to obtain these better estimates.

For the next proposition, fix ε(n) to be the minimum of ε0(n) given by Theorem
3.19 and Proposition 3.30.

Proposition 3.39. Let B1(0) ⊂ R2 be a good scale ball for u relative to the degree
d, fix r > 0 and let r̃ = rr0/d, where r0 = r0(n) is the one in Proposition 3.30.

There exists a single x ∈ Sr such that Sr̃ ⊂ Brx(x) and either rx = r or for all
y ∈ Brx(x), N(y, εrx) ≤ d − 1 + ε.

Proof. If for all x ∈ Sr, rx = ∞, then we obtain our estimate just by considering
B1(0) as a cover for itself.

In the other cases, let x ∈ Sr be (one of the) points for which rx is minimum.
By definition of rx and good scale, we have that N(x, 1) − N(x, rx) ≤ ε, and thus,
by Proposition 3.30, B1(x) \ Brx(x) has empty intersection with Sr̃(u).
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Moreover, since rx has minimum value, the statement about frequency drop is
trivial. �

With this proposition, using the exact same argument as before, we can prove
the following improved estimate in dimension 2.

Theorem 3.40. Let u : B1(0) ⊂ R2 → R be a harmonic function with N(0, 1) ≤ Λ.
There exists a constant C(n) such that

Vol
(
Br (Sr(u)) ∩ B1/2(0)

)
≤ C(n)Λr2 .(3.223)

4 More general elliptic equations

Using the same technique as in the harmonic case, one can obtain similar re-
sults also for solutions of more general elliptic equations of the form (1.1). The
most important tool in the estimates proved in the previous sections is Almgren’s
frequency and its monotonicity properties. For this reason, we start our analysis
of elliptic equations by recalling the definition and basic properties of the gener-
alized frequency. For convenience, we follow the notation used in [3], which is a
generalization of similar constructions given in [5, 6, 11, 12, 10].

4.1 Generalized frequency
Fix an origin x̄, and define the function r2 by

r2 = r2(x̄, x) = ai j(x̄)(x − x̄)i(x − x̄) j ,(4.1)

where x = xiei is the usual decomposition in the canonical basis of Rn, and ai j
is the inverse matrix of ai j. Note that the level sets of r are Euclidean ellipsoids
centered at x̄.

Definition 4.1. Given ai j satisfying (1.2), set

η(x̄, x) = akl(x)
∂r(x̄, x)
∂xk

∂r(x̄, x)
∂xl = akl(x)

aks(x̄)alt(x̄)(x − x̄)s(x − x̄)t

r2 ,(4.2)

gi j(x̄, x) = η(x̄, x)ai j(x) .(4.3)

Remark 4.2. This metric has been introduced in the work [1]. It is important to
underline that the geodesic distance dx̄(x̄, x) in the metric gi j(x̄, x) is equal to r(x̄, x)
for all x, x̄. In particular, the geodesic ball {x s.t. dx̄(x̄, x) < r} coincides with the
Euclidean ellipsoid

{
x s.t. ai j(x̄)(x − x̄)i(x − x̄) j < r

}
= x̄ + Q−1

x̄ (Br(0)).

Now we are ready to define the generalized frequency function for a (weak)
solution u to (1.1). For ease of notation, we will keep using the symbol N also for
the generalized frequency.
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Definition 4.3. For a solution u : B1(0) to equation (1.1), for each x̄ ∈ B1(0) and
r ≤ λ−1/2(1 − |x̄|), define

I(u, x̄, g, r) =

∫
B(g(x̄),x̄,r)

‖∇u‖2g(x̄) + (u − u(x̄))∆g(x̄)(u)dVg(x̄)(4.4)

D(u, x̄, g, r) =

∫
B(g(x̄),x̄,r)

‖∇u‖2g(x̄)(4.5)

H(u, x̄, g, r) =

∫
∂B(g(x̄),x̄,r)

[u − u(x̄)]2 dS g(x̄)(4.6)

N(u, x̄, g, r) =
rI(u, x̄, g, r)
H(u, x̄, g, r)

,(4.7)

where for convenience of notation we write B(g, x, r) for the ball of radius r cen-
tered at x wrt the metric g.

Remark 4.4. If the operator L in (1.1) is the usual Laplace operator, then it is easily
seen that this new definition coincides with the old one. This is why we call N the
generalized frequency for solutions to (1.1).

Note that N has the same invariance properties than u. In particular,

N(u, x, g, r) = N(T u
x,r, 0, gT , 1) ,(4.8)

where gT is the metric defined according to the equation satisfied by T (see (2.2)).
For convenience, from now on we will use the notation

N(u, x, g, r) = Nu(x, r)(4.9)

when there is no risk of confusion regarding the metric g.

Proposition 4.5. There exist constants r0,C depending only on n and λ such that
(1) N is almost monotone, in the sense that eCrN(x, r) is monotone for all

solutions u and for all r ∈ (0, r0];
(2) N controls the growth of u, in particular for 0 < s < r ≤ r0:∣∣∣∣∣∣H(s)

H(r)
exp

(
−2

∫ r

s

N(t)
t

dt
)
− 1

∣∣∣∣∣∣ ≤ Cr ,(4.10)

(3) I and D are almost equal, in particular
|I(r) − D(r)|

D(r)
≤ Cr .(4.11)

Moreover, by the existence and uniqueness of the tangent map proved in [8],
the limit N(x, 0) = limr→0 N(x, r) exists for all x and it is the vanishing order of
u − u(x) at x (thus, it is an integer ≥ 1).

It is important to underline that a generalization of Theorem 3.14 is available
also for general elliptic equations, although it is necessary to restrict ourselves to
r ≤ r0(n, λ). The proof of the following is analogous to the proof of Theorem 3.14,
up to some minor technical modifications.
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Theorem 4.6. Let u solve (1.1) with (1.2), and assume for simplicity that ai j(0) =

δi j. There exists r0 = r0(n, λ) and C(n, λ) such that if r1 ≤ r0 and N(0, r1) ≤ Λ,
then

N(y, r1/2) ≤ CΛ(4.12)

for all y ∈ (Br1(0)).

4.2 Frequency pinching for elliptic equations: growth estimates
Generalizing the definition given for harmonic functions, we say that a solution

u to (1.1) has frequency δ-pinched on the scales [r2, r1] around x if

|N(x, s) − N(x, r1)| ≤ δ ∀ s ∈ [r2, r1] .(4.13)

Given the almost monotonicity of N, a sufficient condition for pinching is

N(x, r1) − N(x, r2) ≤ δ/2 and r1 ≤ r0(n, λ)
δ

N(x, r1)
.(4.14)

The aim of this section is to generalize in this context the properties enjoyed
by harmonic functions with pinched frequency, with particular emphasis on the
quantitative versions of these properties.

Throughout this section, we fix some 0 < δ < 1/7 and we will assume that
N(0, r0) ≤ Λ and that r1 ≤ δmin

{
r0
Λ
, 1

C

}
.

Lemma 4.7. Set for convenience T = T u
x,r1

, and let ` be any real number, and
suppose that for some r2 ≤ r1, N(x, r2) ≥ `−δ/2 (or equivalently that N(x, s) ≥ `−δ
for all s ∈ [r2, r1]). Then∫

Bt

T 2dV ≤
ωn

n
(1 + 2δ)

tn+2`−2δ for t ∈
[

r2
r1
, 1

]
,(

r2
r1

)2`−2δ−2
tn+2 for t ∈

[
0, r2

r1

](4.15)

Proof. The almost monotonicity of N (or equivalently of NT ) and the fact that
NT (x, 0) ≥ 1 for any x give the bound:

NT (0, r) ≥

NT (0, r2) − δ for r ∈ [r2, r1] ,
e−Cr for r ∈ [0, r2] .

(4.16)

The lemma is an easy consequence of the L2 estimates in Proposition 4.5. Indeed,
we have ∫

Bt(0)
|T (x)|2 =

∫ t

0
dsωnsn−1

?
∂Bs(0)

|T (x)|2 ≤(4.17)

≤ ωn(1 + Cr1)
∫ t

0
dssn−1 exp

(
−2

∫ 1

s

NT (0, r1s)
s

ds
)
.(4.18)

�

By standard elliptic estimates (see [7, theorem 8.24]), we obtain the following
corollary.
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Corollary 4.8. Under the assumptions of Lemma 4.7, we have that

|T (x)| ≤ C(n, λ)2`/2
|x|`−δ for |x| ∈ [2−1/2r2/r1, 2−1/2] ,(

r2 r−1
1

)`−δ−1
|x|1 for |x| ∈ [0, 2−1/2r2/(r1)] .

(4.19)

Proof. These estimates are an easy consequence of the standard elliptic estimates

sup
x∈Br

{|T (x)|} ≤ C(n, λ) ‖T‖L2(B21/2r) r−n/2 .(4.20)

We refer the reader to [7, theorem 8.24] for a proof of these estimates. �

By W2,p elliptic estimates, we can easily use the previous Corollary to obtain
Lp estimates on the Laplacian of u.

Lemma 4.9. For any fixed p ∈ (1,∞), under the assumptions of Lemma 4.7, the
Laplacian of T = T u

0,r1
satisfies

‖∆T‖Lp(Bt(0)) ≤ C(n, λ, p)r12`

(
r2 r−1

1

)`−δ−1
tn/p for t ∈ [0, r2/(2r1)]

t`−δ−1tn/p for t ∈ [r2/(2r1), 1/2]
(4.21)

Proof. By W2,p elliptic estimates (see for example [7, theorem 9.11]), we have

r2
∥∥∥∇2T

∥∥∥
Lp(Br(0)) + r ‖∇T‖Lp(Br(0)) ≤ C(n, λ, p) ‖T‖Lp(B21/2r(0))(4.22)

The estimates on the Laplacian are an easy consequence of the previous corollary
and the fact that

∆T = ∆T − L̃(T ) =
(
ãi j(0) − ãi j(x)

)
∂i∂ jT +

(
b̃i(x) + ∂ jãi j(x)

)
∂iT ,(4.23)

where the coefficients ãi j, b̃i are the ones defined in (2.4).
By the Lipschitz condition on ai j and the definition of T , we have that∣∣∣ãi j(0) − ãi j(x)

∣∣∣ ≤ λC(n, λ)r1 |x| .(4.24)

Moreover, the uniform bound on the coefficients bi and the Lipschitz bounds on ai j

imply that ∣∣∣b̃i(x) + ∂ jãi j(x)
∣∣∣ ≤ λC(n, λ)r1 .(4.25)

Plugging in the estimates (4.22) in (4.23) we obtain the result.
�

4.3 Frequency pinching and approximating harmonic functions
Following [8], we use the Green’s kernel of the Laplacian in order to produce

a harmonic function which approximates the solution u under suitable pinching
conditions.
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Theorem 4.10. Let u be a solution of (1.1) with (1.2). Suppose that r1 ≤ r0(n, λ),
and that for some r2 ≤ r1/4, N(x, r2) ≥ `, where ` is any real number. Denote
for simplicity T = T u

x,r1
. Then there exists a function w(x) such that for |x| ∈

[r2/r1, 1/2]

|w(x)| ≤ C(n, λ)8`r1 |x|`+1/3 , |∇w(x)| ≤ C(n, λ)16`r1 |x|`−1+1/3(4.26)

and with ∆(w) = ∆(T ) on B1/2(0). Moreover, w(0) = 0.

Remark 4.11. As it will be clear from the proof, the function w depends linearly
on the function T , and in particular on its normalization. Recall that T satisfies>
∂B1(0) T 2 = 1.

Proof. We prove the theorem for n ≥ 3. Similar estimates hold in the case n = 2
by replacing G(x, y) = c(n) |x − y|2−n with the Green’s kernel in dimension 2, i.e.,
G(x, y) = c log(|x − y|).

Estimates on the Green’s kernel. Let us recall some facts and estimates about
the Green’s kernel. Let G(x, y) be the fundamental solution of the Laplace operator
in Rn, i.e., the Green’s kernel. By standard theory, G(x, y) = c(n) |x − y|2−n, where
c(n) is chosen in such a way that

∆xG(x, y) = δ(x − y) .(4.27)

Fix some y , 0, and consider consider the function Gy(x) = G(x, y) on the ball of
radius B|y|(0). Gy is harmonic on this ball, and so we can write

Gy(x) =
∑

k

gk(y)Pk(x) ,(4.28)

where Pk(x) are homogeneous harmonic polynomials of degree k normalized by>
∂B1(0) P2

k = 1. For r < |y|,∑
k

[
gk(y)rk

]2
=

?
∂Br(0)

Gy(x)2 .(4.29)

In particular, if we choose r = 2 |y| /3, we obtain

gk(y) ≤
(
3
2

)k

|y|−k
?

∂B3|y|/2(0)
Gy(x)2

1/2

≤ c(n)
(
3
2

)k

|y|−n+2−k .(4.30)

Note also that the function

S y,d(x) = G(x, y) −
d∑

k=0

gk(y)Pk(x)(4.31)

is a harmonic function with vanishing order ≥ d + 1 at the origin. Moreover, by the
orthogonality properties of Pk,?

∂B2|y|/3(0)
S y,d(x)2 ≤

?
∂B2|y|/3(0)

G(x, y)2 ≤
c(n)

|y|2(n−2) .(4.32)
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By growth conditions related to the frequency of S and standard elliptic estimates,
we have for |x| ≤ |y| /2:

∣∣∣S y,d(x)
∣∣∣ ≤ c(n)

?
∂B4|x|/3(0)

S y,d(x)2
1/2

≤(4.33)

≤ c(n)2d+1 |x|
d+1

|y|d+1

?
∂B2|y|/3(0)

S y,d(x)2
1/2

≤ c(n)2d+1 |x|
d+1

|y|n+d−1 .(4.34)

Construction of w. Denote for convenience

f (y) = ∆T (y) .(4.35)

By Lemma 4.9, f ∈ Lp(B1(0)) for all p < ∞. Let d be the closest integer to ` (so
that |` − d| ≤ 1/2), and define the function w by

w(x) =

∫
|y|≤1

[
G(x − y) −G(−y)

]
f (y)dy −

d∑
k=1

∫
r2/r1≤|y|≤1

gk(y)Pk(x) f (y)dy .

(4.36)

Assuming that both integrals converge, the sum on the rhs is a harmonic polynomial
of degree ≤ d, and, by the properties of the Green’s kernel, ∆(w) = ∆(T ). In order
to finish the proof, we only need the C0 estimates on w.

Rewrite w as

w(x) =

∫
|y|<r2/r1

(G(x − y) −G(−y)) f (y)dy+(4.37)

∫
r2/r1≤|y|≤1

G(x − y) −
d∑

k=0

gk(y)Pk(x)

 f (y)dy .(4.38)

Fix r2/r1 < |x| < 1/2, and split the integral in the following fashion:

I1 =

∫
|y|≤2|x|

(G(x − y) −G(−y)) f (y)dy ,(4.39)

I2 = −

∫
r2/r1≤|y|≤2|x|

d∑
k=1

gk(y)Pk(x) f (y)dy ,(4.40)

I3 =

∫
2|x|≤|y|≤1

G(x − y) −
d∑

k=0

gk(y)Pk(x)

 f (y)dy .(4.41)
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Let p = n + 1 and let p′ = (n + 1)/n be its conjugate exponent. Using the Lp

estimates on f (y) we obtain

|I1| ≤ c(n) |x|
(∫
|y|≤2|x|

1

|x − y|(n−1)p′ dy
)1/p′ (∫

|y|≤2|x|
f (y)pdy

)1/p

≤(4.42)

≤ c(n) |x|
(∫
|z|≤3|x|

1

|z|(n−1)p′ dz
)1/p′

C(n, λ)22`r1|x|`−δ−1 |x|n/(n+1) ≤ C(n, λ)r122` |x|`+1−δ .

(4.43)

In order to estimate I2 we write

|I2| ≤ c(n)
d∑

k=1

(
3
2

)k

|Pk(x)|
A∑

i=0

∫
2−i |x|≤|y|≤21−i |x|

| f (y)|

|y|n+k−2 dy ≤(4.44)

≤ c(n)
d∑

k=1

2k |x|k
A∑

i=0

(∫
2−i |x|≤|y|≤21−i |x|

1

|y|(n+k−2)p′ dy
)1/p′ (∫

|y|≤21−i |x|
| f (y)|p dy

)1/p

,

(4.45)

where A is the smallest integer greater or equal to log2(r1 |x|) − log2(r2).
We use the estimates in Lemma 4.9 in order to obtain

|I2| ≤ C(n, λ)2d+`r1

d∑
k=1

|x|k
A∑

i=0

(
|x|
2i

)1−k (
|x|

2i−1

)`−δ
≤(4.46)

≤ C(n, λ)2d+2`r1 |x|`+1−δ
d∑

k=1

∞∑
i=0

(
2k+δ−1−`

)i
≤ C(n, λ)d2d+2`r1 |x|`+1−δ .(4.47)

Note that the bounds on the infinite series are a direct consequence of |d − `| ≤ 1/2,
which implies 2k+δ−1−` ≤ 2−1/3.

With a similar technique, we can estimate I3. Indeed, by (4.33) we have

|I3| ≤ C(n)2d |x|d+1
A∑

i=0

∫
2−1−i≤|y|≤2−i

| f (y)|

|y|n+d−1 dy ,(4.48)

where A is the first integer ≥ − log2(|x|) − 1. Thus we have

|I3| ≤ C(n, λ)2d+`r1 |x|d+1
A∑

i=0

(∫
2−1−i≤|y|≤2−i

1

|y|(n+d−1)p′ dy
)1/p′ (∫

|y|≤2−i
| f (y)|p dy

)1/p

≤

(4.49)

≤ C(n, λ)2d+`r1 |x|d+1
A∑

i=0

2i(d+δ−`) .

The last sum can be estimates via integrals. In particular, it is easily seen that
N∑

i=1

2ηi ≤

∫ − log2(|x|)

0
2ηsds ≤

1
η ln(2)

(
|x|−η − 1

)
≤ c |x|−η (− log(|x|)) .(4.50)
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In the end we have

|I3| ≤ C(n, λ)r12d+` |x|`+1−δ (− log(|x|)) .(4.51)

Since |` − d| ≤ 1/2, we have proved the C0 estimates for |x| ∈
[

r2
r1
, 1

2

]
.

With analogous estimates, it is easy to prove that |w(x)| = O(|x|) as x→ 0.
The estimate on the gradient of w is a simple corollary of the elliptic estimate

valid for any p > n (see for example [7, Theorem 9.11])

|∇w(x)| ≤ C(n, λ, p) |x|−1
(
‖w‖C0(B2|x|(0) + |x|2−n/p ‖∆w‖Lp(B2|x|(0)

)
.(4.52)

�

As a corollary, we obtain the existence of an approximating harmonic function h
for u. For convenience of notation, we state the theorem with the function T = T u

x,r.

Corollary 4.12. Let u be a solution of (1.1) with (1.2), and 0 < δ < 1/7. Suppose
that r1 ≤ r0(n, λ), and that for some r2 ≤ r1/4, u has frequency δ-pinched on
[r2, r1], i.e., |N(x, s) − N(x, r1)| ≤ δ for all s ∈ [r2, r1]. There exists a constant
C(n, λ) such that if r1 ≤ δ

(
C(n, λ)16Λ

)−1
, then there exists a harmonic function h

such that for r2/r1 ≤ |y| ≤ 1/4:

|h(y) − T (y)|2 ≤ δ2
?
∂B|y|(0)

T 2dS and
∣∣∣Nh(0, |y|) − NT (0, |y|)

∣∣∣ ≤ δ .(4.53)

Proof. Define the function h(y) = T (y)−w(y), which is evidently a harmonic func-
tion on B1/2(0), and let ` = N(x, r2). By the estimates on |w(x)|, the pinching of the
frequency and the L2 estimates in 4.5, we obtain immediately the first inequality.
Indeed

|w(y)| ≤ C(n, λ)8`r1 |y|`+1/3
(?

∂B1(0)
T 2

)1/2

≤(4.54)

≤ C(n, λ)8`r1

?
∂B|y|(0)

T 2
1/2

(1 + C(n, λ)r1) |y|1/3−δ .(4.55)

As for the frequency of h, consider the ratio between the frequency of h and the
generalized frequency of T

Nh(0, r)
NT (0, r)

=
DT (r)
IT (r)

∫
Br(0) |∇h|2 dV∫

Br(0) ‖∇T‖2g dVg

∫
∂Br(0) |T |

2 dS g∫
∂Br(0) |h|

2 dS
,(4.56)

where we have used the notation introduced in Proposition 4.5. Since
∣∣∣gi j(y) − δi j

∣∣∣ ≤
C(n, λ) |y|, we can easily replace all the integrals wrt g with standard Euclidean in-
tegrals up to some small multiplicative constant. More precisely∣∣∣∣∣∣∣∣

∫
Br(0) |∇T |2 dV∫

Br(0) ‖∇T‖2g dVg
− 1

∣∣∣∣∣∣∣∣ ≤ C(n, λ)r1 ,

∣∣∣∣∣∣∣
∫
∂Br(0) |T |

2 dS g∫
∂Br(0) |T |

2 dS
− 1

∣∣∣∣∣∣∣ ≤ C(n, λ)r1 .(4.57)
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As for the ratio of the Dirichlet integrals, by definition∫
Br(0)
|∇h|2 =

∫
Br(0)
|∇T |2 +

∫
Br(0)
|∇w|2 − 2

∫
Br(0)
〈∇T |∇w〉 .(4.58)

The C1 estimate in the previous theorem and the L2 growth estimates in 4.5 give
for all r2/r1 ≤ r ≤ 1/4?

Br(0)
|∇w|2 ≤

(
C16`r1r−1−δ+1/3

)2
?
∂Br(0)

|T |2 ≤(4.59)

≤ (1 + Cr)
(
C16`r1r−1−δ+1/3

)2 c(n)r2

` − δ

?
Br(0)
|∇T |2 .(4.60)

In a similar way, one can estimate also the second fraction. �

Corollary 4.12 also immediately leads to a generalization of Lemma 3.16:

Lemma 4.13. Let u be a solution to (1.1) with (1.2). There exists constants r0(n, λ)
and C(n, λ) such that if N(0, r0) ≤ Λ, r1 ≤ δC(n, λ)−Λ and for some integer d,
N(0, r1) ∈ [d + δ, d + 1 − δ], then N(0, e2r1/4) ≤ N(0, r1) − δ/10. Moreover, if
N(0, r1) ≤ d + 1 − δ, then N

(
0, δC(n,λ)r1

)
≤ d + δ.

Proof. This lemma is an easy consequence of the previous corollary and of Lemma
3.16 applied to the approximating harmonic function for T . �

By applying Corollary 4.12 and the above Lemma, and combining with The-
orem 3.19, we immediately obtain our main result for the subsection, namely the
effective tangent cone uniqueness statement.

Theorem 4.14. Let u be a solution of (1.1) with (1.2), 0 < ε < 1/7 and N(x, r1) ≤
` + 1. If 100r2 ≤ r1 ≤ r0(n, λ)ε

(
C(n, λ)16`

)−1
, and if u has frequency ε-pinched

on [r2, r1], i.e., |N(x, r2) − N(x, r1)| ≤ ε, then there exists a unique homogeneous
harmonic polynomial Pd such that:

(i) There exists an integer d such that for all t ∈ (r2, r1), |N(0, t) − d| ≤ 6ε,
(ii) For all t ∈ (4r2, r1/16)?

∂B1(0)

∣∣∣T u
0,t − Pd

∣∣∣2 ≤ 14ε ,(4.61)

Proof. Let h be the harmonic approximation of T u
0,r1

built in Corollary 4.12. This
harmonic function satisfies

Nh(0, 1/4) − Nh(0, r2/r1) ≤ 2ε .(4.62)

As a consequence, we can apply Theorem 3.19 to h. The approximation properties
proved in 4.12 immediately imply the thesis. �

Another application of Theorem 4.10 leads us to the following:
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Lemma 4.15. For any δ > 0, there exists r0(n, λ) such that if for some r1 ≤ δr0,
N(x, r1) ≤ 3/2, then ∣∣∣∇T u

x,r1/8(x)
∣∣∣2 ≥ n

2
(1 + δ) .(4.63)

Proof. First note that if h is harmonic with N(x, r) < 3
2 , then we have that

|∇h|2(x) ≥
n
2

?
∂Br(x)

(u − u(x))2 .(4.64)

Now in general let h be any suitable harmonic C1 approximation of T . One
possible way to obtain the approximation h is to adapt the proof of Corollary 4.12.
Indeed, even though we are not assuming any pinching of the frequency, we can
use theorem 4.10 with N = 1 and obtain the existence of a function w such that
h = T − w is a good C1,α approximation of T . Then applying the above to h and r0
sufficiently small gives us our Lemma.

Although it is not necessary for the scope of this Lemma, it is worth notic-
ing that equation (4.54) is still valid also in this context. Indeed, by the previous
corollary, there exists a constant c(n, λ) < 1/2 such that

N(x, ckr1) ≤ 1 + 2−k−1 .(4.65)

This and the L2 growth conditions in Proposition 4.5 imply that there exists a con-
stant C(n, λ) (not close to 1, but still a constant) such that?

∂Br(0)
|T |2 ≤ Cr2

?
∂B1(0)

|T |2 .(4.66)

Using this estimate, it is easy to check that the proof of Corollary 4.12 carries over
also in this context. �

4.4 Almost cone splitting
The aim of this section is to obtain a generalization of Lemma 3.22 for elliptic

equations which will allow us to extend Corollary 3.26 also in this context. The
basic idea is quite simple: if we pick a solution u to (1.1) such that on a small
enough ball its generalized frequency is pinched around some x, then by Theorem
4.10 we obtain an approximating harmonic function h with standard frequency
pinched as well. All we need to prove is that if the frequency of u is pinched also
at some other point x′, then the frequency of h is pinched as well around x′.

Throughout this section, we will assume that the solution u of (1.1) has fre-
quency δ-pinched on [r2, r1], with r1 ≤ r0(n, λ), r2 ≤ r1/32 and N(0, r1) ≤ Λ.
Moreover, we fix the notation T = T u

0,r1
and N = N(0, r1).

Proposition 4.16. Suppose that N(0, r0) ≤ Λ, r1 ≤ δC(n, λ)−Λ and N(0, r1) −
N(0, r1/32) ≤ δ/2. Let T = T u

0,r1
and h be its harmonic approximation, as in

Corollary 4.12. There exists a β(n) > 0 such that if x̄ ∈ Bβ(n)(0), then∣∣∣NT (x̄, 1/8) − Nh(x̄, 1/8)
∣∣∣ ≤ δ/2 .(4.67)
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In particular, if for some r ≤ 1/16 we have NT (x̄, 1) − NT (x̄, r/2) ≤ δ/2, then
Nh(x̄, 1/8) − Nh(x̄, r) < 2δ.

Proof. Although philosophically very similar to the proof of Lemma 4.13, the
proof of this proposition has some minor (albeit annoying) technical details to be
addressed. In particular, the fact that ai j(x̄) , ai j(0) will force us to deal with
different ellipsoids instead of balls.

Consider the function T = T u
0,r1

, which solves (2.4). By the invariance proper-
ties of the frequency and the Lipschitz assumption on ai j,∣∣∣∣∣∣∣∣NT (x̄, s) −

s
∫

E(x̄,s) |∇T |2 dV∫
∂E(x̄,s) |T − T (x̄)|2 dS

∣∣∣∣∣∣∣∣ ≤ C(n, λ)r1Λ ,(4.68)

where E(y, s) =
{
z s.t. ãi j|y(z − y)i(z − j) j < s2

}
.(4.69)

Since ãi j(0) = δi j by definition, there exists ε ≤ C(n, λ)r1 such that for all y ∈ B1(0)

B(1−ε)s(y) ⊂ E(y, s) ⊂ B(1+ε)s(y) .(4.70)

Moreover, by standard elliptic estimates and the L2 growth condition in Proposition
4.5, we can bound the gradient of T by

‖∇T‖2C0(B1/4(x̄)) ≤ C(n, λ)
?
∂E(x̄,1)

|T − T (x̄)|2 ≤ C(n, λ)8Λ

?
∂E(x̄,1/8)

|T − T (x̄)|2 .

(4.71)

We can use this bound to estimate the L2(∂E(x̄, 1/8)) norm. Indeed

∣∣∣∣∣∣∣∣
∫
∂B1/8(x̄) |T − T (x̄)|2 dS∫
∂E(x̄,1/8) |T − T (x̄)|2 dS

− 1

∣∣∣∣∣∣∣∣ ≤ C(n, λ)ε
‖∇T‖C0(B1/4(x̄))(∫

∂E(x̄,1) |T − T (x̄)|2 dS
)1/2 ≤ C(n, λ)Λr1 .

(4.72)

By using the estimates on w = T − h from Theorem 4.10, we obtain∣∣∣∣∣∣
?
∂B1/8(x̄)

|h − h(x̄)|2 −
?
∂B1/8(x̄)

|T − T (x̄)|2
∣∣∣∣∣∣ ≤(4.73)

≤ C(n, λ)Λr1

?
∂B1(0)

|h|2 ≤ C(n, λ)Λr1

?
∂B1/16(0)

|h|2 .(4.74)

As shown in the proof of Theorem 3.14, there exists β(n) < 1/8 such that for
|x̄| ≤ β(n):

h(x̄)2 ≤
1
2

?
∂B1/8(x̄)

|h|2 =⇒

?
∂B1/8(x̄)

|h|2 ≤ 2
?
∂B1/8(x̄)

|h − h(x̄)|2 .(4.75)
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Moreover simple geometric considerations and the growth estimates related to N
lead to ?

∂B1/16(0)
|h|2 ≤ c(n)Λ

?
∂B1/8(x̄)

|h|2 .(4.76)

Putting together these estimates, we obtain∣∣∣∣∣∣∣∣
∫
∂B1/8(x̄) |T − T (x̄)|2∫
∂B1/8(x̄) |h − h(x̄)|2

− 1

∣∣∣∣∣∣∣∣ ≤ C(n, λ)Λr1(4.77)

Arguing as in the proof of Corollary 4.12, we conclude∣∣∣∣∣∣NT (x̄, 1/8)
Nh(x̄, 1/8)

− 1

∣∣∣∣∣∣ ≤ C(n, λ)Λr1(4.78)

as desired. �

As a corollary of this proposition, we can easily prove a generalization of
Lemma 3.22.

Corollary 4.17. Fix some 0 < ε < ε0(n, λ) << 1, and suppose that N(x, r0) ≤ Λ

for all x ∈ Br0(0). Let r1 ≤ r0C(n, λ)−Λε, and assume that for some integer d we
have

• N(0, r1) − N(0, χβ(n)r1) ≤ ε, with χ = c(n, λ)Λ−1 and |N(0, r1) − d| ≤ ε,
• there exists x̃ ∈ Bχr1(0) such that N(x̃, r1) − N(x̃, χβ(n)r1) ≤ ε, with the

extra condition |N(x̃, r1) − d| ≤ 1/3.

Let h be the harmonic approximation of T0,χr1 and h′ be the harmonic approxima-
tion of T x̃,χr1 . Set also x̄ = (χr1)−1Q0(x̃). After rotating we may assume without
loss that x̄ = (t, 0, · · · , 0), with |t| ≤ β(n). If ε ≤ ε0(n), then u is almost x̄ invariant,
in the sense that:

(1) The d-th degree part in the Taylor expansion of h is dominant. In particular
if h =

∑
k akPk, then

a2
d ≥ (1 − 12ε) ‖h‖2L2(∂B1(0)) .(4.79)

Similarly for h′.
(2) The d-th degree part in the Taylor expansion of h is almost constant. In

detail: ?
∂B1(0)

∣∣∣ad(0)Pd,0(y) − ad(x̄)Pd,x̄(y)
∣∣∣2 dy ≤(4.80)

≤ C(n)εt2
?
∂B1(0)

∣∣∣ad(0)Pd,0(y)
∣∣∣2 dy = C(n)εt2ad(0)2 .(4.81)

Similarly for h′.
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(3) The two functions h and h′ are almost the same. In particular?
∂B1(0)

∣∣∣h(y) − h′(y)
∣∣∣2 dy ≤ C(n)εt2

?
∂B1(0)

|h(y)|2 dy ;(4.82)

(4) The x̄ derivative of Pd is almost zero, more precisely∥∥∥∂1Pd,0
∥∥∥ ≤ C(n)t−1 √ε

∥∥∥∇Pd,0
∥∥∥ = C(n)t−1 √ε

√
d(2d + n − 2)

∥∥∥Pd,0
∥∥∥ .(4.83)

Proof. This Corollary is an easy consequence of the previous proposition and
Lemma 3.22. Note that point 1 is the content of Lemma 4.13.

Set for convenience T = T0,r2 and T ′ = T x̄,r2 , and set h and h′ to be their
harmonic approximations. By Corollary 4.12, we can estimate

Nh(0, r1/(2r2)) − Nh(0, 1/5) ≤ 2ε .(4.84)

Let x̄ = r−1
2 Q0(x̃). In other words, x̄ is the point in the domain of T corresponding

to x̃ in the domain of u. Note that x̄ ∈ Bβ(n)(0). Proposition 4.16 guarantees that

Nh(x̄, r1/(2r2)) − Nh(x̄, 1/5) ≤ 2ε .(4.85)

As a consequence, we can apply Theorem 3.19 to h and prove point 1, and by
Lemma 3.22 applied to h, we immediately prove points 2 and 4.

As for point 3, Lemma 3.22 ensures that?
∂B1(0)

|h(y) − h(x̄ + y)|2 dy ≤ C(n)εt2
?
∂B1(0)

|h(y)|2 dy .(4.86)

Arguing as in the proof of 4.16, we can easily prove that?
∂B1(0)

∣∣∣h(x̄ + y) − h′(y)
∣∣∣2 dy ≤ C(n)εt2

?
∂B1(0)

|h(y)|2 dy ,(4.87)

and this concludes the proof of point 3. �

In turn, we are now in a position to generalize Corollary 3.26 to generic elliptic
equations.

Corollary 4.18. Fix some 0 < τ < 1 and some integer d ≥ 2, and suppose that
N(x, r0) ≤ Λ for all x ∈ Br0(0). Let r1 ≤ r0C(n, λ)−Λε and set V to be set of points
x ∈ Br0(0) such that

N(x, r1) − N(x, rx) ≤ ε with rx ≤ c(n, λ)Λ−1r1 and
∣∣∣N̄(x, r1) − d

∣∣∣ ≤ 1/3 ,
(4.88)

There exists ε0(n, τ) such that if ε < ε0, then there exists a subspace V of dimension
at most n − 2 such that for all x ∈ V

V ∩ Bc(n,λ)Λ−1r1
(0) ⊂ x + Bτ(V) .(4.89)

Note that the subspace V is independent of x and rx
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4.5 Critical Points and Symmetry for Elliptic Equations
In order to complete the generalization to elliptic equations, we only have to

show that given enough symmetry there cannot exist critical points away from
an n − 2-plane. See Section 3.6 for the corresponding statements for harmonic
functions.

Since the harmonic approximation given in Theorem 4.10 is a C1,α approxima-
tion for the function T , it is evident that Propositions 3.29 and 3.32 remain valid
for elliptic equations under minor modifications.

As for the effective critical points, we need to show that if Nh(x, r) ≥ 3/2, then
also NT (x, r) ≥ 3/2 (or something similar). One may think that as r gets smaller,
h must be closer and closer to T in order for this statement to be true. However,
we will see that since we are concerned only with points of frequency 3/2, and not
points with generic frequency, the size of r does not matter. Indeed, in some sense
the condition Nh(x, r) ≥ 3/2 is a C1 condition on the function h, it states that the
gradient of h does not vanish in a quantitative way.

Proposition 4.19. Under the hypothesis and notation of Proposition 4.16, suppose
that x ∈ B1(0) is such that |∇h(x)|2 ≥ α2

>
∂B1(0) |h|

2 > 0. If r1 ≤ C(n, λ)−Λα, then
rT

c ≥ c(n, λ)rh
c .

Proof. By the arguments in the proof of Proposition 4.16, for r1 ≤ r0(n, λ)Λ, x ∈
B1(0) and r ≤ 1 we have ∣∣∣∣∣∣NT (x, r)

NT (x, r)
− 1

∣∣∣∣∣∣ ≤ 1
10

.(4.90)

Since h is harmonic, by the properties of its L2 expansion for any x and r?
∂Br(x)

|h − h(x)|2 ≥ r2 |∇h(x)|2 , |∇h(x)|2 ≤
?

Br(x)
|∇h|2 .(4.91)

This implies that>
∂Br(x) |w − w(x)|2>
∂Br(x) |h − h(x)|2

≤
‖∇w‖2

∞,Br(x)

|∇h(x)|2
≤ C(n, λ)Λr2

1α
−2 ,(4.92) >

Br(x) |∇w|2>
Br(x) |∇h|2

≤
‖∇w‖2

∞,Br(x)

α2
>
∂B1(0) h2

≤ C(n, λ)Λr2
1α
−2 .(4.93)

With these estimates we can conclude that, for r0(n, λ) is sufficiently small,∣∣∣∣∣∣NT (x, r)
Nh(x, r)

− 1

∣∣∣∣∣∣ ≤ 1/7 .(4.94)

This in particular implies NT (x, rc(x)) ≤ 1 + 5/7 < 2. The thesis follows from
Lemma 4.13. �
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As a Corollary, we obtain immediately the following generalizations of Propo-
sitions 3.30 and 3.33.

Corollary 4.20. If u : B1(0) ⊂ R2 → R is a solution to (1.1) such that for all
x ∈ B1/2(0) N(x, r0) ≤ Λ, there exists ε0(n, λ) such that N(x, r1) − N(x, r1/10) ≤ ε0
implies rc(y) ≥ c(n, λ)/Λr1 for all y ∈ ∂Br1/5(x).

Corollary 4.21. Let u : B1(0) ⊂ Rn → R be a solution to (1.1) such that N(x, r0) ≤
Λ for all x ∈ B1/2(0) and τ < 1. Suppose also that ε ≤ ε0(n, λ)τΛ and r1 ≤

c(n, λ)Λε. Let h be the approximating harmonic function for Tx,r, and suppose that

h = Qd +
∑

k

akPk ,(4.95)

where Pk are normalized hhP’s of degree k, and Qd is a normalized hhP of degree
d invariant wrt the n − 2 dimensional plane V. If∑

k

|ak|
2 e2|k−d| ≤ ε ,(4.96)

then for all x ∈ B1(0) \ Bτ(V), rT
c (x) ≥ c(n)τd.

4.6 Volume estimates for the effective critical set for elliptic equations
The approximation theorem and the generalization proved in the previous sec-

tions allow us to extend the proof of the volume estimates also for elliptic equa-
tions. The proofs are the essentially same as in the case of harmonic functions, it is
sufficient to replace the propositions and lemmas for harmonic function with their
generalizations for generic elliptic equations proved in this section.

In particular, we need to
(1) replace the uniform control given by Theorem 3.14 with Theorem 4.6,
(2) replace the statement about frequency drops in Lemma 3.16 with Lemma

4.13,
(3) replace the tangent cone uniqueness of Theorem 3.19 with the one in The-

orem 4.14,
(4) replace the almost cone splitting in 3.26 with 4.18,
(5) replace the ε-regularity theorems in Propositions 3.30 and 3.33 with Corol-

laries 4.20 and 4.21 respectively.
With these modifications, it is easy to prove that

Theorem 4.22. Let R ≤ r0(n, λ) and consider u : BR(0) ⊂ Rn → R be a solution
to (1.1) with (1.2) such that N(0,R) ≤ Λ. There exists a constant C(n, λ) such that

Vol
(
Br(Sr(u)) ∩ BR/2(0)

)
≤ C(n, λ)Λ2

(r/R)2 .(4.97)

Proof. The proof is almost identical to the one carried out for harmonic functions
in 3.37.

However, there is one point which needs a little attention. In many of the state-
ments for elliptic equations, we require that r1 ≤ C(n, λ)−Λε. In order to satisfy
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this request, we cover the ball Br0(0), with a minimal covering of balls of radius
r1 = C(n, λ)−Λε. It is evident that the number of these balls can be bounded above
by C(n, λ)Λε−1 ≤ C(n,Λ)Λ2

.
On every ball of this covering, we can apply all the statement proved for ellip-

tic equations, and, by the same proof as in the harmonic case, obtain the desired
estimate. Given the bound on the number of such balls, the estimate remains es-
sentially unchanged also on BR(0).

�

As it is easily seen, also the improved estimate in dimension 2 can be general-
ized in a similar way.

Theorem 4.23. Let R ≤ r0(n, λ) and consider u : BR(0) ⊂ R2 → R be a solution
to (1.1) with (1.2) such that N(0,R) ≤ Λ. There exists a constant C(n, λ) such that

Vol
(
Br(Sr(u)) ∩ BR/2(0)

)
≤ C(λ)Λ(r/R)2 .(4.98)

As a corollary, the number of critical points of such a function is bounded above
by C(λ)Λ.
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Appendix: Nodal sets

As anticipated in the introduction, with similar arguments one can obtain Minkowski
estimates on the effective nodal set of a solution to an elliptic PDE. The results do
not depend on whether (1.1) is critical or not, which is to say, whether c ≡ 0 or not.
One needs only change the symmetry results of Sections 3.6 and 4.5 to reflect the
nodal set as opposed to the critical set, and then, with exactly the same technique,
it is possible to prove effective n−1 volume estimates on the tubular neighborhood
of the set u−1(0). In particular, consider the two following simple propositions.

Proposition A.1. If u is a nonconstant harmonic function and N(0, 1) ≤ 1/2, then

u(0)2 ≥
1
2

?
∂B1(0)

u(x)2dS > 0 .(A.1)

If u solves (1.1), then there exist constants c(n, λ), r0(n, λ) such that if N(0, r1) ≤
1/2 with r1 ≤ r0, then

u(0)2 ≥
1
2

?
∂Bcr1 (0)

u(x)2dS > 0 .(A.2)

Proof. The proof of the statement for harmonic function is analogous to the proof
of Lemma 2.3. As for more general solutions, one can exploit the approximating
harmonic function for u to generalize the previous statement. �

In a completely similar way, one can prove the following proposition.

Proposition A.2. Let u be a harmonic function. For every τ > 0, there exists
ε(n, τ) > 0 such that if 1 − ε ≤ N(0, e−2) ≤ N(0, e2) ≤ 1 + ε, then u does not have
zeros in B1(0) \ Bτ(V), where V is some n − 1 dimensional linear subspace of Rn.
Moreover, there exists r0 = r0(n) such for all x ∈ B1(0) \ Br(V), N(x, r0) ≤ ε0.

In a similar way, if u solves (1.1), there exists r0, ε0 and c depending only on n, λ
and τ such that if 1− ε ≤ N(0, r/c) ≤ N(0, cr) ≤ 1 + ε, with r ≤ r0, then there exists
an n − 1 dimensional plane V such that for all x ∈ Br(0) \ Bτr(V), N(x, cr) ≤ 1/2.

Proof. If u is harmonic, let u = u(0)+a1P1+
∑

k≥2 akPk. The pinching on N implies
that u(0)2 ≤ cεa2

1 and
∑

k≥2 a2
ke2k ≤ ε as well. This in particular implies that

|u(x) − a1P1(x)| ≤ |u(0)| +
∑
k≥2

|ak| |Pk(x)| ≤ εc(n)

1 +
∑
k≥2

e−2kkn/2

 ≤ c(n)ε .

(A.3)

Since P1(x) = 〈L|x〉, where L is a vector of length
√

n, then we easily obtain the
thesis.

Again, for more general solutions, the proposition follows from an easy appli-
cation of the approximation Theorem 4.10. �
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With these ingredients, it is easy to generalize the estimate proved for the effec-
tive critical set and obtain the following

Theorem A.3. There exists r0 = r0(n, λ) such that if u solves (1.1) with (1.2) on
Br0(0) ⊂ Rn and if N(0, r0) ≤ Λ, then

Vol
(
Br

(
u−1(0)

)
∩ Br0/2(0)

)
≤ Vol

[
Br (N(x, r) ≤ ε0) ∩ Br0/2(0)

]
≤ (C(n, λ)Λ)Λ r/r0 .

(A.4)

Proof. The proof follows closely the proof of Theorem 1.1. In this case however
we are interested in n − 1 Minkowski estimates, thus in the covering arguments
for the good balls we make a distinction only between functions with n − 1 or n
symmetries, and functions with at most n − 2 symmetries. In this latter case, a
simple covering argument of the whole good ball will do, while if a good ball is
close to having at least n − 1 symmetries, then by the cone splitting proved in 3.24
the dominant degree of this ball is either 0 or 1. Thus the ε-regularity theorems just
proved allow us to conclude the estimate. �

Appendix: Volume estimates on the critical and effective critical set
for n = 2

In this appendix we give an alternate, simplified, proof of the main results for
n = 2 which allows for an easy improvement of the constants. Namely, we prove
that

Theorem B.1. Let u : B1(0) ⊂ R2 → R solve (1.1) and satisfy (1.2). There exists
r0 = r0(n, λ) > 0 with r0(n, 0) = ∞ and C = C(n, λ) such that if Λ ≡ Nu(0, s) for
some s ≤ r0, and if (1.1) is critical, then

#
{
x ∈ Bs/2(0) : |∇u|(x) = 0

}
≤ eCΛ .(B.1)

If (1.1) is not critical, then we have the estimate

#
{
x ∈ Bs/2(0) : |∇u|(x) = u(x) = 0

}
≤ eCΛ .(B.2)

Proof. As before we will focus on the critical case, and we will assume u is har-
monic. The technique is such that, verbatim as in Section 4 of the paper, with the
appropriate approximation arguments the results all pass over to the general case.

By theorem 3.14, N(x, 1/3) ≤ C(n)Λ for all x ∈ B1/2(0). According to Proposi-
tion 3.30, there exists an ε0 independent of Λ such that

N(x, re2) − N(x, re−3) ≤ ε0 for some 0 < r < r0 =⇒ C(u) ∩ Br(x) \ Br/e(x) = ∅ .

(B.3)

This, and monotonicity, means that every point can have at most

K ≤
4cΛ

ε0
(B.4)

critical scales. That is, for each critical point there are at most K numbers i such
that Be−i(x) \ Be−i−1(x) contains a critical point.
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Now we proceed by induction on i. Let A0 < ∞ be the cardinality of C(u) ∩
B1/2(0). Define Ti to be an infinite vector of zeros and ones, and let |T | =

∑∞
i=1 T (i).

For i = 1, consider all the balls of radius e−i centered at x ∈ C(u)∩ B1/2(0), and
refine this covering of C(u) by considering only a maximal subcovering such that
Be−i−1(x j) are disjoint. This is obviously possible, and by simple volume estimates
the number of balls in this covering are at most c = e4/4.

Then refine further the covering by extracting a minimal subcovering with the
property that each ball covers at least a point which is not covered by any other
ball.

Now consider the ball in this covering that contains the largest number of criti-
cal points, say Be−i(y1), containing Ai critical points. If Ai = Ai−1, then set Ti = 0,
otherwise evidently we have

Ai−1 > Ai ≥ cAi−1 .(B.5)

Moreover in this case (i.e., if T (i) = 1) there also exists a critical point xi such that
e−i+1 ≥ d(xi, yi) ≥ e−i. Indeed, we assumed that the covering was minimal in this
sense.

Now we repeat this process by induction and stop when Ai = 1. Since the
number or critical points is finite, the number of induction steps is finite. Set ī to
be the index relative to the last step. Evidently we have the estimate:

A0 ≤ c|T |(B.6)

In order to get a bound on |T |, consider what happens if T (i) = 1. As seen
before, in this case there exists two critical points xi, yi such that

e−i+1 ≥ d(xi, yi) ≥ e−i .(B.7)

Thus either xi or yi have the following property (call zi the one with the property):
ALL the points in Be−i−1(yi+1) have distance ∈ [e−i−1, ei+1] from zi.

Now consider the critical point yī. Since it belongs to all the balls Be−i(yi),
We know that this point has at least |T | critical scales, and now we can conclude
|T | ≤ K ≤ 4cΛ/ε0. �

With a similar argument, we can prove an effective version of this theorem.

Theorem B.2. Let u : B1(0) → R solve (1.1) and satisfy (1.2). There exists
r0 = r0(n, λ) > 0 with r0(n, 0) = ∞ and C = C(n, λ) such that if Λ ≡ Nu(0, s) for
some s ≤ r0, then

Vol
(
Br(Sr(u)) ∩ Bs/2(0)

)
≤ eCΛ(r/s)2 .(B.8)

Proof. Consider the set Sr(u) and cover it with a Vitali covering of balls of radius
R = Λ̄r/(5r0). In detail

Sr(u) ⊂
M⋃

i=1

BR(xi) , xi ∈ Sr(u) , BRi/5(xi) ∩ BR j/5(x j) , ∅ .(B.9)
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Let y < BRi/5(xi), and suppose that |y − xi| is a good scale for xi, meaning that

N
(
xi, e2 |y − xi|

)
− N

(
xi, e−2 |y − xi|

)
≤ ε .(B.10)

Since we know that N(x, 1/3) ≤ Λ̄ for all x ∈ B1/2(0), then rc(y) ≥ Rr0
Λ̄
≥ r.

By using the argument of the previous theorem, one proves that the number M
of centers of the covering has a uniform upper bound. Thus we obtain that

Vol
(
BR(Sr(u)) ∩ B1/2(0)

)
≤ ecΛR2 =⇒(B.11)

Vol
(
Br(Sr(u)) ∩ B1/2(0)

)
≤ CΛ2ecΛr2 ≤ ecΛr2 .(B.12)

�
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