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Chapter 1

Outline of the thesis

Probability sample (PS) surveys are considered the traditional gold-standard data
source for studying socio-economic phenomena. As a function of the sampling de-
sign they allow for population inferences with measurable bounds of uncertainty
(Neyman, 1934). They are structured with well-defined quality and method-
ological frameworks for dealing with sampling and non-sampling (e.g. coverage,
measurement, non-response) errors (Biemer, 2010).

Although PS surveys are considered the gold standard for population infer-
ence, they are facing difficulties due to declining response rates and related in-
creasing costs. Fielding large size probability samples can be cost prohibitive for
many survey researchers and study sponsors. Thus, moving towards less expen-
sive, but potentially biased, non-probability data is becoming a more common
practice (Cornesse et al., 2020).

Non-probabilistic data sources include both traditional administrative data
and more innovative data like volunteer web surveys and digital trace data (e.g.
social media, google trends, data donation packages). While the use of adminis-
trative data is well-established in survey research, volunteer web surveys and espe-
cially digital trace data are gaining popularity due to their cost-effectiveness and
ability to provide timely information (Couper, 2013; Nordbotten, 2010). These
data sources can offer new perspectives and insights on various phenomena that
cannot be studied using traditional data only, opening up new opportunities for
making population inferences and supplementing traditional data (Japec et al.,
2015).

While non-probabilistic data sources offer many advantages, they also come
with limitations. For example, digital trace data are often unstructured (e.g. in
the form of text or images) and require additional analysis to extract the infor-
mation of interest. Moreover, drawing inference from non-probability samples
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2 CHAPTER 1. OUTLINE OF THE THESIS

is challenging because of the absence of a known sampling frame and random
selection process. Additionally, there is no unique framework for evaluating their
quality, and the lack of a benchmark measure can be a problem when studying
new phenomena. Furthermore, it is important to evaluate the construct be-
ing measured, as it may be different from the one measured by traditional data
sources (e.g. social media sentiment and sentiment measured on a Likert scale in
a questionnaire).

Thus, from a statistical perspective, there are many challenges and research
questions that need to be addressed, such as the possibility of doing inference
with non-probabilistic data, the quality of these data, and whether these data
sources can replace or supplement traditional PS surveys.

The focus of this thesis is on answering three research questions: 1) What is
the evolution of the field and what new trends are emerging?, 2) Can probability
and non-probability samples be combined in order to improve analytical inference
and reduce survey costs?, and 3) How can traditional and digital trace data be
combined to augment the information in traditional sources and better describe
complex phenomena?

This thesis addresses the aforementioned three research questions and, in par-
ticular, contributes to the existing literature by a) providing a deeper understand-
ing of the literature, and identifying current trends and research gaps for future
investigations, b) developing an original Bayesian framework to combine prob-
ability and non-probability online surveys in a manner that improves analytic
inference while also reducing survey costs, and c) developing a modular frame-
work that allows for building composite smart indicators in order to augment the
information available in traditional sources through digital trace data.

Each of the three research questions is addressed in one of the chapters.

Chapter 2 introduces the topic of inference for non-probability samples and
survey data integration. The chapter provides an overview of the different types of
non-probability samples and discusses their strengths and limitations. It also ex-
amines the challenges of integrating survey data with data from multiple sources
and provides examples of how researchers are addressing these challenges. Af-
ter providing a conceptual background, the chapter presents an original science
mapping study using text mining and bibliometric tools, which makes this anal-
ysis different from other literature reviews. The study analyzes a collection of
1023 topic-related publications from the Scopus database published between the
years 1937-2022. The originality of this paper lies in the fact that in addition to
characterizing the field in terms of collaboration between authors and research
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trends, it also identifies research gaps and formulates a research agenda for future
investigations. Hence, it addresses the first research question. This paper is cur-
rently under review. The paper was revised following the reviewers’ comments,
after receiving minor revisions.

Then, Chapter 3 and 4 address the problem of data integration and data
augmentation. Each chapter focuses on a different type of data: structured and
more traditional volunteer web surveys in Chapter 3 and unstructured textual
data from social media (Twitter) in Chapter 4.

Chapter 3 is the result of a research project carried out with my supervisor and
some international scholars who co-supervised me, including Joseph Sakshaug (In-
stitute for Employment Research, Germany), Arkadiusz Wiśniowski (University
of Manchester, UK), and Bella Struminskaya (Utrecht University, Netherlands).
The focus of our work is on analytic inference, which is a topic rarely addressed
in the literature, as it appears evident in the second Chapter. A similar frame-
work has been developed for the analysis of continuous data (Sakshaug et al.,
2019; Wiśniowski et al., 2020). We extend the methodology to account for binary
outcome variables and we also provide a cost-analysis as an original contribution.

In order to address the second research question, the paper presents a novel
Bayesian approach to integrate a small probability sample with a larger online
non-probability sample (possibly affected by selection bias) to improve inferences
about logistic regression coefficients and reduce survey costs. The approach can
be applied in different contexts. We provide examples from socioeconomic con-
texts (volunteering, voting behavior, trust) as well as health contexts (smoking,
health insurance coverage). Through the simulation and the real-life data anal-
ysis we show that the MSEs of regression coefficients are generally lower when
implementing data integration with respect to the case of no data integration.
Also, using assumed probability and non-probability sample costs, we show that
potential cost savings are evident.

This work is accompanied by an interactive online application (Shiny App).
In line with the reproducibility principle of open science, the app includes the
replication code as well as additional insights into the research results. The
app is designed to make it easier for researchers to apply or adapt the proposed
framework to their research needs. A key feature of the app is its interactive
cost-analysis tool. By entering probability and non-probability (per-unit) sample
costs, researchers are able to compare different scenarios of costs. These results
can be used as a reference for survey researchers interested in collecting and
integrating a small probability sample with a larger non-probability one. This
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paper is currently under review. The paper was revised following the reviewers’
comments, after receiving major revisions.

Chapter 4 is the result of the collaboration with my supervisor and Anna-
maria Bianchi (University of Bergamo). This study addresses the third research
question, showing how digital trace data can be used to augment traditional
data, thus feeding smart statistics. Our focus is on business statistics. The study
begins with reviewing the main characteristics of traditional and novel business
statistics sources. Then, an original general framework is developed to combine
traditional and digital trace based indicators. It can be applied to new data
sources and their integration with traditional ones. This framework is modular
and it is composed of three layers, each describing the steps necessary for the
technical construction of a smart indicator. The modularity of the framework is
a key feature, as it allows for flexibility in its application. In fact, researchers can
use the framework to explore different methodological variants within the same
architecture, and potentially carry out improvements to specific modules or test
for sensitivity of the results obtained at the different levels. In the second part
of the paper, the methodology is illustrated through a practical exercise on the
construction of a prototype indicator to measure the commitment of businesses
to sustainability. This paper is currently under review. The paper was revised
following the reviewers’ comments, after receiving major revisions.

Finally, conclusions of this research are drawn in Chapter 5.
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Chapter 2

Analysis of the Literature

Paper under review:

Salvatore C., Inference for Non-probability Samples and Survey Data Integra-
tion: Mapping the Literature through Text Mining Approaches. Revised After
Minor Revision.

1 Introduction

The field of survey research has experienced a profound transformation since the
end of the 1990s due to the opportunity to use new data sources to make popula-
tion inferences or to be integrated with traditional surveys (Couper, 2013). Data
integration is not new to survey researchers, who have already combined surveys
based on probability-based samples (PS) with auxiliary data from censuses or
administrative registers to enhance inference. However, as a result of technologi-
cal progress and people’s changing interaction with technologies, a variety of new
data sources have become available, and their use for inferential purposes poses
new challenges as well as opportunities.

Probabilistic surveys are designed to provide unbiased, accurate, and reliable
population statistics. However, in practice, unbiasedness can be undermined by
various factors, such as non-coverage, nonresponse, and other sources of error,
as described by the Total Survey Error (TSE) framework (Biemer, 2010). Since
the early 1980s, nonresponse, in particular, has increased significantly, primarily
because of an increase in non-contacts and refusals (Luiten et al., 2020). Conse-
quently, a rethinking of incentives strategy and increased fieldwork efforts have
raised survey costs to the point that many organizations can no longer undertake
large and prohibitively expensive PS surveys.
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8 CHAPTER 2. ANALYSIS OF THE LITERATURE

Starting from the 2000s, volunteer web surveys and (big) digital trace data
(textual data from social media, Google searches and maps, sensor data, etc.)
have become popular data sources that can potentially replace or be integrated
with traditional PS surveys. In general, they provide a more convenient and
timely source of information for understanding complex social phenomena (Japec
et al., 2015). However, their non-probabilistic nature poses inferential and sta-
tistical challenges. The following paragraphs present three of these challenges,
which will be discussed in more detail in Section 2.

The first challenge is selection bias that arises from the lack of a known se-
lection mechanism and from the self-selection of individuals. Consequently, ad-
ditional effort is required so that the estimates can be generalized. A second
concern is the possibility that measurements of a particular construct may differ
depending on the survey mode and characteristics of the auxiliary data sources.
For instance, differences in measurement may arise when considering two surveys
conducted in different modes (e.g., face-to-face vs. online) or one survey and a
big data source (e.g., answers to a Likert scale vs. social media sentiment). As a
third consideration, the quality of the data may also differ. Accordingly, ad-hoc
quality and error frameworks need to be developed for each auxiliary source.

As a result of the above concerns, it is unlikely that data from non-probability
samples (NPS) will replace traditional probabilistic surveys. However, supple-
menting a probabilistic survey with such auxiliary data is an appealing way to
enhance inference while reducing the survey costs and respondent burden. The
variety of these digital data requires more research on methodological aspects to
address the statistical challenges mentioned above, as well as, applications to un-
derstand the potential benefits of building multi-source statistics. In particular,
there are two main research streams (Rao, 2021). The first stream of research
focuses on inference based on NPS (addressing quality issues and correcting se-
lection bias using PS surveys). The second research stream aims to statistically
integrate NPS with PS surveys. In both cases, a central assumption is a high-
quality PS survey.

This study aims to provide an overview of the current state of research in sur-
vey data integration and inference for non-probability samples. For this purpose,
we analyze a selection of publications related to that topic using text mining
and bibliometric techniques. In terms of a bibliographic database, we consider
Scopus. This database allows the collection of document metadata such as the
title, year of publication, journal, authors, and abstract. As opposed to other
literature reviews, the originality of this study lies in the use of bibliometric and
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text mining tools. These tools allow us to analyze a greater number of papers,
identifying current research trends, and to suggest future research directions.

The paper is organized as follows. Section 2 provides the literature background
and the context of this study. The objectives of the research and the data are
presented in Section 3. Section 4 describes the methodology. A detailed discussion
of the results can be found in Section 5. In conclusion, Section 6 outlines a
research agenda and identifies remaining research gaps to be addressed.

2 Conceptual Background

This section focuses on two aspects. Firstly, it describes the context of this work
which is essential in order to critically evaluate the results of our study which
will provide further insights. Secondly, it reviews the methodological literature
in light of the three statistical challenges described in Section 1.

It is becoming increasingly common for researchers and statistical institutes to
integrate data and make inferences based on non-probabilistic samples. As a com-
plement to survey data, administrative registers have often been used throughout
history, and in recent decades they have played a key role in the production of
official statistics (Nordbotten, 2010; Kreuter et al., 2010). However, the frontier
of data integration and inference relates to three relatively new data sources: vol-
unteer web surveys, big or digital trace data, and mobile data collection (Couper,
2013).

Volunteer web surveys and opt-in panels were developed during the second
half of the 1990s but gained popularity only ten years later (Baker et al., 2010;
Biffignandi and Bethlehem, 2021), especially for market research and public opin-
ion studies. Even though hundreds (or thousands) of questionnaires can be filled
out online in a relatively short time, concerns remain about the generalizability
of the results to the general population due to the self-selection of individuals
(Bethlehem, 2010). As a result, several methodologies have been developed to
address coverage and selectivity issues.

Big or digital trace data are defined as digital data generated by human inter-
action and systems (e.g., sensor data, social media, google trends, transactions,
etc.). They are not generated for statistical purposes (also known as organic
data, see Groves 2011), but they can allow for measuring new phenomena (Stier
et al., 2020). Since 2010, they have become increasingly popular in social science,
mainly due to the diffusion of social media, which are particularly relevant to bet-
ter understanding attitudes and behaviors (Ceron et al., 2016; Iacus and Porro,
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2016). Also, statistical institutes are engaged in the production of experimental
statistics based on big data (Daas et al., 2015). There are, however, selectivity
and measurement issues that cannot be ignored, as demonstrated by the Google
Flu experiment, which initially appeared promising but then failed to predict
outbreaks (Lazer et al., 2014).

Finally, mobile data collection is directly linked to big data and developed
in the last few years. Mobile surveys involve filling out surveys on, for example,
tablets and smartphones, and collecting data using devices’ sensors (e.g., pho-
tos, geolocation sensors, accelerometer, etc.). A benefit of sensor data is that
it potentially provides objective data free from errors commonly associated with
self-reports (Struminskaya et al., 2020). However, participation is voluntary and
individuals decide whether and which data to share (Struminskaya et al., 2021).

Despite their differences, all three sources share the property of not being
probabilistic. Nevertheless, given the variety of these data, the three statistical
challenges (inference in presence of selection bias, measurement issues and quality
aspects) described in Section 1 need to be addressed separately. Although the
literature in this field is expanding rapidly, it is still limited. The following
paragraphs present some of the studies addressing such issues.

Amaya et al. (2020) and Sen et al. (2021) explain how the Total Error Frame-
work can be adapted to different big data sources. As for social media data, Sal-
vatore et al. (2021) present a quality framework for Twitter data, while Amaya
et al. (2021) address statistical issues related to Reddit data. An error framework
for web-tracking data is presented by Bosch Jover and Revilla (2022). The op-
portunities and challenges associated with supplementing survey data with data
from sensors and applications are discussed by Struminskaya et al. (2020).

Issues in representation and measurement when augmenting surveys with aux-
iliary data are addressed by Stier et al. (2020) and Braun and Kuljanin (2015).
Einarsson et al. (2022) and Baker et al. (2010) also discuss measurement errors
and mode effects in the context of online opt-in panels.

Despite the limited literature about data quality, error frameworks, and con-
struct measurement, several studies focus on statistical inference in the presence
of selection bias. Many traditional review articles have discussed the use of dif-
ferent inferential approaches to correct selection bias and integrate multi-source
data. A comprehensive review of inference for non-probability samples has been
published, for the first time, by Baker et al. (2013). In addition to reviewing
the various non-probability sampling techniques, they also cover estimation and
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weight adjustment methods as well as considerations concerning the quality of
the data.

Considering both missing-at-random (MAR) and missing-not-at-random (MNAR)
selection mechanisms, Elliott and Valliant (2017) describe three methods of es-
timation from non-probability samples: quasi-randomization, superpopulation
modeling, and doubly robust estimation. The authors provide a discussion of the
respective advantages and disadvantages. The effectiveness of such approaches is
then examined through the use of a simulation study in Valliant (2020).

Rao (2021) and Beaumont and Rao (2021) also review estimation methods,
emphasizing data integration and demonstrating how big data can enhance small
area estimation. Finally, Cornesse et al. (2020) review the empirical evidence
of using NPS for inference, suggesting under which conditions it is possible to
obtain the highest accuracy. More recently, review studies focused on machine
learning and bayesian methods for data integration (Tsung et al., 2018; Breidt
and Opsomer, 2017; Little, 2015).

The themes discussed above are expected to emerge from our analysis, as
well as new insights regarding thematic evolution, potential applications and
new research areas. The following section provides a detailed description of the
research objectives.

3 Research Objectives and Data

3.1 Research Objectives

In contrast to the previous studies, this article offers an alternative and origi-
nal perspective and situates itself within the discipline of science mapping. We
consider a larger number of publications and, using bibliometric and text mining
techniques, we are able to map the literature, providing an updated big picture
of the field in terms of the research community and topics development. A com-
prehensive longitudinal analysis is conducted to identify research patterns and
trends.

In particular, this study addresses the following research objectives (RO):

RO1. To understand the annual growth of the scientific production

RO2. To identify the most productive authors, the driving research groups,
the leading outlets for publication, and in which topics authors are specialized
(performance and social structure)

RO3. To explore the conceptual structure of the field
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RO4. To understand the evolution of the conceptual structure over the years
(thematic evolution)

Based on the results of our analysis, we identify the research gaps and the
emerging topics. Thus, the ultimate goal of the study is the following:

RO5. To outline and provide practitioners with a research agenda for future
investigations

3.2 Data

Bibliographic information can be retrieved from various databases, including
Scopus, Web of Science (WoS), and Google Scholar. We consider the Scopus
database. Compared to WoS, it has a more comprehensive list of publications.
Further, it provides search and API tools for extracting data, resulting in higher
quality data than Google Scholar, which is the most extensive database. Also,
Google Scholar does not allow to define as specific and advanced search queries
compared to Scopus and WoS.

A two-step retrieval strategy is used. First, a search query is formulated
in order to retrieve publications about methodologies for data integration and
statistical analysis of non-probability samples. The resulting list of documents
is manually inspected in order to remove out-of-scope publications and keep and
only topic-relevant documents. We refer to them as seed publications. Secondly,
the dataset is expanded by selecting both cited and citing documents. This
selection strategy aims to maximize the topic relevance and time coverage. In
this way, the selected dataset’s analysis should mirror the field’s development.

The search query is based on the presence of keywords in the title and ab-
stract, plus restrictions on language and subject area. Only publications (journal
articles, conference proceedings, books, etc.) written in English and in the Math-
ematical field are considered. Appendix A discusses the keywords used to extract
the publications in greater detail. Such keywords are identified based on the
conceptual background outlined in Section 2.

The number of papers extracted by the query is 77, out of which 43 are con-
sidered as seed publications. With the inclusion of cited and citing publications,
the full dataset accounts for 1675 items. However, we restrict our analysis to
documents for which the title, abstract, year, outlet and author’s identifiers are
available. Thus, the final dataset contains 1023 publications. Figure 1 describes
the data selection strategy and the cleaning progcess. Research papers are the
prevalent document category (82%), followed by review papers (8%), books and
book chapters (7%), and conference papers (3%).
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In terms of authorship, 17% of documents are single-authored, 30% have two
authors, 23% have three authors, and the remaining 30% have four or more
authors. The publication years range from 1937 to the present.

Figure 1: Data selection strategy.

4 Methods

Bibliometric analysis entails analyzing scientific publications and their metadata
using statistics and text mining. Using such methodologies allows for the assess-
ment of citations, field growth, conceptual structure, leading authors, trends, and
scientific communities (Donthu et al., 2021). Bibliometrics has proven to be a
valuable tool for providing a comprehensive overview of journals (Aria et al., 2020;
Donthu et al., 2020) or research fields (Cuccurullo et al., 2016; Sánchez-Camacho
et al., 2022; Belfiore et al., 2022).

A typical bibliometric study employs two main approaches. The first is per-
formance analysis, which refers to the study of the authors’ and journals’ per-
formance and co-citation analysis (Narin and Hamilton, 1996). The second is
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science mapping, which aims to identify the domain’s structure in terms of top-
ics and their evolution (Börner et al., 2003; Noyons and Van Raan, 1998). In
both cases, statistical methods are used, including text mining, clustering, and,
most importantly, network analysis. For an introduction to bibliometric analysis
and methodologies please refer to Noyons et al. (1999) and Aria and Cuccurullo
(2017).

Specifically, we use network tools to investigate both the social and conceptual
structure (RO2-3-4). In the former case, collaboration networks among authors
and countries are provided (Peters and Van Raan, 1991). In the latter, the
co-words network is considered to identify clusters in topics and study their lon-
gitudinal evolution in the pre-defined subperiods (Callon et al., 1983). Themes
are identified, in each subperiod, using a community detection algorithm named
walktrap on the co-occurrence matrix of terms (Latapy and Pons, 2004). Then,
the results can be plotted using the thematic diagram (Cobo et al., 2011). It is
a Cartesian plane where Callon’s centrality is on the x-axis, and Callon’s density
is on the y-axis (Callon et al., 1991).

The Centrality measures the interaction between networks (topics). Thus, it
indicates the relative importance of a topic within the collection of documents.
The density measures the strength of internal links among the terms describing
the topic. Essentially, it is a measure of the topic’s development. According to
these definitions, each quadrant of the cartesian plane can be read as a different
theme typology. In the upper-right quadrant, there are motor-themes which are
both well developed and important in the field. On the upper-left side are the
niche-themes, which are well developed but not strongly associated with other
themes. Emerging or disappearing themes are in the lower-left quadrant (char-
acterized by low centrality and low density). In the last quadrant, there are
transversal and basic themes, which are well connected with most of the themes.
In addition, a preliminary assessment of thematic evolution can be made by ex-
amining the word dynamics. It entails analyzing the popularity of terms (e.g.,
unigrams, bigrams etc.) in titles, abstracts or keywords list over the years.

Lastly, text mining tools are necessary to clean and prepare the data. It is
especially important to clean abstracts since some of them include the journal’s
name and copyright symbols or follow a specific format divided into subsections
(e.g., Introduction: [...], Motivation: [...], Results: [...]). Such structures are
eliminated together with stopwords. Words are also singularized. We mainly
consider the document’s abstract for analyses, which provides a greater level
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of detail with respect to short titles. We also analyze keywords but only for
preliminary analyses, which are only available for 783 documents.

To summarize the methods, Table 1 shows, for each of the research objectives,
the methodology associated with it.

RO# Objective Methods/Approaches
RO1 Temporal evolution - Time series plot
RO2 Performance and

social structure
- Authors networks
- Three-fields plot (Sankey diagram)

RO3 Conceptual
Structure (CS)

- Co-words network analysis
(Abstract and Keywords)

RO4 Thematic evolution (CS) - Word dynamics (Keywords)
- Thematic evolution map

RO5 Research Agenda - Qualitative approach (global evaluation
of research themes)

Table 1: Research objectives and relative methodology.

In order to perform the analysis, we use the "bibliometrix" R package (Aria
and Cuccurullo, 2017). It allows to perform bibliometric analysis directly in R or
using the accompanying interactive Shiny app.

5 Results and Discussion

5.1 RO1: Field development

Even though the field of survey data integration and inference for non-probability
samples is still relatively new, our data retrieval strategy allows us to go back in
time, providing a general perspective on the evolution of that field. As a matter
of fact, the first paper in the dataset was published in 1937, and it is about the
Straw election polls (Crossley, 1937).

Based on the 1023 documents published from 1937 to 2022, Figure 2 shows
the year-wise distribution for the full and selected (clean) datasets following the
procedures described in Section 3.2. Although 643 publications are excluded due
to the absence of relevant information (Authors, Title, Abstract, Source, and
Year), the two curves exhibit similar characteristics.

Prior to the 1990’s, the number of publications is constant and low. Following
the discussion about the conceptual background of this study, we expect this
period to be characterized by fundamental papers dealing with general statistical
methodologies, nonresponse, and polls.
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Starting from the late 1990’s, the number of publications increases, especially
after 2005. Indeed, this is a very dynamic period characterized by the advent
of big data and new data sources. We expect to have more insights through the
thematic analysis. For this purpose, we consider five subperiods, which are shown
in Figure 2 ( 1937-2005; 2006-2010, 2011-2015; 2016-2019; 2020-2022). The first
subperiod, 1937-2005, covers the early developments in the field. For a more
in-depth understanding of recent developments and to capture the dynamicity of
the research field, the following subperiods cover approximately five years each.
These partitions should allow to identify trends in research with a good level
of detail. Indeed, considering the analysis of the conceptual background, we
expect each period to be characterized by the rise of novel data sources, new
statistical challenges and methodological advances. The period 2006-2010 should
be characterized by an expansion of the web as a tool for data collection and an
increased use of administrative data, as outlined in Section 2. After 2010, we
expect the rise of new (digital trace) data sources as well as discussions regarding
opportunities and challenges associated with the use of such data. A specific
subperiod is assigned to the three years of the coronavirus pandemic(2020-2022).

Table 2 shows the number of documents for each subperiod in the full and
selected (clean) data sets. As a result of the temporal division, each subperiod
also has a similar number of documents.

Subperiod No. of publications (selected)
1937-2005 366 (169)
2006-2010 276 (171)
2011-2015 369 (232)
2016-2019 386 (228)
2020-2022 254 (224)

Table 2: Number of publications by subperiod in the full and selected
datasets.

Regarding RO1, it is evident that what was once a relatively young field has
experienced rapid growth in recent years. Starting from 2010, the number of
publications grew significantly. This growth can be explained and is aligned with
the conceptual background (Section 2). From that year onward, web surveys
became increasingly popular, and new data sources (e.g., big data and mobile
data collection) became available.
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Figure 2: Year-wise distribution of publications in the full (black) and
selected (grey) datasets. The five subperiods are indicated on top.

5.2 RO2: Performance and social structure

To further characterize the scientific production, we consider authors, publica-
tions outlets and their link with main themes. Figure 3 shows the ten most
popular authors and publication outlets. It has been necessary to conduct a
match between the names and identifiers of the authors in order to compensate
for different formats and misspellings. Journals have been abbreviated according
to the ISO-4 standard. Figure 4 links them with the ten most popular bigrams
in abstracts (i.e., two consecutive terms) by means of a Sankey diagram. It is a
flow diagram and the width of the links corresponds to the flow rate. Authors
are in the first column, bigrams in the second and publication outlets in the last
one.
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Figure 3: Top 10 authors and journals by number of publications.
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Figure 4: Three fields plot between authors, abstracts’ bigrams and
publication outlet.

In terms of research groups, Figure 5 shows the co-authorship network. In
order to exclude one-off collaborations from the representation, the network anal-
ysis is based on the first 40 authors and restricted to those involved in at least
two co-authored publications. Furthermore, the label size is proportional to the
number of papers in the dataset, and the thickness of the edges, which indicate
collaboration, is proportional to the number of co-authored papers. A total of
nine driving research groups are identified. In order to gain a deeper understand-
ing of the data, it is interesting to look at these three figures together.

Figure 5: Author collaboration network.

Rao and Wu, the first and third top authors, are also part of the same cluster
together with Haziza, Beaumont and Lohr. Their broad research topics mainly
focus on survey weighting and the evaluation of inferential and data integration
techniques using simulation studies. The second top author, Kim, collaborates
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with Yang and Fuller, considering a missing data perspective when analyzing
NPS. Couper and his co-authors mainly address issues in web surveys and new
data sources. The research group including Little, Andridge and West focuses
primarily on selection bias and analytic inferences. Rueda and his co-authors
focus on propensity score and calibration, while Elliot’s group focuses mainly on
model-based approaches. The collaboration among Sakshaug, Blom, Cornesse,
and Krieger focuses on studies examining measurement error, administrative data,
and online panels. The network does not include Austin, which has mainly one-
off collaborations with many authors and is involved with medical statistics. Fi-
nally, two additional small groups are identified. The first one includes Kreuter
and Stuart, which consider the perspective of causal inference when addressing
selectivity. The second one is made up of Bethlehem and Schouten, which focuses
on nonresponse and selection bias.

In terms of the most popular publication outlets, the Journal of the Amer-
ican Statistical Association takes the lead. Based on Figure 4, it is possible to
identify bigrams (e.g., themes) that are distinctive to each journal, hence, identi-
fying a polarity in themes discussed. For example, administrative data is primar-
ily addressed by the Journal of Official Statistics and the Statistical Journal of
the IAOS. Measurement error and response rates are specific to Public Opinion
Quarterly and the Journal of Survey Statistics and Methodology. Studies about
propensity scores or simulation studies are mainly published in the Journal of the
American Statistical Association and Biometrika.

In terms of country production and collaboration, it is possible to look at Fig-
ure 6. The USA is the most productive country, followed by UK and Germany.
The figure also shows the first ten collaboration edges, whose size is proportional
to the number of co-authored documents. Major collaborations are evident be-
tween USA and other countries, primarily Canada, UK and Germany.

Figure 7 zooms in on European countries where the most productive and
collaborative ones are UK, Germany, the Netherlands and Italy (with more than
150 publications each).

As for RO2, the analysis allowed us to determine which research groups are
driving the research, which journals are the most influential, and how polarized
the themes are within the field.

5.3 RO3: Conceptual structure

The conceptual structure of a field can be revealed through network analysis by
mapping co-words. Indeed, each topic can be identified by a set of terms. Such
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Figure 6: Country production by author affiliations and collaboration
network (top 10).

terms are usually a set of keywords assigned by authors to their manuscripts
or can be extracted from abstracts or titles. We consider bigrams extracted
from abstracts which are more informative and descriptive than titles. Keywords
are more distinctive of the document’s topic, while abstracts’ bigrams can help
illustrate more details about studies. Therefore, we analyze both types of terms.
The analysis of keywords is limited to 783 documents for which they are available.
To have a static idea of the conceptual structure of the field, Figures 8 and 9 show
the co-occurrence network considering keywords and abstracts’ bigrams. The
networks include the top 25 terms with at least two edges for both cases. Word
clusters are characterized by different colors. The internal links between words
within the same cluster have the same color. The gray color indicates external
links between words that are assigned to different clusters but co-occur together
in documents.

From the analysis of bigrams, it is possible to distinguish two main clusters.
The first relates to different inferential methodologies (e.g., simulation study,
propensity score, finite population, etc.). The second relates to substantive as-
pects such as the availability of new data sources which arose as a consequence
of technological changes and their related issues (administrative data, PS and
NPS, web survey/online panel, official statistics, measurement error, etc.). It is
evident that there are many external (gray) links linking the two clusters, which
indicates that they are highly interconnected. Keyword analysis also yields sim-
ilar clusters related to methodological and practical aspects. In addition, there
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Figure 7: Country production by author affiliations and collaboration
network (top 10 in Europe).

is also a society-related topic, the coronavirus pandemic. Indeed, online volun-
teer panels and social media-based surveys have been the subject of many social
science studies concerning its impacts (Schaurer and Weiß, 2020).

This analysis, even though static, provides a general idea of the main topics
in the fields, addressing RO3. The next step is the study of the conceptual
structure over time. It concerns the evolution of themes through six subperiods,
as discussed in Section 5.1. We consider the same categorization as for the themes
emerged in this static analysis (methodological, substantive and applied/society-
related).

Figure 8: Abstracts’ bigrams co-occurrence network.
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Figure 9: Keywords co-occurrence network.

5.4 RO4: Thematic evolution

This section examines the conceptual structure of the field through thematic evo-
lution analysis. Using this method, we can identify the topics and their evolution
during the five time slices under consideration (1937-2005; 2006-2010; 2011-2015;
2016-2019; 2020-2022). Essentially, it involves representing the terms that appear
together in a document as a term co-occurrence network and implementing a com-
munity detection algorithm (walktrap) in order to identify themes (see Section 4
for more details). In regard to terms, we consider abstracts’ bigrams that provide
a good level of detail with respect to titles and keywords. In order to exclude
infrequent bigrams, we restrict the analysis to those that appear in more than 3
documents, separately for each subperiod (which corresponds roughly to the 2%
of documents). This is a common pre-processing step in text mining (Denny and
Spirling, 2018).

However, before analyzing themes in greater detail, we focus our attention
on keyword dynamics. Despite the fact that the analysis is limited to 783 docu-
ments, it does provide an overview of the most popular topics and their evolution
over time. Figure 10 shows the cumulative frequency distribution for the top 10
keywords. Missing data is the first term appearing in the late 1970s. Indeed,
the analysis of NPS can be approached as a missing data problem and the use of
this keyword grew significantly from 2005 onward. Since the late 1990s, auxiliary
information has been of interest to researchers. As an auxiliary data source to
traditional surveys, administrative data (2005) and big data (2013) have emerged
in recent years. On the other hand, classical statistical error issues (measurement
error and selection bias) became more important and central in the methodolog-
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ical literature starting from 2010. Methods for data integration and inference
using non-probability samples emerged as well, such as small area estimation,
calibration, and propensity score (originally developed for causal inference). This
dynamic is coherent with the conceptual background discussed in Section 2.
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Figure 10: Top 10 Keywords dynamics (cumulative frequency distri-
bution).

In order to gain further insight into themes in each subperiod, thematic maps
can be constructed. The themes are sized in proportion to their importance in
the collection of documents, and the most frequently occurring bigram is reported
for each cluster (Fig. 11-12-13-14-15). When interpreting a cluster, we examine
the documents most associated with it, along with other bigrams.

In this part, we adopt the same theme categorization as in the static concep-
tual structure analysis. Themes are classified in three categories of topics. The
first one relates to methodological topics regarding inferential and data integra-
tion techniques (e.g. propensity score, variance estimation, regression analysis,
etc.). The second one is about substantive topics that emerged as a consequence
of technological innovation (e.g. register data, administrative data, online panel,
social media, privacy paradox, linked data, etc.). The last class pertains to topics
that reflect the research directions relevant to society and for which NPS data
can be used (coronavirus pandemic, health care, educational attainment, etc.).
The following subsections provide a detailed examination, organized according to
the above-mentioned categories of topics, of each time slice. Detailed comments
are provided only for the largest and most relevant clusters.

5.4.1 The first developments: 1937-2005

Prior to 2005 (Figure 11), it is possible to identify the methodological theory (e.g.
variance estimation, measurement error, missing data, likelihood estimate) which
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is at the core of new inferential and data integration techniques. Measurement
error and variance estimation are motor themes, which means they are highly
interconnected to other topics, as well as highly developed within the field.
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Figure 11: Thematic map 1937-2005.

Among substantive topics web surveys and selection bias emerges. The de-
clining response rate is a basic theme, which means that it is generally studied in
conjunction with other themes. For example, looking at associated documents,
the relationship between selection bias, drop-out, and the response rate emerges,
especially in relation to web surveys (Scharfstein et al., 1999; Bootsma-van der
Wiel et al., 2002; Schonlau et al., 2004).

As part of applied and society-related themes, national health surveys and
health registers are used to address migration and medical studies (myocardial
infarction) (Scott and Kilbey, 1999; Austin et al., 2005).

5.4.2 Administrative data and web surveys: 2006-2010

In the second period, the biggest cluster is about methods studies, for which the
most frequent bigram is simulation analysis (Fig. 12).

Looking at other bigrams and associated documents to that cluster, there
are studies about propensity score models to address selection bias, variance es-
timation, sampling, and response rates. In the majority of these studies, such
issues are addressed in relation to web surveys. For example, Bethlehem (2010)
discusses self-selection and undercoverage in web surveys, and Schonlau et al.
(2009) and Lee and Valliant (2009) address selection bias using the propensity
score technique. Also, the statistical aspects of using administrative data in offi-
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Figure 12: Thematic map 2006-2010.

cial statistics are discussed (Wallgren and Wallgren, 2007). Measurement error,
which was a motor theme in the previous time slice, becomes less developed in
the literature and moves to the category of basic themes.

As substantive themes, we find again mail surveys which is now a motor theme,
indicating that it is well developed and strongly interconnected with other topics.
This is also evident from the analysis of methods themes. Additionally, such
studies also compare incentive effects between face-to-face and web surveys (Ryu
et al., 2006).

Register data is an emerging topic that is connected to both methods and
applied studies. For example, register data are used in the field of agriculture
(Carfagna and Carfagna, 2010), demographic (Andersson and Scott, 2007) and
health-related statistical studies (Raghunathan et al., 2007). A niche theme re-
lated to applied topics is genome-wide association studies.

5.4.3 New (big) data sources: 2011-2016

In line with the conceptual background, after 2010, web surveys and online panels
became viable alternatives/supplements to traditional surveys, and new big data
sources emerged (Fig. 13).

Indeed, as substantive topics, social media is an emerging theme, especially
with reference to the analysis of Twitter data, while online panels and web surveys
are basic and motor themes, respectively. In particular, the literature addresses
the mode effect when considering mixed-mode surveys (Hox et al., 2015) or when
comparing probability and non-probability (online) surveys (Erens et al., 2014).
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Figure 13: Thematic map 2011-2016.

A connected theme is the cluster of "survey data" which contains bigrams related
to new data sources, administrative data, official statistics, survey mode, and
data quality. Indeed, the opportunity and the challenges of using big data in
survey research and official statistics are discussed in many studies with particular
reference to the quality of the data (see for example, Struijs et al. (2014); Tam
and Clarke (2015); Kitchin (2015)).

From a methodological point of view, the cluster related to simulation studies
and methodologies for statistical inference is always a motor theme. The propen-
sity score separates from this cluster and becomes a basic theme. In parallel,
high dimensional propensity score methods emerge and applications are evalu-
ated through sensitivity analysis (Rassen et al., 2011). The measurement error
topic moves toward the direction of niche themes.

The main applied topics relate to genome-wide association studies (declining
theme) and migration flows (niche theme). Besides these topics, also social media
data are used to investigate various aspects, such as smoking behavior (Myslín
et al., 2013) and communication about palliative medicine and physical activity
(Nwosu et al., 2015; Zhang et al., 2013).

5.4.4 Mobile devices, data integration and the privacy paradox : 2016-
2019

The fourth period is very dynamic in terms of themes (Fig. 14). As for the
methodological literature, we can still see the presence of propensity score and
missing data, plus new clusters about regression estimator (model and design
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based inference), machine learning methods (regression tree), adaptive lasso, non-
response rate and survey error.
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Figure 14: Thematic map 2016-2019.

The clusters of simulation studies, measurement error, and other methodolo-
gies merge with the cluster of survey data (which included administrative data,
new data sources and official statistics). This new cluster reflects the temporal
dynamics of topics. Although these methods and substantive themes have taken
different paths in the past (emerging, niche, or basic themes), they are now very
well integrated within each other and well developed in the literature. As a result,
a mixed cluster is formed.

Within the substantive themes, online survey and panel take the position of
basic themes, while mobile device and technology is one of the leading topics in
the research (motor theme). Some studies discuss the opportunity of administer-
ing a questionnaire on smartphones or other mobile devices, and the differences
in measurement and response rate between devices/modes (Revilla et al., 2016;
Lugtig and Toepoel, 2016; Elevelt et al., 2019). An important related concept is
the willingness of respondents to use mobile apps for surveys and sharing data
(Wenz et al., 2019; Jäckle et al., 2019; Keusch et al., 2019). As we move into the
digital age, privacy concerns related to the donation of personal data are becom-
ing more relevant. It is still a niche theme, and few authors discuss the privacy
paradox, which refers to the discrepancy between what respondents claim and
their actual behavior with regard to online behavior and personal data protec-
tion (Barth and De Jong, 2017).
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From a data integration perspective, the "combining information" cluster is a
basic theme (Kim et al., 2018; Park et al., 2017). Similarly, also the topic of linked
data is a basic theme. The purpose of the technique is to combine information
from different sources in order to develop a new, richer dataset (Davern et al.,
2019). In the literature, the cost-saving argument emerges as a rationale for
integrating survey data and using new data sources. In fact, the objective of
many studies is to develop methodologies that allow for inferences to be drawn,
potentially resulting in cost savings (Sakshaug et al., 2019).

The genome-wide association studies are still being studied as a part of ap-
plication themes, but they have become a niche topic over the years. Due to
the wide range of topics, no other specific application clusters emerge from this
analysis.

5.4.5 Recent developments and the coronavirus pandemic: 2020-2022

In the last three years, the coronavirus pandemic has shaped the research, not only
in terms of applied research (health and socio-economic impacts of the pandemic),
but also in terms of data collection (methods and substantive topics).

Indeed, researchers were forced to change the method of collecting data from
face-to-face surveys to either online data collection or telephone surveys (Fig. 15).
An example from the "online panel" cluster is the transition from the German
Internet Panel to the Mannheim Corona study. The objective was to adapt the
infrastructure to collect daily data in order to provide practitioners with updated
information to study the socio-economic effects of the pandemic (Blom et al.,
2020; Cornesse et al., 2021). In this context, social media might also be relevant
for administering surveys (Lehdonvirta et al., 2021; Bradley et al., 2021). The
"coronavirus pandemic" is part of the survey data cluster, which is a motor theme.
Similarly, also machine learning is a motor theme, which means that both topics
are well developed and highly interconnected with other themes.

Considering the current scenario, in which several data sources are available
and methodologies are being developed to address inferential aspects, the theme
of error sources emerges Dever (2020).

The coronavirus pandemic made it clear the role of technology in survey re-
search and the need to develop inferential frameworks and data integration tech-
niques in order to make use of auxiliary data (digital trace, web surveys, passive
data collection, and administrative data). It implies the study of different as-
pects, including measurement error, selection bias, different error sources, and
new sampling strategies.
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Figure 15: Thematic map 2020-2022.

In order to gain a better understanding of how themes have evolved over
time, addressing RO4, the thematic evolution analysis was performed taking into
account the three categories of topics identified in the static conceptual structure.
With respect to substantive and methodological research, a cyclical pattern has
emerged. Many of the themes shifted between the four dimensions considered
(emerging, niche, motor, and basic). It is important to note that substantive and
methodological themes are also closely interconnected. As soon as a new data
source is discovered and new opportunities are investigated, new methods are
developed to address inferential aspects.

In terms of applied research, the themes revealed by our analysis are mainly
related to health and medical studies. One possible reason is that large amounts
of health registers and claims data are readily available, making methodological
studies through simulation analysis easier. Besides educational attainment and
migration flow studies, other massive socioeconomic topics do not emerge. It may
also be due to the wide variety of aspects that do not constitute a singular topic.
As a matter of fact, when reviewing documents, we find applications related to
agriculture, demographics, psychology, and social statistics.

6 Concluding remarks

6.1 Main Findings

A deep transformation is occurring in survey research with regard to the use and
integration of new data sources for inference. The literature has been reviewed



30 CHAPTER 2. ANALYSIS OF THE LITERATURE

in many papers in light of methodological advancements, but a comprehensive
study about the evolution of the field is lacking. In order to address this gap,
we map the literature by providing a link between methodological, substantive,
and applied themes. We employ an original approach that combines tools for
bibliometric analysis and text mining in order to achieve this goal. In contrast
to previous literature reviews, this study analyzes a greater number of papers in
order to gain a deeper understanding of how research has evolved in response to
changes in data sources and technology diffusion. This is crucial for identifying
emerging trends for future research.

In particular, this paper provides an original contribution to the literature
in two ways. Firstly, it characterizes the field of inference for NPS and survey
data integration in terms of bibliometric performance and social structure (RO1-
3 ). The leading research groups and the most productive authors are identified.
Several collaborations between countries have emerged, primarily between the
United States and Germany, and with reference to European countries, between
United kingdom and Germany. There is also evidence of a polarity in the topics
covered by journals.

Secondly, our study outlines the evolution of the field in terms of conceptual
structure (RO4 ). The results of this analysis indicate that advances in survey
research and technology are closely related topics. As a matter of fact, technol-
ogy is both a tool and a driver of innovation. In our digital era, the research
is becoming increasingly data-driven, so the need for a methodologically sound
framework for inference is crucial. There is evidence of a cyclical pattern in the
topic evolution across the four dimensions (emerging/declining, niche, motor, and
basic) and in terms of topic typology. Indeed, new methodological aspects are
investigated as soon as a new data source becomes available.

However, this study entails some limitations. Firstly, only one source (Sco-
pus) is considered. Although it is one of the largest bibliographic databases and
provides high quality data, some results may be missing. However, in the sciento-
metric literature, different sources have been compared and there is evidence of a
high level of overlap between them.(Falagas et al., 2008; Harzing and Alakangas,
2016). Secondly, the formulation of the query may affect the results (selectivity).
To understand the extent of this issue, we performed a sensitivity analysis using
different keywords and identified the query described in Appendix A. Thirdly,
we do not consider publications that lack adequate information, as described in
Section 3. As a result, there are fewer documents in the final collection. While
we are aware of the concerns outlined above, we believe that the study is valu-
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able in explaining the main themes and their evolution. Indeed, our bibliometric
analysis is consistent with the conceptual background described in Section 2. The
results are coherent and allow a better understanding of the social and conceptual
structure of the field.

As a conclusion to this paper, we address the last objective of the research.
Thus, we identify gaps in the literature based on our analyses and we outline a
research agenda for future investigations (RO5 ).

6.2 A research agenda for future investigations

The thematic analysis of the field of survey data integration and inference for non-
probability samples reveals that it has undergone significant changes in response
to the rise of new data sources and the challenges they present. In general, we
observe a shift from the early period of research, when most focus was placed
on aspects related to traditional (interview-based) probability sample surveys, to
new areas of research. This shift has been accelerated by the pandemic which has
emphasized the need to innovate in survey research, making use of different survey
modes, new data sources, and of non-traditional methods in survey methodology,
like machine learning.

The transition from traditional interview surveys to telephone and web sur-
veys is a long-standing trend in the field. Through the thematic analysis, we
have observed an evolution in online surveys, starting with web and mail surveys
and progressing to online (opt-in) panels and web surveys administered on mobile
devices (e.g. smartphones, tablets). This transition has led to new considerations
for questionnaire design, and further research is needed to understand how to op-
timally design and integrate surveys that are administered using different modes
and devices.

The pandemic has also increased the need for timely statistics for real-time
monitoring and understanding emerging social aspects. This has led to a greater
use of volunteer-web surveys and alternative data sources, such as social media,
which in turn has brought increased attention to inferential and data quality
aspects. An emerging topic that requires further investigation is the classification
of error sources in novel data sources. As data integration advances, it is also
necessary to develop quality frameworks for evaluating combined products, and
to understand how errors arise, accumulate, and interact throughout the entire
process of inference and data integration.

With the use of digital trace data as an alternative or supplement to sur-
veys, new privacy concerns have been raised. The ability to easily collect this
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data online or through donations from individuals has raised questions about
the treatment of personal information and individuals’ willingness to share it.
Similar to consent in surveys, individuals’ willingness to share their digital data
(passive data collection) should be further investigated. The analysis of the liter-
ature reveals a contradiction between privacy concerns and actual online behavior
(privacy paradox ), which needs to be clarified.

Volunteer web-surveys and digital trace data share the same non-probabilistic
nature. Thus, from a methodological perspective, the study of selectivity and the
variables associated with it (selection or auxiliary variables) has been highlighted
in the literature in recent years (Figure 15). An open problem relates to the
scenario where the selection mechanism is "missing not at random" (i.e., par-
ticipation directly depends on the outcome variable of interest), which requires
further research.

So far, statistical frameworks have primarily focused on the estimation of finite
populations quantities. However, even analytic estimates (such as regression and
correlation coefficients) are susceptible to selection bias. This direction has been
rarely explored in the literature, and further developments are needed. As non-
traditional methods in survey search, machine learning, in particular, is a topic
that has gained significant attention in recent years (2016-2022), especially during
the pandemic. It encompasses not only to the analysis of unstructured data, but
also to the application of such algorithms to address classic survey methodology
issues, including survey weighting, data integration and variable selection.

On the basis of our analysis, non-probabilistic data sources should not be
viewed as substitutes for probability sample surveys, but rather as supplements
to them. PS surveys are still the gold standard in research, and new technologies
and data can help to address some practical issues (for example, nonresponse)
and augment the information to gain a better understanding of the phenomena.
This is coherent with other literature review studies (Cornesse et al., 2020; Brick,
2011). From our analysis, it appears clear that research in this field is moving
towards the use of new data sources and survey modes. One key driver of this
trend is cost savings (Figure 14). Traditional PS surveys are facing challenges
due to rising non-response rates and costs, making non-probability data a more
cost-effective alternative. However, it is important to note that new inferential
and data quality considerations must be taken into account when using non-
probability data.

In conclusion, addressing the challenges and opportunities presented by non-
probability data requires not only the development of methodological approaches,
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but also qualitative evaluations. For that reason, the collaboration between re-
searchers from different research areas will be a key aspect for the development
of the field.
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Appendix

A Search Query

The search query has been selected after a sensitivity analysis considering different
keywords. The objective is to select methodological papers about inferential-
related topics and data integration with non-probability samples. The symbol "*"
has the role of wildcards. For example "sampl*" returns both sample/samples
and sampling. Plurals are considered internally by the search function. For more
information about formulating search queries in Scopus, please refer to the Scopus
Search Guide1. The search query is made by four elements linked with the AND
operator:

1. TITLE: "data integration" OR inference OR estimat* OR integrat* OR
combin* OR compar* OR "selection bias" OR "self selection" OR selec-
tivity OR representativ* OR "non probabili* sampl*" OR "nonprobabili*
sampl*" OR "nonprobabili* survey*" OR "non probabili* survey*" OR
"online panel*" OR "volunteer web survey*" OR "volunteer online sur-
vey*" OR "volunteer data" OR "nonprobabili* data" OR "non probabili*
data" OR "smartphone survey*" OR "digital trace data" OR "administra-
tive data" OR "mobile data" OR "self administ*"

2. ABSTRACT: "data integration" OR inference OR integrat* OR combin*
OR "selection bias" OR "self selection" OR selectivity ) AND ( "non prob-
abili* sampl*" OR "nonprobabili* sampl*" OR "nonprobabili* survey*"
OR "non probabili* survey*" OR "online panel*" OR "volunteer web sur-
vey" OR "volunteer online survey" OR "volunteer data" OR "nonprobabili*
data" OR "non probabili* data" OR "smartphone survey*" OR "digital
trace data" OR "administrative data" OR "self administ*"

3. SUBJECT: "MATH"

4. LANGUAGE: "English"

1http://schema.elsevier.com/dtds/document/bkapi/search/SCOPUSSearchTips.htm
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Chapter 3

Bayesian integration of probability
and non-probability samples for
logistic regression

Paper under review:

Salvatore C., Biffignandi S., Sakshaug J., Wiśniowski A., Strumin-

skaya B. Bayesian integration of probability and non-probability samples for
logistic regression. Revised After Major Revision.

1 Introduction

Probability sampling has long been considered the gold standard method for de-
signing large-scale, population-based surveys. It provides a scientifically sound
framework for making population-based inference as a function of the sample
design with measurable bounds of uncertainty (Neyman, 1934). All population
units have a known (or knowable) non-zero chance of selection and through in-
verse probability weighting it is possible to construct design-unbiased estimators
(Kish, 1965). However, unbiasedness is threatened by the practical realities of
surveys, including non-coverage, non-response, and other error sources defined
in the Total Survey Error (TSE) framework (Biemer, 2010). Non-response in
particular has significantly increased over the years, mainly driven by increasing
non-contacts and refusals. Strategies to cope with non-response, such as through
higher incentives or more intensive fieldwork efforts have failed to stymie this
trend, and survey costs have increased to a point where fielding large probability
sample (PS) surveys has become cost-prohibitive for many survey researchers and
study sponsors (Luiten et al., 2020).

45
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For these reasons, among others, such as convenience, many researchers have
embraced the more affordable and timely alternative of non-probability sample
(NPS) surveys. Although non-probability samples are used in a variety of big
data contexts (e.g., social media, sensors, etc.), this article focuses on NPS sur-
veys, specifically those conducted via online access (or volunteer opt-in) panels.
Due to their relatively low cost, the use of online NPS surveys has increased in
recent years (Biffignandi and Bethlehem, 2021). However, because they rely on
individuals self-selecting themselves into the panel and agreeing to take part in
periodic surveys, they are strongly susceptible to selection bias, often more so
than carefully-designed PS surveys (Cornesse et al., 2020). Consequently, one of
the current statistical challenges is developing approaches for reducing selection
bias in NPS surveys or integrating NPS surveys with PS surveys that are assumed
to be of higher quality. The present study focuses on the latter approach.

Specifically, we propose a Bayesian approach to supplement a small PS survey
with information from a parallel NPS survey to improve inference about logistic
regression coefficients for a binary outcome. Several strongly-informative priors
constructed from the NPS information are evaluated in terms of the mean-squared
error (MSE) of the posterior estimates through a simulation study and real data
application. We show that supplementing PS surveys with these priors produces
coefficient estimates with lower MSEs compared to not using any NPS informa-
tion and relying solely on the PS data for inference. An R Shiny web app1 is
provided that displays the algorithm and full results, and includes an interactive
cost analysis tool to estimate potential cost savings of the method.

The remainder of the article is organized as follows. Section 2 provides back-
ground on the topic and reviews the relevant literature. Section 3 outlines the
research aims. Section 4 introduces the methodological framework. Section 5
presents the simulation results and Section 6 the results of the real data applica-
tion. The article concludes in Section 7 with a general discussion of the findings,
recommendations, and potential research extensions.

2 Background

Participants in NPS surveys are typically recruited from online access panels
or directly from visited web sites, including search engines and social media sites
(Baker et al., 2010). Thousands of internet users opt-in to online access panels and
crowd-sourcing platforms, often in exchange for incentives or rewards to complete

1https://bayesdataintegration.shinyapps.io/shiny_bayes_data_integration/

https://bayesdataintegration.shinyapps.io/shiny_bayes_data_integration/
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periodic web surveys. Thus, NPS web surveys can be completed by a large number
of respondents rapidly and at low cost, enabling timely statistics (Astley et al.,
2021; Kreuter et al., 2020) and reaching rare or hard-to-interview populations
(Berzofsky et al., 2018). However, the drawbacks of online access panels are that
there is no explicit sampling frame of the general internet population, the data
generating process is typically outside the researcher’s control, and the lack of a
known random selection mechanism renders the classical design-based approach
to inference inappropriate. Moreover, parts of the general population are not
covered, such as people without internet access and those who were not exposed
to, or targeted by, the access panel’s advertising efforts (Bethlehem, 2010). For
these reasons, serious concerns remain about the generalizability of NPS survey
estimates.

Although NPS surveys are convenient and cost-efficient, the empirical evi-
dence suggests that the accuracy of the resulting estimates is usually lower than
those obtained from PS surveys (Cornesse et al., 2020; Yeager et al., 2011). More-
over, there is no unified inferential framework for NPS surveys and error frame-
works for such data, akin to the TSE framework for PS surveys, have only recently
begun to emerge (Amaya et al., 2020). Inference usually relies on modelling and
statistical adjustments based on benchmark data, including high-quality PS sur-
veys or official statistics (Baker et al., 2013; Elliott and Valliant, 2017; Valliant,
2020; Dever and Shook-Sa, 2015; Dutwin and Buskirk, 2017). In this setting,
where PS surveys are known to have higher data quality but are expensive and
NPS surveys are convenient and more affordable but can suffer from large selec-
tion biases, a natural avenue of research is the integration of both PS and NPS
surveys to exploit their respective advantages in a way that overcomes their re-
spective disadvantages and minimizes overall survey costs (Couper, 2013; Miller,
2017; Beaumont, 2020; Rao, 2021).

Classic data integration approaches include the construction of pseudo-weights
and/or calibrated weights based on auxiliary variables or population totals (Elliot,
2009; DiSogra et al., 2011; Robbins et al., 2020; Raghunathan et al., 2021). An
alternative approach is doubly-robust inference where the quasi-randomization
approach for the construction of pseudo-weights and the modelling of the out-
come variable of interest are combined (Yang et al., 2020). A key aspect of this
approach is that the estimator is approximately unbiased if either one of the mod-
els is correctly specified. Another approach is mass imputation which comes from
the missing data literature (Kim et al., 2021). Small area estimation (SAE) meth-
ods are also applied for integrating multiple data sources (Ganesh et al., 2017;
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Beaumont and Rao, 2021). Moreover, the availability of new data sources and
unstructured big data offers new methodological possibilities (Stier et al., 2020).
Kim and Tam (2021) address the problem of finite population inference when
integrating big data sources and a PS survey accounting for both selection bias
and measurement error without making missing at random (MAR) assumptions.
Another option is to integrate both data sources under a Bayesian framework us-
ing latent class or hierarchical models (Alexander et al., 2020; Hsiao et al., 2020;
Sakshaug et al., 2019; Wiśniowski et al., 2020).

Many studies on combining probability and non-probability samples focus
on finite population inference. Nevertheless, other types of inference can also
be of interest, such as the study of associations and model parameters. While
descriptive estimates tend to have larger discrepancies between the two sample
types compared to correlations and regression coefficients (Pasek, 2016), the lit-
erature is mixed with some studies reporting strong correspondence between PS
and NPS surveys for regression coefficients and other studies reporting larger
discrepancies (Malhotra and Krosnick, 2007; Callegaro et al., 2014; Thompson
and Pickett, 2020). The presence of selection bias in NPS surveys for regression
coefficients has recently been studied by West et al. (2021) who propose indices
of non-ignorable selection bias in linear and probit regression models based on a
pattern-mixture model and on the availability of aggregate auxiliary data.

3 Research Aims

The present study focuses on integrating PS and NPS survey data for improving
analytic inference about coefficients for logistic regression models and potentially
reducing survey costs, which is still an emerging topic in the literature. Our
contribution focuses on supplementing a small PS survey with information from
a parallel NPS survey with overlapping variables. In order to combine the infor-
mation coming from the two samples, we consider a Bayesian framework where
inference is based on the PS survey and available information from the NPS
survey is supplied through a strongly-informative prior. Sakshaug et al. (2019)
and Wiśniowski et al. (2020) proposed a similar framework for the analysis of
continuous data using linear regression. However, categorical data analysis, and
particularly the modeling of binary outcomes is of key interest in the social and
health sciences, where the objective is to study the classification of behaviors,
attitudes, and characteristics (e.g. healthcare coverage, unemployment, voting,
illness, among others). Thus, we extend the previous work by developing an ap-
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proach for modeling binary outcomes with covariates using logistic regression and
leave the analysis of other categorical data types to future work.

To evaluate the proposed method, we conduct a simulation study to compare
the performance of several strongly-informative priors in terms of mean-squared
error (MSE) of the posterior estimates according to different selection mecha-
nisms, selection probabilities, and sample sizes. The comparisons are made in
reference to a weakly-informative (”baseline”) prior in which no NPS information
is supplied and inference is based on the PS survey data alone. In contrast to
previous studies, which generally assume a MAR selection mechanism for the
NPS data, we do not make such an assumption and also evaluate the frame-
work in the missing not at random (MNAR) context, where the NPS selection
mechanism depends on the outcome variable of interest. Under this framework,
incorporating biased NPS data through a strongly-informative prior is likely to
result in posterior estimates that have more bias, but possibly less variance com-
pared to using a naïve prior that does not utilize any NPS information. Thus,
our main interest lies in investigating under which conditions this reduction in
variance offsets increases in bias, thus leading to lower posterior MSEs relative
to a probability-only sample. We expect that any MSE reductions will be most
evident when considering small PS sizes, where the strongly-informative priors
will have the most influence on reducing the posterior variance, but that this
result will be moderated by the underlying selection mechanism and level of bias
in the NPS data.

In addition to the simulation study, we evaluate the strongly-informative pri-
ors through a real data application involving a nationally representative, probability-
based web survey and several overlapping non-probability web surveys with po-
tentially different selection mechanisms. A cost analysis is performed to study
the extent to which the strongly-informative priors produce posterior estimates
at a lower cost for the same MSE as would be obtained from a (potentially more
expensive) probability-only sample. Here, we expect that the largest potential
cost savings will occur when PS sizes are small and the MSE reduction is notable.

4 Methodology

4.1 The Bayesian inferential framework

The Bayesian framework offers a unified approach for integrating multiple data
sources of different sizes and quality in a natural way, that is, through the prior
structure. In the proposed methodology, inference is based on the PS survey and
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additional information from the NPS survey is incorporated through a strongly-
informative prior. The aim is to improve inference about logistic regression model
parameters for a small probability sample by integrating information from a larger
parallel non-probability sample. We assume that the PS survey is of high quality
(i.e., unbiased) despite its potentially small sample size and that the NPS survey
might be subject to large selection biases and thus has lower quality.

We consider logistic regression to model a binary outcome with covariates.
Let us denote with YPS the binary response vector of size nPS × 1 and XPS

the nPS × k design matrix from a PS survey. The PS data are denoted by
DPS = (nPS, YPS, XPS). Similarly, the data from a parallel NPS survey are
denoted by DNPS = (nNPS, YNPS, XNPS). The likelihoods of the NPS and PS
data are denoted by L(β|DNPS) and L(β|DPS), respectively.

The logistic model is presented in Equation 1, where θi =
exp(X′

iβ)

1+exp(X′
iβ)

are the
success probabilities:

YPSi ∼ Ber(θi),

logit(θi) = log

(
θi

1− θi

)
= β0PS +

k∑
j=1

βjPSXPSij for i = 1, . . . , nPS (1)

Inference is expressed through the posterior distribution, π(β|DPS, DNPS),
which is based on the likelihood function for the PS data L(β|DPS) and the prior
distribution π(β) through Bayes theorem.

4.2 Construction of the prior distributions

Eliciting the prior is a key step in Bayesian analysis. A strongly-informative prior
distribution incorporates previous information or beliefs about the parameters
before the data are observed. Such information may come from the literature,
historical data, or expert opinions. If there is no previous information or beliefs
to incorporate, then vague or weakly-informative priors are used to reflect this
lack of knowledge.

4.2.1 Strongly-informative priors

We derive several strongly-informative prior specifications that incorporate infor-
mation from a NPS survey about a model parameter. We first consider multiple
variations of a normally distributed prior, which is a common choice for con-
structing priors. The general idea behind this class of proposed priors is to set
the location parameter equal to the Maximum-Likelihood estimate (MLE) of the
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target parameter from the substantive model of interest obtained from the NPS
data and scale this information through the scale parameter. We propose differ-
ent formulations for the scale parameter taking into account the distance between
the MLEs from the separate PS and NPS data sources and the NPS size. We
refer to this class of priors as distance priors.

The first prior from this class of distance priors is simply referred to as the
Distance prior, which was originally proposed by (Sakshaug et al., 2019) for
continuous outcomes:

βj ∼ N
(
β̂jNPS, |β̂jPS − β̂jNPS|

)
. (2)

The scale parameter is set equal to the absolute difference between the two
MLEs from the PS and NPS data, denoted by β̂PS and β̂NPS, respectively. These
MLEs can be estimated using standard logistic regression functions in statistical
software packages. The larger the absolute difference (an indication of larger
selection bias in the NPS data), the smaller the influence of the prior on the
posterior.

A shortcoming of such a formulation is that the scale parameter can be very
small or equal to zero in extremely unlikely cases (Sakshaug et al., 2019). Thus,
as an alternative we propose to take the maximum value of the squared difference
between the ML estimates and the variance of the MLE based on the NPS data.
Then, we use the NPS size to shrink the prior around β̂jNPS. To do that, we use
an inverse logarithmic scaling factor 1

log(nNPS)
, where nNPS is the length of the

vector of the NPS data (Wiśniowski et al., 2020). This may lead to potentially
more bias but lower posterior variance. We refer to this prior as the Distance-log
prior:

βj ∼ N

(
β̂jNPS,

√
1

log(nNPS)
·max

(
(β̂jPS − β̂jNPS)

2, σ̂2
βjNPS

))
(3)

While these two prior formulations are not new, the literature suggests that
they’ve never been applied in a logistic regression setting.

We propose a slightly modified prior specification using the common logarithm
instead of the natural logarithm, which will result in a slightly wider distribution.
This prior is referred to as the Distance-log10 prior:
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βj ∼ N

(
β̂jNPS,

√
1

log10(nNPS)
·max

(
(β̂jPS − β̂jNPS)

2, σ̂2
βjNPS

))
(4)

If participation in the NPS survey depends directly on the outcome variable
of interest, then also the intercept will be biased. Thus, we consider a mixed
formulation for the distance prior specifications in Eqs. 2, 3, and 4, where the
prior for the intercept is replaced by a weakly-informative Student-t prior dis-
tribution with three degrees of freedom, t3. We refer to this set of priors as
the Mixed-distance priors (Mixed-Distance, Mixed-Distance-log, and Mixed-
Distance-log10, respectively). In all of these prior formulations, the issue of using
the PS data twice arises. Indeed, inference is based on the PS data which are
also used as a reference to construct the scale (variance) parameter of the priors.
The use of PS data on the second-order prior component essentially serves as
protection against a prior informed from a severely biased NPS data source from
dominating the posterior inference.

Lastly, we propose the Power prior to integrate the two sample types. Chen
et al. (1999; 2000) and Ibrahim et al. (2000) introduced this new class of strongly-
informative prior distributions based on the availability of historical data. The
prior’s properties have been discussed in different contexts, e.g. in regression
models (Ibrahim et al., 2000), variable selection, logistic regression (Chen et al.,
1999), and generalized linear models (GLM) (Chen et al., 2000). The term his-
torical data refers to both data from previous studies or similar parallel studies
that are used to inform the model parameters. The power prior is mainly used
in clinical trials and health applications (De Santis, 2006; Ibrahim et al., 2012).
To the best of our knowledge, this is the first time that the power prior has been
used to integrate probability and non-probability sample surveys.

In our context, the NPS survey can be viewed as the historical data. The
degree of influence of the NPS data on the posterior inference is determined by
the power parameter 0 ≤ a ≤ 1. The case of a = 0 corresponds to no borrowing
of information while a = 1 reflects the case of full borrowing. Although it is
possible to specify a prior for the power parameter a, we consider a fixed value
for this parameter. The initial prior for β is denoted by π0(β). Equation 5 shows
the prior specification for fixed a:

π(β, a|DNPS) ∝ L(β|DNPS)
aπ0(β). (5)
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Thus, the resulting posterior in Equation 6 is also proportional to the NPS
data:

π(β|DPS, DNPS, a) ∝ L(β|DPS)L(β|DNPS)
aπ0(β). (6)

We set the prior π0(β) to be weakly informative as in Eq. 7. We choose not
to set a to an arbitrary fixed value because it may lead to high MSE values in
the presence of high selection bias. Instead, we select a in an automated fashion
according to the similarity between the MLEs obtained from the PS and NPS
data. Specifically, we set a equal to the p-value resulting from the Hotelling’s
T 2 test for the difference between the two vectors, β̂PS and β̂NPS. P-values
close to 1 indicate strong evidence for the null hypothesis and, in such cases,
it is suggested to borrow more heavily from the NPS data. For p-values close
to 0 (indicating significant differences between the two vectors), the amount of
information borrowed is smaller or, in the worst-case, is nil. This method allows
for automatic rescaling of L(β|DNPS) based on the difference between the MLEs.

4.2.2 Weakly-informative (baseline) prior

To form the basis for evaluating the informative priors, we evaluated several
vague priors to serve as baseline priors, including uniform and some normally-
distributed priors centered around zero with large scale parameters. However, the
results were not satisfying, especially for small sample sizes. Thus, we discarded
these priors and focused our attention on weakly-informative priors.

We refer to Gelman et al. (2008) for a discussion of suitable weakly-informative
priors for logistic regression. The authors do not recommend the use of vague
normal priors, and give preference to the location-scale family of the Student’s
t-distribution. In particular, they suggest a t-density function with 7 degrees of
freedom and scale equal to 2.5, which is close to the likelihood of a single binomial
trial. A more conservative choice is also proposed, which is a Cauchy prior with
scale parameter equal to 2.5. However, Ghosh et al. (2018) show that in such
cases sampling from the posterior is challenging in the presence of separation
and, thus, it is recommended to use a t-distribution with degrees of freedom ν

between 3 and 7. We use ν = 3. The resulting prior is formalized in Equation 7
and referred to as the Baseline prior:

βj ∼ Student (ν = 3, µ = 0, s = 2.5) . (7)
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4.3 Posterior estimation

For the simulation and real data application, the posterior distributions based
on both strongly-informative and weakly-informative priors are numerically ap-
proximated. We use the No-U-Turn sampler, implemented in R (R Core Team,
2020) and Stan (Stan Development Team, 2019), which is a variant of the Hamil-
tonian Monte Carlo algorithm. Specifically, we used the R packages rstan (Stan
Development Team, 2021) and rstanarm (Goodrich et al., 2020). The posterior
distributions were obtained using four MCMC chains with samples of 7,000 each
and 3,500 burn-in samples which ensured convergence of all chains.

5 Simulation study

5.1 The simulation framework

The simulation study is designed to evaluate the proposed strongly-informative
priors under a variety of real-world settings. All settings involve the analysis
of binary outcome variables, which is a common application in the social and
health sciences. For example, a researcher might be interested in analyzing the
propensity to commit a crime, become divorced, drop out of school, or become
inflicted with an illness. In some cases, the binary outcome is unbalanced, i.e.,
there is a greater proportion of zeros than ones (or vice versa). For this reason,
we consider both balanced and unbalanced outcomes in the simulation study
(and also in the application in Section 6). To reflect further practical scenarios,
we also consider different PS and NPS sizes when setting up the simulation.
Because PS surveys are the gold-standard for inference, but large sample sizes
can be prohibitively expensive, we focus our attention on a range of PS sizes,
from very small (50-100 cases) to modestly large (up to 1,000 cases). On the
contrary, we consider larger NPS sizes which we reasonably assume to be more
affordable than similarly-sized PS surveys.

Based on these practical considerations, we assume that the outcome variable
is generated from the logistic model in Equation 1 with two binary predictors:
Xi1 ∼ Ber(0.5) and Xi2 ∼ Ber(0.5). In order to test the stability of the results,
we consider three specifications for the population regression coefficients, β = (β0,
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β1, β2), namely:

βNEG ∈ (0.5,−1.3,−0.9)

βMIX ∈ (0.5,−1.3, 0.9)

βPOS ∈ (0.5, 1.3, 0.9)

These specifications consider both balanced and unbalanced scenarios for the
outcome and different cell proportions when combining the three variables. The
proportions of Y are 0.37, 0.57, and 0.81, respectively. Table 1 shows the cross-
tabulation of the outcomes with the covariates under these three scenarios.

Table 1: Cross-tabulation of variables used in the three simulated
populations.

Y X1 X2 NEG MIX POS
0 0 0 0.09 0.09 0.09
1 0 0 0.16 0.16 0.16
0 1 0 0.17 0.17 0.04
1 1 0 0.08 0.08 0.21
0 0 1 0.15 0.05 0.05
1 0 1 0.10 0.20 0.20
0 1 1 0.21 0.12 0.02
1 1 1 0.04 0.13 0.23

Under this model, we simulate a population of size N = 1, 000, 000. The
PS is then drawn from this population with simple random sampling without
replacement (srswor). We consider different probability sample sizes, including
very small and larger sizes, nPS ∈ {50, 100, 150, 200, 300, 500, 750, 1000}.

For generating the NPS we first simulate a self-selected panel of individuals
who declared their willingness to complete online surveys. From this panel we
extract two simple random samples without replacement of different sizes, nNPS ∈
{1000, 5000}. We assume that the panel population reflects an online access panel
and is thus affected by self-selection. Indeed, the real-life process for joining the
panel and eventually completing the survey includes different stages of selection
(Valliant and Dever, 2011). First, individuals must have an internet connection
and visit the recruitment website. Then they decide to join the panel completing
all the required steps. For a specific survey, a sample of individuals is selected from
the panel and they can decide whether to participate or not. For simplicity, we
assume that all selected units will participate and fully complete the questionnaire
(i.e., no unit nonresponse, item nonresponse, or break-offs) without measurement
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error, just as we assume for the PS survey. Thus, we assign to each population
unit a positive probability of participation denoted by p. In general, we set p to
be low in order to account for the selection process described above. However,
due to the rise of big data sources and the potential of conducting surveys through
social media, it may be possible to reach a very large, but very specific part of
the population. Thus, we also consider higher values of p.

When the probability of participation depends directly on Y , we are in the case
of non-ignorable selection bias (or missing not at random; MNAR). Otherwise, if
p depends only on observed covariates then we have a missing at random (MAR)
selection mechanism; that is, after controlling for X1 and X2 in the model, the
coefficients will be unbiased. In the latter case, we account for all variables that
explain the selection mechanism. However, the MAR assumption is strong and
may not hold in practice. Thus, it is important to consider different selection
mechanisms when evaluating the proposed data integration method.

We consider five selection mechanisms: (1) p depends on Y only (MNAR);
(2) p depends on Y and X1 (MNAR); (3) p depends on Y and X2 (MNAR);
(4) p depends on X1 and X2 (MAR); and (5) p depends on Y , X1, and X2

(MNAR). If the probabilities of participation are equal for all units, then there
is no selection bias. To introduce bias we consider four scenarios of varying
probabilities of participation p for specific subgroups defined by the value of the
selection variables:

p =

{0.10, 0.20, 0.50, 0.90} if the value of the selection variable(s) is 1

0.10 otherwise

where p = 0.1 reflects the case of no selection bias and p = 0.9 high selection
bias.

Then the probability of participation p is used to generate the participation
indicator Pi ∼ Ber(pi) for i ∈ {1, ..., N} for each individual in the population.
It follows that the size of the panel NPanel is random. Both PS and NPS are
constructed cumulatively and thus, all cases in the smaller samples are always
included in the larger ones. We consider standardized covariates for comparability
and also because this can reduce auto-correlation in MCMC chains.

The simulation is repeated 100 times (the results were consistent with more
repetitions). In order to compare the performance of the strongly-informative
priors against the weakly-informative baseline prior, we consider the MSE of the
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posterior estimates. Given the true value of the generic coefficient β, namely β∗,
the MSE is defined as follows:

MSE (π(β|DPS, DNPS)) = Bias2 (π(β|DPS, DNPS)) + V ar (π(β|DPS, DNPS))

= π̄(β|DPS, DNPS)− β∗ + V ar (π(β|DPS, DNPS)) ,

(8)

where π̄(β|DPS, DNPS) is the mean of the posterior distribution for a given coef-
ficient and V ar(π(β|DPS, DNPS) is the posterior variance. When describing the
results, we always refer to the median value of MSE estimates obtained from the
100 iterations.

When working with small samples sizes and categorical variables, the problem
of quasi-complete separation and the Hauck-Donner effect may arise (Yee, 2021).
In such cases, even if the algorithm converges without any evidence of predicted
probabilities numerically equal to 0 or 1, coefficients and standard errors can
assume very large and implausible values. We observed the presence of such
issues for a few small samples (mainly of size 50). For this reason, we use the
median instead of the mean across all simulations to limit the influence of a small
number of outliers. The mean values are also available in the Shiny web app.

5.2 Simulation results

For ease of visualization, Figure 1 shows the median MSEs of the regression
coefficients for three selected informative priors: Power, Distance, and Mixed-
Distance. The results are shown for the case of no selection bias (p = 0.1)
and high selection bias (p = 0.9) with sample sizes restricted to nPS ≤ 500

and for nNPS = 5000. For nPS ≥ 500, the MSEs of the informative priors are
indistinguishable from those of the baseline prior, and between nNPS = 1000 and
nNPS = 5000 the differences in MSEs are minuscule.

The first three rows of each panel in Figure 1 show that for the MAR and
MNAR selection scenarios with no bias (p = 0.1), all strongly-informative priors
produce remarkably lower MSEs than the baseline (weakly-informative) prior,
especially when nPS < 200. The only exception is for the intercept, where the
Mixed-Distance prior, by design, yields MSEs close to the baseline prior. In the
presence of large selection bias (p = 0.9; the bottom three rows of each panel in
Figure 1), the strongly-informative priors also reduce the MSEs relative to the
baseline prior, but to a lesser extent than the no bias case. The MSE reduc-
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Figure 1: Median MSEs for regression coefficients averaged over 100
simulations and for nNPS = 5000 by probability sample (PS) size.
Note: Four priors are considered: Distance (Dist), Mixed-Distance (Mixed-Dist),
Power, and Baseline. Each panel shows the combination of the five selection
scenarios, the three population models: MIX - βMIX ∈ (0.5,−1.3, 0.9), NEG -
βNEG ∈ (0.5,−1.3,−0.9), and POS - βPOS ∈ (0.5, 1.3, 0.9), and the case with no
selection bias (p = 0.1) and high selection bias (p = 0.9).
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tions are hardly affected by whether the outcome is balanced (MIX) or unbal-
anced (POS and NEG), with the exception that the Power prior tends to perform
slightly worse than the baseline prior for very small unbalanced samples. This
exception notwithstanding, we may conclude from the figure that the strongly-
informative priors produce MSEs that are generally smaller or, in the case of
high selection bias, similar to those of the baseline prior for all coefficients and
selection scenarios.

The full results (including the bias and variance components of the MSE) for
all priors and sample sizes are available in the Shiny web app under the tab Simu-
lation/Results. The results clearly show a bias-variance trade-off. In general, the
strongly-informative priors lead to the posterior estimates being more biased than
the estimates based on the baseline prior (which uses PS data only). However,
the results also demonstrate that a careful scaling of the NPS information in the
prior reduces the variance and, thus, improves the MSE relative to the baseline
prior.

The bias-variance trade-off is especially critical for the scenario with the high-
est level of selection bias (p = 0.9), where the Distance prior yields the smallest
MSE relative to the other prior formulations. In the worst case, the Distance
prior performs similarly to the baseline prior, while for the Distance-log10 and
Distance-log priors the MSEs can become slightly higher than those of the base-
line prior. The Power prior performs especially well for small PS sizes (50-150
observations) and in the MAR selection scenario.

To summarize the full results, we look at the overall performance of each
prior across all simulation settings and coefficients, keeping the NPS size equal
to 5000. The first column of Table 2 shows the percentage of instances where
the MSEs obtained using a strongly-informative prior is lower than the MSE
obtained using the baseline prior. With this measure, the Mixeded-Distance and
Mixed-Distance-log10 priors perform best, each yielding 82% of the MSEs smaller
than the baseline prior. Further, to better understand how large the differences
are when the MSEs of the strongly-informative priors are worse (i.e. larger) than
those of the corresponding baseline prior, we calculate the relative difference (RD)
between those MSEs defined as:

RD =
MSEINF −MSEBASE

MSEBASE

if MSEINF > MSEBASE. (9)

The other columns of Table 2 show the percentage of instances where the relative
difference is lower than 5%, 10%, 20%, and 30%, respectively, when MSEINF >

MSEBASE. In general, a relative difference up to 5% may be considered small,
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moderate up to 10 − 20%, and large otherwise, though we acknowledge such
judgments are subjective.

We observe that the Distance and Mixed-Distance priors perform best, i.e.
almost always with relative differences smaller than 30% (96% and 100%, re-
spectively), followed by the Power, Mixed-Distance-log10, Distance-log10, Mixed-
Distance-log10, and Distance-log priors.

MSEINF ≤ MSEBASE
MSEINF > MSEBASE

Strongly-Inf. Priors ≤ 5% RD ≤ 10% RD ≤ 20% RD ≤ 30% RD
Dist 78 45 73 91 96

Mixed-Dist 82 62 82 98 100
Dist-log 65 5 11 21 29

Mixed-Dist-log 78 17 27 38 49
Dist-log10 72 17 34 60 74

Mixed-Dist-log10 82 33 45 72 85
Power 64 74 80 86 89

Table 2: The percentage of instances where the MSE obtained using
the informative prior is lower than the MSE obtained using the cor-
responding baseline prior (MSEINF≤MSEBASE), and the percentage
of instances where the relative difference (RD) is lower than a pre-
specified threshold <5%, <10%, <20%, and <30% for the instances
where MSEINF>MSEBASE.

Note: The priors are: Distance (Dist), Mixed-Distance (Mixed-Dist), Distance-
log (Dist-log), Mixed-Distance-log (Mixed-Dist-log), Distance-log10 (Dist-log10),
Mixed-Distance-log10 (Mixed-Dist-log10), and Power. A detailed breakdown of
results by sample sizes, selection and bias scenarios, and balanced/unbalanced
outcomes are available in the Shiny web app under the menu Simula-
tion/Summary.

The simulation study demonstrated that the use of strongly-informative priors
is beneficial to improve the MSEs of coefficient estimates from logistic regression
models, especially when the PS size is smaller than 200 observations. However,
the amount of such improvements depends on the level of selection bias in the
NPS data and the selection mechanism. In the worst-case selection bias sce-
nario (p = 0.9), there is evidence that the MSEs from the strongly-informative
priors are similar to those of the baseline prior. In the rare instances where
MSEINF > MSEBASE, the differences are usually relatively small. The MSE
reductions are mainly driven by a reduction in the posterior variance which off-
sets the increase in bias. Overall, the Mixed-Distance prior performs best, with
82% of the MSEs being lower than those of the baseline prior and the remaining
MSEs never exceeding a 30% relative difference (Table 2).
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6 Application: American Trends Panel

6.1 The data

In order to evaluate the method in a practical setting, a real data application is
presented with an actual PS survey, the American Trends Panel (ATP; Keeter,
2019), and nine parallel NPS web surveys carried out by different vendors, which
reflect real-world selection scenarios. The ATP is the Pew Research Center’s
probability-based online panel used for conducting public opinion research. It is
representative of the general population aged 18 years and older in the U.S and
covers both the online and the offline population – before 2016 offline individuals
were provided with paper-questionnaires or were interviewed by telephone, while
in the subsequent years panelists were supplied with the necessary technological
tools.

Panel members were originally recruited in 2014 from the Political Polarization
and Typology survey (Dimock et al., 2014), a national RDD survey. Additional
panelists have been recruited via random-digit-dial telephone surveys in 2015,
2017, and 2018. Panelists are invited to complete at least one survey in each
monthly wave. Survey duration is 15 minutes and a system of financial incen-
tives is implemented. The data we analyze were collected in waves 5 ([dataset]
Pew Research Center, 2014a), 7 ([dataset] Pew Research Center, 2014b), and 10
([dataset] Pew Research Center, 2015a) in 2014 and 2015. We note that Wave
5 was part of a mode experiment in which panel members who use the internet
were randomly assigned to either web or telephone mode. We analyze the full
sample independently of the mode, though a sensitivity check yielded the same
conclusions when excluding the telephone cases.

During the same period, Pew sponsored the parallel collection of nine NPS
web surveys from different vendors (Kennedy et al., 2016; [dataset] Pew Research
Center, 2015b). The same questionnaire was administrated to all respondents
with the questions overlapping with those in the ATP, but in different waves.
The required sample size was about 1,000 respondents. All vendors implemented
quota sampling based on different variables, including age, gender, education,
and also other non-demographic variables. More survey details, including target
population, response rate, and sample sizes are available in Kennedy et al. (2016)
and in the Shiny web app under the menu Real Data Analysis/Data.

Six categorical outcome variables are considered. In the case of non-binary
classification, variables were re-coded in a binary fashion. All question wordings
are available in the Shiny web app under the menu Real Data Analysis/Data/Variable
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Coding. The questions relate to smoking at least 100 cigarettes in one’s entire
life (SMOKING; 1 = yes, 0= no), volunteering in the last 12 months (VOL-
UNTEERING; 1 = yes, 0 = no), health insurance coverage (HEALTHCARE
COVERAGE; 1 = yes, 0 = no), frequency of voting in local elections (ALWAYS
VOTE; 1 = always, 0 = otherwise), how many people they trust in their neigh-
borhood (NEIGHBORHOOD TRUST; 1 = all people, 0 = otherwise), and how
safe they feel when walking in their neighborhood at night (NEIGHBORHOOD
SAFETY; 1 = very safe, 0 = otherwise).

Covariates include binary age (AGE; 1 = 50+, 0 = otherwise), gender (GEN-
DER; 1 = male, 0 = female), education (EDU; 1 = college graduate or higher,
0 = otherwise), and the continuous survey weight variable (SVY WEIGHT; log-
transformed). Only some vendors provided weights but the Pew team constructed
ATP-style weights for all NPS surveys with the aim to reduce selection bias
through a raking adjustment to population benchmarks. We use these weights
in the analysis by including them as covariates in the regression models. Before
analyzing the data, we drop all observations with missing values and standard-
ize all covariates. More details on the percentage of missing data and the final
sample size for each variable are available in the Shiny web app (Real Data Anal-
ysis/Data/Description).

Figure 2 shows the estimated proportions with 95% confidence intervals for
a selection of outcome variables (smoking, always vote, and neighborhood trust)
across all samples. While there is no evidence of significant differences between
the ATP and NPS estimates for the smoking and neighborhood trust variables,
differences are evident for the always vote variable in NPS surveys C, D, F, H,
and I. The proportions of the other outcome variables are presented in the Shiny
web app (Real Data Analysis/Data/Additional Plots).

Logistic regression coefficient estimates, based on maximum-likelihood estima-
tion, are also provided separately for the PS and NPS survey data. As an example,
Figure 3 shows the estimates for the smoking variable. The figures for always vote
and neighborhood trust are in Appendix A and those for the remaining variables
are available in the Shiny web app (Real Data Analysis/Data/Additional Plots).
Detailed results about the parameter estimates, standard errors, and goodness-of-
fit statistics are available in the Online Appendix. Figure 3 shows that the NPS
regression coefficients for smoking differ only slightly from the ATP estimates,
with the exception of the education variable in sample NP-D and the gender
variable in sample NP-I. For the neighborhood trust variable (Figure 7), the NPS
and ATP coefficients are very similar, except for age in samples NP-A, NP-B, and
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NP-D. For always vote (Figure 6), there are notable differences for the education
variable where coefficients have opposite signs for all NPS surveys. The same is
true for gender in NP-I.

From these comparative analyses we conclude that the descriptive estimates
are more dissimilar between the ATP and NPS surveys compared to the regression
estimates, which is consistent with the literature (Pasek, 2016). Contrary to the
simulation study, which included scenarios with high selection bias, it appears
that in the considered real data the regression coefficients are not heavily affected
by a high level of bias.

To apply the proposed methodology, we simulate a situation in which only a
small PS size survey is conducted along with a parallel NPS survey. We consider
PS sizes nPS ∈ {50, 100, 150, 200, 300, 500}. The PS data are drawn with srswor
from the full ATP data and are assumed to be unbiased. The samples are con-
structed cumulatively, such that respondents selected for the smaller samples are
included in the larger samples. For the NPS surveys, the original sample sizes
(approximately 1,000 each) are used.

To compute the posterior bias, the true values are defined by the vector of
ML estimates obtained using the full ATP sample (where the sample size ranges
between 3,106-3,331 respondents depending on the outcome variable of interest),
namely β∗, which provides an unbiased result by assumption. The entire pro-
cedure is repeated 100 times and, as in the simulation study, the median MSE
values are reported across all repetitions. Only for the healthcare coverage vari-
able, which is highly unbalanced, the model was not estimable for some iterations
which is likely due to lack of variation for the smallest PS sizes. As an ad hoc
remedy, additional iterations were performed for this outcome variable until 100
estimable results were obtained.

6.2 Results

For brevity, we discuss the results for only a selection of outcome variables: smok-
ing, always vote, and neighborhood trust, and only one NPS data source (NP-A).
The results for all other outcome variables and NPS data sources are shown in
the Shiny web app under the menu Real Data Analysis/Results and Summary.
Figure 4 shows the median posterior bias, variance, and MSE for the smoking
outcome across the 100 repetitions and for the selected priors as in the simulation
study. The figures for always vote and neighborhood trust are shown in Appendix
A (Figs. 8 and 9).
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Figure 2: Estimated sample proportions (weighted) with 95% confi-
dence intervals for a selection of outcome variables for each survey.
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Figure 3: Maximum likelihood estimates of logistic regression coeffi-
cients and 95% confidence intervals for the smoking outcome variable
in the ATP (triangles) and nine non-probability surveys (circles).
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For the smoking and neighborhood trust outcomes, which are affected by a
low level of selection bias (see Figures 3 and 7), all strongly-informative priors
produce lower MSEs than the baseline prior for all coefficients particularly when
nPS < 200. The reduction in posterior MSEs is mainly driven by a reduction in
the posterior variance. The Power prior leads to the largest reductions in MSE rel-
ative to the baseline prior, especially for the smallest PS sizes (nPS ∈ {50, 100}).
However, the more dissimilar are the maximum likelihood (ML) coefficient es-
timates between the PS and NPS surveys, the more similar the MSEs of the
estimates based on strongly-informative priors become to those of the baseline
prior. Indeed, for the neighborhood trust variable in sample NP-A, the maximum-
likelihood estimate for the age coefficient is significantly different from the ATP
estimate (see Figure 7), which yields MSE curves for the strongly-informative
priors that are similar to those of the baseline prior (Figure 9).

For the always vote variable, the strongly-informative priors reduce the MSEs
with respect to the baseline prior for almost all coefficients, or in the worst case,
the MSE curves are similar to the baseline. In particular, as expected from the
analysis of the maximum-likelihood regression coefficients (see Fig. 8), there is
no significant reduction in the MSEs using the strongly-informative priors for
the education coefficient. Indeed, the Distance and the Mixed-Distance priors
produce MSEs that are equal to or slightly lower than the baseline prior. In
contrast, the Power prior produces larger MSEs than the baseline prior for PS
sizes between 100 and 200. Thus, while the distance priors protect against ex-
cessive selection bias in the education coefficient, this is not true of the Power
prior, which decreases the posterior variance but not enough to offset the large
education bias. In general, the largest reduction in MSEs relative to the baseline
prior is achieved through the Distance-log prior, which is driven by reductions in
the posterior variance.

As for the simulation study (Section 5), we summarize the results of the
application in Table 3 by showing the percentage of instances where the MSE
of a coefficient using the strongly-informative priors is lower than the MSE ob-
tained using the baseline prior, and, for the instances where the performance of
the strongly-informative priors is worse (i.e. MSEINF > MSEBASE), the per-
centage of instances where the relative difference (Eq. 9) is lower than 5% and
30%, representing the two extremes, across all PS sizes and NPS surveys used to
construct the strongly-informative priors. In the Shiny web app under the menu
Real Data Analysis/Summary, such a table is available for each combination of
nPS and NPS survey. As inferred from Section 6.1, most regression coefficients
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from the NPS data are not affected by a high level of selection bias, thus, the
strongly-informative priors lead to lower MSEs in most cases, as expected.

The neighborhood trust and healthcare coverage variables are two particularly
notable cases in terms of MSE reduction using the strongly-informative priors.
In more than 99% of instances, the distance priors yield lower MSEs than the
baseline prior, indicating improvements in the MSEs regardless of which NPS
survey is used to supply the prior information. The Power prior performs similarly
and such percentages are about 98% and 97% for these two outcomes, respectively.
Similar results are achieved when considering the smoking and neighborhood
safety outcomes, where the best priors are the Mixed-Distance-log10 (99%) and
the Distance (97.4%) for the two outcomes, respectively. For always vote, the best
prior is the Distance-log10 (93.3%) and for volunteering it is the Mixed-Distance-
log10 together with the Distance prior (97.8%). The performance of the Power
prior is generally worse compared to the distance priors. The worst result is for
the always vote and neighborhood safety outcomes where in only 67% of cases
does the Power prior produce lower MSEs than the baseline prior. Nevertheless,
for all strongly-informative priors the relative difference usually does not exceed
30% when MSEINF > MSEBASE.

In summary, there is evidence that the strongly-informative priors reduce
MSEs for logistic regression coefficients relative to a weakly-informative baseline
prior in real-world settings. The smaller MSEs are driven by a reduction in vari-
ability and the largest reductions occur for small PS sizes (50-200 observations).
These results are also consistent with the simulation study. Moreover, the results
slightly vary according to which NPS survey is used. When selection bias is low
(as for neighborhood trust, healthcare coverage), all priors perform similarly well,
although the largest reductions in MSEs are achieved with the Power prior for
very small PS sizes (50-100 observations) and with the Distance-log prior (and its
mixed version) for sample sizes up to 200 observations. However, as the selection
bias increases, the Distance or Distance-log10 priors (and their mixed versions)
tend to be superior. The mixed priors usually perform better than their non-
mixed counterparts and the results are generally consistent across balanced and
unbalanced outcome variables.
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Smoking Always vote Volunteering

MSEINF ≤ MSEBASE
MSEINF > MSEBASE MSEINF ≤ MSEBASE

MSEINF > MSEBASE MSEINF ≤ MSEBASE
MSEINF > MSEBASE

Strongly-Inf. Priors ≤ 5% RD ≤ 30% RD ≤ 5% RD ≤ 30% RD ≤ 5% RD ≤ 30% RD
Dist 94.8 14.3 100 92.6 65 100 91.5 65.2 100

Mixed-Dist 97.0 100 100 90.4 69.2 100 97.8 83.3 100
Dist-log 92.2 14.3 95.2 79.6 40 94.6 87.4 35.3 97.1

Mixed-Dist-log 96.3 60 100 82.2 35.4 95.8 96.7 44.4 100
Dist-log10 94.8 14.3 100 93.3 55.6 100 91.1 66.7 100

Mixed-Dist-log10 99.6 100 100 89.3 65.5 100 97.8 83.3 100
Power 90.7 56 76 67.8 39.1 80.5 73.3 65.3 76.4

Neighborhood Trust Neighborhood Safety Healthcare Coverage

MSEINF ≤ MSEBASE
MSEINF > MSEBASE MSEINF ≤ MSEBASE

MSEINF > MSEBASE MSEINF ≤ MSEBASE
MSEINF > MSEBASE

Strongly-Inf. Priors ≤ 5% RD ≤ 30% RD ≤ 5% RD ≤ 30% RD ≤ 5% RD ≤ 30% RD
Dist 99.6 0 100 97.4 85.7 100 97.4 50 100

Mixed-Dist 99.3 50 100 95.6 91.7 100 95.6 50 100
Dist-log 99.6 0 100 93.3 27.8 100 93.3 75 100

Mixed-Dist-log 99.6 0 100 94.1 31.2 100 94.1 50 100
Dist-log10 99.6 100 100 97.4 57.1 100 97.4 0 100

Mixed-Dist-log10 99.3 50 100 96.7 77.8 100 96.7 50 100
Power 98.2 60 100 66.3 69.2 90.1 66.3 62.5 100

Table 3: The percentage of instances where the MSE obtained using the strongly-informative prior is lower than
the MSE obtained using the corresponding baseline prior (MSEINF≤MSEBASE), and the percentage of instances
where the relative difference (RD) is lower than a pre-specified threshold of <5% and <30% for the instances where
MSEINF>MSEBASE.

Note: The priors are: Distance (Dist), Mixed-Distance (Mixed-Dist), Distance-log (Dist-log), Mixed-Distance-log(Mixed-Dist-log),
Distance-log10 (Dist-log10), Mixed-Distance-log10 (Mixed-Dist-log10), and Power. A detailed breakdown of results by PS sizes and
NPS surveys are available in the Shiny web app under the menu Real Data Analysis/Summary.
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Figure 4: Median Bias, Variance, and MSE of coefficient estimates for the smoking outcome using the NP-A survey
to supply the prior information.
Note: Four priors are considered: Distance (Dist), Mixed-Distance (Mixed-Dist), Power, and Baseline.
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6.3 Cost analysis

The simulation and real-data application showed that supplementing a small PS
survey (100-200 cases) with prior information from a parallel NPS survey results
in lower MSEs of logistic regression coefficients compared to not supplementing.
To the extent that NPS surveys are less expensive than PS surveys, these results
suggest that the same MSE values might be achieved at a lower cost with an
integrated sample compared to a larger and potentially more expensive standalone
PS survey. Cost savings are an important justification for integrating PS and
NPS data and should be considered when applying the proposed data method.
To explore the potential for cost savings, we implement a cost analysis which
takes into account hypothetical, yet realistic, costs for the ATP and NPS data
sources.

To demonstrate the extent to which the strongly-informative priors lead to
cost savings (or losses), we first estimate the expected cost of fielding a PS-only
survey with baseline prior that would achieve the same MSE as fielding parallel
PS and NPS surveys with strongly-informative priors, and then compare it to
the cost of fielding the parallel surveys. The cost analysis can be performed
interactively within the Shiny web app under the menu Real Data Analysis/Cost
Analysis, where users can specify different per-respondent costs for the PS and
NPS surveys. For illustration, here we assume the cost per respondent to be $5
in the NPS survey and $30 in the PS survey. The cost of the PS survey equates
to roughly $2 per interview minute for a 15-minute interview, which is consistent
with the cost of similar PS surveys2.

The cost analysis follows a three-step approach. First, we fit a model to learn
the cost-MSE structure of the PS data. To this end, we run a linear regression
model of hypothetical PS survey costs on 100 repetitions of MSEs obtained using
the baseline prior from the real-data application (Section 6). Both the outcome
(cost) and the covariates (the MSEs for each coefficient) are log-transformed.
Second, we use this model to predict the expected PS cost given the median MSEs
obtained using the strongly-informative priors and each NPS survey. Third, we
calculate the total costs for the PS-only survey, as well as the blended PS and
NPS surveys by multiplying the per-respondent cost of the PS and NPS surveys
by their respective sample sizes. To compute the expected cost savings (or losses),
we compare the expected PS-only survey cost with the cost of the blended PS
and NPS surveys.

2https://openpanelalliance.org/pricing.php

https://openpanelalliance.org/pricing.php
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The results reveal a mixed picture as the presence and amount of cost savings
depends on the prior structure and the NPS survey used. Figure 5 shows the dis-
tribution of percent savings(+)/losses(-) for the smoking outcome variable across
the nine NPS surveys for different PS sizes (50, 100, 150) and for the Distance,
Distance-log, Distance log-10, and Power priors. Figures 10 and 11 show the
same plots for the always vote and neighborhood trust outcomes, respectively.
An interactive visualization is available for all outcome variables, PS sizes, and
priors in the Shiny web app under (Real Data Analysis/Cost Analysis/Savings
Distribution). Looking at the three figures, it is evident that for a PS size of
50, the Power prior nearly always leads to higher cost savings compared to the
other strongly-informative priors. The Distance-log prior also leads to cost sav-
ings in most cases. The Distance and the Distance-log10 priors always lead to
losses. However, as the PS size increases (nPS ≥ 100), the pattern reverses and
the Power prior starts to generate losses rather than savings and the performance
of the distance priors improves, especially the Distance-log prior which gener-
ates the largest cost savings. In general, the median level of cost savings for the
mixed-distance priors is lower than for the non-mixed formulations, except for
the healthcare and neighborhood trust outcomes, where the median savings are
similar for both prior types or slightly higher for the mixed priors.

Table 4 summarizes, for each PS size, the prior formulation (and corresponding
NPS survey) that leads to the largest cost savings (in percent) for the selected out-
comes: smoking, neighborhood trust, and always vote. Results for the additional
outcomes are available in the Shiny web app under (Real Data Analysis/Cost
Analysis/ Max. Savings). For small PS sizes (50-100), the Power prior yields the
largest percent cost savings across the three outcomes (range: 37%-68%). In the
case of larger PS sizes (150-500), the distance priors, specifically the Distance-log
(range: 42%-58%) and Mixed-Distance-log (56%-61%) priors produce the largest
cost savings for the three outcomes. Thus, there is indications of a potential cost
savings (up to 68%) by integrating the PS and NPS surveys using informative
priors under assumed per-respondent costs. However, whether savings occur and
the amount of those savings varies depending on which NPS survey is used to
construct the prior.

7 Discussion

Integrating probability sample (PS) surveys with non-probability sample (NPS)
data has received a lot of attention recently, mainly due to the convenience,
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Figure 5: Percentage cost savings(+)/losses(-) for the smoking out-
come.

timeliness, and cost-effectiveness of online access panels and the availability of
big data sources. However, the presence of selection bias in NPS data is why
researchers often view them as a supplement, rather than a replacement, for
PS survey data. While previous data integration approaches have focused on
finite population inference, approaches for analytic inference about model pa-
rameters are still emerging. This article contributes to this growing research area
by building on previous Bayesian data integration approaches to improve ana-
lytic inference about parameters of logistic regression models, which is of great
importance in the social sciences for studying attitudes, behaviors, and charac-
teristics of populations. We proposed several novel strongly-informative priors
that exploit auxiliary information from a parallel NPS survey data to improve
coefficient estimates from small PS size surveys.

The strongly-informative priors were evaluated through a simulation study
which showed that they achieve smaller MSEs for coefficient estimates compared
to those achieved exclusively using PS survey data with a weakly-informative
baseline prior. This was particularly true for the case of no (or low) selection
bias in the NPS data and for PS sizes less than 200, where the Distance-log
and the Power priors produced the smallest MSEs, effectively driving down the
posterior variance. In the case of large selection bias, the strongly-informative
priors performed mostly similarly to the baseline prior with the Distance prior
being superior to the other strongly-informative prior formulations for small PS
sizes. We then evaluated the approach in a real-data application by modeling
six binary outcomes from an actual PS survey and several parallel NPS surveys
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PS size Results Smoking Neighborhood Trust Always Vote

50

Strongly-Inf. Prior Power Power Power
NPS survey NP-A NP-I NP-H

Exp. Cost (Base. prior) $20,250 $20,433 $10,359
Blended Cost (Inf. prior) $6,610 $6,500 $6,535

Savings % 67.36 68.19 36.91

100

Strongly-Inf. Prior Power Power Dist-log
NPS survey NP-A NP-I NP-H

Exp. Cost (Base. prior) $19,807 $19,746 $11,516
Exp. Cost (Best prior) $8,110 $8,000 $8,035

Savings % 59.05 59.48 30.23

150

Strongly-Inf. Prior Dist-log Mixed-Dist-log Dist-log
NPS survey NP-A NP-H NP-H

Exp. Cost (Base. prior) $22,075 $23,998 $18,234
Exp. Cost (Best prior) $9,610 $9,535 $9,535

Savings % 56.47 60.27 47.71

200

Strongly-Inf. Prior Dist-log Mixed-Dist-log Dist-log
NPS survey NP-A NP-H NP-H

Exp. Cost (Base. prior) $26,710 $28,809 $23,173
Exp. Cost (Best prior) $11,110 $11,035 $11,035

Savings % 58.4 61.27 52.38

300

Strongly-Inf. Prior Dist-log Mixed-Dist-log Dist-log
NPS survey NP-A NP-H NP-H

Exp. Cost (Base. prior) $30,677 $34,932 $27,357
Exp. Cost (Best prior) $14,110 $14,035 $14,035

Savings % 54.00 59.82 48.70

500

Strongly-Inf. Prior Dist-log Mixed-Dist-log Dist-log
NPS survey NP-A NP-I NP-H

Exp. Cost (Base. prior) $36,352 $45,870 $34,732
Exp. Cost (Best prior) $20,110 $20,000 $20,035

Savings % 44.68 56.4 42.32

Table 4: Best performing strongly-informative priors in terms of per-
cent cost savings for a selection of outcome variables and different PS
sizes.

reflecting different selection scenarios one might face in practice. The strongly-
informative priors again yielded significant reductions in MSEs, compared to the
baseline prior, especially for the smaller PS sample sizes. The Power prior was
superior to the other strongly-informative priors in terms of MSE reduction for
very small sample sizes (50-100), whereas the Distance-log prior and its mixed
version performed better for slightly larger sample sizes (150-200). For PS sizes
larger than 200, all of the strongly-informative priors performed similarly to the
baseline prior with respect to MSEs.

An important novelty of the method lies in its ability to achieve the same
MSE values as would a larger (and likely more expensive) PS-only survey at
a potentially lower cost. Using assumed but realistic cost data for the parallel
PS and NPS surveys, we showed indications of potential cost savings for the
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informative priors for different PS sizes. In general, for a PS survey of 50-100
respondents, the Power prior showed high potential cost savings (up to 68%),
while the Distance-log and its mixed version were among the best performers
for larger PS sizes (achieving potential cost savings up to about 60%). Thus,
researchers with low-to-moderate budgets may benefit from using the proposed
data integration strategy to minimize both costs and errors.

As a general recommendation for practitioners, the Power prior appears to be
the most appropriate choice for small PS sizes (up to 100 observations) and the
Distance-log and Mixed-Distance-log priors for larger PS sizes. These recommen-
dations hold regardless of the outcome variable and the NPS survey considered.
Nevertheless, we recommend performing a sensitivity analysis and comparing es-
timates obtained using different priors.

The present study entails some limitations. First, the method rests on the
assumption that the PS survey is unbiased or less biased than the parallel NPS
survey. This assumption may not always hold in practice. In addition, the
method does not account for measurement errors, which may differ between PS
and NPS survey data (Einarsson et al., 2022). We leave these topics for future
work. Moreover, it would be worthwhile to extend the current framework to
other types of categorical variables (e.g. multinomial, ordinal) and account for
complex sample design features (e.g. stratification). The approach may also be
extended in a multivariate setting by taking into account the distributions of
several outcomes simultaneously. Exploring alternative methods for selecting the
Power parameter is another topic for future development.

In conclusion, while many researchers are moving away from large and expen-
sive PS surveys and shifting towards more convenient and less expensive NPS
surveys, integrating both sample types in a way that overcomes their respective
weaknesses is an attractive approach. The proposed data integration method
can be easily implemented in any statistical software which supports Bayesian
computation. To assist researchers, an R Shiny web app has been developed
which provides the replication code for applying the methodology and allows
readers to browse the full results of the simulation and application in more detail
(see Appendix B). In addition, a key feature of the Shiny app is the possibility
to dynamically implement the cost analysis with user-entered PS and NPS cost
data. This may be useful for practitioners interested in collecting and integrating
parallel PS and NPS survey data and wish to compare different cost scenarios.
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Appendices

A Additional materials for the application
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Figure 6: Maximum likelihood estimates of logistic regression coeffi-
cients and 95% confidence intervals for the always vote outcome vari-
able in the ATP (triangles) and nine non-probability surveys (circles).
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Figure 7: Maximum likelihood estimates of logistic regression coeffi-
cients and 95% confidence intervals for the neighborhood trust outcome
variable in the ATP (triangles) and nine non-probability surveys (cir-
cles).
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Figure 8: Median Bias, Variance, and MSE of coefficient estimates for the always vote outcome using NP-A survey
as prior information.
Note: Four priors are considered: Distance (Dist), Mixed-Distance (Mixed-Dist), Power, and Baseline.
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Figure 9: Median Bias, Variance, and MSE of coefficient estimates for the neighborhood trust outcome using
NP-A survey as prior information.
Note: Four priors are considered: Distance (Dist), Mixed-Distance (Mixed-Dist), Power, and Baseline.
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Figure 10: Percentage cost savings(+)/losses(-) for the always vote
outcome. Four priors are considered: Distance (Dist), Distance-log
(Dist-log), Distance-log10 (Dist-log10), and Power.
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Figure 11: Percentage cost savings(+)/losses(-) for the Neighborhood
Trust outcome. Four priors are considered: Distance (Dist), Distance-
log (Dist-log), Distance-log10 (Dist-log10), and Power.

B The Shiny App

The Shiny web application was developed in R using the Shiny package (RStudio,
Inc, 2022) and can be accessed at: https://bayesdataintegration.shinyapps.
io/shiny_bayes_data_integration/. The app is divided into three sections. In
the Methodology section the Bayesian framework is introduced along with the rel-
evant code used to estimate the model parameters using different priors. In the

https://bayesdataintegration.shinyapps.io/shiny_bayes_data_integration/
https://bayesdataintegration.shinyapps.io/shiny_bayes_data_integration/
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Figure 12: The Shiny App: Cost Analysis

Simulation section the code for generating the population and the two samples
(PS and NPS) is provided. Finally, all the steps are combined and the full simu-
lation code is presented. Additional results including plots and tables for Section
5 are also available. In the Real Data Analysis section the data sources are pre-
sented in more detail and additional plots and tables for Section 6 are available.
The Cost Analysis menu, under Real Data Analysis/Cost Analysis, contains the
interactive application for replicating the cost analysis for user-entered PS and
NPS costs (Fig. 12).
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Chapter 4

Augmenting Business Statistics
Information by Combining
Traditional and Textual Data

Paper under review:

Salvatore C., Biffignandi S., Bianchi A. Augmenting Business Statistics
Information by Combining Traditional Data with Textual Data: A Composite
Indicator Approach. Revised After Major Revision.

1 Introduction

The availability of new data has led to an expansion of data collection methods,
moving beyond traditional primary data collection to the extraction of statis-
tics from non-traditional sources. These sources, referred to as big, or digital
trace/behavioral data, include, among others, social media posts, Google trends
and mobile phone data (i.e., location, photos, and other sensor data), and are
produced by human online/digital behaviors and interactions (Howison et al.,
2011).

Digital trace data are not generated for statistical purposes but can serve as
a convenient and timely source of information for understanding and measuring
(new) complex socio-economic phenomena (Japec et al., 2015). These new data
sources provide a basis for the multi-purpose extraction of different statistical
indicators, which complement the traditionally available statistical information
and feed smart statistics (Trappmann et al., 2022; Stier et al., 2020; Struminskaya
et al., 2020)
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The cost of collecting and processing high quality traditional data, such as
surveys, is increasing, and the process of deriving statistical products from this
data is demanding and time-consuming (Luiten et al., 2020). To address these
issues, the integration of traditional and digital trace data for producing inno-
vative statistics and indicators is a promising approach. This can enhance the
timeliness, providing a finer spatial and temporal resolution, a higher level of
detail, new perspectives, and new insights on phenomena, while also reducing the
production cost of (official) statistics (Ricciato et al., 2020).

Research on indicators constructed from non-traditional sources, particularly
textual data from social media, is prevalent in the literature. Social media are
commonly used to better understanding attitudes and behaviors with reference
to social phenomena (Ceron et al., 2016; Luhmann, 2017; Iacus et al., 2020; Rill
et al., 2014). Further, a number of experimental statistics have been developed
by National Statistical Institutes (NSIs) using such textual data to study social
tensions1 and consumers’ confidence in the economy (see, for example, Daas and
Puts (2014) and the Istat’s Social Mood on Economy Index2). However, studies
combining traditional and digital trace data-based indicators are scarce.

As it appears evident from the literature, the study of social aspects using
unstructured data is prevalent. Nevertheless, the production of business statis-
tics can particularly benefit from the use of new data sources. These can be used
in a variety of ways, including enhancing the information for a given unit (Ben-
der and Sakshaug, 2021). For example, Statistics Canada used sensor data to
augment administrative data and produce more efficient small area estimates for
business statistics (Thomassin, 2018). Similarly, Statistics Netherlands (CBS) is
committed in enhancing business statistics, using web-scraped data from compa-
nies’ website in order to detect innovative companies and improve the quality of
the appointed NACE codes (Daas and van der Doef, 2021; Roelands et al., 2018).
The Italian National Statistical Institute (ISTAT) is also committed in develop-
ing experimental statistics based on businesses’ websites in order to identify their
activities or to augment the information collected through the traditional survey
on Information and Communication Technologies (Barcaroli et al., 2015, 2016;
De Fausti et al., 2019).

In this paper, we focus on business statistics and propose a general method-
ological framework for the construction of composite indicators that are generated
by combining traditional and innovative (e.g. social media or web-based) indica-

1https://www.cbs.nl/en-gb/about-us/innovation/project/
social-tensions-indicator-gauging-society

2https://www.istat.it/en/experimental-statistics/experiments-on-big-data

https://www.cbs.nl/en-gb/about-us/innovation/project/social-tensions-indicator-gauging-society 
https://www.cbs.nl/en-gb/about-us/innovation/project/social-tensions-indicator-gauging-society 
https://www.istat.it/en/experimental-statistics/experiments-on-big-data 
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tors. The framework is developed following a modular approach for entailing the
use of digital and unstructured data (and relative metadata) in measuring new
phenomena in business statistics. Another original aspect is that we propose to
process metadata3 in order to build innovative indicators. Processing metadata is
an emerging aspect in the analysis of digital trace data and existing experiences
rely mainly on checking and improving the quality of the metadata, whereas the
computation of indicators based on metadata is a novel contribution.

To the purpose of providing an example to practitioners, we develop an illus-
trative exercise to demonstrate how to implement the proposed method. It serves
as a prototype application which shows the steps to be undertaken to build up
new, innovative, indicators based both on unstructured and structured data. In
our exercise, we consider a commercial database as traditional source for struc-
tured data and Twitter as new data source for unstructured data. We focus on
the case where data about the same units are available in both sources. However,
a similar approach can be adopted at a more aggregate level, namely in the case
such individual information is not available.

The reminder of the article is the following. Section 2 discusses the challenges
of constructing smart business statistics. Section 3 presents a modular architec-
ture for the construction of such statistics and the framework to build composite
indicators. Section 4 illustrates the practical exercise on the construction of a
prototype indicator. Section 5 discusses the results and conclusions are drawn in
Section 6.

2 Challenges of augmenting business statistics with

unstructured data

Traditionally, business statistics are derived from survey data, like the European
Company Surveys4, the Business and consumer surveys (BCS)5 and other surveys
carried out by NSIs. In these cases, the data are structured, the data-generating
process is under the researchers’ control, and errors are allocated along the whole
survey process according to the Total Survey Error (TSE) framework (Biemer,

3In order to avoid confusion, we clarify the use of the term metadata in the context of digital
unstructured data. It differs from the definition used in statistics, i.e., the information that is
required in order to interpret and use statistics. In this context, metadata refers to additional
information about the main data of interest. In Twitter, for example, the tweet represents the
main data and the date of publication, likes, links, and images are metadata.

4https://www.eurofound.europa.eu/surveys/european-company-surveys
5https://ec.europa.eu/eurostat/web/euro-indicators/business-and-consumer-surveys

https://www.eurofound.europa.eu/surveys/european-company-surveys
https://ec.europa.eu/eurostat/web/euro-indicators/business-and-consumer-surveys
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2010). Consequently, surveys are considered as a high-quality data source for
business statistics.

Alongside surveys, other popular sources for business statistics are adminis-
trative or commercial business data (Costanzo, 2011). These are still structured
data, quality is checked and improved when necessary. These data are not pri-
marily collected for statistical or research purposes. For that reason, they are
usually referred to as secondary data. Business registers, documents from local
authorities (e.g., tax authority), and law-mandatory reporting are all example of
administrative data. Commercial business data are provided by private compa-
nies, for example, Bureau van Dijk6, Bloomberg7, and Refinitiv8.

More recently, the digital transformation has resulted in the emergence of
new sources for business and economic statistics (Bernal and Sejersen, 2021). For
example, social media posts, annual reports, businesses websites and newspaper
articles can be used to study new aspects or gain additional information about
companies. In this respect, the production of statistics using traditional data
enhanced with new data available from digital sources are referred to as smart
statistics. One of the advantages of smart statistics is the ability to augment the
information, thereby providing richer insights into the topic of interest. However,
there are also several challenges to be considered. In the following discussion, we
focus our attention on unstructured textual data.

To begin with, it is necessary to extract the data of interest using, for exam-
ple, web-scraping or Application Programming Interfaces (APIs). Online data
are not static. Hence, during data extraction, researchers must be aware of issues
pertaining to the changes in data over time, coverage, reliability, and validity of
the data, among others. Social media posts, for instance, can be modified or
deleted over time, and related metadata can also change (e.g., likes, replies, and
shares). Therefore, the results may differ based on the timing of retrieval. Simi-
larly, different formulation of the search query in terms of the keyword specified,
such as when extracting social media posts or newspaper articles based on firm
names or products, can result in the delivery of different data.

Another issue that might arise when one wants to obtain unit level observa-
tions, for example, studying the external communication of businesses on social
media, is the problem of identifying the right accounts. For instance, not all
businesses are present on social media, or they may have multiple accounts re-
lated to specific types of communication (e.g., general communication, promotion

6https://www.bvdinfo.com/en-gb/
7https://www.bloomberg.com/
8https://www.refinitiv.com/en/financial-data

https://www.bvdinfo.com/en-gb/
https://www.bloomberg.com/
https://www.refinitiv.com/en/financial-data
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and advertisement, business news, clients assistance, recruiting and topic-specific
accounts for communicating their socially-responsible behavior). This leads to
selection and coverage issues that might affect the quality of the data.

Secondly, unstructured textual data must be transformed into structured data.
This can be accomplished in different ways according to the purpose of the anal-
ysis. For example, sentiment analysis, topic modeling, and other classification or
clustering algorithms can be applied. Moreover, the results might be influenced
by the various data cleaning and pre-processing choices (Denny and Spirling,
2018; Symeonidis et al., 2018).

Like survey data, also the analysis of unstructured textual data is suscepti-
ble to errors. In this direction, there are efforts being made to adapt the TSE
framework to such data, but currently, there is not a general framework in order
to account, measure and evaluate errors and data quality (Salvatore et al., 2021;
Amaya et al., 2020; Sen et al., 2021). Data sources have different characteristics,
which require different quality frameworks. The importance of these aspects be-
comes especially evident when integrating data from different sources, where it is
crucial to understand how errors arise, accumulate, and interact during the entire
integration process (De Waal et al., 2019). These are all emerging topics in the
literature.

While all these factors should be considered when combining data, our focus
here is on proposing a procedure to develop composite indicators based on the
integration of different types of data, structured and unstructured, derived from
traditional and non-traditional sources.

3 Methodology

3.1 A modular framework for the construction of smart

business statistics

To produce smart business statistics using unstructured textual data, we develop
a modular methodological approach in three layers. This is an adaption of the
modular organization into three layers introduced by Ricciato et al. (2020).

In the first layer, the data are collected and transformed into structured data.
Such data and their relative metadata need then to be interpreted by statisti-
cians and serve as input for the second layer. The processing of metadata to
complement the analysis of unstructured digital data has been examined in a
limited number of studies. Indeed, it is an emerging topic and applications relate
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user/account profiling (Perez et al., 2018; Daas et al., 2016), and geo-spatial appli-
cations (Da Mota and Pickering, 2021; Rosales Sánchez et al., 2017). As original
contribution, we propose to use social media metadata for the construction of
composite indicators as shown in the prototype application (Section 4).

In the second block, innovative statistical information is extracted, and indi-
cators are computed. The first and the second layer are augmenting statistical
information through the creation of new indicators generated using textual un-
structured data.

In the third layer innovative statistics and indicators are used to augment
the already available traditional data. Depending on the specific use-case, this
can be achieved through methods such as linkage, statistical integration, or by
combining indicators. As a result, Smart Business Statistics are produced. Figure
1 summarizes the framework described above.

Based on the modular architecture in three layers, we show how to gener-
ate smart business composite indicators combining structured and unstructured
data (e.g. textual data from social media and websites, or other innovative data
sources).

The modular approach is useful when dealing with new and complex data
sources and their integration with traditional ones. Modularity also allows other
researchers and practitioners to explore other methodological variants (instances)
within the same methodological architecture, and possibly propose improvements
to specific modules or test sensitivity of the obtained results. Moreover, if a re-
searcher wants to apply the proposed procedure for the construction of a compos-
ite indicator in its own research context, it is possible to proceed across the whole
set of three layers or to compute the composite indicator only going through the
second and third layer if the elementary indicators have already been computed.

3.2 The Composite Indicator Approach

3.2.1 Background concepts

Before describing the proposed methodology, we shortly remind that when con-
structing composite indicators, it is necessary to consider and take decisions on
different aspects (Mazziotta and Pareto, 2013).

First of all, the theoretical framework of the substantial research topic has
to be defined. This is crucial for the choice of the data and the variables’ def-
inition. It is also important to guide the researcher in the construction process
of the composite indicator with respect to methodological decisions related to
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Figure 1: Modular methodological framework for producing smart
business statistics

the normalization of the indicators and the aggregation strategy. Normaliza-
tion is performed in order to ensure comparability. Based on the variable type
(e.g., continuous, categorical, or ordinal) and the aggregation strategy, this can
be accomplished in a variety of ways. Common methods are the standardization
(z-score), min-max transformation (or re-scaling) or the transformation to index
numbers (Mazziotta and Pareto, 2020).

Aggregation refers to the combination of the individual indicators in order to
create a composite indicator. This phase entails considerations on the polarity
and the importance of each elementary indicator and the identification of the
technique to synthesize the elementary indicators. To properly insert the original
indicators into the aggregation procedure polarity of indicators should be carefully
considered. The polarity of an indicator refers to the direction of the relationship
between the indicator and the phenomenon to be measured. The polarity is
positive (negative) if the dimension is positively (negatively) associated to the
phenomenon.

The selection of the aggregation technique depends on the level of compens-
ability of the individual indicators, which refers to the possibility of balancing
a disadvantage on some indicators with a sufficiently large advantage on oth-
ers. This should be based on theoretical evaluations. In this respect, there are
three types of aggregation approaches depending on the degree of compensabil-
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ity: compensatory, partial compensatory, and non-compensatory. For example,
full-compensatory aggregation is obtained with the arithmetic mean. In the case
of individual indicators from unstructured data, this can be the case of the topic
proportion resulting from a topic model.

Partial-compensatory approaches relate, for example, to the computation of
geometric, harmonic, quadratic means, or specific methods like the Mazziotta-
Pareto procedure (De Muro et al., 2011). For example, one could consider
the social media dimension related to communication aspects of a certain phe-
nomenon to be partially replaceable with traditional measurements of the same
phenomenon. Non-compensatory aggregation is usually performed following multi-
criteria approaches.

Aggregation also involves the identification of weights associated to the indi-
vidual indicators. Weights reflect the relative importance of the indicators to be
combined. When no weights are specified, all indicators are implicitly weighed
equally. Alternatively, weights can be determined according to subjective and ex-
pert evaluations, or statistical methods, such as Principal Component Analysis.
However, weights should only be specified when there is a strong theoretical basis
for doing so, otherwise a no-weighting strategy should be adopted (Booysen, 2002;
Mazziotta and Pareto, 2022). Attention should be paid to implicit importance
associated to the original elementary indicators in the case of subsequent aggre-
gations. For a complete overview of composite indicators construction, please
refer to Mazziotta and Pareto (2020), OECD (2008) and Booysen (2002).

When developing composite indicators, it is important to evaluate the quality
of the results taking into consideration the impact of the different methodological
decisions that have been made. This includes normalization methods, weighting
approaches, and the evaluation of uncertainty in the weights of sub-indicators. In
the literature, various possible procedures for evaluating quality are suggested,
mainly uncertainty analysis (UA) and sensitivity analysis (SA). UA focuses on
how uncertainty in the input factors propagates through the structure of the
composite indicators and influence its value. SA studies how much each individual
source of uncertainty contributes to the output variance. For a general discussion
of the procedures, please refer to Saisana et al. (2005).

In addition to these traditional quality aspects, when working with unstruc-
tured data or non-traditional data sources, new quality considerations arise. For
example, results may be affected by data extraction techniques (e.g. selection
of social media accounts of webpages), pre-processing (e.g. data cleaning) and
analytical choices (e.g. machine learning methods to extract the information).
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While these topics are important and currently being discussed in the literature,
they are beyond the scope of this paper, which focuses on presenting a general
framework for data augmentation.

3.2.2 Procedures of the approach

As regards our original contribution, we present a methodology for constructing
a) simple and composite indexes that measure new aspect of phenomena using
new data sources and b) a composite indicator that integrates traditional and
non-traditional indexes. To do that, we follow our adaption of the modular
approach originally proposed by Ricciato et al. (2020, see Figure 1). At first, we
focus on the construction of the innovative index (INN-INDEX). We assume that
the traditional index is already available (TRAD-IDNEX), and we compute the
augmented index (SMART-INDEX).

It is important to note that the theoretical framework of the phenomenon
being measured plays a crucial role in the construction of the index. All decisions
that should be taken at the various step of the three layers and of the composite
indicator construction must align with this framework.

In the first layer, elementary indicators are identified. The second layer in-
cludes the aggregation of sub-indicators which are, then, combined in the smart
indicator in the third layer. Our proposed modular layer approach is illustrated in
Figure 2. Starting from a set of individual traditional and innovative indicators,
at the first level, individual indicators are aggregated to describe the traditional
and innovative dimensions of interest, respectively.

By way of example, assume that, according to the theoretical framework,
there are two relevant dimensions that can be measured by the innovative data
source, namely D1 and D2 and let ID1,1, . . . , ID1,i, . . . , ID1,n be the n individual
indicators related to dimension D1 and ID2,1, . . . , ID2,j, . . . , ID2,m be m individual
indicators related to dimension D2. Such indicators and dimensions must be
identified based on theoretical, empirical, pragmatic, or intuitive considerations
(Booysen, 2002). The elementary indicators are combined in order to generate
two composite indicators measuring each dimensions of interest, CID1 and CID2

respectively. The approach may be extended to more dimensions depending on
the characteristics of the phenomenon and the innovative source being studied.

These indicators are then further aggregated to create the INN-INDEX. This
is the second level of aggregation. The same methodology can be applied to
obtain a traditional indicator if one does not already exist. Moving to the third
layer, the third level of aggregation relates the construction of the innovative
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smart composite indicator. In the second and third levels, attention should be
paid to avoid double normalization. As stated before, all choices made along the
three levels of aggregation are determined by the phenomena under examination.

Figure 2: Composite Indicator construction strategy on three layers.

We illustrate how to apply the proposed methodology through a practical ex-
ercise that shows how to construct a prototype composite indicator for measuring
Corporate Social Responsibility in the next section.

4 Construction of a prototype

4.1 Context and theoretical framework

This application focuses on the construction of a composite indicator in the field of
business statistics and sustainability. Socially responsible behaviors of businesses
are linked to the concept of Corporate Social Responsibility (CSR)9. Given its
multi-faceted nature, measuring CSR activities is naturally related to the use of
composite indicators, which allow us to summarize complex or multi-dimensional
phenomena (Dahlsrud, 2008).

The aim of this practical exercise is to measure CSR commitment based on a
comprehensive view, including both effective commitment (as traditionally con-
sidered) and online communication of CSR-related activities. Despite its impor-
tance, the study of online business communication with respect to sustainability
is still a relatively under-examined and emerging topic (Araujo and Kollat, 2018;
Chae and Park, 2018).

9CSR refers to the implementation of activities aiming at the improvement of firms’ repu-
tation and at positively impacting the society (Carroll et al., 1991). A related aspect, that is
becoming more and more important nowadays, is the online communication of CSR activities,
which can be investigated thanks to the availability of social media data. Indeed, listening to
the online communication is useful to researchers and policy makers in order to monitor the
behavior of the business with reference to the implementation of sustainable development and
with respect to the Agenda 2030.
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Our contribution is to demonstrate how the modular framework can be ap-
plied in practice. We show the various steps that should be undertaken for the
technical construction of a smart indicator to measure CSR. By providing a step-
by-step guide for the technical construction of the indicator, we aim to show how
to effectively use social media data from Twitter in conjunction with (already
available) traditional data to create a comprehensive indicator that accounts for
various aspects of CSR (augmenting information). Thus, in this context, the
INN-INDEX is based on social media and renamed SM-INDEX.

It is beyond the scope of this paper to provide a comprehensive examination of
the CSR theoretical framework or to fully evaluate the meaning of the computed
indicators. Further details regarding the construction and quality evaluation of
these indicators will be explored in an ongoing study.

4.2 The application of the modular framework

For the sake of illustration, we consider the firms included in the Dow Jones
Industrial Average index, i.e., a stock market index that measures the performance
of the 30 largest US listed companies as of the composition in August 2020.
We retrieved the full list of firms, jointly with the corresponding activity sector
from Bloomberg. With respect to sectors classification, Bloomberg adopts the
Global Industry Classification Standard (GICS) developed by MSCI and S&P
Dow Jones.

For the traditional indicator, we consider the Environmental, Social and Cor-
porate Governance (ESG) database provided by Refinitiv, one of the world’s
largest providers of financial markets data and infrastructure (commercial data).
Data for listed companies refer to their sustainability performance considering
various aspects, including emission reductions, social programs, and economic
performance. The database collects publicly reported data, checked for qual-
ity, and provides a CSR-Strategy Score. This reflects a company’s practices
to integrate economic (financial), social and environmental dimensions into its
day-to-day decision-making process and it ranges between 0 and 100. The CSR-
Strategy Score is the traditional indicator we consider (TRAD-INDEX). It should
be noted that it is not available for all firms. For the purpose of our example, we
only consider the firms for which information are present in both the traditional
and digital data source.

For the construction of the social-media based index (SM-INDEX), to be in-
tegrated with the traditional one, we follow the modular methodologies proposed
in Section 3.1. First, elementary indicators are identified and are used as input



98 CHAPTER 4. DATA AUGMENTATION

Figure 3: Modular methodological framework applied to the specific
empirical exercise

for the construction of the innovative social media-based index (second layer).
Then, as part of the third layer we combine the two indicators to produce a
smart business composite indicator. Figure 3 summarizes the process described
above. The following sections discuss in greater detail the proposed layers.

4.2.1 The first layer: elementary indicators

Following the tasks in the first layer, we identified and retrieved the data form
the official Twitter accounts of the companies. Given that companies may have
several Twitter accounts, we focused primarily on CSR accounts and, in case
these are not available, on the news or multipurpose ones. The objective is to
reduce the noise (no-CSR tweets) in the data. Two companies, namely Apple and
Walgreens Boots Alliance, turned out not to have a Twitter account, thus, leading
to the inclusion of 28 firms and 42 different accounts (18 CSR, 5 news-type and
19 multipurpose) in the analysis. We use the same data retrieved by Salvatore
et al. (2022). They refer to the 2019 year and the total number of messages
retrieved is 25,148. We then apply Structural Topic Model (STM) which allows
to discover and link the topics to the CSR dimensions, namely economic, social,
environmental and general (or mixed). A short description of the STM and topic
model output can be found in Appendix A and B. Results can be found in greater
detail in Salvatore et al.(2022) .
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Generally, social media communication differs in content (the topic discussed)
and modality (the way it is conducted). Thus, we consider two dimensions to
build the SM-based indicator. The first one refers to the communication content
in tweets, i.e., to the text which refers to the communication of CSR activities
in one of its dimensions, economic, social, environmental and general (or mixed).
The second one refers to communication modality (media richness from tweets
metadata). This is an important aspect for the communication to be effective
and to engage with customers and stakeholders. We expect that the higher the
media richness, the more effective the communication will be (Araujo and Kollat,
2018).

Topic model results (proportion of text about CSR dimensions) represent the
elementary indicators with respect to the content dimensions. For the modality
dimension we consider tweets’ metadata. In this respect, each tweet can contain
hashtags (defining the topic of posts and allowing users to associate the tweet
with all other tweets using the same identifying hashtags), mentions (engaging
with other users), media (e.g., photos), and links (to external web pages). These
elementary indicators represent the output of the first layer, which is the base for
the construction of intermediate composite indicators in the second layer.

4.2.2 The second layer: Development of the social media-based in-
dicator

The composite indicator for the content dimension is constructed by considering
the output of the topic model as its elementary indicators. Specifically, the pro-
portion of text devoted to each CSR dimension for each tweet is used. We assume
that these proportions are substitutes (compensatory aggregation) with the same
importance (no weight). To obtain the composite indicator, we take the sum of
these proportions at the tweet level and then aggregate them at the firm level by
taking the arithmetic mean (first innovative indicator).

The composite indicator for the modality dimension is based on tweets’ meta-
data. Similar to the content dimension, we consider elementary indicators to be
substitutes (compensatory aggregation) with the same importance (no weight).
The elementary indicators used are the presence of hashtags, mentions, media,
and links (binary variables). For each tweet, we sum these individual indicators,
obtaining a score between 0 and 4. We then aggregate these scores at the firm
level by computing the arithmetic mean (second innovative indicator).

Once the modality and the content indexes are constructed, it is necessary
to combine them to obtain the SM-INDEX. In this case we propose to apply
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Figure 4: Composite Indicator aggregation strategy.

the Mazziotta-Pareto index (MPI) which is partially compensatory recognizing
that the two dimensions are equally important but partially substitute to gain
efficiency in CSR communication. Indeed, a deficiency in the content can be
partially compensated by effective communication (and vice versa). It is based
on a non-linear function that, starting from the arithmetic mean of the normalized
indicators, introduces a penalty for units with unbalanced indicators (De Muro
et al., 2011). To compute the MPI, given the data matrix X = {xij}, we proceed
with standardization as follows

zij = 100 +
((xij −Mxj))

Sxj

· 10 (1)

where i refers to the unit and j to the indicator (content and modality respec-
tively), and M and S refer to the mean and standard deviation of the content and
modality indexes. Next, given the positive polarity of the indicators, we compute
the MPI

MPIi = Mzi − Szi · cvzi (2)

where z refers to the standardized data as in (1) and Mzi , Szi , cvzi denote the
mean, standard deviation, and coefficient of variation of the normalized values
for unit i, respectively. Figure 4 summarizes the aggregation approach described
above.

4.2.3 The third layer: Development of an augmented information
composite indicator

Considering the SM-INDEX and the TRAD-INDEX, it is possible to build a
combined innovative smart indicator (SMART-INDEX). The TRAD-INDEX is
standardized before the combination, while the SM-INDEX is not, being the ag-
gregation output of previously standardized indicators. For the aggregation of
SM-INDEX and TRAD-INDEX, we propose to apply the MPI, considering the
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Figure 5: Composite Indicator aggregation strategy.

positive polarity of the indicators (Figure 5). Indeed, we assume that the two di-
mensions are partially compensatory, i.e., efficient communication might compen-
sate low effective commitment and high effective commitment might compensate
scarce communication.

The SMART-INDEX measures the commitment in a more comprehensive way,
considering not only the effective commitment (traditional indicator) but also the
effort in online CSR communication (social media indicator). Figure 5 summa-
rizes the methodology to combine the two indicators.

5 Results and Discussion

Figure 5 shows the values of the social media-based, traditional and combined
indicators for each company. The table with detailed result is available in Ap-
pendix C. For the TRAD-INDEX the standardized values according to (1) used
as input for the Mazziotta-Pareto index are reported.

The TRAD-INDEX is very similar across all companies, except for Boeing,
Chevron, Honeywell, and McDonalds for which it is particularly low and below
100 indicating a low level of effective commitment. A rational behind this simi-
larity is that the index is constructed considering mainly compliance to laws and
regulation with respect to CSR reporting that, nowadays, is a common practice
for most companies. The SM-INDEX allows to discriminate better the commu-
nication about CSR commitment among firms.

The combination of the two indicators provides an innovative measure of CSR
commitment and communication effectiveness, giving additional insights to re-
searchers. Table 2 in Appendix C provides the ranking of firms based on the
SM-INDEX, TRAD-INDEX, and the SMART-INDEX, respectively. Generally,
firms that rank highly on the SM-INDEX place low on the TRAD-INDEX (and
vice versa). Companies in the services sector (e.g., Tech and HC) have a higher
position on the SM-INDEX and a lower position on the TRAD-INDEX. A pos-
sible explanation could be that firms in the services sector have a high need for
communication via their websites, whereas firms in other sectors do not. This
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Figure 6: Social media-based (SM-INDEX), traditional (TRAD-
INDEX) and smart indexes.

may be because other methods of communicating sustainability are possible when
offering a consumer product (such as information on the package).

Due to their equal weighting, the SMART-INDEX provides a middle ground
between the two. Nevertheless, researchers may decide to use a different weighting
strategy according to their practical and theoretical evaluations (Mazziotta and
Pareto, 2022).

The quality of the resulting innovative composite indicators (SM-INDEX and
SMART-INDEX), can be difficult to asses as there is no benchmark to compare
them to. Further analyses, such as uncertainty and sensitivity analyses, can help
understand how methodological choices in the construction of the indices affect
the results (Saisana et al., 2005). However, such approaches should be enlarged
in order to take into account emerging aspects form novel data sources (such as
selection of social media accounts, data pre-processing and analytical methods to
transform unstructured data to structured one) and the multi-source nature of
the process (Rocci et al., 2022). These issues are being addressed in an ongoing
study and are out of scope of the present paper.

6 Conclusions

The availability of new sources of data, such as social media, provides an excel-
lent opportunity for augmenting business statistics and examining new aspects
of phenomena of interest. In spite of this, statistical challenges and errors exist
throughout the entire analysis process, from identification of the units of inter-
est in the digital data source to data collection, pre-processing, analysis, and
data augmentation. In the first part of the paper, these challenges are briefly
discussed. As a means of augmenting the data, we propose a modular method-
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ological framework organized in three layers that defines the tasks and the outputs
of each block. In this study, we focus on the case of composite indicators as the
basis for augmentation. We demonstrate how the combination of traditional and
digital textual data can be used to derive smart composite business indicators.

The second part of the paper demonstrates, using a prototype application,
how the proposed methodology can be applied to real-life data. The specific em-
pirical exercise of measuring CSR proved that traditional and social media-based
indicators measure different aspects of the phenomenon, and enriched informa-
tion is derived through data augmentation. The resulting smart index provides
an innovative measure of CSR commitment and communication effectiveness.

This application can serve as a prototype for the construction of socio-economic
indicators, contributing to the advancement of methodological knowledge for the
construction of socio-economic indicators based on traditional data augmented
with textual data. A similar modular approach and composite indicator method-
ological framework can be applied to other contexts. As an innovative aspect,
we also use Twitter metadata to enhance the information and construct the SM-
INDEX. As metadata usage in the data processing is an emerging topic, more
research is required to understand the opportunities and statistical challenges
resulting from its use. We expect more research to be conducted in this area.

A single digital data source was considered to augment traditional data in this
paper. The proposed framework, however, allows the consideration of multiple
data sources. For example, researchers may supplement traditional data with
website information, social media posts, and newspaper articles. Further research
will be conducted in this area in the future.

It is worth noticing that the proposed approach relies on the possibility of
identifying the units under investigation on the smart source of data. This is
some way a specific advantage for business surveys and very difficult in the case
units are individuals. In such cases, a similar methodology can nevertheless be
developed by considering preliminary aggregation. This direction of research
would require specific attention and could be the topic for further investigations.

Finally, evaluating the quality of innovative indicators is an important area
for future research. In fact, in addition to traditional quality dimensions and
techniques, it is necessary to identify specific quality dimensions that are relevant
to the data source and use case.
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Appendices

A The Structural Topic Model (STM)

In order to identify the content of unstructured textual data, a common approach
is to implement topic modeling (TM). It is an unsupervised learning technique
which allows to study the underlying properties of a text in order to discover the
topics discussed and get signals from the data. Among the different algorithms
to implement TM, we select the STM which was originally designed to analyze
open-ended survey questions, and which is becoming increasingly popular due
to the possibility of estimating models including document-level metadata and,
thus, characterizing the relationship between topics and metadata.

In the following, we briefly introduce the STM algorithm. For more details,
please refer to Roberts et al. (2016). Figure 7 represents the model in plate
notation. A topic is defined as a mixture over words and a document as a mix-
ture over topics. In STM, document-metadata influences two components of the
model, the topical prevalence that is defined as the proportion of the document
that is associated to a topic, and the topical content that refers to the usage rate
of word in a topic.

Figure 7: Structural Topic Model. Source: Amended from Roberts et
al. (2016)

For the case study, we consider a previous work where topical prevalence
covariates were included and the effect of time and sector on the discussion pro-
portion of topics as part of a larger application-oriented study. As output, the
STM model provides the per-word and per-document topic probabilities. We fo-
cus on the latter, i.e., we consider the probability of a document to be generated
from a specific topic (also referred as to the proportion of text generated from
a topic) as the input to build social media-based indexes. For our analyses, we
use R and, in particular, the stm package (Roberts et al., 2019) to estimate the
model and the quanteda package (Benoit et al., 2018) to clean and prepare the
data.



B. DETAILS ABOUT TOPIC MODELING RESULTS 105

B Details about topic modeling results

We identified 47 topics, 36 of which related to CSR activities. Table 1 shows
an example of the topics for each CSR dimension. More details are available in
Salvatore et. al (2022).

CSR Dimension Description of Topics

Economic
- CEO talks about leadership
- Economic impact of the business
- Announcement of partnerships

Social

- Social impacts of innovation and digitalization
- Accessibility and inclusiveness (disability)
- Creating a better world for everyone
- Fighting discriminations
- Preserving the culture of communities
- Sustaining small businesses
- Workplace well-being

Environment
- Reducing emissions and pollution
- Clean water
- Marine Conservation

Mixed-General CSR - Sponsorship of events

Table 1: Summary of topic modeling results.
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C Details about composite indicators

Firm SM-INDEX TRAD-INDEX SMART-INDEX Rank. SM-INDEX Rank. TRAD-INDEX Rank. SMART-INDEX
J&J 112.20 107.30 109.64 2 2 (=) 1
Cisco 111.00 107.30 109.09 3 2 (=) 2
Amgen 103.85 107.30 105.52 5 2 (=) 3
Coca Cola 101.19 109.42 104.98 9 1 (=) 4
IBM 100.74 107.30 103.82 10 2 (=) 5
Goldman Sachs 112.30 96.65 103.30 1 6 (=) 6
Intel 101.49 104.44 102.92 8 3 (=) 7
Dow 97.36 109.42 102.69 16 1 (=) 8
Verizon 97.69 107.30 102.05 14 2 (=) 9
3M 97.09 107.30 101.69 17 2 (=) 10
Visa 101.67 101.59 101.63 7 4 (=) 11
Procter & Gamble 96.81 107.30 101.52 19 2 (=) 12
Salesforce 103.66 99.36 101.42 6 5 13
Microsoft 96.81 104.44 100.34 18 3 (=) 14
Nike 93.13 107.30 99.22 22 2 (=) 15
Travelers 96.32 101.59 98.81 20 4 (=) 16
Walmart 94.82 101.59 97.97 21 4 (=) 17
UnitedHealth 98.30 96.65 97.46 13 6 (=) 18
American Express 88.89 107.30 96.37 25 2 (=) 19
Caterpillar 90.61 96.65 93.43 23 6 (=) 20
JPMorgan Chase 89.70 93.52 91.53 24 7 (=) 21
McDonalds 100.70 84.09 90.90 11 8 22
Chevron 99.53 81.76 88.90 12 9 23
Honeywell 104.66 76.14 85.90 4 10 (=) 24
Home Depot 78.63 93.52 84.79 26 7 (=) 25
Boeing 97.63 76.14 84.23 15 10 (=) 26

Table 2: Social media-based (SM-INDEX), traditional (TRAD-INDEX) and smart indexes values with ranking.
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Chapter 5

Conclusions and final remarks

This research work addressed one of the emerging issues in survey research: the
use of novel (non-probabilistic) data sources for inference and their integration
with traditional data to augment the available information. It employed a diverse
range of methodologies, including bibliometrics, text mining, Bayesian inference,
and composite indicators, to address three research questions.

Through an original literature review analysis which uses text mining and
bibliometric tools, we are able to answer to the first research question, thus
providing insights into the evolution of the field in response to the rise of new
data sources in order to exploit their advantages and address their challenges.
It showed a shift from traditional in-person interviews to telephone and web-
based surveys, including volunteer and opt-in panels. With the increasing use
of mobile devices for online surveys, new considerations have emerged regarding
questionnaire design and methods for combining different survey modes.

The pandemic emphasized the need for real-time data and the opportunities
deriving from digital trace data to measure new phenomena. This has brought
increased focus on the inferential and data quality aspects that need to be further
explored in future studies. Digital trace data encompasses various sources, such
as social media, Google trends, and data donation packages, which are often un-
structured and possess distinct characteristics. As a result, different quality and
inferential aspects should be considered separately for each source, as emerging
from the literature. Additionally, understanding individuals’ willingness to share
their digital data (similar to consent in surveys) has emerged as an important
aspect to be studied.

As a final point, the literature analysis suggested that while probability sample
surveys are still central in survey research, their integration with non-probabilistic
data, both structured (e.g. volunteer web surveys) and unstructured (e.g. digital
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trace data), has the potential to augment the available information, improving
inference and reducing the production costs of statistics. From an inferential
perspective, there are additional areas that require further exploration, such as
the study of the selection mechanisms, in particular when it is missing-not-at-
random, the use of different statistical approaches (e.g. machine learning) and
the development of new methodologies to integrate data.

Given this overview, the thesis addresses two more research questions: how
to improve analytic inference combining probability and non-probability samples
in a way that also reduces costs and how to produce smart statistics combining
traditional and digital trace data.

The paper in Chapter 3 presented a novel Bayesian data integration approach
to improve analytic inference about parameters of logistic regression. Through a
simulation and a case study, we demonstrated the effectiveness of the proposed
approach, which results in more efficient regression estimates and lower survey
costs. The Shiny app is one of the key contribution of this paper as it not only
allows for the replication of the study, but also enables researchers who are inter-
ested in applying our approach to perform an interactive cost analysis. While our
study only considers the presence of selection bias in the non-probability samples,
a future research direction could be the development of a similar framework to
address measurement error. This is an area we are currently exploring in ongo-
ing research. Further, the current framework could be extended to other types
of categorical variables (e.g. multinomial, ordinal) and to incorporate complex
sample design features (e.g. stratification).

The paper in Chapter 4 provides researchers with a modular framework in
order to construct business smart indicators. It consists of three layers, each of
which defines specific tasks and outputs. A key advantage of the approach is
its modularity, which enables researchers to tailor the framework to their spe-
cific needs and to explore other methodological variants (instances) within the
same methodological architecture. We illustrate the proposed approach through
a practical exercise that demonstrates how traditional and innovative indicators
measure different aspects of the phenomenon, and how data augmentation leads
to enriched information. However, the study only examines two data sources (one
traditional and one innovative). Future research could expand the framework to
include multiple data sources, such as social media, newspapers, and websites. An
important area of research that needs further exploration and is currently being
addressed in an ongoing study is the assessment of the indicators’ quality. It is
essential to identify specific quality dimensions that account for the multi-source
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nature of the integration problem, in addition to traditional quality dimensions
and techniques. These dimensions should be specific to the data source and case
study.

In conclusion, research in the field of survey data integration and inference
for non-probability samples is expanding and becoming increasingly dynamic.
Combining different data sources, especially traditional and innovative ones, is a
powerful way to gain a comprehensive understanding of a topic, exploring new
perspectives, and can result in new and valuable insights.

This thesis contributes to the current debate in the literature by providing
original methodological results and considering a broad perspective in terms of
analytical tools (text mining, Bayesian inference and composite indicators) and
data sources (volunteer web surveys and textual data from social media).
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