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1. Background and Motivations

The 2nd Italian Workshop on Artificial Intelligence and Applications for Busi- ness and Industries
(AIABI) is co-located and held within the 21th International Conference of the Italian Association
for Artificial Intelligence (AIxIA 2022) at Udine and organized by Social Thingum, an Italian
notable AI scale-up company and private research and technology-transfer center, located
in Milan, Lombardy, University of Milano Bicocca, Polytechnic University of Marche and
University of Macerata. The workshop is also sponsored by Assintel, the National Association
of ICT Companies of Confcommercio, as well as by InnovUp, the Italian Innovation & Startup
Ecosystem. This edition is held in hybrid modality and the program of the meeting is available on
the official workshop website https://www.aiabi2022.com/workshop-program/. The workshop
is focused on the current technological scenario of Artificial Intelligence (AI) for business in
heterogenous fields and industries. Among the editions of the AIxIA annual International
Conferences, this edition of the workshop focused on the current technological scenario of
AI for business in heterogenous fields and industries. The workshop mainly aims at allowing
organizations, academics, researchers and specifically firms, decision-makers and practitioners
to share and analyze heterogenous research works and business case studies dealing with
AI in business fields. The idea behind this workshop is the opportunity to share knowledge
and experience in how AI is actually and currently affecting business cases and intelligence.
Companies will share specific case studies as well as their current issues AI is solving in
their organizations. Researchers will provide scientific works and studies to contribute in the
advancement of the many synergies between AI and business models and organizations. The
final aim of the workshop is contributing in depicting the overall scenario and framework of
the exploitation, advantages and current issues of AI in business. Artificial Intelligence (AI)
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is becoming crucial in every business field. AI is currently reshaping organizations and how
technologies affects management and business (Haefner et al., 2021). AI has the power to
transform business and society, in a transversal and pervasive way, due to its ability to extract
and manage knowledge potentially in every industry. Researchers and scientists are aware
that AI is transforming business models of all industries, by reshaping existing organizational
processes (Brynjolfsson and McAfee, 2017; von Krogh, 2018). Moreover, AI has the potential to
provide higher quality, greater efficiency, and better outcomes than human experts (Agrawal et
al., 2018a). AI is actually able to foster evolution in society, emerging as transversal and powerful
technological paradigm and giving rise to the so-called fourth industrial revolution. Andrew
Ng, former chief scientist at Badu and Cofounder at Coursera, said in a keynote speech at the
AI Frontiers conference in 2017 that AI is really the new electricity: a disruptive, pervasive and
enabling technology, empowering technologies and processes in potentially any field or domain.
In the organizational and business framework, AI can provide assistance to decision-makers and
technicians beyond the scope of humans (Groves et al., 2013; Wamba et al., 2017). Indeed, both
academics and practitioners agree that AI may substantially impact firms’ innovation processes
(Bughin et al., 2018; von Krogh, 2018). Organizations have long exploited AI-based solutions to
automate routine tasks in operations and logistics. Recent advances in computational power and
resources, the exponential increase in data availability, and new machine-learning techniques
now allow organizations to also exploit AI-based solutions for managerial tasks (Brynjolfsson
& McAfee, 2017). For example, AI-based solutions play important roles in Unilever’s talent
acquisition process (Marr, 2018), in Netflix’s decision-making processes regarding movie plots,
directors, and actors (Westcott Grant, 2018), and in Pfizer’s drug discovery and scientific
development activities (Fleming, 2018). In the industrial field, there is a wide use of vision tools
for the automation of quality control procedures by the means of AI tools that focus on the
quantitative and deterministic analysis of a product, in order to ensure that it complies with
the requirements expressed by the customer. Moreover, there is also the need for software
tools which could allow the modeling and generalization of quantitative analyses that aim to
determine the value of a product or material according to aesthetic standards. These operations
are still carried out by specialized technicians, thereby the traditional process is slowed down
by the huge waste of time and human resources required, as well as by a performance limit
mainly due to the high intrinsic variability among the different annotators. For these reasons, it
is not surprising that the quality control task has rapidly established itself as a relevant use case
for AI in the field of Industry 4.0.

2. Topics of Interest

• Artificial Intelligence in Business
• Application of AI in industries and market
• AI use-cases in heterogeneous business contexts
• ML applications to Quality Control
• Transfer learning and domain adaptation for industrial applications
• Anomaly and defect detection
• Zero defect manufacturing



• ML for flexible manufacturing
• Decision support systems to supply chain monitoring
• AI potential in leveraging Education and training of company stakeholders
• Explainable, Interpretable and Trustworthy AI in business
• Strategies to exploit the AI potential to leverage business competitive advantages
• Theoretical aspects of AI potentialities for business
• Evaluating AI Systems and AI impact in real business scenarios
• Ethics for AI in companies and industries

3. Accepted Papers

We believe that the program provides a good balance between the different topics related to
the area of AI for Business and Industries. Moreover, the program is further enriched through
different chance to interact with the speaker both remotely and in presence. All the speaker
provided a real application of AI in the Business and Industry use case.

Also this edition confirms how, among the works accepted, there is a specific focus on
technology-transfer projects and positive accounts of fruitful collaborations between univer-
sities, research centers and companies. Such projects are particularly fundamental especially
for the growth of innovation in the business and industry sectors. Then, this focus on the
technology-transfer projects is also an appropriate and key reported result, especially con-
sidering public concerns by the Italian government, and also the level of innovation required
by Cluster 4 of Horizon Europe: “The overarching vision behind the proposed investments
under Cluster 4 is that of Europe shaping competitive and trusted technologies for a European
industry with global leadership in key areas, enabling production and consumption to respect
the boundaries of our planet, and maximising the benefits for all parts of society in the variety
of social, economic and territorial contexts in Europe.”

The call for papers attracted 6 submissions by 26 different authors. After the review process,
6 of 6 papers were accepted for publication (acceptance rate: 100%). The accepted papers range
from the definition of methodologies or frameworks to apply in AI-based recommender system
to empowering organization process to specific machine learning or deep learning approaches
applied in the context of predictive maintenance and pollution forecasting. Going into details,
accepted papers address several topics from different perspectives. In the following, we provide
a short overview of such works, grouping them by topics.

Four papers proposed specific AI tools and applications usually embedded in a recommender
system for improving social relationship and business organization. In particular Ali et al.
proposed a modified CNN model for age and gender recognition at real time. Age and gender
information are essential for many real-world appli- cations, such as social intelligence, biomet-
ric identity verification, video surveil- lance, human-computer interaction, digital consumer,
crowd behavior analysis, online marketing, item recommendation, and many more. Siváková
et. Al, proposed a quantification of user preferences during decision making by using a fully
probabilistic design approach. Their paper provide representative evidence behind the quan-
tification of preferences. Guerranti et al. proposed the use of machine learning and artificial
intelligence methods to predict the likelihood of resignation of an employee. In their paper



they showed how machine learning models can indeed play a crucial role as decision support
systems, identifying the best decisions to be made and providing data-motivated explanations.
Marconi et al. provided an overview of Explainable AI in the field of recommender systems. As
a general consideration to conclude their study, they definitively agree that the evolution of
recommender system systems necessarily involve a synergy between the empowerment of the
models’ performances and the emergent human-AI in- teraction perspective.

Two paper focused on the Industry process domain. D’Agostino et al. investigated the
prediction capabilities of neural sequence models for the prediction of the remaining useful life
of a machine component for predictive maintenance task. Their experiments were performed
on a public dataset from particle filtration systems. The evidences presented in their paper
highlighted the accuracy of some of these models when modelling the evolution of the health
state of the analyzed machine. Nonetheless, the qualitative analysis shows that this prediction is
less accurate when the fault is far away. Finally Roitero et al. proposed a novel approach based
on large language causal models to perform the task of time-series forecasting. In particular
they used the proposed approach based on transformers to effectively forecast the concentration
of polluting substances in a water treatment plant; they addressed both short- and mid- term
forecasting. Their empirical results provided evidence that large language models are more
effective than state-of-the-art forecasting systems for solving this type of task, and that they
can be practically used in time-series forecasting tasks.
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Abstract 
Age and gender information are essential for many real-world applications, such as social
intelligence, biometric identity verification, video surveillance, human-computer interaction,
digital  consumer,  crowd behavior  analysis,  online  marketing,  item recommendation,  and
many more. This study intends to employ deep learning technology in the prediction process,
effective accuracy, and predictive mining and assess it in order to obtain the best outcomes of
prediction and get around the issues of time, accuracy, and processing load. In this multi-task
learning  problem,  age  and  gender  are  predicted  concurrently  with  the  help  of  a  single
Convolutional  neural  network  with  two  heads  (output  branches).  The  model  has  95%
accuracy for gender classifier and 92% accuracy for age classifier. The pro-posed model uses
the computing resources (RAM, CPU, and GPU) in a much more optimized manner and the
computing cost is also lower.
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1. Introduction

For many real-world applications,  including social  intelligence,  biometric  identity  verification,
video  surveillance,  human-computer  interface,  digital  consumer,  crowd  behavior  analysis,  online
marketing, item suggestion, and many more, age and gen-der data are crucial [1, 14]. No matter how
widespread their uses, being able to automatically determine age and gender from face pictures is a
very difficult problem [15]. This is especially true given the various sources of intra-class variations at
peo-ple's facial images, which restricts the use of these models in real-world programs [2, 16]. In the
past several years, a lot of works have been offered for predicting age and gender [3]. Recent research
has focused in particular on using a classifier after manually extracting face information from photos
[17]. Nonetheless, because to the out-standing success of deep learning models in several computer
vision issues over the past few years [18], the majority of the more recent efforts on age and gender
predictions have turned toward models based on deep neural networks [4, 19].

As aim to propose a deep learning system in this study to jointly estimate the age and gender from
facial  images.  Given the intuition that  a  few neighboring parts  of  the face provide very obvious
messages regarding a person's age and gender [20] (inclusive of beard and moustache for male, and
wrinkles around eyes and mouth for age) [5]. Employ a single version using a multi-task learning
approach to collectively estimate both gender and age bucket since estimating age and gender from
faces is highly correlated [6]. Additionally, as knowing a person's gender helps us estimate their age
more accurately, add the predicted gender output to the age-prediction branch's feature [21].

In order to accurately anticipate the future and learn more about a specific man or woman, studies
in  the  biometric  field,  including  human  face  recognition  applications,  focus  on  gender  and  age
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prediction [7, 22]. Different techniques and algorithms are used throughout the process, with deep
learning seeing the highest usage rates [8, 23]. In this study, propose a deep learning framework to
predict the gender and age group of face images with a high accuracy rate. This framework is built on
the ensemble of attention and residual Convolutional networks.

The  aims  of  the  proposed  model  are  to  use  the  approach  of  deep  learning  technique  in  the
prediction process, the effective accuracy and predictive mining and evaluate it reaching to get best
results of prediction and overcome the problems of time, accuracy and processing load. Section 2
presents  the  related  work  while  Section  3  discusses  the  proposed  methodology.  The  Section  4
elaborate the results of proposed model while Section 5 conclude the paper.
 

2. Related Work

Prediction of age and gender from the face photos, as a special problem of face analysis has been
attracting attention in recent years [9]. There are many works done so far in the prediction of age and
gender from facial images. Here are review of the most promising research work.

Nada et al., [10] conducted research on validation and prediction of gender and age using CNN for
one single image. The UP-student’s dataset was used in the experiment to evaluate the suggested
method. Sadly, age estimation deteriorated due to the pro-posed solution's poor gender prediction
performance  [24].  Overall,  both  genders  had  a  gender  prediction  accuracy  of  roughly  82%.
Additionally, the algorithm performs better when guessing images of male faces (89%, compared to
74% for females). After examining the photographs where the model failed to correctly estimate the
gender, there were a number of causes. The primary cause at some ages, the distinction between the
facial characteristics of men and women is not always as obvious as it ought to be. Hijab also conceals
various facial characteristics in photographs of women. Finally, there is a flaw in the model that was
utilized; it did not assign the moustache enough importance in predicting gender. Considering the age
prediction findings, it was not so good that the total forecast accuracy for both genders was just 57%.

Al-Azzawi, [11] used Adience Benchmark dataset of face images; it consists of 17603 images of
human faces for variance of ages and genders. The ages of the persons in the dataset are classified into
10 groups and the gender binary is classified into two types. The images of the datasets are divided
into two sets equally, one for the training phase and another for the testing phase. They used Mean
Absolute Error (MAE) function to evaluate the implementation of age prediction, and the accuracy of
the gender prediction assessed by the hit ratio to compare the current proposed Deep Multi-tasking
CNN [25].  The accuracy for  gender detection was (91%) while accuracy in mean absolute error
(MAE) for age prediction was (4.00) in CNN and DMTL model.

3. Proposed Method

This section will discuss the design and components used in the proposed system. The dataset and
its features are also discussed in this section.

3.1.Proposed Model

The  proposed  system  is  being  created  and  developed  while  keeping  in  mind  all  of  the
shortcomings and restrictions of the current system, thus anticipate that it will be an acceptable system
that successfully satisfies all of the goals of the current system.

The reasons behind choosing of this model are to improve accuracy, for both of the classifiers i.e.
age and gender, to improve training time for both classifier, and to minimize the resource utilization
of computer. A new CNN layer architecture is de-signed which works much better than other Built-in
models like VGG, resnet50 and Mobile net etc. Especially for that particular problem. It contains the
Convolution layer, Batch Normalization layer, Max and average pooling (at the last) and also dropout
layers along with fully connected layers. Here it used ReLU, Elu and Soft-max activation functions.
The model takes input layer of image size= (128, 128, 3) and used 3x3 kernel/filter. Also used bias



constraints, filter of 64 to 512 and stride of (1, 1) with same padding. Figure 1 illustrates the proposed
model architecture.

Figure 1: Proposed model architecture

3.2. Data Set

The Adience dataset served as the basis for this study. The fundamental tenet of the data collection
is to record the photographs as accurately as possible, taking into account any variances in look,
posture, lighting, and image quality, to mention a few. Almost 26000 pictures were used along with
labels of age and gender group. The Adience benchmark dataset, which consists of face photographs
that are automatically posted from smart phones to Flickr, is made for age and gender categorization.
These photos show unfiltered, unedited photographs from the real world and social media. So, need to
adjust them according to suitable way by performing preprocessing.

3.3.Structure of Proposed Model

A single Convolutional neural network with two heads (output branches) is utilized in this multi-
task learning issue to simultaneously predict age and gender with the following properties.

• Number of Epoch for both Age and Gender module is 12
• Size of image is 128 x 128.
• Total number of parameters 6059022.
• Batch size used is 64.
• Time required for both classifiers is 45 min Approx.
• “Sparse categorical Cross entropy” as loss functions.
• 20% data for testing and 80% for training.
• 25 deep layers.

3.4.Training and Testing

In the training and testing phases of the current network, Adience Benchmark dataset  of face
images was used;  it  consists  of  Approx.  26000 images of  human faces for  variance of  ages and
genders. The ages of the persons in the dataset are classified into 8 groups and the gender binary is
classified into two types. The images of the datasets are divided into two sets equally, one for the
training phase and another for the testing phase. The image size 128x128 was used in the training and
testing phase. The Epoch for gender is 15 and Epoch for Age is 12, and the time taken for both
classifier to train is 90 min (45 min each).



4. Results and Analysis

The gender classification model is tested and evaluated using machine learning evaluation metrics.
The below section will discuss the results of gender classification model.

4.1. Gender Classification model

Gender prediction is viewed as a classification issue, and this network's output layer is a Softmax
with two nodes that represent the classifications of male and female. The model is implemented as a
network with three layers, two of which are output layers and one of which is a fully linked layer. The
anticipated values for each class may be obtained from the gender prediction network by loading this
model into memory and sending the output of the face detection process (detected face) through the
network.  Now that  the  output  has  reached  its  maximum value,  that  may  utilize  that  number  to
determine a person's gender. Table 1 presents the classification report of gender model while Figure 2
illustrates the accuracy comparison of gender model with other models.

Table 1
Classification Report for the Gender Model

(Classes) (Precision) (Recall) (F1-Score) (Support)
Female (0) 0.92 0.92 0.92 2744
Male (1) 0.92 0.91 0.91 2492
Accuracy 0.95 5236
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Figure 2: Accuracy comparison between gender models

4.2. Age Classification model

People find it exceedingly difficult to make accurate age predictions by simply looking at a person,
but  it  is  possible  to  do  so  when  estimating  a  range  of  ages.  Consequently,  regarded  it  as  a
classification issue using the Adience Benchmark dataset. The predicted values for all training may be
obtained from the network by loading this model into memory and running the output of the face
detection  process  (detected  face)  through  the  age  prediction  network.   As,  utilized  the  output's
maximum value as a forecast age group by taking that value. Table 2 presents the classification report
of age model while Figure 3 illustrates the accuracy comparison of age model with other models



Table 2
Classification Report for Age Model

(Classes) (Precision) (Recall) (F1-Score) (Support)
(0-2) 0.83 0.83 0.83 422
(4-6) 0.69 0.85 0.76 625

(8-13) 0.86 0.63 0.73 662
(15-20) 0.61 0.56 0.59 558
(25-32) 0.71 0.79 0.75 1558
(38-43) 0.59 0.65 0.62 879
(48-53) 0.53 0.38 0.44 267
(60+) 0.91 0.55 0.69 265

Accuracy
0.92 5236
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Figure 3: Accuracy comparison of Age Model

The proposed model gives 95% Accuracy for Gender Classifier and 92% for Age Classifier which
is highest among all the previous/related work discussed. The model takes much short time to train up
for  both of  the classifier  i.e.  Age and Gender  Classifier.  model  utilizes  the computing resources
(RAM, CPU, and GPU) in much optimized manner and the computing cost is also lower for the
model as compared to the previous model discussed in existing model session.

5. Conclusion

Age, gender, and the age range of a person's personal photo have recently become crucial pieces of
information for many businesses and governments to use for commercial, identity, security, and other
purposes [12]. Additionally, because this information was gathered from people using an enterprise
system, form validation was suggested as a way to lower user data entry mistakes. The module is
mainly designed for biometrics research in social applications for the future where the content is to be
shown for  some specific  gender  and  age  group  and  it  must  be  possible  to  predict  and  disclose
information about  each person [13,  26].  The experimental  investigation found that  the suggested
CNNs had a fair classification accuracy after being trained quickly with a large number of photos. The
proposed CNNs will be utilized in next work for social media statistics and gender categorization in
mobile applications. Secondly, the model is just trained on Adience benchmark dataset that means



more  sophisticated  systems  can  use  more  training  data.  It  is  possible  that  the  results  can  be
significantly improved in future beyond the results reported here.
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Abstract
The prediction of the Remaining Useful Life of a machine component represents a strategic problem in
predictive maintenance, which may have important consequences for a company. Recent approaches to
this problem leverage data-driven methodologies based on deep learning, achieving impressive results.
In particular, due to the temporal nature of the sensor measurements detailing the life of a component,
neural sequence models are often chosen to automate the feature extraction process. In this paper, we
investigate several of these models on a particle filtration system. The experiments performed present the
good prediction capabilities of these models, highlighting some of them for their accuracy. Nonetheless,
the qualitative analysis shows that when the fault is farther away, most of these models tend to have
unstable predictions. These results motivate some future research directions which are discussed in the
conclusions.

Keywords
Remaining useful life estimation, Neural sequence models, Deep learning

1. Introduction

Recently, the United States Department of Energy reported that most of the companies in
the USA follow a reactive maintenance strategy, that is they wait for a machine component
to fail instead of properly maintaining it [1]. To avoid the replacement of extremely costly
components, being able to accurately estimate when a failure is going to happen, that is to
estimate its Remaining Useful Life (RUL), represents a strategic problem which is often put at
the core of predictive maintenance [2].
Commonly, the methods for the RUL estimation task methods are either model-based or data-
driven. In the former case, the predictions are made by physical or mathematical models which
simulate the degradation of the machine under analysis [3, 4]; however, because of the need for
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domain expertise and extensive verification, they are highly complex, expensive, and need to be
designed in a case-by-case manner. The methods developed with the second methodology rely
on historical sensor data to build an approximate degradation model by leveraging handcrafted
features [5, 6]. Although powerful and often applicable to heterogeneous domains, they still
rely on domain expertise in order to perform the feature engineering step. Recently, data-driven
methodologies which use deep learning gained a lot of attention [7, 8], thanks to their automatic
feature extraction step, which works directly on raw data, and ease of application to different
domains. In particular, neural sequence models are often chosen because they inherently
discover hidden patterns in temporally-related data [9, 10].
This paper investigates the prediction capabilities of neural sequence models. The experiments
are performed on a public dataset from particle filtration systems [11], which are often deployed
in manufacturing companies dealing with food and beverage, semiconductor and electronic
components, and many more. The evidences presented in this paper highlight the accuracy of
some of these models when modelling the evolution of the health state of the analyzed machine.
Nonetheless, the qualitative analysis shows that this prediction is less accurate when the fault
is far away.

2. Related Work

Model-based and data-driven methods. The problem of correctly estimating the RUL has
been strategic for several decades [12, 13]. Traditional approaches can be divided in model-
based and data-driven. The former use mathematical or physical models of the degradation
phenomena, e.g. [14, 15], thus requiring an in-depth understanding of the underlying system
and the failure modes. Instead, data-driven methods build a degradation model solely based
on historical sensor data. Methods based on statistics, e.g. [5, 16], and Artificial Intelligence,
e.g. [6, 17], are popular examples. Instead of relying on a deep understanding of the underlying
system, data-driven methods leverage handcrafted features which are extracted from the raw
data. However, such a feature engineering step can be time consuming and may still rely on
domain knowledge.
Deep Learning-based methods. A major advantage of deep learning consists in the automatic
extraction of the features, as opposed to handcrafted ones. Initial approaches with these
techniques used Multilayer Perceptrons (MLP) to estimate the RUL directly from raw data [18].
However, since the sensor measurements are taken periodically, they likely have temporal
dependencies, making neural sequence models a more suitable choice. RNNs were used in [18],
yet they can fail at remembering information from long time series. To overcome this issue,
memory-based networks were used to store key knowledge over time: for instance, LSTMs
[7, 19] and GRUs [20, 21] were often used. More recently, NTMs also showed potential in this
field by using a memory bank and learnable operations to access and modify it [8, 22].

3. Methodology

An overview of the methodology followed in this study is shown in Figure 1. In particular, the
time series are first sliced into shorter windows, normalized through MinMax, and then labelled
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Figure 1: Graphical overview of our methodology. The series of sensor measurements are first sliced
into short windows. A sequence model is used to automatically extract relevant features from the raw
data. Finally, a MLP is used to estimate the RUL values.

with a piece-wise degradation function [18] with a max RUL of 125, as in [23]. The sequences
are then modelled by means of a neural sequence model, including Recurrent Neural Networks
(RNN), Long Short-Term Memory Networks (LSTM), Gated Recurrent Units (GRU), and Neural
Turing Machines (NTM). Then, a mapping function between the automatically extracted features
and the RUL values is learned by using an MLP. Finally, the network weights are optimized by
using the Mean Square Error of the predictions. In the following, these sequence models are
briefly described.
Recurrent Neural Network. The data typically considered in the Prognostics and Health

Management field is composed of long time series measurements of sensors data. To model
temporally-related sequential data and the evolution of its intrinsic characteristics, RNNs have
shown good performance in extrapolating hidden patterns in data. RNNs are a class of artificial
neural networks which compute the 𝑡-th output by using the 𝑡 − 1-th output together with
the 𝑡-th element of the input sequence. RNNs are affected by two problems when calculating
the gradient of the cost function over long input sequences: the vanishing gradient problem,
in which the value of the gradient gradually converges to zero (thus “vanishing"), and the
exploding gradient problem, in which its value tends to infinite (thus “exploding") [24, 25].
Long Short-Term Memory. Due to the length of the sequences considered in the RUL

estimation problem, the gradient issues affecting RNNs need to be paid attention to; the LSTM
Networks were introduced to mitigate such issues. The flow of information in an LSTM network
is controlled by three gates, called input, output, and forget. Moreover, two memory states,



called hidden and cell, are recurrently updated by the LSTM. In particular, the input gate decides
whether to update the cell state by using the current input, the forget gate decides whether to
keep or forget the information from the previous hidden state, and the output gate decides how
to update the hidden state given the information stored in the cell state.
Gated Recurrent Unit. GRUs were introduced in [26] as a variant of the LSTM networks

architecture; in fact, GRUs have only two gates: the reset and the update gate. Differently from
LSTMs, GRUs do not possess a cell state, and the reset gate is applied directly to the previous
hidden state, therefore performing a similar task as the input and output gates in LSTMs. It
follows that GRUs have less training parameters than LSTMs, thus using less memory and
executing faster; nonetheless, LSTMs may be more accurate on larger datasets.

Neural Turing Machine. The NTM was originally proposed in [10] and later applied to the
predictive maintenance field in [22, 8]. It is inspired by classical Turing Machines: in fact, it
comprises a tape-like memory and updates it by means of read and write operations which are
guided by a controller. Differently from LSTMs and GRUs, the NTM has an array of memory
vectors, therefore enlarging its mnemonic capabilities and possibly reducing the likelihood of
overwriting previously learnt concepts. This is also made possible by the usage of learnable
read and write operations, which consider contextual information to decide which locations to
use and to which extent the information contained therein should be updated.

4. Experimental Results

4.1. Analyzed dataset

The PHM Society 2020 Data Challenge (PHM20) [11] public dataset is used to perform the
experiments because it offers sensor measurements comprising failures in a particle filtration
system, which is often used in food and beverage manufacturing, pharmaceutical industries,
etc. In this dataset, the measurements come from an experimental rig. Contaminants in the
liquids passing through the system may clog it, and the challenge objective is to anticipate
when such an occurrence will happen. In particular, the clogging can be identified when the
pressure difference is higher than 20 psi. Each of the 32 experiments (24 for training, 8 for
validation) in the dataset include concentration (40%-47.5%) and size (45-53𝜇𝑚, or 63-75𝜇𝑚) of
the contaminant particles, and are thousands of steps long with a sampling rate of 10 Hz. For
each time step, three measurements are taken: flow rate, upstream and downstream pressures.
In addition, we also consider the concentration value and the size of the particles. In this work,
the RUL is 0 when the pressure difference becomes higher than 20 psi for the first time. Finally,
we use the validation experiments as the test data, and further split the training data with an
80/20 ratio to create a validation set.

4.2. Training settings and model evaluation

The experiments are performed using PyTorch 1.7.1. With our hardware (RTX A5000 and
i7-9700K), a training run takes around 50 minutes for the NTM, for which a CUDNN implemen-
tation is not currently available, and 6-8 minutes for the other models. We used the following



Table 1
5-runs average RMSE/MAE values on the test set. Overall best is underlined.

Temp. ctx 30 45 60 70 140 210 280 350
RNN 9.3/6.5 9.4/6.7 8.3/5.7 9.2/6.4 9.8/6.8 11.1/8.5 10.7/8.0 11.1/8.0
LSTM 10.4/6.8 10.3/6.8 7.0/4.8 9.3/6.3 7.5/5.2 8.4/5.6 10.2/7.3 8.1/5.8
GRU 9.0/6.2 6.9/4.7 6.6/4.3 7.8/5.5 6.2/4.4 6.9/4.6 5.9/4.5 6.2/4.5
NTM 9.0/5.8 7.3/4.6 7.1/4.5 6.8/4.4 6.7/4.5 5.5/3.7 5.4/3.7 6.9/5.0

hyperparameters: batch size 100, learning rate 5e-3, 64 neurons in the MLP, and all the hidden
sizes are set to 64.
In this study, the Root Mean Square Error (RMSE) and the Mean Absolute Error (MAE) were
chosen to assess the prediction accuracy of each of the sequence models. A key difference
consists in the higher sensitivity of RMSE when it comes to prediction errors which highly
deviate from the mean value.

4.3. Quantitative comparison

Since sequence models perform the prediction based on a sequence of observations, varying
the size of such a temporal context may highly influence the prediction error. Therefore, an
experiment is conducted by using different sizes for it. Three observations can be drawn from
Table 1. Firstly, by using shorter contexts, e.g. 30-45, which likely lack of crucial information, all
the models make unstable predictions, leading to high RMSE. Secondly, by increasing it, more
information is likely to be found, and the prediction error steadily decreases. In particular, by
modelling the sequences with a GRU or a NTM and using a context of 280 steps, the lowest
error is achieved (5.9 RMSE and 4.5 MAE, and 5.4 RMSE and 3.7 MAE). Lastly, while really long
sequences may contain additional and potentially useful information, they are also harder to be
modelled: as a consequence, the prediction error increases.

4.4. Qualitative analysis

Figure 2 compares the prediction made by the four models (context of 280) on a full experiment
from the test set (groundtruth shown in red). It shows that all the models are highly precise when
the RUL is close to 0, indicating that the fault is evident by looking at the sensor measurements.
Conversely, the farther from the fault, the higher the uncertainty: this clearly indicates the
difficulty of anticipating such an event, although the GRU and the NTM are quite precise,
especially if compared to the noisy predictions made by the RNN and the LSTM.

5. Conclusions

Being able to predict when a fault may occur in a industrial machine is fundamental. To achieve
this goal, a precise predictive model is required and the availability of historical data often
shifts the attention to data-driven methodologies, and in particular to the use of deep learning
techniques to automatically extract useful features from raw sensor measurements. Given that
faults develop over time, in this study we investigated the predictive capabilities of several



Figure 2: Predictions made by the four models on a full experiment from the test set. RMSE and MAE
values are shown below. Best viewed in color.

neural sequence models in a particle filtration system. Quantitatively, we observed that all the
models achieve modest prediction accuracy, although the GRU and the NTM perform better
than the others. Considering that these models are designed with a lot of care on the technique
used to access their memory state, further research is needed to improve the operations used to
access and update the memory, while at the same time strive for more attention on the contents
put into it. Qualitatively, we presented evidence that all the models are accurate when the fault
is close, but they become more and and more uncertain the farther it is. Consequently, neural
sequence models may become aware of a fault when it is far too close, therefore it may be
difficult to perform a preemptive action. Therefore, future work may also focus on improved
training procedures which put more emphasis on detecting when the fault starts to develop,
which represents a critical point for a predictive system. Finally, Transformer-based approaches
[27] could also be used for future research on RUL estimation.
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Abstract
Artificial Intelligence and in particular machine learning and deep learning models are normally consid-
ered to be fast and high performing, but in general there is a lack of transparency and interpretability.
The issues related to explainability and its consequences are becoming more and more relevant in the
whole broad scenario of Artificial Intelligence. To address this issue, explainable AI emerged, as a set of
Artificial Intelligence techniques able to make their own decision more transparent and interpretable, so
as to let users understand the specific reasons why the system provided its outcome, decision, or, in the
case of recommender systems, its suggestions. Explainable Artificial Intelligence is deeply needed in
heterogeneous domains and contexts, as the need for transparency, interpretability and even account-
ability of the Artificial Intelligence-based systems is a big necessity, as confirmed by the recent right to
explanation in the 2018 General Data Protection Regulation by the European Union. Due to the diffusion
of recommender systems in many applicative domains and situations in everyday life and business
fields, there is an emerging necessity for systems not only able to provide human decision-makers
with suggestions and ease the decision-making processes in organizations, but also to give the right
motivations of their recommendations. This paper summarizes the results of the study of the state of the
art for Explainable Artificial Intelligence for Recommender Systems. We will follow the main reviews in
literature to present the main work, kinds of explanainable recommendations and methods.

Keywords
Machine Learning, Recommender Systems, Artificial Intelligence, eXplainable Artificial Intelligence,
eXplainable Recommender Systems

1. Introduction

Nowadays, Artificial Intelligence (AI) is becoming more and more important in our professional
and personal life. According to the International Data Corporation (IDC) the global investment
on AI will reach almost 118 billion U.S. dollars in 2022 and even surpass 300 billion U.S. dollars
by 2026 [1]. Moreover, the statistics portal Statista forecasts that revenues from the AI market
worldwide will grow from 10.1 billion U.S. dollars in 2018 to 126 billion U.S. dollars by 2026 [2].
Gartner identifies AI as a fundamental technology in most of the the Gartner Top 10 Strategic
Technology Trends for 2023 [3]. In the context of the current fourth industrial revolution,
overlapping waves of breakthroughs in computing, artificial intelligence, nanotechnology and
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material science, 3D-printing, molecular biology (gene sequencing), robotics and other evolving
and emergent technologies are reshaping life, business models and ecosystems, according
to [4] In this scenario, AI is strongly emerging as transversal and powerful technological
paradigm, due to its ability not only to deal with data and big data, but especially because it
produces and manages knowledge. Andrew Ng, former chief scientist at Badu and Co-founder
at Coursera, said in a keynote speech at the AI Frontiers conference in 2017 that AI is really
the new electricity: a disruptive, pervasive and enabling technology, empowering technologies
and processes in potentially any field or domain. AI and in particular Machine Learning (ML)
and Deep Learning (DL) models are normally considered to be fast and high-performing, but
in general there is a lack of transparency and interpretability [5, 6, 7]: it’s hard work to get
insights from their internal mechanisms when trying to understand why the system provided
its outcome or decision. To address this issue, explainable AI (XAI) emerged, as a set of AI
techniques able to make their own decision more transparent and interpretable, so as to let
users understand the specific reasons why the system provided its outcome, decision, or, in
the case of recommender systems, its suggestions [5, 6, 7]. Explainable AI is deeply needed in
heterogeneous domains and contexts, as the need for transparency, interpretability and even
accountability of the AI-based systems is a big necessity, as confirmed by the recent right to
explanation in the 2018 General Data Protection Regulation (GDPR) by the European Union [8].
Due to the diffusion of Recommender Systems (RSs) in many applicative domains and situations
in everyday life and business fields, there is an emerging necessity for systems not only able to
provide human decision-makers with suggestions and ease the decision-making processes in
organizations, but also to give the right motivations of their recommendations [9, 10]. A good
way to classify eXplainable Recommender Systems (XRSs) was proposed by Zhang et al. in 2014
[11]: it essentially deals with two dimensions: the information source or display style of the
explanations (e.g., textual sentence explanation, or visual explanation): it represents the human-
computer interaction perspective of explainable recommendation research; the model itself,
representing the machine learning perspective of explainable recommendation research. XRSs
can be evaluated both by qualitative, user-centered and quantitative evaluation methods. The
evaluation can be either related to the performance of the system or to its explainability. In both
cases, experiments can be designed wher real users are involved, or without the contribution of
human users in the experimental setting. When it comes to evaluating the explainability of the
RSs, methods can regard online, offline evaluation or user studies [12], while other classifications
have been proposed in the literature. Overall, the evaluation of explainability suffers from a
lack of a unified, precise and widely accepted formal definition of explainability, which implies
the use of complementary qualitative and quantitative methodologies to completely strive to
evaluate such systems.
This paper summarizes the results of the study of the state of the art for XRSs. We will follow
the main reviews in literature to present the main work, kinds of explainable recommendations
and methods. Thus, the aim of this paper is to provide a short and compact macro-review of the
mostly diffused and used methods and systems reported in the literature. The rise, evolution,
adaptation and modifications of models are definitively ongoing processes in the state-of-the-art,
thus getting a comprehensive and complete classification is challenging. Given the ongoing
evolution of the field, as well as the increasing number of potential applications, the aim of this
paper is definitively not to provide a comprehensive and complete review of the large panorama



of such discipline. Rather, we report a limited and carefully circumscribed set of fundamental
concepts and methods to get a general picture for later understanding and appreciate the many
potential applications and uses of for heterogeneous business and industrial domains. Given
the increasing need of explainable, interpretable and thrustworthy systems in business and
organizational Therefore, the proposed survey is intended to provide a general overview of
the growing scenario of the XRSs, with the aim to help researchers, practitioners and decision-
makers to orient themselves to exploit the many potentialities of explainability in recommender
systems for business and industrial applications.

2. The context of Explainable AI

Actually, the explanation problem is definitively not new in the literature: the term started to
be used in 2004 [13], though the problem itself has existed since the mid-1970s, specifically in
the field of expert systems [14], with the first rise of AI in the literature. Though, a greater
interest in this theme started to grow with the evolution of machine learning methodologies
and techniques, particularly with the growth of its performances in the last years. In the
literature, the need for explainable AI is motivated mainly by three reasons: the need for trust,
for interaction and for transparency [7]. It’s worth to notice that, consequently, explainable AI
is strictly related to responsibility and transparency [7, 12, 6]. Consequently, explainability is
definitively becoming a key conceptual elements for the present and incoming AI systems, as it
is also explicitly required in the European General Data Protection Regulation (GDPR) [15],
where also the key related concepts of fairness and transparency in automated decision-making
are highlighted.
In general, XAI is strongly needed for justifying and interpreting the results, so as to ensure
that they were not made erroneously [7, 6]. Moreover, the possibility to explain the results
would help to improve the way the results are obtained, control the systems dynamics and
facilitate new ways to gain knowledge [7].

In a broader perspective, the diffusion of XAI methods and techniques is a crucial step
in the current and future evolution of AI systems. Such methods can significantly be grouped
into the so-called third wave of AI, as defined by DARPA. Thus, XAI strives to realize the big
challenge of contextual adaptation, i.e. the construction of progressively explanatory methods
for classes of real-world phenomena. The further steps in the design and development of such
new and empowered AI systems is the ability to foster continuous learning by the inclusion of
synergetic learning techniques, as well as the progressive empowerment of the interaction with
human decision-makers [7]. Eventually, the last mile of this ambitious evolution is the quest
for reaching or emulating the human intelligence [7].
In the literature, there are different ways to classify the XAI models: among them, there are clas-
sifications distinguishing algorithms for their global or local interpretability, and classifications
taking into considerations the differences between model-specific or model-agnostic methods,
thus related with the possibility to apply explainable techniques only to specific models or not.
We present the main useful concepts for our work, as well as the main classification reported in
the literature, in the case of XRS.



3. Explainable Recommendations

In this context, explainable AI in the field of RSs is aimed at providing intuitive explanations for
the suggestions and recommendations provided by the algorithms [12, 19]. Basically they try
to address the problem of why certain recommendations are suggested by the models. As they
are part of the big world of the XAI, explainable recommendations can either be model-intrinsic
or model-agnostic: in the former case, the output model is intrinsically interpretable, meaning
that the decision mechanism is completely transparent providing explainability; in the latter
case, instead, the output model provides the so-called post-hoc explanations, without any
modification of the model itself. It is interesting this two approaches can be conceptually linked
to a cognitive psychological root [12]: in this perspective, the model-intrinsic models would be
similar to the human minds rational decisions taken after some reasoning process, while the
model-agnostic ones would somehow resemble the intuitive ways of deciding, followed by
some search of the explanations.

In other words, as in the general case of XAI, XRSs, based on explainability-aware ML
techniques, can generally be categorized into two main groups [18]:

1. Systems providing an explanation of their predictions in a way that is interpretable by
the user. These types of methods usually only justify their output by the means of an
added explanations, but without providing an in depth understanding of the underlying
algorithm. This is typical in the case of post-hoc explanations.

2. Explainable systems directly incorporating interpretable models in the construction of
the automated systems. Model intrinsic and, specifically, white-box models, such as DTs,
can be categorized in this group.

XRSs started formally to be defined, conceived and used in recent years. The term explainable
recommendation was formally introduced by Zhang et al. in 2014 [11], but there were earlier
works in personalized recommendation research. An extensive review of the first historical
stages of explainable recommendation and how it was focused especially on collaborative
filtering methods in RSs is in Zhang et al., 2018 [12].

4. Classification of Explainable Recommender Systems

A good way to classify XRS was proposed by Zhang et al. in 2018 [12]: it essentially deals with
two dimensions:

1. the information source or display style of the explanations (e.g., textual sentence explana-
tion, or visual explanation): it represents the human-computer interaction perspective of
explainable recommendation research;

2. the model itself, representing the machine learning (ML) perspective of explainable
recommendation research.



A somehow generalized taxonomy, focused on the specific classification of interpretability
methods, is provided in the review by Linardatos in 2021 [66], which depicts and highlights the
major concepts and dimensions involved in the analysis of interpretable models. It proves to be
useful to get a complete picture of the most significant conceptual perspectives involved.

4.1. Information Source for Explanations

The first dimension of this classification model is the information source for explanations,
also called display style: namely, explanations are pieces of information related to the
recommendations given by the algorithm. Recommendations can come from different
information sources and can be displayed in several ways: some examples include textual
sentences, word clouds or visual explanations. In the following paragraphs we provide a short
summary of the different types of recommendation explanations and we give some examples of
relevant related work.

Explanations based on Relevant Users or Items
This comes from the first stages of recommendation explanation research. User-based
explanations are especially used by collaborative filtering RSs, thus when the recommendation
is based on the ratings or interests of ”similar” users. [12] reports the example of Herlocker et
al. [20], comparing the effectiveness of different display styles for explanations in user-based
collaborative filtering. Instead, for item-based explanations, the measure of similarity comes
from the user’s past liked items. Zhang and Chen [12] argue that relevant-item explanations
are more intuitive for users than user-based explanations due to the familiarity of the user with
the items more than with other potential users: nevertheless, this problem could be solved by
another kind of explanations, the so-called social explanation.

Feature-based Explanations
This kind of explanations are especially related to content-based recommendation methods
[12]. CB-RSs elaborate suggestions according to a specific match between users’ proles and
content features of candidate items. In this case it is more intuitive to base the recommendations
on the specific features of the items, and then to display them in the best explanation style:
for example in Vig et al. [21] the recommendations are provided adopting movie tags as features.

Textual Sentence Explanations
This kind of explanations is very useful for getting relevant benefits from user-generated
content, such as e-commerce reviews and social media posts [12]. Sentences could come
from pre-defined templates or be directly generated based on natural language generation
models. Zhang and Chen [12] classify such approaches between aspect-level and sentence-level
approaches, based on the display style of the explanations. It is worth to notice some sort of
similarity between aspect-level textual explanations and feature-based explanation: though,in



the former case the aspects addressed are usually not directly available in an item or user prole.
In fact,they come from textual information usually related to and users opinions or textual
feedback about specific items. This is what happens in [11], where explanations are presented
as aspect-opinion wordclouds based on large-scale user reviews.

Visual Explanations
They help users to get precise and intuitive suggestions. Visually explainable recommendation
are still a relatively new topic in research, thus the integration of visual information and images
into recommender systems is far from being optimized in terms of both explainability and
performance [12]. For example, in [16] visually explainable recommendation are based on
personalized region-of-interest high-lights.

Social Explanations
The involvement of friends in the recommendation process implies a higher level of personal-
ization into the suggestions themselves, while solving the typical trustworthiness and privacy
problems of relevant-user explanations. Examples include the studies and applications in music
[17], and in product recommendations [22].

4.2. Explainable Recommendation Models

The second dimension of the classification model proposed by Zhang and Chen [12] regards the
specific models used for producing the explanations: namely, explanations given by different
types of algorithms. As always, explainable recommendations can either be model-intrinsic or
model-agnostic. In the following paragraphs we provide a short summary of the major types of
explainable recommendation models and we give some examples of relevant related work.

Factorization Models
Latent Factor Models based on Matrix Factorization is a classical ML model for recommender
systems [26]. It learns latent factors to predict the missing ratings in a user-item rating matrix.
Factorization models for explainable recommendations have been proposed in order to explain
the specific latent factor acting user decisions. As an example, Explicit Factor Models [11]
links each latent dimension of matrix factorization with an explicit feature among the users
favorite ones. Thus, it can provide explicit recommendations based on the features. Instead,
other studies [27], focus on model-based approaches to generate relevant-user or relevant-item
explanations based on the user-item rating matrix.

Topic Modeling
This kind of explainable recommendations is still based on text information. Topic modeling



refers to a general methodology to classify semantics in documents according to topics clusters.
Explanations are generally displayed in the form of topical word clouds. McAuley and Leskovec
[28] proposed to use a model based on latent factor analysis to understand hidden topics
learned from reviews. Other studies [29] focused on other probabilistic graphic models. Wu
and Ester [29] created an hybrid model based on both collaborative filtering and aspect-based
opinion mining. The algorithm analyses users preferences on item aspects according to reviews
and then predicts the users ratings on different ones.

Graph-based Models
Graphs help to define relevant relations among information, so they can be specifically
useful to represent user-user or user-item relationships, especially in social recommendation
scenarios. For example, Park et al. [22] use a graph-based explainable recommendation
algorithm for providing interpretable suggestions thanks to rating and similar users. Other
authors exploited other kinds of graphs: in He et al. [30] a tripartite graph structure allows
to model user-item-aspect relations where an aspect is an item feature generally taken
from user reviews. These relations are constructed for the possible recommendations and
then aspects are ranked and explanations are given to the top-ranked aspects matching
the target user and the recommended item. Heckel et al. [31] instead created explainable
recommendations thanks to over-lapping co-clustering based on user-item bipartite graph [12]:
this approach allows to exploit both clusters of similar users and of items with similar properties.

Deep Learning
Given the higher and higher importance of deep learning techniques, there are many studies
and experiments to adopt a huge variety of them in the explainable recommendations scenario.
In Seo et al. [32] user preferences and item properties are represented through convolutional
neural networks upon review text, so as to attribute specific weights to words in the text
and highlight the relevant ones to provide explainable recommendations. Among the other
various typologies of neural networks used, it is worth to cite the work by Chen et al. [33],
where explainable sequential recommendation are extracted due to memory networks: they
have memory over previous items chosen, so each item in the users interaction history is in a
memory slot and predictions of the new behaviors can be made and explained subsequently, so
as to directly show the way the users previous choices influenced new predictions. That implies
the possibility to set dynamic explainable recommendations. Another interesting approach
comes from capsule networks, namely neural networks empowered with capsule structures
to manage hierarchies. Li et al. [34] use capsule networks to model item aspects and users
viewpoints as logic units, so as to get the users’ rating behaviors. Then, the algorithm, for
each user-item pair, extracts the informative logic units from the reviews so as to infer their
corresponding sentiments.



Knowledge Graph-based
As one of the classical ways to manage knowledge, knowledge graphs can be used for providing
better explanations for the recommended items thanks to their information about users and
items. Catherine et al. [35] proposed a method to provide explanations and recommendation
after producing a rank of the items thanks to information found in knowledge graphs. Instead,
Ai et al. [36] constructed a user-item knowledge graph, so as to get recommendations for a
user as the most similar item under the ”purchase” relation. In this way, they can establish a
series of relations between users and items to orient and explain recommendations.

Data Mining
Among the various possibilities and techniques, Zhang and Chen [12] report that the most
frequently used one is association rule mining. As an example, Davidson et al. [23] introduced
the YouTube video recommendation system, adopting association rule mining to create
associations between couples of videos co-watched within the same session. Then, explanations
are given considering the seed video and the the association rules themselves. The approach
for transparent, scrutable, and explainable recommendations suggested by Balog et al. [25] is
particularly interesting: given a set of tags or keywords characterizing user preferences, they
aimed at inferring preferences and recommendations by aggregating over items associated
with a tag. Consequently, item recommendations can be both transparent and explainable.
They chose to provide recommendations through sentence-level textual explanations, allowing
users to provide feedback on clear and scrutable suggestions. It is worth to mention that this
approach is a framework, which can be generalized to different machine learning models.

Model Agnostic and Post Hoc
These approaches are typically used when it is to difficult to include the explanability in
the recommendation model itself. Then, after the recommendations have been provided,
an explanation model generates the explanations according to the previously created
recommendations. As an example exploiting a data mining technique (thus related to the
previous paragraph), Peake and WanH [37] proposed an association rule mining approach. The
method considers the users’transaction history to explain the recommendation: namely, the
association rules help to associate the recommendations themselves with the users’ previous
choices, thus providing explanations to the recommendations.
Overall, the literature makes a clear distinction among models that are interpretable by design,
and those that can be explained by means of external XAI techniques. This duality could also be
regarded as the difference between interpretable models and model interpretability techniques;
a more widely accepted classification is that of transparent models and post-hoc explainability.

In particular, local interpretation methods explain predictions individually from each
other. Among these [38] we have:

1. Individual conditional expectation (ICE) [39] curves underlie partial dependence plots
(PDPs) and describe how the change in a feature affects the change in the prediction.



2. Local surrogate models, as the Local Interpretable Model-agnostic Explanations model
(LIME) [40] explain a prediction by replacing the complex model with an interpretable
local surrogate.

3. Scoped rules (anchors) [41] are rules that describe which feature values allow the predic-
tion to be fixed.

4. Counterfactual explanations [42, 43] explain a prediction by examining which features
should be changed to achieve the desired prediction.

5. Shapley values [44] are an attribution method that assigns prediction equally to individual
features.

6. SHAP (SHapley Additive exPlanations) [45] is another computation method for Shapley
values, but unlike these it proposes global interpretation methods based on combining
Shapley values across data.

4.3. Intrinsic, interpretable, white-box models

Hereinafter, we recall the main interpretable models. We focus on such macro-category of
models due to the fact that the chosen approach for our XRS, DT models, is actually interpretable.
Therefore, we synthetically show the main characteristics of these models, as well as their main
advantages and disadvantages. Finally, we sketch the main motivations that lead us to orient
ourselves towards a decision-tree approach.

Linear regression
A linear regression model predicts the target as a weighted sum of the feature inputs [38].
Linear regression are particularly useful and significant in practice for their linearity. They
have long been used by statisticians, computer scientists, mathematicians and practitioners in
general [38]. They are usually exploited to model the dependence of a regression target 𝑦 on
some features 𝑥, and the predicted outcome of an instance is a weighted sum of its features,
where the optimal weights can be estimated by several methods.
The main advantages of such methods are its linearity and the modeling of the predictions as
a weighted sum makes it transparent how predictions are produced [16]. The modeling of the
predictions as a weighted sum makes guarantees transparency on how predictions are created.
From the mathematic point of view, they are widely accepted and diffused methods among
practitioners, and high level of collective experience and expertise is available in the scientific
community [38].
Nevertheless, the are only useful for representing linear relationships, while any required
nonlinearity or interaction has to be hand-crafted and explicitly provided to the model
[38]. Moreover, they often have no good predictive performance, due to restricted ability to
represent reality in a purely linear way [38]. Finally, there is a possible unintuitive interpreta-
tion of weights, due to the correlations and interactions with all the other involved features [38].

Logistic regression
Linear regression models the probabilities for classification problems with two outcomes. It’s



an extension of the linear regression model for classification problems [38]. Therefore, it shows
similar advantages and disadvantages than the linear regression models [38]. Also logistic
regression has been widely used by practitioners in different domains and application fields,
and it has issues with restrictive expressiveness and with dealing with interactions, as well
as with limitations in predictive performance. Moreover, logistic regression can suffer from
complete separation, namely the impossibility tobe trained in the case where there is a feature
that would perfectly separate the two classes.

GLM and GAM
Generalized Linear Models (GLMs) and Generalized Additive Models (GAMs) are heterogeneous
generalization models of regression, useful for modeling real-life situations. They can be applied
in situations where the classical regression approaches fail or its assumptions are violated [38].
In the case of GLM, they can be applied where the input features do not follow a Gaussian dis-
tribution, which concretely happens in many cases in reality [38]. Instead, GAMs deal with the
cases of nonlinearities, not tackled by the classical linear models. GAMs relax the restriction that
the relationship must be a linear weighted sum, assuming that the outcome can be modeled by
arbitrary functions that can be involved for each features [38]. Then, such models are generally .

In general, these models are highly flexible and useful for making predictions and in-
ferences in many application cases and contexts. These methods are highly diffused in the
scientific community and updated methods are often released allowing to make inferences for
heterogeneous problems and applications [38]. Though, such models suffer from a significant
reduced interpretability, as compared with the classical linear models, and they strongly rely on
assumptions about the data generating process, which have to be respected for the validity of
the model and its interpretation of the weights [38].

Decision-trees
Already previously introduced in this Chapter, DT models are useful for solving many of the
presented issues, especially in the case of linear regression and logistic regression models,
which have problems in situations where the relationship between features and outcome is
nonlinear or where features interact with each other [38]. Tree-based models work through an
iterative process of multiple splitting of the dataset, according to certain cutoff values in the
features. Thus, they are inherently interpretable due to the tree structure itself, while they are
also able to capture interactions between features in the data, as well as to effectively explain
and visualize their output results. The main disadvantages are related to their inability to deal
with linear relationships, as well as their lack of smoothness and unstability [38]. Moreover,
their interpretability is reduced in the case of a significant increase in the tree depth [38].

Decision rules
Decision rules are probably the most interpretable models. IF-THEN statement consist of a



condition (antecedent) and a prediction and, in simple cases, they semantically resembles natural
language [16]. Then, they are usually easy to interpret, expressive, robust and compact [38].
Nevertheless, in the literature they are used only for classification [38], resulting in applications
for restricted classes of problems. Moreover, they necessarily require categorical features and,
as in the case of decision-trees, they have issues in describing linear relationships.

5. Conclusions

In this study we strived to provide an overview of Explainable AI in the field recommender
systems. We are aware that many other issues could have been addressed, specifically regarding
the pros and cons of the wide set of methods in the literature, as well as the many evaluation
techniques of both RS and explainability. As a general consideration to conclude our study, we
definitively agree that the evolution of such systems necessarily involve a synergy between the
empowerment of the models’ performances and the emergent human-AI interaction perspective.
We also conclude that much more work and effort should be dedicated to search and adopt a
widely accepted, pre-defined and formally circumscribed definition of explainability and its
related concepts. While there are several studies proposing both qualitative and quantitative
definitions, it should be necessary to both choose and apply them to the field of recommender
systems: this investigation could be the aim of a future study. Indeed, there are many further
challenges and possible future directions to explore for this fascinating topic: among them, the
issues related to the difficulties in quantiatively and formally measuring explainability, which
will be a key step to reach and exploit the full potentialities of explainable and interpretable
recommender systems for heterogeneous business and industrial domains. Moreover, the rise
of explainable intelligent recommender systems will increasingly require to further investigate
the broader impact of explainability on decision-making processes, so as to understand their
full influence in organizational context and applications. We hope that our work can contribute
to help researchers, scholars and practitioners to understanding the concept of explainable
recommendation, the main approaches in the literature and their potentialities for business or
industrial applications.
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Abstract
We propose a novel approach based on large language causal models to perform the task of time-series
forecasting, and we use the proposed approach to effectively forecast the concentration of polluting
substances in a water treatment plant; we address both short- and mid-term forecasting. As opposed to
the classical state-of-the-art approaches for time-series forecasting, that handle numerical and categorical
features following a standard deep learning approach, we transform the input features into a textual
form and we then feed them to a standard causal model pre-trained on natural language tasks. Our
empirical results provide evidence that large language models are more effective than state-of-the-art
forecasting systems, and that they can be practically used in time-series forecasting tasks. We also show
promising results on zero-shot learning. The results of this study open up to a wide range of works
aimed at predicting future temporal values by leveraging natural language paradigms and models.

Keywords
Deep learning, Time-series forecast, Language models

1. Introduction

Water treatment plants, and in particular drinking water systems make use of different water
treatment methods in order to serve safe drinking water to the population. Such systems use a
series of treatments steps that transform the source water that enters the systems from river,
lakes, etc. to tap water. To ensure that the water that leaves the system is drinkable and safe
for the population, water treatment plants constantly monitor the concentration of polluting
substances into the water, making use of specific instruments and techniques, such as the
ion chromatography, an analytical separation technique based on ionic interactions. Such a
technique separates ions and polar molecules based on their affinity and is able to carry out both
qualitative and quantitative determinations. The field of application of ion chromatography is
very broad, and the most common analyses with this technique concern water related analysis
such as drinking water, sea water, waste water, rain water, determination of traces in electronics
and power plants, quality control and analysis of impurities, etc.
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In this paper we deal with the analysis carried out by a ion chromatograph instrument located
in the water treatment plant of Randaccio, which serves the city of Trieste. The instrument we
deal with is managed by the Laboratory of AcegasApsAmga which makes the data available
through the company data transmission network. At the laboratory the data are: downloaded,
validated, uploaded to the internal system, used to create a report, evaluated. The created
reports are then made available.

The instrument analyzes different substances; in this paper we focus on three of them which
are important for the water treatment system: chloride, nitrate, and sulfate. The instrument
monitors the concentration values of such substance approximately every 1h 30min, and collects
a total of approximately 14 samples per day. Multiple samples are then joined together to form
a time-series. The trend of the measured values in the time-series is constantly monitored
and, if predefined patterns emerge (e.g., the value of a polluting substance increases), practical
countermeasures are applied to the water plant, as for example the decision to exclude an intake
point from the system and switch to another one where pollution levels are lower. It must be
noted that such practical counter measures require a certain amount of time to be implemented.
For this reason, the domain experts are interested in predicting in advance future values and
trends for the observed substances.

In this paper we propose an effective practical methodology to reliably forecast the concen-
tration of the polluting substances monitored by the ion chromatograph in the water treatment
plant; our approach is based on transforming the input features from the time-series into a
textual form and we then feed them to a standard causal model pre-trained on natural language
tasks and asking the model to forecast the concentration of the substances for subsequent time
steps. We validate our approach on real data coming from the treatment plant, providing also
promising results on domain adaptation via zero-shot learning. Empirical evidence shows that
our approach is more effective than state-of-the-art approaches for both short- and mid-term
forecast.

2. Dataset

In the following we detail the dataset considered for the experimental part, used to validate
the proposed approach. We consider the three substances (i.e., chloride, nitrate, and sulfate)
monitored by the ion chromatography system which are modeled in the form of a time-series.
It should be noted that the instrument monitors more than 3 substances, but those can not be
interpreted as time-series, since their values assume the value of 0 for more than 95% of the
observations. Our dataset is composed by observations made over a one year period, specifically
between May, 2021 and May, 2022. A sample of the time-series for the three substances used
in this work is shown in Figure 1 (first row). By inspecting the time-series behavior for those
substances, we notice some interesting patterns.

First, we see that there are non negligible missing observations. The law requires minimum
quality and safety levels, which are verified both internally by the company and externally
by the health authority. The chromatograph used for collecting the dataset is not used for
the production of required data, but it is part of an experimental setup aimed at verifying its
usefulness in addition to formal measurements. As such, it is not always working, and this
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Figure 1: Time-series for the three substances before sampling (first row), and after the sampling
process (second row). X-axis has been cut, and values are scaled in 0–1.

justifies missing samples. Then, we also notice that the monitoring period is not the same for
all three substances, and in some periods the overlap is minimal or not-existent. In other words,
when an observation is made for a substance, there is not guarantee that an observation will be
available for one or both of the other substances for the corresponding time.

To overcome these issues, and transform the input time-series into a set of new ones without
gaps, in a first pre-processing step we simply remove the missing observations, ending up
with a smaller dataset having about 2, 800 observations for each substance, on average 14 per
day. Then, we check for seasonality effects by running both the seasonal decomposition using
moving averages and Season-Trend decomposition using LOESS1 [1] analyses. We found no
evidence of seasonality or significative trend effects. This is also confirmed by the domain
experts, which also confirmed that there is no interaction or dependence between the three
substances (e.g., the pattern of chloride is not influenced by the temporal pattern of nitrate and
sulfate, and the same holds for the other substances); thus, it does not make sense to use one
time-series as feature to predict the others. In other words, we can frame the context as being a
univariate time-series.

Then, to remove the bias introduced by the removal of missing values, we transform the
dataset as follows. First, we compute for each substance the set of dates for which we have
observations. Then, we random sample with replacement from the set of days and we con-
catenate the result. Let us make it clear by providing an example; if we suppose to have 10
days (i.e., 𝑑1, . . . , 𝑑10) and having missing values for days 2, 6, 7, and 9, the initial dataset
can be represented as: 𝑑1, 𝑑3, 𝑑4, 𝑑5, 𝑑8, 𝑑10, while the resulting dataset can be represented
as: 𝑑1, 𝑑3, 𝑑4, 𝑑3, 𝑑1, 𝑑8, . . . , 𝑑4. Then, we form a training, validation, and test sets, by paying
attention that if a day is present in the training set it can not be included in the test set. The final

1see https://www.statsmodels.org/dev/tsa.html.
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dataset is obtained by sampling approximately observations from 8600 days, and is composed
as follows: 93, 183 observations in the training set, 4, 905 in the validation set, and 24, 522
in the test set. It should be noted that the sampling process performed is used only as a data
augmentation technique to train the considered algorithms, and it does not affect the practical
application of the proposed approach. A sample of the resulting dataset is shown in Figure 1
(second row).

3. Related Work

3.1. Time Series Forecast

The forecast of substances concentration that we deal with in the paper is related to general
time-series forecasting research. State-of-the-art deep learning approaches designed for time-
series forecasting are based on Recurrent Neural Networks (RNN) and their variations such as
Long Short Term Memory (LSTM) networks [2] and Gated Recurrent Units (GRU) [3]. RNNs are
a particular neural network architecture where the output of previous steps is fed as input to
the current step. Such architecture is well suited to model scenarios where the prediction of the
current value (e.g., the next word in a sentence or the next value of a time-series), is dependent
on previous observations. More recently, architectures based on transformers as addition to
classical architectures [4, 5] have been proposed [6].

While some successful attempt of adopting vanilla transformer architectures standalone [7]
or in conjunction with other architectures [8] has been made in the setting of human mobility
forecast where many contextual features are available, plain transformers and in particular
causal models are quite new to the task of time-series forecasting, especially in the univariate
setting and/or when there is a lack of context features, such as in the case investigated in this
paper. This is primarily due to two main reasons [7], the absence of large-scale training data
needed to develop pre-trained models, and the requirement for unique designs needed to capture
domain-specific time-series features, such as seasonality effects.

In this work we propose an approach based on causal language models, and compare the
proposed approach to state-of-the-art time-series forecasting models.

3.2. Large Language Models

In recent years, rapid advancements in the self-supervised learning paradigm joint with the
success of the transformer-based architectures [9] contributed to the spread of general pre-
trained and domain-specific fine-tuned models that demonstrated their effectiveness on a large
variety of natural language processing (NLP) tasks; famous examples include BERT [10], a
large masked language model pre-trained on English and Multi-language corpora which can be
fine-tuned to a huge variety of tasks due to the learned language understanding ability. Masked
language models are trained by randomly masking a percentage (e.g., 15%) of the input tokens
and training the model to predict the masked tokens. The model loss is computed by considering
the cross entropy loss between the logits of the model and the vocabulary tokens.

Opposed to masked language models, another popular set of transformer based models are
causal models, as for example T5 [11]. Masked language models are trained to predict the



masked tokens in a sentence, and by doing so they leverage a bidirectional representation
schema, because the representation of the masked tokens is learned based on the tokens that
occur to the left and to the right of the masked part; the analogy for this representation schema
is a “fill-in-the-blanks” problem statement. On the contrary, causal models predict the masked
token in a given sentence but, unlike masked models, a causal model is allowed to just consider
tokens that occur to the left of the masked set of tokens, thus leveraging a unidirectional
representation schema. As result, such models are used in the case of generative tasks, where
they are trained to predict the next token (or set of tokens) in a sentence based on the previous
observed ones. As well as masked language models, the causal loss is computed by considering
the cross entropy loss between the predicted token against the tokens in the vocabulary.

In this paper, due to the their intrinsic nature of being trained to predict the next value in
a sequence based on the occurrence of past values, i.e., being that exactly the classical way
of representing and modeling a time-series, in the following we base our solution on causal
models, and specifically on the T5 model.

4. Methodology

4.1. Problem Formulation

We are interested, given a set of past observations of the substance concentration as measured
by the ion chromatography, to predict the value for the substance for the subsequent timestamps.
More in detail, we feed the models with 56 past timestamps, corresponding approximately to
the measures obtained in the past 4 days, and we forecast two different future time steps: the
next value in the time-series (t+1) which corresponds to a short-term prediction, as well as a
mid-term prediction that allows domain experts to take practical countermeasures and apply
them to the clean water plant, t+14 (i.e., one day forecast).

4.2. Metrics

To evaluate the effectiveness of the proposed approach, we rely on the following metrics used
to evaluate the effectiveness of time-series forecasting methods: Mean Absolute Error (MAE),
defined as the sum of absolute errors divided by the sample size, Max Error (ME), computed
by considering the maximum of all absolute differences between the target and the prediction,
and Root Mean Squared Error (RMSE), computed by considering the standard deviation of the
residuals (i.e., prediction errors).

4.3. Deep Learning Methods

We consider the following state-of-the-art deep learning based methods: Long Short-Term
Memory network (LSTM) [12], a sequence to sequence model which employs an architecture
that allows the network to remember values over arbitrary intervals, thus showing a relative
insensitivity to gap length between observations. Gated Recurrent Unit network [13] (GRU),
a LSTM variation designed to solve the vanishing gradient problem, which makes use of the
update gate and the reset gate to decide which part of information should be passed trough
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Figure 2: Training and inference phases for the transformer based model.

the network to compute the output. Neural Basis Expansion Analysis For Interpretable Time
Series Forecasting [4] (NBeats), a deep neural architecture which is based on a set of backward
and forward residual link and a deep stack of fully connected layers arranged in a doubly-
residual stacking manner, and bases the predictions on a lookback and forecast period. Deep
Autoregressive model [5] (DeepAR), an algorithm based on recurrent neural networks (RNN)
which learns successive approximations of the target time-series. Temporal Fusion Transformer
[6] (TFT), an attention-based neural network which leverages the recently developed transformer
architecture [9] to identify important long-range patterns in the time-series and prioritizes the
most relevant patterns.

4.4. Text-to-Text Transformer Model

To be able to train our model based on natural language processing, we first need to describe
the input features i.e., the past observations of the time-series in a natural language form. To
this aim, we leverage a process denoted as “textification” or “prompting” of the input features
and that has been proven to be effective in the context of diagnostic texts [14, 15, 16] as well as
in forecasting of human mobility [8]. Such approach takes in input the past observations of
the time-series (i.e., the input features) and translate them into a string, which is then used as
input to the NLP-based model. In this case we only rely on the array of floating point values
corresponding to the past values of each time-series (called lags). We can denote our prompting
schema as follows:



contextual information: {contextual features}.
previous observations: {time-series features}

More in detail, if we consider a set of 𝑘 previous values (i.e., lags), the prompt is as follows:

contextual information: {contextual features}.
previous observations: {value} at time t-1, . . ., {value} at time t-k.

A real example of the prompt applied to the dataset is reported in the following, considering
𝑘 = 56.

contextual information: the month is 4, the day is 9 (5 day of the week), 14 week of the
year. the time is 08:14.
previous observations are: 9.8 at time t-1, 9.8 at time t-2, 9.8 at time t-3, 9.8 at time t-4, 9.6
at time t-5, 9.8 at time t-6, . . . [features from time t-7 to time t-54] . . ., 8.7 at time t-55, 9.2
at time t-56.

We develop and train our model using the PyTorch2 and HuggingFace3 frameworks. We
rely on the T5-base model4, which was trained on a mixture of unsupervised and supervised
tasks [11, Appendix Section]. The considered model is composed of an encoder decoder stack
including 12 blocks, each comprising self-attention, optional encoder-decoder attention, and a
feed-forward network. The attention is of dimension 64, while embeddings have 768 dimensions.
The final model has about 220 million parameters.

We initialized the model with the pre-trained weights. We feed the textual input to the model
by using custom prefixes “predict:”, “input:”, and “target:”. The experiments have been carried
put on a Linux server equipped with 16x Intel(R) Core(TM) i7-10700 CPU @ 2.90GHz, 70GB of
RAM, and 2x Nvidia Geforce RTX 3090 GPUs for 3 epochs. As loss we use the conventional
multi-class cross entropy loss, where the number of classes is equal to the size of the vocabulary,
defined as ℒ = − 1

𝐵

∑︀𝐵
𝑏=1

∑︀|𝑉 |
𝑘=1 𝑦

𝑏
𝑘 log(𝑦

𝑏
𝑘) where the superscript 𝑏 represents the current

batch and 𝐵 is the batch size, |𝑉 | is the size of the vocabulary, 𝑦 represents the true token, and
𝑦𝑘 is the output probability distribution over the vocabulary for each time-step.

To perform inference we generate text using beam search, thus generating the output sequence
token-by-token by leveraging the cross-attention layers while passing the input to the decoder,
and we generate auto-regressively the output of the decoder. We implement early stopping by
setting the corresponding parameter to true. We found that our fine-tuned model generates
floating point numbers for each beam, so we had no need to leverage constrained search
strategies. The training and inference phases for our model are summarized in Figure 2.



Table 1
Metrics for chloride, nitrate, and sulfate test sets. We consider a lag of 4 days (14 observations per day x
4 days = 56), and we forecast the next value in the series (t+1), the subsequent day (t+14). We highlight
in bold the most effective method for each section.

Chloride Nitrate Sulfate
Model Pred MAE ME RMSE MAE ME RMSE MAE ME RMSE

LSTM t+1 .1572 .8278 .2003 .1086 .6468 .1419 .1893 .8857 .2381
GRU t+1 .1577 .8109 .2007 .1090 .6484 .1424 .1888 .8869 .2375

DeepAR t+1 .1533 .7839 .1949 .1058 .6473 .1377 .1851 .8391 .2324
NBeats t+1 .1592 .8477 .2030 .1095 .6518 .1435 .1910 .9027 .2406

TFT t+1 .1589 .8548 .2027 .1114 .6576 .1456 .1918 .9112 .2413
T5 t+1 .0316 .6027 .0674 .0121 .8163 .0402 .0182 .6596 .0579

LSTM t+14 .1212 .7075 .1543 .0899 .5939 .1156 .1526 .6838 .1912
GRU t+14 .1207 .6948 .1533 .0888 .6093 .1145 .1555 .7099 .1932

DeepAR t+14 .1208 .6103 .1534 .0881 .6318 .1143 .1481 .6018 .1817
NBeats t+14 .1278 .6482 .1620 .0934 .6958 .1209 .1575 .7043 .1954

TFT t+14 .1260 .6246 .1594 .0853 .5909 .1114 .1457 .6236 .1792
T5 t+14 .1176 .6027 .1506 .0762 .6122 .1068 .1292 .6170 .1697

5. Results

Table 1 and Figure 3 show the results for the three substances for the short- and mid-term
predictions. Let us start by inspecting the predictions for the subsequent timestamp. As we can
see from the first section of the table, it is almost always the case that the proposed approach
achieves higher effectiveness than the state-of-the-art approaches, with the only exception of
the maximum error for the nitrate substance. Similarly, our model outperforms state-of-the-
art models when performing predictions for the mid-term, that is predicting the substance
concentration for the subsequent day, with the two only exceptions. This is an important result;
in fact, having a reliable prediction for the subsequent day allows domain experts to plan and
implement effective countermeasures for the drinking water plant.

Besides providing quantitative results, we also perform qualitative ones. Figure 4 shows the
prediction for the sulfate substance when predicting the subsequent value in the time-series
(i.e., t+1) for the best method (i.e., T5) and the second best (i.e., DeepAR) according to the
effectiveness metrics as in Table 1. The results for the other two substances are identical and
thus not reported. As we can see from the plot, both approaches approximate the real time-series.
Nevertheless, by inspecting the two series closely we can find an important difference; the
DeepAR algorithm (as we well as the other deep-learning based methodologies) tends to predict
accurate values of the time-series, but they also tend to provide those forecasts with a certain
time-lag; in other words, it predicts accurate values with a (mostly) fixed time delay, noticeable
by inspecting the x-axis of the plot and comparing the pace of the two series, the real and
the predicted one. Thus, if we select a real value in the y-axis, we see that the same value is

2https://pytorch.org/
3https://huggingface.co/
4https://huggingface.co/t5-base

https://pytorch.org/
https://huggingface.co/t5-base
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Figure 3: Metrics for chloride, nitrate, and sulfate test sets.

predicted by the algorithm in a time frame around t+1. This is a well documented effect in
time-series forecasting literature and it is known to affect both machine and deep learning
approaches. On the contrary, possibly due to the different modeling approach adopted by the
natural language approach, we see that T5 does not suffer, or suffers in a limited form, from
such effect. In fact, it tends to make different kind of errors, distributed mostly with shifts on
the y-axis (i.e., prediction errors) rather than on the x-axis (i.e., delayed forecasts).

Figure 5, similarly to Figure 4, shows the prediction for the sulfate substance when predicting
the value in the time-series for the next day (i.e., t+14) for the best method (i.e., T5) and the
second best (i.e., DeepAR) according to the effectiveness metrics as in Table 1. The results for
the other two substances are very similar and thus not reported. As we can see from the plot,
the models make very different prediction errors, analogously to what observed in the previous
result for t+1. In this case, while the DeepAR algorithm prediction follows a sort of moving
average computed for the different time stamps, T5 successfully predicts some of the peaks
present in the time-series, and makes errors distributed mostly around the y-axis.

6. Zero-Shot Capabilities

One of the documented advantages of large pre-trained natural language models is that they
carry the ability of zero- and few-shot leaning [17, 18] i.e., the ability of solving a task for a
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Figure 4: Prediction for the sulfate substance at t+1 for the T5 (best) and DeepAR (second best) method.
X-axis has been cut, and values are scaled in 0–1.
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Figure 5: Prediction for the sulfate substance at t+14 for the T5 (best) and DeepAR (second best)
method. X-axis has been cut, and values are scaled in 0–1.

domain without receiving any, or just few, examples of that task or for that domain at training
phase. To further investigate the effectiveness of the T5 model to forecast the concentration of
polluting substances in a water treatment plant, we conduct an experiment under the zero-shot
paradigm. More in detail, we train each model on a substance and we test the trained model
on the set of other substances which are different from the training one (i.e., we use the model
trained on chloride to forecast the sulfate substance).
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Figure 6: Prediction for the sulfate substance at t+1 performed using the T5 model trained on the
chloride substance (above), and the nitrate substance (below). X-axis has been cut, and values are scaled
in 0–1.

Figure 6 shows the qualitative prediction for the sulfate substance at t+1 performed using the
T5 model trained on either the chloride or the nitrate substance. As we can see from the plots,
while the model predictions are far from the ones computed with the corresponding model
and test set (i.e., T5 trained on sulfate), they are not random either, and we can see that the
predictions tend to follow the real time-series and correctly approximate some of the series
peaks.

We also computed the effectiveness metrics for the zero-shot scenario: the model trained on
chloride and nitrate achieves on sulfate respectively a MAE of 0.1717 and 0.1808 (T5 had 0.0182
and DeepAR 0.1377), a ME of 0.7368 and 0.8298 (T5 had 0.6596 and DeepAR 0.8391), and a RMSE
of 0.2095 and 0.2182 (T5 had 0.0579 and DeepAR 0.2324). By looking at the metrics, we found
that while the zero-shot model effectiveness is far the one obtained with the T5 model trained
on domain specific data, the zero-shot models are almost as effective as, and for RMSE even
more effective than, state-of-the-art deep learning approaches.

Although using the T5 model does not demonstrate optimal performances for the zero-shot
task, this experiment show that causal models have promising generalization abilities for time-
series forecast. Thus, we believe that further research is this direction, with the help of domain
specific pre-trained models would improve the effectiveness and generalization abilities of those
models.

7. Discussion and Conclusion

We studied the capabilities of causal language models (especially T5) for the task of forecasting
the concentration of polluting substances in a water treatment plant, addressing both short- and



mid-term forecasting. To this end, we applied transformation to the input features to translate
them into a textual form and feed them to the natural language model. The results show that
our approach could improve state-of-the-art algorithms for forecasting on both the short and
mid-term.

Given that the application of language models for the task of time-series forecasting might
appear counter-intuitive at a first sight, let us make some remarks on why such approach
works in practice. As we have seen, recent research showed that transformer based models are
suitable and effective on a variety of tasks which are not related to the NLP paradigm, from
images [19, 20] to videos [21] and even reinforcement learning [22] and graphs [23]. All the
transformers based models rely on the attention mechanism which, joint with the training
procedure that always consist in reconstructing a masked or perturbed part of the input, allow
them to learn latent relationship in input sequences and between the input and output ones. For
textual tasks they learn to reconstruct missing tokens, for visual ones they learn to reconstruct
missing or altered frames, but they also showed the ability to learn and reconstruct complex
structures such as (sub) graphs. For the same reason, we believe that the textual description of
the time-series allows the model to form an accurate latent representation of it, which is then
leveraged, jointly with the causal training modality (i.e., predict the next item in a sequence), to
make accurate forecasting predictions. We plan to provide further insights on this by leveraging
interpretability frameworks [24].

The results of this paper opens for a wide range of applications of language models to time-
series forecasting problems. Future work aims at validating predictions with domain experts to
understand to what extent the predicted values allow for practical and effective countermeasures
to be applied in the treatment plant. Furthermore, we plan to improve zero-shot effectiveness
by deepening the study on domain-invariant features.
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Abstract
This paper deals with user’s preferences (wishes). Common users are uneducated in the decision-making
(DM) theory and present their preferences incompletely. That is why we elicit them from such a user
during the DM. The paper works with the DM theory called fully probabilistic design (FPD). FPD models
closed DM loop, made by the user and the system, by the joint probability density (pd, real pd). A joint
ideal pd quantifies the user’s preferences. It assigns high probability values to preferred closed-loop
behaviors and low values to undesired behaviors. The real pd should be kept near the ideal pd. By
minimizing the Kullback-Leibler divergence of the real and ideal pds, the optimal decision policy is found.
The presented algorithmic quantification of preferences provides ambitious but potentially reachable
DM aims. It suppresses demands on tuning preference-expressing parameters. The considered ideal pd
assigns high probabilities to desired (ideal) sets of states and actions. The parameters of the ideal pd
(tuned during the DM via the user’s feedback) are: ▶ relative significance of respective probabilities; ▶ a
parameter balancing exploration with exploitation. Their systematic tuning solves meta-DM level task,
which observes the agent’s satisfaction expressed humanly by “school-marks”. It opts free parameters to
reach the best marks. A formalization and solution of this meta-task were recently done, but experience
with it is limited. This paper recalls the theory and provides representative samples of extensive up to now
missing simulations.

Keywords
Preference elicitation, Adaptive agent, Decision making, Bayes rule

Motivation Our results contribute to long-term research that tries to create a normative theory of
dynamic decision making applicable by imperfect decision makers, [12, 13], [14, 16]. Its aims
are close to the quest for universal artificial intelligence, [9, 15, 21].

1. Introduction

Decision making (DM) is the everyday activity of every human. It is important to make the
right decisions to achieve the goal. DM is described by a closed-loop formed by an agent (the
person, who makes decisions) and an environment. The environment of the agent is usually
called a system and its dynamics is unknown. It is described by transition probability density (pd)
between its states conditioned by the agent’s actions. The agent observes the state 𝑠 of the system
and makes an action 𝑎 to meet their wishes, ideally, to move the system to the desired state. The
actions are chosen via the agent’s policy 𝜋. It consists of decision rules r, which determine what
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action should be chosen in each time epoch depending on the system’s state and the model of the
system. The model m expresses the agent’s beliefs about the dynamics of the real system.

The main task of DM is to select the optimal policy. This paper uses a fully probabilistic design
(FPD), which introduces an ideal probability density

c𝑖(𝑏) =
∏︁
𝑡∈T

m𝑖(𝑠𝑡|𝑎𝑡, 𝑠𝑡−1)r
𝑖(𝑎𝑡|𝑠𝑡−1),

which expresses the desired pd of behavior 𝑏 ≡ (𝑠0, 𝑎1, 𝑠1, 𝑎2, 𝑠2, . . . , 𝑎𝑇 , 𝑠𝑇 ) ∈ B. It sets high
probability values to preferred behaviors and low probability values to unwanted behaviors. It
consists of an ideal model m𝑖 of the system and of an ideal decision rule r𝑖. The real pd c𝜋(𝑏)
depends on the model m of the system and decision rules r forming the policy 𝜋.

c𝜋(𝑏) =
∏︁
𝑡∈T

m(𝑠𝑡|𝑎𝑡, 𝑠𝑡−1)r(𝑎𝑡|𝑠𝑡−1).

This paper exploits Bayes’ learning to get m relating (the observed state, the used action, the next
state). The optimal policy 𝜋𝑜 in a set Π minimizes the Kullback-Leibler divergence (KLD) of the
pd c𝜋 to the ideal pd c𝑖

𝜋𝑜 ∈ Argmin
𝜋∈Π

D(c𝜋||𝑐𝑖) = Argmin
𝜋∈Π

∫︁
𝑏∈B

c𝜋(𝑏) ln

(︂
c𝜋(𝑏)

c𝑖(𝑏)

)︂
d𝑏.

Theorem 1. (FPD, [22]) Decision rules, which constitute the optimal decision policy 𝜋𝑜, are
computed for 𝑡 = 𝑇, 𝑇 − 1, . . . , 1 and with h(𝑠𝑇 ) ≡ 1 as follows

r𝑜(𝑎𝑡|𝑠𝑡−1) ≡ r𝑖(𝑎𝑡|𝑠𝑡−1)
exp[−d(𝑎𝑡, 𝑠𝑡−1)]

h(𝑠𝑡−1)
,

d(𝑎𝑡, 𝑠𝑡−1) ≡
∫︁
𝑠𝑡∈S

m(𝑠𝑡|𝑎𝑡, 𝑠𝑡−1) ln

[︂
m(𝑠𝑡|𝑎𝑡, 𝑠𝑡−1)

h(𝑠𝑡)m𝑖(𝑠𝑡|𝑎𝑡, 𝑠𝑡−1)

]︂
d𝑠𝑡 (1)

h(𝑠𝑡−1) ≡
∫︁
𝑎𝑡∈A

r𝑖(𝑎𝑡|𝑠𝑡−1) exp[−d(𝑎𝑡, 𝑠𝑡−1)] d𝑎𝑡 ∈ h(𝑠𝑡) ∈ [0, 1].

The attained minimum is min
𝜋∈Π

D(c𝜋||c𝑖) = − ln(h(𝑠0)). (2)

We focus on the preference quantification, on finding the c𝑖. The preference specification is
mostly incomplete due to the agent’s imperfections. This means that

C𝑖 ≡ {ideal pds c𝑖(𝑏), 𝑏 ∈ B, respecting the agent’s wishes} (3)

includes several pds. It can be also empty because of the agent’s inconsistencies. The agent’s
preferences can be in contradiction or the agent can have un-achievable goals. The preference
elicitation (PE) consists of the choice of: ▶ the non-empty set C𝑖 that overcomes the agent’s
inconsistencies ▶ the optimal ideal pd c𝑖𝑜 from the set (3).



The PE principle from [18] recommends to choose as the optimal ideal pd

c𝑖𝑜 ∈ Arg min
c𝑖∈C𝑖

min
𝜋∈Π

D(c𝜋||c𝑖). (4)

Its use in FPD ensures that no preferences are added to the agent’s. Theorem 1 describes the 1𝑠𝑡

minimization over 𝜋. The 2𝑛𝑑 minimization over c𝑖 is harder and it can be done over individual
factors of c𝑖 for each already observed state.

Then, cf. (1), (2), (4), the optimal closed-loop ideal pd c𝑖𝑜 in the last step reads

c𝑖𝑜 ≡ m𝑖𝑜r𝑖𝑜
(1),(2)
∈ Argmax

r𝑖∈R𝑖

[︂
max
m𝑖∈M𝑖

∫︁
𝑎1∈A

r𝑖(𝑎1|𝑠0) exp[−d(𝑎1, 𝑠0)]d𝑎1

]︂
d(𝑎1, 𝑠0) =

∫︁
𝑠1∈S

m(𝑠1|𝑎1, 𝑠0) ln
(︂

m(𝑠1|𝑎1, 𝑠0)
h(𝑠0)m𝑖(𝑠1|𝑎1, 𝑠0)

)︂
d𝑠1, (5)

h(𝑠0) comes from the backward recursion via step (1). The minimization over a c𝑖- factor
(ci(𝑠𝑡|𝑎𝑡, 𝑠𝑡−1) = mi(𝑠𝑡|𝑎𝑡, 𝑠𝑡−1)r(𝑎𝑡|𝑠𝑡−1)) in any decision epoch 𝑡 ∈ T and for any realized
state 𝑠𝑡−1 are formally identical. Therefore, we can suppress 𝑡 and 𝑠𝑡−1 ∈ S and deal with
m(𝑠|𝑎) ≡ m(𝑠𝑡 = 𝑠|𝑎𝑡 = 𝑎, 𝑠𝑡−1), m𝑖(𝑠|𝑎) ≡ m𝑖(𝑠𝑡 = 𝑠|𝑎𝑡 = 𝑎, 𝑠𝑡−1), r(𝑎) ≡ r(𝑎𝑡 =
𝑎|𝑠𝑡−1), r

𝑖(𝑎) ≡ r𝑖(𝑎𝑡 = 𝑎|𝑠𝑡−1) and h(𝑠) = h(𝑠𝑡 = 𝑠). The optimization (5) uses the given h(𝑠)
and runs over M𝑖 (a set of m𝑖-s) while C𝑖 is determined by a given r𝑖 and chosen from the set R𝑖

(a set of r𝑖-s). For then c𝑖 = m𝑖r𝑖- factors are in

{c𝑖(𝑠, 𝑎) : c𝑖(𝑠, 𝑎) = m𝑖(𝑠|𝑎)r𝑖(𝑎), 𝑠 ∈ S, 𝑎 ∈ A, respecting the agent’s wishes}. (6)

2. Preference Quantification
We first perform the optimization for a quite general choice of sets M𝑖,R𝑖. Then, we specialize it
to a specific but still general case.

2.1. The generic choice of optimal ideal model of the system

Theorem 2. (Optimal m𝑖𝑜-factor, [19]) Let r𝑖 ∈ R𝑖 be a fixed ideal decision rule, which defines
a non-empty cross-section M𝑖 ≡ {m𝑖 : m𝑖r𝑖 ∈ set (6)}. Let m𝑖(𝑠|𝑎) ∈ M𝑖 exist such that
d(𝑎) < ∞, ∀𝑎 ∈ A (1) 𝑡 and 𝑠𝑡−1 suppressed. Then, the optimal ideal m𝑖𝑜−factor minimises
d(𝑎), 𝑠 ∈ S, 𝑎 ∈ A, i.e.

m𝑖𝑜(𝑠|𝑎) ∈ Arg max
m𝑖∈M𝑖

∫︁
A
r𝑖(𝑎) exp[−d(𝑎)]d𝑎 = Arg min

m𝑖∈M𝑖
d(𝑎). (7)

2.2. The generic choice of optimal ideal decision rule

The decision rules work on the set of admissible actions. Thus, the support of an admissible
r-factor must be included in the set of possible actions i.e. supp[r] ⊂ A. The form of the
FPD-optimal r𝑜-factor, Theorem 1, implies that supp[r𝑜] ⊆ supp[r𝑖]. Therefore, only the ideal
r𝑖-factors

r𝑖 ∈ R𝑖 ≡
{︀
r𝑖 : supp[r𝑖] = A

}︀
(8)



keep actions 𝑎 ∈ A and exclude none. Thus, (8) is the generic constraint and

R𝑖 ≡ {r𝑖 : m𝑖𝑜r𝑖 ∈ (6) while m𝑖𝑜 is given by (7)}.

Theorem 3. (Optimal r𝑖𝑜-factor meeting (8), [19]) Let assumptions of Theorem 2 hold and for
a scalar 𝑝 > 1

R𝑖 ≡

{︃
r𝑖 : supp[r𝑖] = A, ||r𝑖||𝑝 ≡

[︂∫︁
A
(r𝑖(𝑎))𝑝d𝑎

]︂1/𝑝
< ∞

}︃
, |A| ≡

∫︁
A
d𝑎 < ∞. (9)

Then, the optimal ideal r𝑖𝑜-factor reads, cf. (1), (7),

r𝑖𝑜 ∝ 𝜒A(𝑎) exp[−𝜈d𝑜(𝑎)], 𝜈 ≡ 1

𝑝− 1
, 𝜒A(𝑎) is the indicator function of A

d𝑜(𝑎) ≡
∫︁
S
m(𝑠|𝑎) ln

(︂
m(𝑠|𝑎)

h(𝑠)m𝑖𝑜(𝑠|𝑎)

)︂
d𝑠

(7)

≤ d(𝑎). (10)

The r𝑖𝑜-factor (10) belongs to (9) and meets (8).

Remarks ▶The generic constraint (8) implies that the ideal r𝑖-factors support exploration, which
makes the Bayesian learning efficient. ▶The parameter 𝜈 controls exploration. Every action
from the set of possible actions can be tried with almost the same probability if the parameter 𝜈 is
close to 0. If 𝜈 gets bigger the exploration declines, cf. form of r𝑖𝑜 in (10).

2.3. The specific choice of M𝑖 making C𝑖 ̸= ∅

The optimal ideal r𝑖𝑜-factor is uniquely given by the choice of m𝑖𝑜 (and by the opted 𝜈) via (10).
The description of the agent’s preferences only guarantees a non-empty set M𝑖. A wide range of
practical cases can be covered with a few additional PE-oriented queries. Our specific elaborated
case concerns the next agent’s general wish.

The agent wants to reach given sets of ideal statesS𝑖 and ideal actionsA𝑖,

∅ ≠ S𝑖 ⊂ S, ∅ ≠ A𝑖 ⊆ A. (11)

This is quantified as the wish to assign the highest probability to the set of ideal states S𝑖 and
to the set of ideal actions A𝑖 (11) by closing the loop of the given model m and of the optimal
ideal decision rule r𝑖𝑜. So we choose as the maximized functional∫︁

A
𝜌(𝑎)r𝑖𝑜(𝑎) d𝑎 ≡

∫︁
A

[︂
(1− 𝑤)

∫︁
S
𝜒S𝑖(𝑠)m(𝑠|𝑎) d𝑠+ 𝑤𝜒A𝑖(𝑎)

]︂
r𝑖𝑜(𝑎) d𝑎. (12)

The introduced weight 𝑤 ∈ W ≡ [0, 1] parameterizes how much the agent prefers to stay in the
set of ideal actions A𝑖 relative to being in the set of ideal states S𝑖.

The inspected problem has a meaningful solution if

𝜌(𝑎) = (1− 𝑤)

∫︁
S
𝜒S𝑖(𝑠)m(𝑠|𝑎) d𝑠+ 𝑤𝜒A𝑖(𝑎) > 0, on A. (13)



If the functional (12) is large, then the probabilities of the preferred sets are large. The part
(1−𝑤)

∫︀
S 𝜒S𝑖(𝑠)m(𝑠|𝑎) d𝑠 forces the highest probability to the set S𝑖. And the part 𝑤𝜒A𝑖(𝑎)r𝑖𝑜(𝑎)

should guarantee that the ideal decision rule will often choose the actions from the set A𝑖. The
weight 𝑤 balances these probabilities.

Remarks ▶The weight is fixed. Its fine-tuning is controlled by additional queries. ▶The
function determining 𝜌(𝑎) qualitatively plays the role of the reward. ▶Our construction of
the optimal ideal pd c𝑖𝑜 quantifies the agent’s preferences in an ambitious but realistic way.
▶Maximization of (12) with r𝑖𝑜 given by (10) rely on:

Theorem 4. (Optimal value of d𝑜, [19]) Under assumptions of Theorem 3, covering those of
Theorem 2, and under (13), the optimal ideal model m𝑖𝑜 fulfilling (12) determines d𝑜(𝑎), giving
r𝑖𝑜 = r𝑖(m𝑖𝑜) (10), 𝑎 ∈ A, as the function

d𝑜(𝑎) ≡ d𝑜(�̄�) + ln

(︂
max𝑎∈A(𝜌(𝑎))

𝜌(𝑎)

)︂
, �̄� ∈ Argmax

𝑎∈A
(𝜌(𝑎)). (14)

Theorem 5. (Solvability of (14), [19]) Under (13) and |A| < ∞, the smallest d𝑜(�̄�) exists such
that (14) has a solution m𝑖𝑜(𝑠|𝑎), 𝑠 ∈ S, ∀𝑎 ∈ A. Thus, the smallest d𝑜(�̄�) guaranteeing
solvability of (14) ∀𝑎 ∈ {𝑎} is

d𝑜(�̄�) = max

[︂
0,max

𝑎∈A

∫︁
S
m(𝑠|𝑎) ln

[︂
𝜌(𝑎)

𝜌(�̄�)h(𝑠)

]︂
d𝑠

]︂
. (15)

The ideal m𝑖𝑜 gives d𝑜(𝑎) (1) and r𝑖𝑜(m𝑖𝑜) via (7). The next proposition provides it for generic
pds m(𝑠|𝑎). It requires to find m𝑖𝑜 giving d𝑜 (14) on A.

Theorem 6. (m𝑖𝑜 meeting (12), generic m(𝑠|𝑎), [19]) Let m(𝑠|𝑎), for some 𝑎 ∈ A, be non-
uniform on S and Theorem (3) hold. Then, the m𝑖𝑜−factor meeting (12) reads

m𝑖(𝑠|𝑎) =
m(𝑠|𝑎) exp(−e(𝑎)m(𝑠|𝑎))∫︀

Sm(𝑠|𝑎) exp(−e(𝑎)m(𝑠|𝑎)) d𝑠
, while |S| ≡

∫︁
S
d𝑠 < ∞. (16)

The real valued e(𝑎) in (16) is the existing solution of L(e(𝑎)) = R(𝑎). For d𝑜(�̄�) meeting (15)
with �̄� ∈ Argmax𝑎∈A 𝜌(𝑎), the left- and right-hand sides of this equation are

L(e(𝑎)) ≡ e(𝑎)Λ(𝑎) + ln

(︂∫︁
S
m(𝑠|𝑎) exp[−e(𝑎)m(𝑠|𝑎)] d𝑠

)︂
, Λ(𝑎) ≡

∫︁
S
m2(𝑠|𝑎) d𝑠

R(𝑎) ≡ −
∫︁
S
m(𝑠|𝑎) ln

(︂
m(𝑠|𝑎)
h(𝑠)

)︂
d𝑠+ d𝑜(�̄�) + ln

(︂
𝜌(�̄�)

𝜌(𝑎)

)︂
, �̄� ∈ Argmax

𝑎∈A
𝜌(𝑎). (17)

The uniform case was solved similarly, see [19].

3. On algorithmization

In the considered case with the discrete-valued states and actions, the found solution can be
directly converted into a compact algorithm. It is done in [19]. Here, we just stress that it uses



the Bayesian estimation of unknown but time-invariant values of the transition probabilities Θ.
The gained parametric model m(𝑠𝑡|𝑎𝑡, 𝑠𝑡−1,Θ) belongs to the exponential family [1] and makes
Dirichlet’s prior pd self-reproducing. Its degrees of freedom counting the observed transitions
𝑠𝑡−1 = �̃� ∈ S, 𝑎𝑡 = 𝑎 ∈ A to 𝑠𝑡 = 𝑠 ∈ S form the sufficient statistic for learning unknown
Θ𝑠|𝑎,�̃� ≡ m(𝑠|𝑎, �̃�,Θ) [3].

4. Dialogue with the user
The agent specifies the preferred states S𝑖 and preferred actions A𝑖 before the beginning DM. A
problem arises as the agent1 wishes concern two usually contradiction things. In this case, we
need to choose the weight 𝑤 in (12), which determines how much the user prefers to stay in the
set A𝑖 relative to being in S𝑖. But they are unable to express how much they prefer it before they
will observe how the closed loop behaves. That is why we added a dialogue with the user during
the DM. The user will express their preferences and next they will control the results of the DM
during the DM. The DM solved in Section 3, referred to as the basic DM, deals with two types of
inputs:

✓ those directly describing the basic DM, which include: ▶ the state S and action A sets;
▶ the wishes-expressing ideal sets S𝑖 ⊂ S and A𝑖 ⊆ A;

✓ more technical, policy-influencing, inputs that include: ▶ the weight 𝑤 ∈ [0, 1] balancing
the relative importance of ideal sets, see (12); ▶ the scalar 𝜈 > 0, see (10), balancing
exploration with exploitation (duality, [10, 20]).

Fine variations of ideal sets S𝑖, A𝑖 or the design horizon |𝑇 | are potential inputs of the preference
processing but they are here fixed. Thus, the paper focuses just on the pair 𝑤, 𝜈. Its optimal choice
depends on: ▶ subjective user’s preferences; ▶ the user’s attitude to the basic DM; ▶ emotions,
etc., i.e. on the user’s mental state. The dependence is complex and the mental state can hardly be
directly measured and quantified. Two users can have the same preferences expressed by the sets
S𝑖,A𝑖, but their responses differ.

In our solution, the user is asked to judge the DM quality reached for various choices of
𝑤, 𝜈. This is the domain of classical PE [8] that often elicits preferences about a static DM
and interactively queries the user. Even advanced versions, represented by [4, 5, 7], become
cumbersome in the targeted basic dynamic DM. This makes us adopt the next user-driven way
that consists of solving an appropriate FPD meta-task, whose description uses capital versions of
all functions and parameters entering it, cf. [11].

The user assigns (satisfaction) marks. Their changes during the dialog serve as the (meta-)state
𝑆𝑇 ∈ S̄, to the behaviour caused by the policy, designed for trial values of the optional inputs
here, (𝑤, 𝜈). Their changes 𝐴𝑇 are the (meta-)actions. They are generated by (meta-)policy
gained by the same algorithm as that used at the basic level2. It runs more slowly than the basic
DM, 𝑇 ∈ {𝑇 , 2𝑇 , . . . , } ⊂ T given by 𝑇 > 1.

This simple idea has to cope with the possible infinite regress, i.e. DM at meta-level needs
meta-inputs opted via a meta-PE, etc. Also, the curse of dimensionality [2] endangers applicability
as the opted inputs are multiple and continuous-valued. Our way counteracts both obstacles. We

1The agent will be called user as it is usual for preference elicitation.
2In harmony with the quest for a universal DM.



decided to ask queries after every time epoch 𝑇 > 1, but the queries can be answered irregularly
after some multiples of the 𝑇 . The use of zero-order holder copes with the expected irregularity
of user’s responses. It makes realistic the time-invariance of the model M(𝑆𝑇 |𝐴𝑇 , 𝑆𝑇−𝑇 ,Θ) :=
Θ𝑆𝑇 |𝐴𝑇 ,𝑆𝑇−𝑇

needed for learning this meta-model, cf. the beginning of Sec. 3.
The set of possible meta-states is S̄ := {−1, 0, 1}. It is implied by a difference of the

current mark and previous mark3 i.e. Δ𝑔 = 𝑔𝑇 − 𝑔𝑇−1. If Δ𝑔 < 0 =⇒ S̄ = {−1}, if
Δ𝑔 = 0 =⇒ S̄ = {0} and if Δ𝑔 > 0 =⇒ S̄ = {1}.

The choice of the ordinal scale of marks 𝑔 ∈ Ḡ ≡ {1, . . . , |Ḡ| ≡ 5} suffices for expressing
“satisfaction degree”. A rich, cross-domain, experience, e.g. in marketing [6] or in European
Credit and Accumulation System, confirms this. The mark 𝑔 = 1 is taken as the best one. The
ideal set of meta-states is then S̄𝑖 ≡ {−1}.

By construction, the outcomes of the basic DM depend smoothly on the discussed inputs. Thus,
changes 𝐴 ≡ (Δ𝑤,Δ𝜈) of inputs (𝑤, 𝜈) can be selected in a finite set Ā := {(Δ𝑤,Δ𝜈)} of
discrete values. The natural flexible options are

Δ𝑤 ∈ {−�̄�, 0, �̄�}, Δ𝜈 ∈ {−𝜈, 0, 𝜈}, �̄�, 𝜈 > 0. (18)

The meta-policy is to guarantee that its actions stay within their allowed ranges (𝑤 ∈ [0, 1],
𝜈 > 0). The used simple clipping at boundaries of (18) seems to suffice. We have no other
demands on the actions. Thus, Ā = Ā𝑖 and 𝑊 = 0 (meta-twin to 𝑤 in (12)).

The last input to the meta-DM is the parameter of exploration 𝜈. It makes no sense to choose a
different value at the meta-level: the meta-action is its common value.

The appearance of 𝑇 , �̄�, 𝜈 still preserves the danger of infinite regress. At present, it is cut
by force and they are chosen heuristically. They, however, offer, the first step in a conceptual
solution that: ▶ lets appear only meta-inputs that have a weak influence on results; ▶ tunes them
via an adaptive minimization of miss-modelling error [17].

5. Experiments
This core section presents experiments. We have chosen a DM example with a heating system.

Common simulation options The simulated system is Markov with |S| = 15 and |A| = 7. It
is created by learning the transition pd p(𝑠𝑡|𝑎𝑡, 𝑠𝑡−1) on the simulated system generating 106 real
values 𝑦𝑡 stimulated by independently generated discrete actions in A := {1, . . . , 7}. The states
𝑠𝑡 ∈ S := {1, . . . , 15} are gained via an affine mapping of discretized values of the real-valued
𝑦𝑡 generated by the equation (𝑦0 = 1)

𝑦𝑡 = 0.028𝑦𝑡−1 + 1.81𝑦𝑡−2 − 0.817𝑦𝑡−3 + 0.1𝑎𝑡 − 0.16𝑎𝑡−1 + 0.05𝜀𝑡.

There, 𝜀𝑡 is the white, zero-mean, normal noise with a unit variance. In all experiments with the
Markov chain, the number of simulated epoch was 800. The seed of the random generator was
fixed, and the initial state 𝑠0 = 1. The initial guess of the entries of the array e (17) was 1.2. The
horizon for dynamic programming is ℎ = 2, which suffices when taking the outcome from the
previous epoch as the initial guess of the stationary value function.

3We decided to note marks with a symbol 𝑔 as grade, as 𝑚 for mark is already used.



Experiments We present DM results without and with the user’s control. DM without the
user’s control, it is the basic DM with no meta-level and preferences expressed by the ideal sets
S𝑖, A𝑖 and by fixed options 𝑤, 𝜈. DM with the user’s control solves the basic DM supported by
the second-layer implementing the solution of the meta-DM task with the dialogue with the user.
The DM with the user’s control gives the user the chance to express their satisfaction every ten
steps, 𝑇 = 10. The satisfaction is quite subjective. It is demonstrated by presenting selected
results for different users. We also present results with different fixed parameters 𝑤, 𝜈 to show
how these parameters influence DM. In experiments with the user’s control, these parameters are
free and they are changed by the responses of the user. The changes of the free parameters 𝑤, 𝜈
are �̄� = 0.1 and 𝜈 = 0.3 (18). To compare the results impartially we use prices paid for deviation
from the preferred behavior. The agreed prices are in Table 1 (common to all experiments) and
Table 2 that suits to the preferred state S𝑖 = {8}. Other preferred states are priced similarly.

Table 1
The price paid for the individual action values

action 1 2 3 4 5 6 7
price 3 2 1 0 1 2 3

Table 2
The price paid for the individual state values when S𝑖 = {8}

state 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
price 4 3 3 2 2 1 1 0 1 1 2 2 3 3 4

Experiment 1. It shows the results for the preferred state S𝑖 = {6} and then for S𝑖 = {8}. No
action is preferred, A𝑖 = A. The free parameters are fixed, 𝑤 = 0, 𝜈 = 1.

(a) States for S𝑖 = {6} (b) Actions for S𝑖 = {6}

(c) States for S𝑖 = {8} (d) Actions for S𝑖 = {8}

Figure 1: Exp. 1: states and actions in the basic DM for different preferences of states without
any additional preference of actions A𝑖 = A

Discussion In the Fig. 1, we can see that the frequency of the preferred state S𝑖 = {8} is pretty
high. It occurs the most often. On the other hand the preferred state S𝑖 = {6} does not occur the
most often and its frequency is low. It is hard for the system to get the state S𝑖 = {6}. We will try
to change the free parameters to improve results.

Experiment 2. It shows the results for S𝑖 = {8} and S𝑖 = {6} with the extra preference of
actions A𝑖 = {4}. The weight 𝑤 = 0.3 and the value 𝜈 = 1 are fixed.

Discussion With the extra preference on actions the preferred states appear less often for both
preferences, but still the preferred state appears the most often for the preference S𝑖 = {8}. On



(a) States for S𝑖 = {6} (b) Actions for S𝑖 = {6}

(c) States for S𝑖 = {8} (d) Actions for S𝑖 = {8}

Figure 2: Exp. 2: states and actions in the basic DM for different preferences of states with an
extra preference on actions A𝑖 = {4}, 𝑤 = 0.3

the other hand the results for actions are pretty good for both. The preferred state S𝑖 = {6} with
the extra preference of action occurs even much less often, as expected, because these preferences
contradict. But still the results are not bad. The user can be satisfied with the results because they
could prioritized the results of actions over the poorer results concerning states.

Experiment 3. We would like to show how the parameter 𝜈 influence the results. We try
improve our results for the preferred state S𝑖 = {6}, which gives worse results. We should be
able to improve the results when there is no additional preference of actions. If the exploration
parameter 𝜈 will be bigger, the selection of the action will not be uniform, but will be concentrated
on the action, which guarantees the preferred state.

(a) States (b) Actions

Figure 3: Exp. 3: states and actions in the basic DM for S𝑖 = {6},A𝑖 = A, 𝜈 = 5

Discussion We can see, that we can improve the previous results via the parameter 𝜈. We tried
many values of 𝜈, and present the best of for which the preferred state occurs the most often. The
actions that cause the state 6 are around the action 2.

Experiment 4. We showed that the results of the experiments are influenced by the parameters
𝑤 and 𝜈. That is why we left these parameters to be free for the dialogue with the user. We choose
their values according to the responses of the users. We would like to show, that they can get the
desired results without any knowledge of DM and PE theories just using our algorithm. The users
were instructed to want S𝑖 = {6} without an additional preference of actions A𝑖 = A and then
S𝑖 = {8} with their preference of actions A𝑖 = {4}.



(a) States for the 1st user (b) Actions for the 1st user

(c) States for the 2nd user (d) Actions for the 2nd user

Figure 4: Exp. 4: states and actions for S𝑖 = {6},A𝑖 = A in DM for the users

Parameters in time for the 1st user

(a) Parameter 𝑤 in time (b) Parameter 𝜈 in time (c) Marks in time

Parameters in time for the 2nd user

(d) Parameter 𝑤 in time (e) Parameter 𝜈 in time (f) Marks in time

Figure 5: Exp. 4: The evolution of parameters for users with preferences S𝑖 = {6},A𝑖 = A.

Discussion In the Fig. 4 we can see that the results for S𝑖 = {6},A𝑖 = A are much better for
the 1st user. The occurrence of the preferred state is pretty high and it appears the most often.
For the 2nd user the results are worse. The preferred state does not appear as much often and its
occurrence is low. If we look at the evolution of the free parameters and marks Fig. 5, we can
see that the courses of weight 𝑤 are very similar and the weight is zero most of the time, which
we assumed, because there is no additional preference. The courses of parameter 𝜈 are pretty
different. The 1st user’s 𝜈 is almost all the time between 2 and 5 and the 2nd user’s declines to the
value 0.1. That is because the 2nd user was strict with their marking, they were not so satisfied
and that’s why the algorithm tries to increase the exploration and find the results to satisfy the
user. Because of that the results got worse and we got into dead end. So it really depends on the
user’s strategy. Thanks to the 1st user we can see that we can get good results but also thanks to
the 2nd user we can see that if the algorithm gets bad feedback, it will worsen the results.



(a) States for the 1st user (b) Actions for the 1st user

(c) States for the 2nd user (d) Actions for the 2nd user

Figure 6: Exp. 4: states and actions for S𝑖 = {8},A𝑖 = {4} in DM for the user

Parameters in time for the 1st user

(a) Parameter 𝑤 in time (b) Parameter 𝜈 in time (c) Marks in time

Parameters in time for the 2nd user

(d) Parameter 𝑤 in time (e) Parameter 𝜈 in time (f) Marks in time

Figure 7: Exp. 5: The evolution of parameters with preferences S𝑖 = {8},A𝑖 = {4}.

Discussion For the preferences S𝑖 = {8},A𝑖 = {4}, Fig. 5 the both users got great results.
These preferences are not in a contradiction and as we could see above, it is easy for the system
to reach this state. We can see from marking that both users were satisfied. The courses of the
weight and 𝜈 differ. The 1st user’s weight increase more and parameter 𝜈 decrease more than for
the 2nd user. The 2nd user’s parameters are more consistent but the frequencies of preferred state
and action do not differ much.

6. Numerical results

Table 3 shows the prices paid for actions and states for S𝑖 = {8},A𝑖 = {4}. For S𝑖 = {6},A𝑖 =
A the results can be judged in the same way.

We can see that the total price is the best (the lowest) for the 2nd user because they had the



Table 3
The price paid for actions and states in all experiments

Exp.
no

Opted parame-
ters

The
price of
actions

The
price of
states

Total
price

Number of
the preferred
actions

Number of the
preferred states

1. 𝑤 = 0.0, 𝜈 = 1 1086 370 1456 170 440
2. 𝑤 = 0.3, 𝜈 = 1 181 475 656 698 335
3. 1st user 281 403 684 614 403
4. 2nd user 219 420 639 692 386

top number of selections of the preferred action and the preferred state occurs also very often.
They were satisfied as can be seen on the evolution of marks Fig 7. So we can say that it is the
best result of our experiments. But the user are different so for someone it is a good results and
for someone else not, because the prices that the users are willing to pay are individual. That we
should keep in mind. The ”objective” numerical comparison is of secondary importance. We also
repeat that the users got the results they want without any knowledge of DM theory. It is also less
time demanding to find a good policy via their feedback during the DM.

7. Concluding remarks
The paper presents the quantification of preferences within the fully probabilistic design of
decision results. It provides the user’s feedback that optimizes free parameters 𝜈 and 𝑤. It
presents the experiments which show how the fixed parameters influence the DM. It compares
the DM with and without the user’s control. The algorithm does not need users any additional
knowledge of the DM and PE theories.

The further research should:

✓ care about dimensionality curse connected with other wishes;
✓ add more free parameters, e.g., extensions of preferred sets of states and actions;
✓ address continuous systems;
✓ more specific application and real-system cases; etc.

These are hard tasks requiring more research to fill the gaps in the built universal DM theory, cf.
Motivation.
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