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Abstract
Point cloud registration is a fundamental problem in robotics, critical for tasks such as localization and mapping. Most
approaches to this problem use feature-based techniques. However, these approaches have issues when dealing with unstruc-
tured environments where meaningful features are difficult to extract. Recently, an innovative global point cloud registration
algorithm, PHASER, which does not rely on geometric features or point correspondences, has been introduced. It leverages
Fourier transforms to identify the optimal rigid transform that maximizes cross-correlation between source and target point
clouds. PHASER can also incorporate additional data channels, like LiDAR intensity, to enhance registration results. Because
it does not rely on local features and because of its ability to exploit additional data, PHASER is particularly useful when
dealing with very noisy point clouds or with many outliers. For this reason, we propose an extension to PHASER that con-
siders multiple plausible rototranslation hypotheses. Our extended approach outperforms the original PHASER algorithm,
especially in challenging scenarios where point clouds are widely separated. We validate its effectiveness on the DARPA
SubT, and the Newer College datasets, showcasing its potential for improving registration accuracy in complex environments.
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1 Introduction

Point clouds registration, that is, finding the rigid transfor-
mation that best aligns two point clouds, is a very common
problem in robotics. Indeed, it is a very important step for sev-
eral robotic tasks, such as localization or mapping. There are
two variants of this problem. The first one, called “local reg-
istration,” employs local optimization techniques and works
only when the two point clouds are already roughly aligned,
that is, it is used to refine an alignment. A popular solution
to this problem is ICP (Iterative Closest Point), developed
independently by [1–3].

The second variant is called “global registration” and aims
to align point clouds without any requirements on their ini-
tial alignment. Most solutions to this problems employ some
kinds of local feature, which are used to represent the geo-
metric structure of the environment. Examples are PFH [4]
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and its faster variant FPFH [5], Angle-Invariant Features [6],
or SIFT features extracted from depth images [7].

Recently, feature extractors based on neural networks
have been proposed too. One such method is fully convo-
lutional geometric features, presented by Choy et al. [8].
This approach employs a fully convolutional neural net-
work to produce geometric features in a single pass. Another
notable example is 3D Match, a 3D convolutional neural
network introduced by Zeng et al. [9]. 3D Match utilizes
a 3D patch around a point to compute a feature descriptor.
The distance between two descriptors determines the like-
lihood of a match. The descriptor is trained unsupervisedly
with correspondences from existing RGB-D reconstructions.
A different approach, 3DFeat-Net [10], relies on a Siamese
architecture to learn to extract descriptive features, and on
PointNet, introduced by Qi et al. [11], to represent point
clouds. This model is trained to recognize whether two given
point clouds originate from the same location, using weakly
supervised learning with pairs of point clouds annotated
with GPS and inertial-based localization. Unlike 3DMatch,
3DFeat-Net combines both a feature detector and a descrip-
tor extractor. PPFNet [12] represents another approach that
builds on PointNet. It utilizes points, normals, and point pair
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features (PPF) for feature extraction and analysis. Lastly,
3DSmoothNet is a very efficient descriptor built using a
voxelized smoothed density value representation with a
Siamese deep learning architecture and fully convolutional
layers [13].

While through the years many different kinds of feature
descriptors for global point clouds registration have been pro-
posed, they all share a common problem. Since they aim at
representing the geometric structure of an environment, they
do not work properly in the absence of such structure. Such
situation is quite common in many natural environments, for
which the most common feature-based solutions do not work
properly, as highlighted by previous works [14].

PHASER is a global point cloud registration algorithm
which, contrary to most state-of-the-art approaches, is not
based on features and which does not rely on finding corre-
spondences between the points of the source and the target
point clouds [15]. Instead, it exploits the Fourier transform of
the point clouds to calculate a rigid transformation that maxi-
mizes the cross-correlation, a measure of similarity, between
the two clouds. In addition, PHASER is able to use data
other than range, such as the intensity channel of a LiDAR,
to improve the registration result. This correspondence-free
approach does not rely on local features, which can be greatly
affected by noise, distortion, or outliers. Therefore, PHASER
is particularly suitable for difficult registration problems,
such as those dealing with noisy point clouds, low overlap,
and different density between the two clouds. It also per-
forms very well on challenging datasets representing natural
environments.

Despite its good performances on unstructured point
clouds depictingnatural environments, PHASERsharesmost
of the drawbacks of most global point clouds registration
techniques which make it works not always work optimally:

• The objective function in global point clouds registration
is often not exact, but derived from some kind of heuris-
tics. This means that, even when the global optimum is
found, there is no guarantee that it actually corresponds to
the best alignment. On the contrary, it can happen that the
best alignment corresponds to a local maximum smaller
than the global one;

• Real-world point cloud data often contain noise and out-
liers.Moreover, the overlap between the two point clouds
to align is often partial. These characteristics make the
previous problem even worse.

This last point is particularly pertinent for PHASER,
which, despite generating multiple solution hypotheses, ulti-
mately relies on a single global optimum. However, as
demonstrated, this global optimum may not always yield the
best alignment.

To address this issue,wepropose an extension toPHASER
that considers multiple solution hypotheses, accompanied
by a criterion to identify the most plausible among them.
Our extension surpasses both PHASER and a state-of-the-
art method (FPFH features combined with TEASER++) on
challenging datasets like DARPA SubT and Newer College.
These datasets, selected for their difficulty and similarity to
those used in testing the original PHASER, incorporate addi-
tional data channels like intensity or reflectivity, besides point
positions. We demonstrate the effectiveness of our proposal,
particularly in scenarios where point clouds are very mis-
aligned, representing the most challenging registration tasks.
The most important improvements in our work include:

• We show that the global optimum used by PHASER
does not necessarily correspond to the best alignment.
By using a solution that corresponds to a local opti-
mum rather than the global optimum, we can effectively
achieve a better alignment. This is especially the case for
the most difficult problems.

• Unlike PHASER, which relies solely on a single global
optimum, the extension mitigates this limitation by
exploringmultiple plausible solutions. This addresses the
inherent challenges in point cloud registration, especially
in the presence of noise, outliers, or incomplete overlaps.

• Wedevelop a criterion to identify themost plausible solu-
tion among multiple hypotheses, that is, a criterion to
choose the best solution among multiple local optima.
This ensures that the final alignment is not only globally
optimal but also reflects the most suitable transformation
for the given point cloud data, leading to more precise
registration results.

• The extension demonstrates superior performance, par-
ticularly on challenging problems in the DARPA SubT
and Newer College datasets. These, known for their
complexity and variability, showcase the robustness and
effectiveness of the proposed approach in real-world
scenarios, surpassing both PHASER and other state-of-
the-art methods.

• With its improved robustness and accuracy, the exten-
sion extends the applicability of PHASER to a wider
range of environments and scenarios. Whether dealing
with challenging natural landscapes, urban environ-
ments, or industrial settings, the proposed approachoffers
enhanced performance and adaptability across different
domains.

Overall, the proposed extension represents a significant
advancement over the original PHASER algorithm, offer-
ing a more robust, accurate, and versatile solution for global
point cloud registration tasks in complex and dynamic envi-
ronments (Fig. 1).
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Fig. 1 A registration problem from the DARPA SubT dataset, where
the second hypothesis is better than the first (original) result

2 Methods

Since our proposal is an extension of PHASER, we briefly
introduce its working. For the details, please consult the orig-
inal work [15].

PHASER analyzes point clouds in the frequency domain
and calculates rotation and translation correlation tensors to
extract optimal rotation and translation values. The rotation
correlation is computed by projecting the two point clouds
onto a sphere, obtaining a N × N × N tensor, where N
depends on the bandwidth used for the spherical Fourier
transform. Along each dimension of the tensor, an index
represents a rotation angle. Since the rotation tensor is 3-
dimensional, each element represents a rotation expressed
by the convention of ZY’Z”-Euler angles. The value of an
element of the tensor is the correlation between the source
and target point clouds when the corresponding rotation is
applied to the source point cloud. To compute the translation
correlation, PHASER uses the two point clouds, re-sampled
with fixed grid, and produces an M × M × M tensor, with
M depending on the bandwidth used for the spatial Fourier
transform, where the indexes of the tensor correspond to
translations along the x , y, and z axes. The value of an ele-
ment of the tensor is the correlation between the point clouds
when the corresponding translation is applied to the source
point cloud.

PHASER uses these correlation tensors to estimate the
rigid transformation that best aligns two point clouds. First,
the rotation correlation tensor is computed and the maxi-

Fig. 2 Graphical representation of a correlation tensor. Each element
corresponds to a combination of 3 rotation angles or 3 translation vec-
tors. The color of the elements represents the correlation between the
source point cloud, after applying the transformation, and the target
point cloud

mum is extracted to find the best rotation. Then, this rotation
is applied to the source point cloud; the translation correla-
tion tensor is computed and used to find the translation that
maximizes the correlation.

2.1 Multiple hypothesis generation

The central idea of this work is that the correlation tensors
have multiple local maxima representing multiple rotation
and translation hypotheses.

The tensors are structured as follows: each element in the
tensor corresponds to either a rotation or a translation, and
the value of each element represents the correlation value
between the source point cloud, after applying the transfor-
mation, and the target point cloud, as shown in Fig. 2. It is
easy to see that the spatial arrangement of the elements of the
tensors is of fundamental importance in finding ameaningful
structure of the correlation trends.

We leverage the structured of tensors to identify local
maxima in both the rotation and translation tensors. Using
GPU parallelization with libtorch [16] tensors and CUDA,
we implement an efficient approach to extract peaks. This
involves a max pooling operation, where the kernel size
defines the neighborhood around a peak. Essentially, a loca-
tion in the tensor is a peak if its value exceeds that of all
neighboring elements. Subsequently, we generate a mask by
comparing the max-pooled tensor with the original, identi-
fying the local maxima. To speed-up the following steps, we
discard peaks with values below half the global maximum.
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To speed-up the computation of the subsequent steps, we
discard all the peaks which have a value smaller than half of
the globalmaximum.The total execution timeof our proposal
includes the following components:

• the time for the computation of the spherical Fourier trans-
form of the target point cloud (TFFT_sph_target);

• the time for the computation of the spherical Fourier trans-
form of the source point cloud (TFFT_sph_source);

• the time for theoriginal PHASERrotation cross-correlation
calculation (Trot);

• the time for extracting rotation peaks (Trot_peak_extraction);
• the time for the computation of the spatial Fourier trans-
form of the target point cloud (TFFT_spat_target);

• the time for the computation of the spatial Fourier trans-
form of the source point cloud, calculated for each rotation
peak (TFFT_spat_source);

• the time for the original PHASER translation cross-
correlation calculation, calculated for each rotation peak
(Ttrans);

• the time for extracting translationpeaks (Ttrans_peak_extraction).

Given these components, the total execution time Ttotal is:

Ttotal = TFFT_sph_target + TFFT_sph_source

+ Trot + Trot_peak_extraction + TFFT_spat_target

+ (TFFT_spat_source × Nrot_peaks) + (Ttrans × Nrot_peaks)

+ Ttrans_peak_extraction

where Nrot_peaks is the number of rotation peaks.
The time requirements for the spherical and spatial Fourier

transform, and the computation of the cross-correlation ten-
sors are the sameas the original PHASER.The computational
time of the peak search, according to the PHASER’s parame-
ters used in the experiment section and executed on a NVidia
GTX 1080ti GPU, is equal to 0.3839s for the rotation tensor,
and to 0.3851s for all the 4 translation tensors concurrently.

Our extended algorithm first computes the rotation corre-
lation tensor. Then, for each peak, the corresponding rotation
is applied to the source point cloud. For each rotated point
cloud, a translation correlation tensor is computed, multiple
peaks are extracted, and the corresponding translations are
applied to the source point cloud to obtain the final transfor-
mation hypothesis, as shown in Fig. 3.

2.2 Local refinement and hypothesis choice

According to the above methodology, the transformations
considered by the technique are basically sampled from a
discrete grid. Therefore, the result might not be very accu-
rate.Moreover, applying a local refinement step after a global
registration is a commonly used technique to achieve a finer

registration. For these reasons, we refine each hypothesis
with the well-known local registration algorithm ICP.

We used the libpointmatcher ICP implementation, which
allows, in addition to the standard algorithm, an outlier fil-
tering step [17]. Outlier filtering allows to reject wrong
correspondences found by the closest point policy, by asso-
ciating a weight to each correspondence found. The weight
is then used to weight the contribution of the correspondence
to the function to optimize. According to the work of Babin
et al. [17], we chose the CauchyMAD function as the outlier
filter.

After applying ICP, we compute the weighted residual
error between the source and target point clouds. In particular,
we use the point-to-point distance between correspondences
weighted by the outlier rejection function, not just the point-
to-point distance, that is,

err =
N∑

i=1

wi‖si − ti‖2 (1)

where N is the total number of correspondences, si is a point
from the source point cloud, ti is the closest point in the target
point cloud, and wi is the weight computed using the outlier
rejection function.

After the local refinement is applied to each hypothesis
and the residual is computed, we take the hypothesis which
has the least residual error as final result of our extended
algorithm.

3 Experimental setup

Since the original version of PHASER has been evaluated
using data which is not public, we could not reproduce the
exact same experiments. Therefore, we used two different
datasets for our experiments: the “Newer College” dataset
[18], and the “CERBERUSDARPASubTChallenge” dataset
[19, 20]. The former was acquired by Ramenzani et al. using
an Ouster OS1 LiDAR (64 channels), which is the same
LiDAR used for the original experiments. The data include
the coordinates of the points, along with intensity, reflec-
tivity and “ambient” data (the last two are specific to Ouster
LiDARs), and capture an outdoor environment in a university
campus.The seconddatasetwas acquired by theCERBERUS
team during the DARPA SubT Challenge using a Velodyne
VLP-16 PuckLITE,which is a lower resolutionLiDARcom-
pared to the Ouster, and was obtained in underground tunnels
and structures. These datasets allowed us to evaluate our
approach both in a setup similar to the original experiments
and in a more challenging one.
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Fig. 3 Hypotheses generation
pipeline. In this example, only
the first 2 largest rotation peaks
and the first 2 largest translation
peaks are taken into account

For the evaluation, a set of experiments for each dataset
was generated, similar to the “real-world” experiments of the
original work. A fundamental characteristic of a registration
problem is the distance between the poses of the sensors at the
acquisition of the two point clouds. This is because farther
poses correspond to a larger misalignment and, therefore,
to a more challenging problem. For this reason, we want to
measure how the performance of an approach varies when
the problem becomes more challenging. Therefore, using the
two datasets, we generated 400 registration problems, cor-
responding to pairs of point clouds generated to uniformly
sample the space of possible different poses between the
source and target point clouds. For the “Newer College”
dataset, the distance range used is from0 to 5ms,while for the
“DARPA SubT Challenge” dataset, the range used is from
0 to 2.5ms. These ranges were selected according to each
dataset, to guarantee a sufficient amount of overlap between
the point clouds to align. Since we are testing a global reg-
istration approach, no initial guess on the transformation to
estimate was provided.

Using the same pair of point clouds, we also propose addi-
tional experiments aimed at evaluating the performance of
our proposal with noisier or sparser (that is, less points per
volume) data.

For the first type of experiments, we sample the noise
from a Gaussian distribution and add it to the points of the
point clouds. The Gaussian has a mean value of zero and a
standard deviation calculated at runtime, to obtain a defined
Peak Signal-To-Noise ratio (PSNR). In particular, similar to
the original PHASER experiments [15], we used three dif-
ferent PSNR values: 40, 45, and 50db. The noise is added to
all the point clouds channels, hence both on the coordinates
and on additional channels, such as intensity.

Togenerate experimentswith sparser point clouds, instead,
we randomly downsample the target point cloud to remove
50% of the points.

To measure the quality of the registration, we use the met-
ric defined in the Point Clouds Registration Benchmark [14]:
given a source point cloud S, consisting of n points si , the
rigid transformation T estimated by the registration algo-
rithm, and the ground truth transformation G, the error is
calculated by measuring the distance between the source
point cloud aligned using the ground truth and the source
point cloud aligned using the estimated transformation. The
distance is defined as follows:

D(G · S, T · S) =
∑

i
‖G·si−T ·si‖

‖si−S‖
n
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Table 1 Estimated ground truth accuracy for the datasets used

Dataset Mean error [m] Std. Dev [m]

Newer College 0.14 0.05

Darpa SubT Challenge 0.03 0.02

where S is the centroid of S, T · S is the application of the
transformation T to S, and ‖x‖ is the L2 norm of the vector x .
D represents the average distance between the ground truth
and the estimated positions of a point, normalized by the
average distance to the centroid of the point cloud.

While different metrics to evaluate point clouds registra-
tion algorithms exist, this was chosen because it combines
the rotation and translation errors so that different approaches
can be compared.Otherwise, e.g., if one approachhad a lower
translation error and the other a lower rotation error, there
would be no objective way to decide which approach gives
the best result. For more details, please consult the corre-
sponding paper [14].

Moreover, we evaluated the accuracy of the ground truth
according to the method proposed by [14]. For each reg-
istration problem, we align the source and target clouds, in
their ground truth pose, using the registration algorithm intro-
duced byAgamennoni et al. [21]. Themetric discussed above
is used to measure the ground truth error. The results are pre-
sented in Table 1, and, according to thismeasure, we consider
the ground truth of both datasets good enough to be used for
our experiments.

4 Results

Since we propose an extension to the original PHASER
approach, we used similar parameters for our experiments.
Specifically, we set the spherical bandwidth parameter B̃ =
120 and the spatial bandwidth parameter B = 5. We started
from the same parameters used for the original testing activ-
ity and fine-tuned them to get the best results. Fine-tuning
was necessary to obtain the best results with PHASER,
because we use different datasets for our experimental activ-
ity. Moreover, we used range and intensity channels for the
experiments on the DARPA dataset, and range, intensity,
ambient, and reflectivity for the Newer College dataset. Con-
cerning the multiple hypotheses generation of our proposal,
we limit our search to thefirst 4 localmaxima for both rotation
and translation, therefore considering a total of 16 transfor-
mations.

We also compared both the original PHASER and our
variant with a state-of-the-art feature-based approach. Con-
sidering their results on natural datasets [14], we used

FPFH features [5] to look for correspondences, along with
TEASER++ [22] to estimate a transformation.

4.1 Results without ICP refinement

Figures4 and 5 show the results of our approach, compared
to those obtained using FPFH features in conjunction with
TEASER. The figures allow to compare how the perfor-
mance of the approaches varies with respect to the initial
misalignment between thepoint clouds (depictedby theblack
dashed line). On the x-axis, there is the distance between the
source and target point cloud. This distance corresponds to
the distance between the two positions of the sensor at the
acquisition. On the x-axis, we have the error, as defined in the
previous section. Of course, not every distance is represented
in our experimentation (much like in the original). For this
reason, for each distance on the x-axis, we show the result in
terms of a moving average, calculated using a window with
a size of 20 elements.

Our proposal generates a set of hypotheses rather than
a single solution. In the full version of the approach, these
hypotheses are refined with ICP and evaluated according to
an ICP-like metric. With this first set of experiments, how-
ever, we want to show that there is often a better solution
than the one generated by PHASER and that our approach
is capable of generating it. This leads to the need for an
extension of PHASER. For this reason, in this section we
evaluate our proposal without an ICP refinement step, using
the best hypotheses selected according to the ground truth as
the outcome. This is of course not representative of the actual
performance of our approach, which is shown in Figs. 6 and
7.

Considering Figs. 4 and 5, we can see that our proposal
(red line) and the original PHASER implementation (blue
line) perform very similarly when the distance between the
two point clouds is below a threshold of about 3.0 meters
for the Newer College dataset and of 0.5 meters for the
Darpa dataset. Beyond such value, the error of the origi-
nal PHASER increases severely, while that of our extension
remains much lower. Therefore, we can state that while
the two versions perform similarly with easier problems,
when the distance increases, there are better solutions that
are discarded by PHASER, while our extension is able to
generate solutions that allow registration under much more
challenging conditions. This is the case, for example, if the
acquisition frequency is too low in relation to the speed of
the observer and thus the distance between the point clouds
to align increases.

Similar observations hold also when considering an
approach based on FPFH features and TEASER (green line).
This approach is very effective for easier problem, but does
not allow accurate registration of distant point clouds.
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Fig. 4 Residual error,w.r.t. the initial distance between the point clouds,
of three approaches we compared on the DARPA dataset: TEASER++
with FPFH features, the original PHASER implementation, and our

extension. The dashed line represents the initial misalignment between
the point clouds, measured with the same metric of the errors

Fig. 5 Residual error, w.r.t. the initial distance between the point
clouds, of three approaches we compared on the Newer College
dataset: TEASER++ with FPFH features, the original PHASER imple-

mentation, and our extension. The dashed line represents the initial
misalignment between the point clouds, measured with the samemetric
of the errors
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Fig. 6 Residual error,w.r.t. the initial distance between the point clouds,
of three approaches we compared on the DARPA dataset: TEASER++
with FPFH features, the original PHASER implementation, and our
extension. The dashed line represents the initial misalignment between

the point clouds, measured with the same metric of the errors. In the
top picture, we have the moving average of the errors, calculated with
a window of 20 elements. Below, we have the corresponding standard
deviation

4.2 Results with ICP refinement

Expanding the experiments presented in the previous sec-
tions, we also tested the aforementioned approaches in
conjunction with a refinement step performed using ICP,
which is a very commonuse case.When aligningpoint clouds
with a very large initial misalignment, it is quite common to
perform a first initial registration step to compute a rough
estimate of the transformation. This first rough estimate is
then followed by a refinement step, which should provide a
muchmore accurate solution, since the search space becomes
smaller. This refinement step is often performed using ICP
or ICP-like approaches.

The results of this second set of experiments on both
datasets are shown in Figs. 6 and 7.

Each plot shows the initial misalignment, the hypothesis
chosen using the ICP residual, which is the actual outcome
of our approach, and the result of TEASER++ and FPFH
features. To allow for a fair comparison, the same ICP config-
uration was used to refine the results of TEASER++. Similar
to the previous set of experiments, the three approaches
perform similarly on simpler problems, i.e., below a cer-
tain distance. However, our proposal outperforms the other
approaches when it comes to solving more challenging prob-
lems. It should be noted that the results on the two datasets
are slightly different. On theNewer College dataset, the com-
bination of high-resolution LiDAR and open spaces allows
for good sampling and high-quality subsequent frequency
analysis. On the DARPA dataset, on the other hand, the com-
bination of a lower- resolution LiDAR and the tunnel-like

123



Intelligent Service Robotics (2024) 17:1109–1124 1117

Fig. 7 Residual error, w.r.t. the initial distance between the point
clouds, of three approaches we compared on the Newer College
dataset: TEASER++ with FPFH features, the original PHASER imple-
mentation, and our extension. The dashed line represents the initial

misalignment between the point clouds, measured with the samemetric
of the errors. In the top picture, we have the moving average of the
errors, calculated with a window of 20 elements. Below, we have the
corresponding standard deviation

environment might not always allow for sufficiently high fre-
quencies required for accurate registration.

Besides the distance between the positions of the sensors,
a critical parameter which defines the difficulty of a regis-
tration problem is the overlap between the point clouds. We
determined the level of overlap by measuring the percentage
of points within a point cloud that matched with correspond-
ing points in another point cloud, which had been aligned
using the ground truth [14]. Given that not all points had an
exact counterpart, we considered two points to form a cor-
respondence if their distance fell below a threshold of 0.1
meters. In Figs. 8 and 9, we show how the residual error of
the three approaches varies according to the overlap between
the source and target point clouds. In both datasets, there
seems to be no relevant difference between the approaches
in terms of mean residual error when the overlap is too low

(less than 50%). Furthermore, if we look at the standard devi-
ation bars in Figs. 8 and 9, we conclude that there is a huge
variability in the quality of the results for each approach. The
variability is so large that the differences in the mean errors
are not significant.

4.3 Other experiments

The outcomes of our experiments where noise was intro-
duced into the target point clouds are illustrated in Figs. 12
and 13. An analysis of these results confirms that our
proposed method outperforms both the original PHASER
and TEASER++ when combined with FPFH features. This
trend remains consistent with experiments conducted with-
out additional noise, with the performance gap between
our approach and others widening as problem difficulty
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Fig. 8 Comparison of the error on the DARPA dataset w.r.t. the initial
misalignment, dividing the experiments by the overlap between source
and target pointcloud. The dots represent the average error, while the

lines depict the standard deviation. The results with overlap less than
0.1 are not shown due to their low number

Fig. 9 Comparison of the error on the Newer College w.r.t. the initial misalignment, dividing the experiments by the overlap between source and
target pointclouds. The dot represents the mean error, and the lines the standard deviation.The results with overlap less than 0.2 are not shown due
to their low number
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Fig. 10 Histogram illustrating the frequency of optimal rotation and
translation combinations on the DARPA Challenge dataset. “Rot0
Transl0” denotes the combination of the highest rotation correlation

tensor peak with the highest translation correlation tensor peak. “Rot0
Transl1” represents the combination of the highest rotation peak with
the second highest translation peak, and so forth

Fig. 11 Histogram illustrating the frequency of optimal rotation and
translation combinations on theNewer Colleger dataset. “Rot0 Transl0”
denotes the combination of the highest rotation correlation tensor peak

with the highest translation correlation tensor peak. “Rot0 Transl1”
represents the combination of the highest rotation peak with the second
highest translation peak, and so forth

increases. Notably, TEASER++ struggles to yield satisfac-
tory solutions across most scenarios, as evidenced by its
green line on the plot frequently surpassing the dashed black
line indicating the initial misalignment. This highlights that
employing TEASER++ with FPFH features often worsen
the problem rather than solving it. This is surprising, con-
sidering TEASER’s prior excellent results on challenging
datasets [14], but underscores the ineffectiveness of feature-
based strategies in environments lacking clear structural cues,
such as underground tunnels.

As explained earlier, the rotation and translation correla-
tion tensors have multiple local maxima. Differently from
the original PHASER, we consider four maxima and choose
the best one according to an ICP-like method. Figures10
and 11 illustrate the frequency of selecting specific combina-
tions of maxima for the Newer College and DARPA datasets.
For instance, “Rot0 Transl0” denotes the combination of
the highest rotation correlation tensor peak with the highest
translation correlation tensor peak. “Rot0 Transl1” repre-
sents the combination of the highest rotation peak with the
second highest translation peak, and so forth. As expected,
most of the time the best solution was the combination of the
rotation and translation global maxima. However, the advan-

tage of considering multiple maxima cannot be neglected, as
also demonstrated by the comparison of our approach with
PHASER. This is particularly notable for the rotation corre-
lation tensor, where the best rotation may correspond to the
second or even third local maximum. In contrast, the transla-
tion benefits less from this strategy. Notably, considering the
fourth local maximum does not yield significant advantages,
leading us to limit our consideration to no more than four
maxima for both the translation and rotation.

The results of the experiments, conducted after randomly
sampling 50% of the points from the target point clouds, are
shown in Figs. 15 and 14. These experiments highlight the
challenge of aligning two point clouds with different den-
sities, where the target point cloud is significantly sparser
than the source. Even in such challenging scenarios, our pro-
posed approach outperforms the original PHASER method.
This aligns with our previous observations: the performance
difference is less pronounced in easier problems but becomes
significant in more difficult cases. Moreover, it is noteworthy
that our proposal consistently improves the initial solution,
even in very challenging problems (the orange line represent-
ing our proposal’s result is always below the dashed black
line representing the initial misalignment). In contrast, the
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Fig. 12 Experiments on the
DARPA dataset with different
levels of added noise. From top
to bottom PSNR 50, 45, and 40
dB
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Fig. 13 Experiments on the
Newer College dataset with
added noise. From top to bottom
PSNR 50, 45, and 40 dB
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Fig. 14 Comparison of the proposed approach and the original PHASER on the Newer College Dataset, with the target point cloud randomly
subsampled by 50%

Fig. 15 Comparison of the proposed approach and the original PHASER on the DARPA dataset, with the target point cloud randomly subsampled
by 50%
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results of the original PHASER are much less consistent and
not always better than the initial misalignment. We do not
show the results of TEASER++ with FPFH features, as in
the previous experiments, because using this type of feature
with such a sparse target point cloud often led to a failure in
the computation or produces features that are not sufficiently
descriptive.

5 Conclusions

Our work highlights the open issue of global point cloud
registration in challenging environments. This problem is of
great importance due to its critical implications. To tackle
this issue, we employed the PHASER registration algo-
rithm, which avoids reliance on features and instead relies
on cross-correlation, a choice driven by the limitations of
feature-based methods in unstructured environments.

However, our investigation revealed that PHASER’s per-
formance falls short in certain scenarios, mainly due to
cross-correlation’s maxima that do not correspond with the
optimal rigid transformation. To address this limitation, we
extended the algorithm to evaluate multiple local maxima
and select the most suitable one, employing a classical ICP-
like scoring approach. Our experimental results, conducted
on challenging real-world datasets, consistently demonstrate
the improved performance of this extended version, particu-
larly inmore complex scenarios.Moreover, our proposal also
outperforms an approach based on TEASER++ and FPFH
features when solving more difficult problems consisting of
distant point clouds. This is noteworthy as TEASER++ has
shown excellent performance in a previous comparison [14].
This advancement in point cloud registration offers promise
for critical applications in challenging environments.
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