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through complex social life [1]. The term “mentalizing” 
usually refers to humans’ process of reasoning about their 
own and others’ mental states, such as action goals and 
intentions, as well as higher-level states such as feelings, 
attitudes, and beliefs [1]. In this paper, we define mentaliz-
ing as a process of reasoning about a particular mental state 
driving a particular behavior, in a specific context, as in, for 
example: “she called her mother on the phone, because she 
wanted to ask for advice”. As this example shows, mental-
izing allows for understanding and predicting behavior of 
others.

However, in order to apply the mechanism of mental-
izing, one needs to first adopt the Intentional Stance [2–5] 
towards the agent, whose behavior is being explained/pre-
dicted. That is, one needs to assume that the agent has the 
capacity for mental states (i.e., is an intentional agent with 
beliefs, desires and intentions). This is obvious and default 

1 Introduction

1.1 Mentalizing and Intentional Stance

Mentalizing is a fundamental cognitive capability of humans: 
the ability to mentalize allows for successful navigation 
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Abstract
Research has shown that, under certain circumstances, people can adopt the Intentional Stance towards robots and thus 
treat them as intentional agents. Previous evidence showed that there are factors at play in modulating the Intentional 
Stance, for example individuals’ years of education. In the present study, we aimed at investigating whether, given the 
same years of education, participants’ type of formal education- in terms of theoretical background- affected their adop-
tion of the Intentional Stance.

To do so, we recruited two samples of participants varying in their type of formal education, namely, a sample of par-
ticipants comprised individuals with a background in robotics, whereas the other comprised individuals with a background 
in psychotherapy. To measure their likelihood of adopting the Intentional Stance, we asked them to complete the InStance 
Test (IST). To do it at the neural level, we recorded their neural activity during a resting state via electroencephalography 
(EEG).

Results showed that therapists attributed higher IST scores of intentionality to the robot than roboticists, i.e., they were 
more likely to attribute Intentional Stance to explain robot’s behaviour.

This result was mirrored by participants’ EEG neural activity during resting state, as we found higher power in the 
gamma frequency range (associated with mentalizing and the adoption of Intentional Stance) for therapists compared to 
roboticists.

Therefore, we conclude that the type of education that promotes mentalizing skills increases the likelihood of attribut-
ing intentionality to robots.
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in the case of humans, but not necessarily in case of artificial 
agents, such as robots.

Thus, the concepts of mentalizing and Intentional Stance 
are similar, but not equivalent. While the Intentional Stance 
is a more general strategy or “attitude” adopted towards oth-
ers when trying to explain/predict their behaviour, mentaliz-
ing is the active process of reasoning about a given observed 
behaviour, its causes and consequences. A clear example for 
this distinction comes from how mentalizing has been oper-
ationalized in laboratory settings, namely the false beliefs 
task of Wimmer and Perner [6]. It is a task typically used 
in developmental psychology to assess individuals’ mental-
izing abilities. This task requires the capacity to understand 
that what other person “knows” is not necessarily what one-
self knows, thus it requires taking perspective of others. In 
this task, participants typically observe a protagonist put-
ting an object in a location (e.g., a basket). Participants then 
observe that the protagonist leaves the scene and then they 
witness that, in the absence of the protagonist, the object 
was transferred to a different location (e.g., a different bas-
ket). Participants’ task is typically to indicate where the 
protagonist will look for the object upon her return. Hav-
ing developed mentalizing capabilities, one understands 
that the protagonist is not aware of the fact that the object 
was moved, and thus she would search for it in the loca-
tion she originally placed it. As stated above, this requires 
dissociation of “my own knowledge” from what I assume 
other people know. And this task is clearly tapping onto a 
process of reasoning about a particular mental state, which 
would allow to predict a particular behaviour in a specific 
context. Notably, this way of operationalizing the concept 
of “mentalizing” shows the difference between the concept 
of mentalizing and the concept of the Intentional Stance: 
one can fail the mentalizing task (the false belief task) by 
attributing wrong belief to the protagonist. However, wrong 
belief is still a belief: one still adopts the Intentional Stance 
towards the protagonist (one attributes mental states to the 
protagonist and treats the protagonist as an agent with the 
capacity of having mental states), even though the attrib-
uted mental state is incorrect. Similarly, in daily lives, we 
might attribute wrong mental states to others (thus our pro-
cess of mentalization has yielded incorrect outcome), but 
we still (correctly) assume that the others have mental states 
in general.

1.2 Intentional Stance Toward Artificial Agents

Artificial agents, such as robots, pose an interesting case 
for the strategy one would adopt in explaining/predicting 
their behaviour. On the one hand, they might look similar 
to humans, and behave similar to humans (as in the case of 
humanoids or androids), but on the other hand, they are just 

artefacts, thereby should not have the capacity for mental 
states to the same extent that other humans do (they should 
not be treated as intentional agents with beliefs, desires, 
etc.) It is supported by evidence showing that robots might 
not naturally evoke the adoption of the Intentional Stance to 
the same extent as other humans do [7]. Specifically, brain 
regions involved in mentalizing, namely the medial prefron-
tal cortex and the right temporoparietal junction [8], have 
been shown to be recruited only when people believed to 
interact with another human, but not with artificial agents, 
indicating that people did not involve the process of mental-
izing when observing robots [9].

On the other hand, robots can be viewed as having “self-
directed mechanical minds dwelling inside human-like bod-
ies” [10, 11], and other evidence shows that humans attribute 
some degree of intentionality to robots. For instance, Thell-
man and colleagues presented a series of images and ver-
bal descriptions of various behaviors displayed by a human 
or by a humanoid robot and asked participants to rate the 
behaviors in terms of intentionality, desirability, and con-
trollability [12]. The authors found that participants’ inter-
pretations of the behaviors as intentional were similar 
between humans and robots. The authors also showed that, 
when interacting with a non-anthropomorphic robot, the 
perceived human-likeness of its behaviors increased the 
likelihood of adopting the Intentional Stance [12].

Recently, Marchesi and colleagues [13] also showed 
that people adopt the Intentional Stance towards humanoid 
robots to some extent. The authors developed a tool – the 
InStance Test – to quantify whether a person is likely to 
adopt the Intentional Stance towards humanoid robots. The 
test consists of 34 fictional scenarios, in which the human-
oid iCub robot [14] is depicted performing various daily 
activities. Each scenario comprises three pictures showing 
a sequence of events, with a scale (ranging from 0 to 100) 
providing a mechanistic description of that scenario on one 
boundary and a mentalistic description on the other. Par-
ticipants’ task is to rate whether they think that the robot’s 
behavior is motivated by a mechanical cause (such as mal-
functioning or calibration) or by a mentalistic one (such 
as desire or curiosity). The higher the IST score, the more 
likely participants were to adopt the Intentional Stance. 
Results showed that participants adopted the Intentional 
Stance to a certain degree and that individual biases may 
occur in the likelihood of adopting the Intentional Stance. 
In a further study [15], participants’ response times were 
measured when choosing a response option (i.e., mentalistic 
vs. mechanistic description) during the InStance Test with 
both a human and a humanoid robot. Results showed that 
participants were more likely to use mentalistic descriptions 
for the human and mechanistic descriptions for the robot. 
However, when looking at participants’ reaction times when 
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giving a response, no differences emerged between the men-
talistic and the mechanistic description for scenarios depict-
ing the humanoid robot agent, suggesting that both stances 
(Intentional vs. Design Stance1) were “equally likely” to 
explain the behavior of the robot [15].

Overall, literature suggests that humans might, to some 
extent, adopt the Intentional Stance towards robots (espe-
cially those that have a human-like shape or behavior). For 
social robotics, it is an important issue, as the community 
needs to understand the conditions and factors influencing 
the likelihood of adopting the Intentional Stance towards 
robots. Adopting the Intentional Stance is likely to increase 
the level of social engagement and attunement, as robots that 
are treated as intentional agents would be perceived more as 
“like us” – more of social partners for our daily activities. 
It is quite plausible that, for example, a robot designed to 
remind an elderly person about taking a medication would 
be more successful in this task, relative to a robot perceived 
as a mechanical device, an automatic “alarm clock” which 
is simple to ignore. In such a context, it might be benefi-
cial and useful to design a robot behavior which is likely to 
evoke the adoption of the Intentional Stance. On the other 
hand, in factory settings, where the user should focus on 
their individual performance, and be as efficient as pos-
sible, a social agent (with attributed intentionality) might 
be too distracting. Also, there might be contexts in which 
it is not desirable to evoke the Intentional Stance in order 
to not evoke over-attachment to the robot companion. In 
all these examples, however, one also needs to understand 
the specific profile of a given user. For some users, certain 
behaviors will easily evoke the Intentional Stance, for oth-
ers, less so. Thus, in examining the factors that are crucial 
for evoking adoption of the Intentional Stance, one should 
not forget the individual characteristics of users.

1.3 Experience with Technology and Intentional 
Stance Toward Artificial Agents

One factor potentially playing a critical role in the adoption 
of the Intentional Stance towards robots is the degree of pre-
vious experience with robots. Recent findings demonstrated 
that it was associated with more negative attitudes towards 
robots and a lower tendency to perceive robots as social 
agents [16]. Notably, exposing participants to a longer dura-
tion of repetitive interactions with a robot also decreases 
their likelihood of adopting the Intentional Stance towards 
robots [17].

1  Dennett [2–5] contrasts the Intentional Stance with – what he calls – 
the “Design” stance, namely a stance/strategy of predicting/explaining 
behaviors of an entity with reference NOT to mental states, but rather 
with how the entity was designed to behave (think of a car, coffee 
machine, etc.)

A crucial factor that is related to previous experience 
with robots is education. Interestingly, years of education 
seem to be negatively correlated with the adoption of the 
Intentional Stance towards robots, in such a way that the 
less years that individuals participated in formal education, 
the more likely they were to adopt the Intentional Stance 
[18]. The authors [18] suggested that individuals with lower 
education might have been less exposed to technological 
knowledge. This would increase the likelihood of adopting 
the Intentional Stance because when humans are exposed to 
an unknown (or not easily understandable) system, such as 
a robot, they are more prone to adopt the “intentional” strat-
egy as the most efficient and familiar model of reasoning 
about others’ behaviors [15, 19].

Following this logic, not only the level but also the type 
of education might play a role in the adoption of the Inten-
tional Stance. The idea is that familiarity with robots and 
understanding the inner workings of robots might prevent 
individuals who have expertise in robotics from adopting 
the Intentional Stance. Conversely, those who do not have 
experience in robotics, but rather have being trained to 
extensively use their mentalizing abilities, should have an 
higher tendency to use the intentional strategy to explain 
and predict behaviors of robots, as this is the strategy in 
reasoning about others which they should be most familiar 
with.

In line with this reasoning, we set out to test whether 
the type of education (robotics vs. psychotherapy) affects 
the likelihood of adopting the Intentional Stance towards 
robots.

2 Aims

The present study aimed to investigate whether, and how, 
participants’ type of education modulates their likelihood of 
adopting the Intentional Stance [2–4] towards robots.

To this aim, we designed a study in which we asked par-
ticipants to complete the InStance Test (IST) [13], depicting 
the humanoid iCub robot [14] in various daily activities (see 
Fig. 1 for an example scenario of the IST).

To test the role of participants’ type of education in 
the adoption of the Intentional Stance towards robots, we 
recruited two samples of participants varying in their type 
of formal education but with similar levels (years) of educa-
tion. On the one hand, we recruited a sample of participants 
working in the robotics field, as we reasoned that their formal 
education led them to acquire technical knowledge about 
robots in terms of design, programming, and functionalities. 
On the other hand, we recruited a sample of psychothera-
pists, as we reasoned that, given their formal education, they 
did not have previous knowledge about robots. Conversely, 
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Based on these results [24], we decided to focus on par-
ticipants’ resting state activity in the beta band. We also 
focused on participants’ gamma activity, as enhanced neural 
oscillations in the gamma frequency range have been asso-
ciated with mentalizing [25].

We hypothesized that, if participants’ prior knowledge 
about robots, operationalized as type of education, modu-
lates their adoption of the Intentional Stance, then we should 
observe a difference between two groups of participants 
with different education type (robotics vs. psychotherapy) in 
both IST scores and neural activity in the resting state (H1). 
Our hypothesis H1 would be tested against the null hypoth-
esis H0, according to which participants’ type of education 
(and thus prior knowledge about robots) does not affect their 
adoption of the Intentional Stance or neural activity. Thus 
under H0, both IST and power in beta and gamma frequency 
bands should be equal between therapists and roboticists. In 
addition, we had a more directional hypothesis (H2) accord-
ing to which we expected higher IST scores, and higher 
power in both beta and gamma frequency bands, for thera-
pists- whose formal training was meant to promote mental-
izing skills-, as compared to roboticists (H2).

3 Materials and Methods

Participants. Two samples of participants were recruited 
to take part in this study. The first sample comprised right-
handed participants working in the robotics field, namely 
those holding a Ph.D. or currently enrolled in a Ph.D. pro-
gram in robotics (“Roboticists” sample; N = 16, 12 males, 4 
females; Age range: 24–30 years old; M Age = 28.13, SD Age 
= 3.46). The second sample comprised right-handed par-
ticipants working as psychotherapists, namely individuals 

due to their professional career, we reasoned that they were 
well-trained in using mentalizing abilities, which might also 
influence their likelihood of adopting the Intentional Stance. 
Importantly, we designed the two samples to have a compa-
rable duration of formal education, and hence the choice of 
roboticists with a Ph.D. degree or enrolled in a Ph.D. pro-
gram and psychotherapists with completed certification of 
their formal education in a psychotherapy school (3–4 years 
after the master degree) or enrolled in such a program.

We assessed individuals’ likelihood of adopting the Inten-
tional Stance towards robots through participants’ scores 
at the InStance Test (IST), while we recorded their neural 
activity during resting state via electroencephalography 
(EEG). Resting state activity has been thought to measure 
default neural activity when participants are not involved in 
completion of any task but are instructed to rest and let their 
minds freely wander. Specifically, the “default mode net-
work” (DMN), a neural network strongly activated at rest, 
seems to be involved in social cognition in general [20–23], 
as well as in the adoption of the Intentional Stance [24]. In 
a recent study, Bossi and colleagues measured participants’ 
resting state EEG activity, before asking them to complete 
the IST and measure their likelihood of adopting the Inten-
tional Stance towards robots [24].

The authors focused on the resting state activity in the 
beta band, whose frequency has been correlated with the 
activation of cortical regions involved in the DMN [24]. 
They observed that it was possible to discriminate partici-
pants who were more likely to adopt the Intentional Stance 
towards robots from those who were more likely to adopt 
the Design Stance, showing that individuals’ attitudes in 
adopting the Intentional Stance can be detected at the neural 
level in the resting state EEG signal.

Fig. 1 Screenshot of the example scenario of the InStance Test (IST). In our study, the IST was administered in Italian, as well as in the original 
study of Marchesi and colleagues [13]
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Products, GmbH, Munich, Germany). This system, which 
used active electrodes, is considered state-of-the-art in EEG 
research, and has been used in numerous studies investigat-
ing EEG activity, including in the gamma frequency range 
(e.g. [24, 26],). The data were referenced online to FCz. The 
EEG signal was amplified with a BrainAmp amplifier (Brain 
Products, GmbH), digitized at a 500- Hz sampling rate, and 
recorded. No filters were applied during EEG signal record-
ing. Where possible, electrode impedances were kept below 
10 kilo ohms for the entire duration of the experiment. The 
InStance Test (IST) [13] was programmed and presented 
using Experiment Builder Version 2.2.245. The resting state 
procedure was presented via Psychopy v2020.1.3 [27].

Procedure. Participants sat at approximately 80 cm from 
the screen. Before the IST, we recorded participants’ neu-
ral activity via EEG during a resting state session, which 
took five minutes. It comprised six alternating sessions of 
eyes-open and eyes-closed, each of them lasting 30 s. Dur-
ing eyes-open sessions, participants were instructed to keep 
their gaze on a fixation dot presented in the center of the 
screen. They were instructed to relax and avoid moving or 
blinking as much as they could. During eyes-closed ses-
sions, they were asked to avoid movements and to wait for 
a beep signaling the end of the session.

After the resting state session, participants were 
instructed to complete the IST, in an adapted version where 
the response options were presented auditorily (as in [24]). 
They were first presented with five practice trials, in which 
the same scenario was always displayed to let participants 
familiarize themselves with the task. This scenario was not 
considered part of the IST. Then, participants completed the 
IST where they were presented with 34 scenarios in random 
order. Each scenario was accompanied by two descriptions 
presented auditorily, one of which used mentalistic and 
the other mechanistic vocabulary. Participants were asked 

who already finished psychotherapy school or are currently 
enrolled in it (“Therapists” sample; N = 17, 1 male; Age 
range: 26–48 years old; M Age = 34.18, SD Age = 6.19). Due 
to sex and age differences across the two samples, we ran 
additional analyses to examine whether they contributed to 
the effects of interest (see Supplementary Materials for more 
information). All participants had normal or corrected-to-
normal vision and gave written informed consent before the 
beginning of the experiment. Our exclusion criteria com-
prised no history of neurological or psychiatric diseases.

The “Roboticists” sample was recruited among the 
employees of the Italian Institute of Technology (Genoa, 
Italy), and part of their salary was compensated for partici-
pation- in addition to extra holiday hours. The “Therapists” 
sample was recruited among the members of the Ligurian 
Psychologists Association (“Ordine degli Psicologi Regione 
Liguria”-OPLi), who received an honorarium of 50 euros 
for participation. All participants were naïve to the purpose 
of the study, and they were debriefed at the end of the exper-
imental session.

The study has been approved by the local ethical com-
mittee (Comitato Etico Regione Liguria) and conducted 
following the ethical standards laid down in the 2013 Dec-
laration of Helsinki.

Apparatus and Stimuli. The experimental apparatus com-
prised a workstation equipped with a 21 inches screen to 
display the task (resolution: 1920 × 1080), one QWERTY 
keyboard and one mouse to give responses to IST, a chin 
rest to keep the participants’ heads as stable as possible, one 
laptop for the EEG recording, and one set of earphones to 
present the IST sentences auditorily (see [24] for a similar 
procedure) (Fig. 2).

Regarding the EEG apparatus, EEG data were recorded 
using Ag-AgCL electrodes from a 64 electrodes system, 
following the International 10–20 layout (ActiCap, Brain 

Fig. 2 Experimental setup 
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from the “Roboticists” sample, resulting in a final sample 
size of N = 15 (11 males, 4 females), and one participant 
was excluded from the “Therapists” sample, resulting in a 
final sample size of N = 16 (all females).

EEG data. Resting state EEG data were preprocessed 
and analyzed using MATLAB version R2020b (The Math-
Works Inc., 2020), as well as EEGLab [28] and FieldTrip 
toolboxes [29], along with customized scripts and R Stu-
dio [30]. Data were down-sampled to 250 Hz, band pass 
filtered between 0.5 and 100 Hz, and notch filtered at 50 Hz 
to remove line noise. Then, data were segmented into 
pseudo epochs of 1000 ms, to make the subsequent pro-
cessing steps easier. Epochs with prominent artifacts (e.g., 
muscle noise) were removed through visual inspection, as 
were bad channels. On average, we removed 84.97 pseudo 
epochs per participant (SD = 25.92) and 3.1 channels per 
participant (SD = 1.99). Following the visual inspection, 
the data were re-referenced to the average of all electrodes. 
Independent component analysis (ICA) was applied to the 
data to further remove artifacts related to eye blinks or eye 
movements, and other remaining artifacts. On average, we 
removed 32.80 ICs per participant (SD = 5.87). Following 
artifacts’ removal via ICA, the removed channels were spa-
tially interpolated, and the data were again re-referenced to 
the average of all electrodes. Then, data were separated into 
eyes-open and eyes-closed segments. Based on previous 
work [24], eyes-open segments were analyzed using a Fast 
Fourier Transform (FFT), with Hanning tapers. Frequencies 
from 2 to 60 Hz were used in the FFT, in steps of 1 Hz.

to respond to the scenarios by moving the cursor towards 
one of the two extremes, where one extreme represented 
the mechanistic description, and the other the intentional 
description. One of the extremes of the slider reads “A” 
while the other, “B”, refers to the description A/B. The 
association between mechanistic and mentalistic statements 
with descriptions A and B was counterbalanced across trials.

As the present study focuses on resting-state EEG activ-
ity, and on participants’ scores at the IST test, here we do not 
describe the trial sequence of the IST in detail (however, see 
Fig. 3 for an example of an experimental trial). Information 
about the details of the procedure used in the IST trial can 
be found in Bossi and colleagues’ paper [24].

4 Data Processing

For the analysis of the IST scores, we considered only par-
ticipants who fully completed the IST (i.e., all 34 trials). 
Therefore, from the “Roboticists” sample we excluded 
4 participants, resulting in a final sample size of N = 12 
(9 males, 3 females). From the “Therapists” sample, we 
excluded 3 participants, resulting in a final sample size of 
N = 14 (all females). For the EEG analysis, as we focused 
on pre-task resting state activity, we did not exclude partici-
pants who did not complete the IST. However, we excluded 
two participants for reasons of data quality; the ICA decom-
positions for these data resulted in too many noisy com-
ponents (greater than 70% of the components appeared to 
represent non-brain signals). One participant was excluded 

Fig. 3 Example of an experimental trial. Participants started the trial 
by pressing the spacebar, and they had to keep the spacebar pressed 
until they decided which response to give. They heard both response 
options while the scenario was displayed on the screen; the order of 
response options was counterbalanced across participants. After the 

presentation of the second sentence, participants were presented with 
a fixation dot; then, upon the presentation of the sliding scale with let-
ters “A” and “B” on the two extremes, they decided which response to 
give and they reached the mouse as fast as possible to move the cursor 
towards the selected option
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(p < 0.05) emerged, and 1 denotes that all k comparisons 
were statistically significant.

By using the corresponding Mean and SD for each sam-
ple, we ran 10,000 independent comparisons, each of those 
resulting in the computation of a p-value showing whether 
there was a difference between the two samples. Then, we 
estimated the proportion of instances of p < 0.05 from the 
distribution of the simulated p-values, which gives a mea-
sure of the power.

EEG data. Our aim here was to assess whether par-
ticipants’ type of education modulates the adoption of the 
Intentional Stance at the neural level, i.e., in terms of neural 
activity during resting state. According to our directional 
hypothesis (H2), we should observe higher power in beta 
and gamma frequency bands, associated with mentalizing 
and adoption of the Intentional Stance, in therapists, whose 
formal training was meant to promote mentalizing skills, as 
compared to roboticists.

To compare the sensor-level EEG activity in the beta 
(frequency range: 12–27 Hz) and gamma range (frequency 
range: 28–45 Hz) between the two groups (i.e., “Roboti-
cists” vs. “Therapists” samples), cluster-based non-para-
metric permutation analyses were performed using a Monte 
Carlo method based on paired t-statistics. Using data aver-
aged across the entire frequency of interest, t-values were 
selected with a threshold of p < 0.05, and clustered based on 
neighboring electrodes. Subsequently, cluster-level statis-
tics were calculated by summing the t-values in each cluster. 
Subsequent comparisons were performed for the maximum 
values of summed t-values. Using a random partition-based 
permutation test (number of permutations = 1,500), the 
hypothetical null distribution of the maximum of summed 
cluster level t-statistics was obtained. The actual cluster-
level statistics extracted from the data were then compared 
to the null distribution. The significance level was set to 
0.05. Thus, cluster-level statistics from the actual data were 
considered significant if they were larger than 95% of the 
cluster-level statistics in the null distribution.

Demographics, descriptive statistics as well as additional 
analyses, such as comparisons with a sample drawn from 
the General Population collected by Bossi and colleagues 
[24], sex, and age analyses can be found in Supplementary 
Materials.

6 Results

IST scores. Results of the Bayesian t-test showed a sig-
nificant difference between the two groups [t (24) = -2.45, 
p = 0.02, 95% CI = (-28.1; -1.42)], with higher IST scores 
for therapists compared to roboticists (Mean IST Therapists = 
51.9; Mean IST Roboticists = 36.7) (see Fig. 4).

5 Statistical Analysis

IST scores. Our aim here was to assess whether partici-
pants’ type of education modulates the adoption of the 
Intentional Stance in terms of IST scores. According to our 
initial hypothesis (H1), we should observe a difference in 
IST scores between the group of therapists and the group 
of roboticists. According to our second, more directional 
hypothesis (H2), we should observe higher IST scores for 
therapists, as compared to roboticists.

First, IST scores were calculated by converting the point 
on the line where participants placed the slider into a 0-100 
scale (where 0 would be the most extreme “mechanis-
tic” point on the line, and 100 would be the most extreme 
“intentional” point) for each item. Then, we averaged scores 
across the items, per participant. Participants’ mean IST 
score corresponds to their bias, i.e., if they are more likely to 
adopt the Intentional or the Design Stance. In other words, 
the higher the score, the more participants were prone to 
adopt the Intentional Stance.

Then, we checked whether the data met the assumption 
of normality, which was assessed through the Shapiro-Wilk 
test. Results showed that both samples of data were nor-
mally distributed (“Roboticists” sample, p = 0.67; “Thera-
pists” sample, p = 0.93). Then, with participants’ mean IST 
scores as the dependent variable, we compared the two 
samples (roboticists vs. therapists) through a Bayesian t-test 
using the Bolstad package [31] in R Studio v.4.0.5 [30]. The 
t-statistic, with the associated p-value and the corresponding 
95% confidence intervals (CI), is reported below.

Furthermore, we performed also a t-test using the Monte 
Carlo method. It is a simulation technique in which specific 
selected properties of a sample are computer-generated to 
assess the behavior of a statistical procedure or parameter 
under varying conditions (https://dictionary.apa.org/monte-
carlo-research). In the context of this study, both “Roboti-
cists” and “Therapists” samples were small in size (N 
Roboticists = 12; N Therapists = 14), and presented both gender 
and age disparities as reported above (see Participants sec-
tion in Materials and Methods). Therefore, we used Monte 
Carlo simulations to run k-independent comparisons (where 
k = 10,000) between the two samples. It was made to see 
whether the results obtained by comparing participants’ 
mean IST scores across the two samples were robust enough 
to test our initial H1 hypothesis- that is, a difference in the 
IST scores between the two groups. Indeed, Monte Carlo 
simulations allowed us to assess the power of the compari-
sons, i.e., the proportion of significant p-values (threshold: 
p < 0.05) reflecting the likelihood of detecting a significant 
difference in the IST scores between the two samples when 
there is one. Notably, the value of the power ranges between 
0 and 1, where 0 denotes that no significant comparisons 
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EEG data (Resting State). The cluster-based permuta-
tion analysis did not show any clusters in which beta power 
differed significantly between the groups, indicating no sig-
nificant difference in beta range activity between the two 
groups. However, the analysis revealed a significant dif-
ference in gamma range activity between the groups, as 
therapists showed higher power in the gamma range than 
roboticists, in a posterior cluster (p = 0.03, corrected for 

Results of the t-test using Monte Carlo simulation showed 
that, by running 10,000 independent comparisons between 
the two groups, the total number of significant (p < 0.05) 
comparisons was equal to 6580, resulting in a power of 
0.66. It would mean that, by comparing the two samples in 
10,000 independent simulations, 66% of these comparisons 
showed a significant difference in the IST scores between 
the two (see Fig. 5).

Fig. 5 Distribution of the p-values (on the x-axis) resulting from 
k = 10,000 independent comparisons (on the y-axis) between the IST 
scores of roboticists and therapists, using the Monte Carlo method. 
The red dashed line represents the threshold of significance (p < 0.05). 

The higher the number of instances of significant p-values (i.e., the 
ones on the left side of the red dashed line), the higher the power of 
the comparisons

 

Fig. 4 Participants’ mean at the IST, plotted as a function of Group (Roboticists vs. Therapists). Error bars represent the standard deviation (SD)

 

1 3

192



International Journal of Social Robotics (2024) 16:185–196

Intentional Stance [24, 25]. More specifically, the predomi-
nantly right-lateralized topography in which we find differ-
ences in gamma power in our study is consistent with the 
activity in the right temporal parietal junction (rTPJ), which 
has been implicated in mentalizing processes [25, 32, 33] as 
well as the adoption of the Intentional Stance [9, 24]. There-
fore, one possible explanation might be that therapists, as 
compared to roboticists, displayed higher power in gamma 
frequency bands due to their higher mentalizing abilities, 
resulting from their education. There were no differences in 
beta activity across the two groups, in contrast to the resting 
state results of Bossi et al. [24], whose study was conducted 
on a sample from the general population, and not experts.

Taken together, our results showed that participants with 
prior knowledge about robots (i.e., roboticists) tended to 
attribute less intentionality to robots compared to partici-
pants without prior technical knowledge about robots (i.e., 
therapists). This is in line with previous literature, according 
to which the less educated people are (and presumably less 
knowledge they have about technology), the more likely 
they are to adopt Intentional Stance toward technological 
entities [18]. Indeed, being less informed about how a sys-
tem – in this case, the iCub robot – has been designed and 
works would lead people to treat it as an intentional sys-
tem, as the Intentional Stance seems to be the most avail-
able and default predictive strategy to interpret and explain 
the behavior of systems that resemble humans in physical 
appearance [18]. Conversely, it may be that the more people 
have been exposed to robots, the more they acquire knowl-
edge about the way a system is designed and programmed 
to behave (as in the case of people working in the robotics 
field). Consequently, it may encourage such experts to adopt 
the Design Stance towards robots, rather than the Intentional 
Stance [16].

multiple comparisons). The cluster consisted of 5 right lat-
eralized electrodes (O2, PO4, PO8, P6, P8) (see Fig. 6).

7 Discussion

The present study aimed to investigate whether participants’ 
type of education modulated their likelihood of adopting 
the Intentional Stance [2–4] towards robots. To this aim, we 
recruited two samples of participants with different back-
grounds, in terms of formal education. The first sample 
comprised participants working in the field of robotics, thus 
having prior knowledge about the functionality and inner 
workings of robots (the “Roboticists” sample); the second 
sample comprised participants working as psychotherapists, 
with no previous knowledge about robots, but well trained 
in mentalizing abilities due to their professional career (the 
“Therapists” sample).

We employed the InStance Test (IST) [13] to measure 
participants’ likelihood of adopting the Intentional Stance 
toward robots. We also assessed individuals’ tendency to 
mentalizing at the electrophysiological level, as partici-
pants’ bias to adopt the Intentional Stance might be detected 
at the neural level, in EEG resting state activity [24].

Results showed a significant difference in the IST scores 
between the two groups (“Roboticists” vs. “Therapists”). 
Specifically, therapists scored higher in the IST compared 
to roboticists, thus displaying a greater likelihood of adopt-
ing the Intentional Stance towards robots. Moreover, this 
result was mirrored by participants’ neural activity during 
the resting state. EEG results showed that therapists dis-
played higher power in the gamma frequency range com-
pared to roboticists. This difference emerged in a right 
lateralized occipital-partial cluster of electrodes. Enhanced 
gamma activity has been associated with mentalizing and 

Fig. 6 Results from the analyses of resting-state gamma activity. The 
first two topography plots show the average gamma range (28–45 Hz) 
power, averaged across all subjects for the therapists (left) and roboti-
cists (right). The gamma band power averaged across the entire fre-
quency range was calculated by applying an FFT to the entire dura-

tion of the eyes-open resting state data. The third topography shows 
the t-value map of the cluster of statistically significant differences 
in gamma range activity between the two groups, calculated using 
cluster-based non-parametric permutation analysis. Channels showing 
statistically significant differences are marked by an X
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certain attitudes. In some contexts, it might be beneficial 
that the user treats the robot as an intentional agent, in other 
contexts, it might be crucial that the robot is treated com-
pletely mechanistically.

Ideally, a social robot should be able to recognize the 
needs of the humans, and then respond adequately by dis-
playing the proper level of engagement and social attun-
ement. Importantly, our study’s main contribution to the 
field of social robotics is the finding that it is possible to 
detect (at least some) individual characteristics of the user 
based on neural activity. This might be an efficient way to 
design robots that would receive such neural signals and 
adapt their behavior accordingly.

However, having said this, it is important to note that 
endowing robots with adaptive (and thus, extremely social) 
behaviors might have undesirable consequences. For exam-
ple, the risk of experiencing an excessive emotional attach-
ment to the robot might make people with psychosocial 
risks, loneliness, depression, or social anxiety even more 
vulnerable. These aspects need to be discussed from an eth-
ics point of view, at the policymaking level.
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In more general terms, these results extend current 
knowledge on factors influencing the likelihood of adopting 
the Intentional Stance towards robots. Past research showed 
that implementing human-like characteristics in robots, in 
terms of physical appearance or behavior, facilitates social 
interactions with them (e.g. [34, 35],), leading people to 
display more positive attitudes towards them, for example 
in terms of pleasantness [36] and acceptability [37]. More 
recent evidence showed that even subtle cues such as the 
range of behavioral variability displayed by the robot in a 
joint action task with a human can be considered a “hint 
of humanness” that people can use to ascribe human-like 
features to non-human agents such as robots [38]. Our 
results showed that not only robot’s characteristics, but also 
humans’ individual differences (such as type of formal edu-
cation) contribute to the likelihood of adopting the Inten-
tional Stance towards robots. Bossi and colleagues [24] 
were the first to demonstrate that it is possible to differen-
tiate neural activity between people who adopt Intentional 
Stance towards a humanoid robot and those who adopt the 
Design Stance. Our study took a further step ahead, showing 
that neural activity, recorded with the EEG, can also dif-
ferentiate between different participants’ educational back-
ground, which then translates to different likelihoods of 
adopting the Intentional Stance towards robots. This result 
has an important consequence not only theoretically – by 
showing that individual differences, such as type of educa-
tion, can relate with differential activity of the brain – but 
also practically. One day in the future, perhaps it will be 
possible to design robots that will be adapting their behavior 
to the specific profile of the user. For some users the robots 
would behave in such a way as to evoke higher likelihood 
of adopting the Intentional Stance, while for others, it would 
behave more mechanistically.

Overall, from the perspective of social robotics, our 
study highlights that successful integration of robots into 
human (social) lives and environment does not rely only on 
the technological capabilities of the robots, but also on the 
profile and individual characteristics of the human users. In 
other words, designing and developing social robots that can 
spontaneously evoke the adoption of the Intentional Stance 
based on certain characteristics of the human users (i.e., 
type of prior knowledge about robots) might be beneficial. 
For example, in healthcare settings, a robot that can socially 
attune with elderly, and thus create engaging and positive 
interactions with them, might improve their mood, decrease 
their feelings of loneliness, and strengthen connections with 
others, with positive consequences on the elderly’s quality 
of life [39]. In another relevant context such as education, 
proper interventions focused on equipping individuals with 
a certain type of knowledge- both in terms of years and type 
of education- might promote (or, quite the opposite, avoid) 
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