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A B S T R A C T 

We report the disco v ery of three new ‘near-pristine’ Lyman limit systems (LLSs), with metallicities ≈1/1000 solar, at redshifts 
2.6, 3.8, and 4.0, with a targeted surv e y at the Keck Observatory. High-resolution echelle spectra of eight candidates yielded 

precise column densities of hydrogen and weak, but clearly detected, metal lines in seven LLSs; we previously reported the 
one remaining, apparently metal-free LLS, to have metallicity < 1/10 000 solar. Robust photoionization modelling provides 
metallicities [Si/H] = −3.05 to −2.94, with 0.26 dex uncertainties (95 per cent confidence) for three LLSs, and [Si/H] � −2 . 5 

for the remaining four. Previous simulations suggest that near-pristine LLSs could be the remnants of PopIII supernovae, 
so comparing their detailed metal abundances with nucleosynthetic yields from supernovae models is an important goal. 
Unfortunately, at most two different metals were detected in each new system, despite their neutral hydrogen column densities 
(10 

19 . 2 –10 

19 . 4 cm 

−2 ) being two orders of magnitude larger than the two previous, serendipitously disco v ered near-pristine LLSs. 
Nevertheless, the success of this first targeted survey for near-pristine systems demonstrates the prospect that a much larger, 
future surv e y could identify clear observational signatures of PopIII stars. With a well-understood selection function, such a 
surv e y would also yield the number density of near-pristine absorbers that, via comparison to future simulations, could reveal 
the origin(s) of these rare systems. 

Key words: line: profiles – galaxies: haloes – intergalactic medium – quasars: absorption lines. 
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 I N T RO D U C T I O N  

n the current standard model of cosmology, the first light elements 
ere created through big bang nucleosynthesis: hydrogen (H), 
elium (He), deuterium (D), helium-3 ( 3 He), helium-4 ( 4 He), and 
 small amount of lithium-7 ( 7 Li). The first stars, referred to as
opIII stars, were made of this pristine material and, through stellar
ucleosynthesis, created the elements heavier than helium: metals. 
hese metals were then dispersed in the surrounding environment of 

he PopIII stars after they exploded as supernovae. The gas in the
ewly metal-polluted environment was used in the formation of the 
econd generation of stars, PopII. This mechanism is commonly 
ccepted, and within cosmological simulations it is possible to 
ollow the initial collapse of pristine material leading up to the 
reation of PopIII stars, their death, and the following formation 
f PopII stars (e.g. Bromm & Larson 2004 ; Bromm et al. 2009 ). Yet,
ince we lack observational constraints, the chemical and physical 
roperties of PopIII stars are not currently known. One obvious 
ethod to constrain their properties would be direct observations, 

ut it is thought that most of the PopIII stars died within the first
0.5 billion years of the Univ erse. The y are therefore too distant,
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oo faint, and too short-lived to be directly observed with current
elescopes. 

One way to infer the characteristics of the PopIII stars is to study
lement abundances in very old metal-poor stars found in the Galactic 
alo. Stars with extremely low iron abundances, [Fe/H] ∼ −7 to 
3, are believed to have formed from the remnants of PopIII stars

Christlieb et al. 2002 ; Frebel et al. 2005 , 2007 ; Keller et al. 2014 ).
heir abundance patterns should then reflect the environment in 
hich they formed and could be compared with theoretical supernova 
ields of PopIII stars. Ho we ver, that comparison is complicated 
y the interpretation of the observed stars’ elemental abundance 
atterns. Indeed, metal-poor stars can have very different abundance 
atterns to each other (Yong et al. 2013 ). Moreo v er, these patterns
ould also be different from the time when the star formed, as
ts stellar interior may have been polluted by its environment and
ts nuclear burning. Therefore, linking the metal-poor stars of the 

ilky Way to the yields of PopIII stars is a difficult process. A
omplementary approach would be to study the remnants of PopIII 
tars: gas clouds that have been polluted by metals ejected during the
eath of PopIII stars as supernovae. Depending on the mass ranges
nd explosion energies of the PopIII progenitors, these remnants 
ould remain in the intergalactic medium (IGM) or the circumgalactic 
nvironment (CGM) of a galaxy (e.g. Whalen et al. 2008 ; Wise et al.
012 ; Liu & Bromm 2020 ). 
is is an Open Access article distributed under the terms of the Creative 
 permits unrestricted reuse, distribution, and reproduction in any medium, 
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Some Lyman limit systems (LLSs) may be excellent candidates
or such PopIII remnants. The physical properties of LLSs – usually
efined as quasar absorbers with neutral hydrogen column densities
7 . 2 ≤ log 10 ( N H I / cm 

−2 ) < 20 . 3 – have been investigated in several
urv e ys by different groups at z ≤ 1 (e.g. Lehner et al. 2013 , 2016 ;
otta et al. 2016 ) and z ≥ 2 (e.g. Steidel 1990 ; Fumagalli et al. 2013 ;
ooper et al. 2015 ; Prochaska et al. 2015 ; Fumagalli, O’Meara &
rochaska 2016a ; Lehner et al. 2016 ). These studies have shown

hat LLSs are relatively metal poor, with the metallicity distribution
panning −2.0 ≤ log 10 ( Z /Z �) ≤ 0.4 at low redshift ( z abs ≤ 2) and
4.0 ≤ log 10 ( Z /Z �) ≤ 1 at high redshift ( z abs ≥ 2). The high-redshift

egime is the most rele v ant for the LLSs studied in this paper. Along
ith these observational surv e ys, simulations (e.g. Kere ̌s et al. 2005 ;
ekel & Birnboim 2006 ; Dekel et al. 2009 ; Faucher-Gigu ̀ere &
ere ̌s 2011 ; Fumagalli et al. 2011b ; van de Voort et al. 2012 )
ave shown that the prime candidates for the metal-poor streams
uelling the formation of galaxies are LLSs, therefore making them
otential candidates for circumgalactic PopIII remnants. Finally,
hree clouds with no apparent associated metal lines and metallicity
pper limits of log 10 ( Z /Z �) ≤ −4 have been discovered: two at z

3, serendipitously, by Fumagalli, O’Meara & Prochaska ( 2011a )
LLS1134 and LLS0958B), and the third, recently, at z ∼ 4.4
LLS1723) from a dedicated search by Robert et al. ( 2019 ). The very
ow metallicity of these systems, combined with the lack of detectable
etal lines, implies that they could be intergalactic PopIII remnants.
nother possibility, emphasized in Fumagalli et al. ( 2016a ), is that

hey are entirely pristine, having experienced no pollution from
earby galaxies for ∼2 billion years. 
Even LLSs with the lowest column densities [i.e.

og 10 ( N H I / cm 

−2 ) ≈ 17 . 3], and in the lowest part of the metallicity
istribution at high redshift [log 10 ( Z /Z �) ≤ −3], still display
etectable metal lines. Indeed, Crighton, O’Meara & Murphy
 2016 ) disco v ered the lowest metallicity LLS with metal-line
etections, LLS1249, with log 10 ( Z /Z �) = −3.41 ± 0.26. This very
ow metallicity falls in the range expected for PopIII remnants
Wise et al. 2012 ). With detections of C and Si, this LLS presents
n abundance ratio of [C/Si] = −0.26 ± 0.17, consistent with
oth predictions of nucleosynthesis models of PopIII stars (e.g.
eger & Woosley 2010 ; Cooke & Madau 2014 ) and PopII stars

Cen & Riquelme 2008 ). Its size, density, and temperature suggest
hat LLS1249 is more likely to be found in the IGM rather than
n the CGM, although these parameters have large uncertainties
nd so the evidence for this is correspondingly weak. Following
his first disco v ery of a ‘near-pristine’ LLS, Lehner et al. ( 2016 )
lso reported a similar system (LLS0958A) and complementary
ntegral field spectroscopy by Fumagalli et al. ( 2016b ) mapped
ts galactic environment, along with another absorber in the same
ightline, LLS0958B, which is one of the two apparently metal-free
LSs disco v ered by Fumagalli et al. ( 2011a ). Interestingly, the
nvironment of LLS0958A showed no nearby galaxies, potentially
ndicating an intergalactic environment. Ho we ver, the environment
f LLS0958B showed five Ly α-emitting galaxies at a similar
edshift, with three appearing to be aligned in projection, suggesting
 filamentary structure akin to a cold stream in the vicinity of
alactic haloes. In the context of a simple expectation that the lowest
etallicity absorbers arise furthest from galaxies, it is perhaps

urprising that the opposite was found in this study, though it
emains possible that LLS0958A arises in gas closely associated
ith galaxies below the detection limits of Fumagalli et al. ( 2016b ).
Hence, given this somewhat counter-intuitive situation from a very

mall sample, more ‘near-pristine’ LLSs need to be disco v ered to
efine our understanding of their origins. While they appear, so far,
NRAS 514, 3559–3578 (2022) 
o be rare, previous searches have not targeted them directly; instead,
 dedicated search is required and now possible with existing LLS
urv e ys. We reported the first such search in Robert et al. ( 2019 ),
n which we established a list of very metal-poor candidates and
ocused on the disco v ery and properties of the apparently metal-free
bsorber, LLS1723. Here, we study the rest of the sample, i.e. seven
ystems. They all show detectable metal lines and could therefore be
ear-pristine LLSs and candidates for PopIII remnants. Importantly,
he sample was deliberately biased towards LLSs with higher
ydrogen column densities ( N H I ) than the first near-pristine absorber
isco v ered by Crighton et al. ( 2016 ) (LLS1249) so that other metallic
pecies, in addition to Si and C, could be detectable even at very low
etallicities log 10 ( Z /Z �) ≤ −3. This should impro v e prospects for

istinguishing between PopIII and PopII nucleosynthetic scenarios. 
This paper is structured as follows. In Section 2 , we summarize

riefly how the sample of very metal-poor candidates was selected
nd describe our Keck observing campaign. In Section 3 , we
ummarize our general approach to analysing all the candidates,
nd in Section 4 , we describe the absorption-line features of each
LS and their physical properties obtained through photoionization
odelling. This allows us to accurately reassess their metallicity,

nd check the efficiency of our dedicated search. Indeed, among
he sev en v ery metal-poor candidates, we ultimately find that they
re near -pristine, i.e. ha ve metallicities log 10 ( Z/ Z �) � −3. Their
rigins are discussed in Section 5 , and we also present suggestions
or a strategy to improve future dedicated searches for very metal-
oor LLSs. Note that, unless otherwise stated, all column density
easurements in this paper are quoted with 1 σ uncertainties, all

olumn density upper limits are 2 σ , and all metallicity and abundance
atio estimates (including limits) from our photoionization analyses
re quoted at 95 per cent confidence. 

 TA R G E T  SELECTI ON,  OBSERVATI ONS,  A N D  

ATA  R E D U C T I O N  

n Robert et al. ( 2019 ), we described a dedicated search for very
etal-poor LLSs. Briefly, we targeted eight LLSs, for which no

revious high-resolution ( R > 30 000) spectra existed. We observed
hese eight targets with Keck/HIRES during three runs in 2016–2017,
btaining signal-to-noise ratios (SNRs) � 20 per ≈2.3 km s −1 pixel
n the continuum near the e xpected wav elength of the strongest metal
bsorption lines (generally Si II λ 1260). The targets were selected to
atisfy the following criteria: (i) their lower resolution quasar spectra,
rom Cooper et al. ( 2015 ) and Prochaska et al. ( 2015 ), showed either
o metal lines at the LLS redshifts or only very weak (usually not
ery clear) detections; (ii) their metallicity estimates from these lower
esolution spectra were consistent with log 10 ( Z /Z �) ≤ −3; and (iii)
heir H I column density estimates were higher than for LLS1249
isco v ered by Crighton et al. ( 2016 ), i.e. log 10 ( N H I / cm 

−2 ) ≥ 17 . 36.
he third criterion was introduced to attempt to identify near-pristine
LSs in which a larger variety of metallic species could be detected.
able 1 lists the metallicity estimates obtained by Cooper et al. ( 2015 )
rom their Magellan/MagE spectra, and by Fumagalli et al. ( 2016a )
or their Keck/ESI and Magellan/MIKE spectra of the others, along
ith the literature N H I estimates. One of the systems listed, LLS1723,

ppeared to be free of metal lines in the HIRES spectra and indicated
 significantly lower metallicity than the others; this LLS was studied
n Robert et al. ( 2019 ). 

The journal of our new Keck/HIRES observations of the seven
LSs studied here is provided in Table 2 . HIRES was configured
ith the red cross-disperser, with a slit width of 1.148 arcsec

C5 decker, with length 7 arcsec) to provide a resolving power
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Table 1. Literature information used to select the eight very metal-poor candidate LLSs targeted in our survey. LLS1153 and LLS1304 are 
from the sample of Cooper et al. ( 2015 ) that provided ionic column densities and metallicity estimates for 17 LLSs at z ≥ 2 observed with the 
Magellan/MagE spectrograph. The other six LLSs are from the surv e y of Prochaska et al. ( 2015 ) that provided ionic column densities for 157 
LLSs at z ≥ 2 observed with Keck/ESI or Magellan/MIKE. Their metallicities were estimated in a subsequent study described in Fumagalli 
et al. ( 2016a ). 

Quasar name LLS name Spectrograph QSO redshift LLS redshift log 10 ( N H I / cm 

−2 ) log 10 ( Z /Z �) 

SDSS J010619.20 + 004823.3 LLS0106 MIKEb 4.430 4.17157 19.05 ± 0.20 ≤−3.19 
SDSS J034402.80 −065300.0 LLS0344 MIKEb 3.957 3.84280 19.55 ± 0.15 ≤−3.01 
SDSS J095256.41 + 332939.0 LLS0952 ESI 3.396 3.26180 19.90 ± 0.20 ≤−3.00 
SDSS J115321.68 + 101112.9 LLS1153 MagE 4.127 4.03800 17.00 ≤ N H I ≤19.00 ≤−2.90 
SDSS J115659.59 + 551308.1 LLS1156 ESI 3.110 2.61594 19.10 ± 0.30 ≤−3.10 
SDSS J130452.57 + 023924.8 LLS1304 MagE 3.651 3.33690 17.90 ≤ N H I ≤18.70 −2.81 ± 0.15 
SDSS J172323.20 + 224358.0 LLS1723 ESI 4.520 4.39100 18.30 ± 0.30 ≤−3.25 
SDSS J224147.70 + 135203.0 LLS2241 MIKEb 4.470 3.65393 20.20 ± 0.20 ≤−3.45 

Table 2. Journal of HIRES observations. ‘EA’ and ‘XDA’ are the echelle and cross-disperser angles; λ range is the wavelength coverage. The 
slit-width was 1.148 arcsec for all exposures, providing a nominal resolving power R = 37 500. 

Quasar EA XDA λ range Date Exposure Seeing 
( ◦) ( ◦) ( Å) ( UT ) (s) (arcsec) 

SDSS J010619.20 + 004823.3 − 0 .330 0.830 4740–9360 2016-09-22 3600, 2733 ∼0.8 a , b 

− 0 .300 0.700 4680–9120 2017-08-19 3210 ∼0.65–0.8 
SDSS J034402.80 −065300.0 0 .200 0.400 4250–8700 2017-08-19 2 × 2710 ∼0.9 

0 .400 0.200 4010–8500 2017-08-20 3000 ∼0.65 a 

SDSS J095256.41 + 332939.0 0 .000 1.878 3750–6600 2015-11-14 3000 ∼0.8 
0 .000 1.752 3600–6480 2015-11-14 2700 ∼0.8 

SDSS J115321.68 + 101112.9 − 0 .100 0.400 4340–8690 2017-02-18 2 × 3600 ∼0.7–0.9 (mostly ∼0.8) 
− 0 .100 0.400 4340–8690 2017-02-18 3600 ∼0.7–0.8 (mostly ∼0.75) 

SDSS J115659.59 + 551308.1 0 .000 0.010 3640–8100 2017-02-17 3600 ∼0.9–1.2 (mostly ∼1.0) 
0 .000 0.010 3640–8100 2017-02-17 2 × 3600 ∼1.0–1.3 (mostly ∼1.1) 

SDSS J130452.57 + 023924.8 0 .190 0.000 4000–8490 2017-02-17 2 × 3300 ∼1.0–1.3 (mostly ∼1.1) 
0 .190 0.000 4000–8490 2017-02-18 3300, 3300 ∼0.75, ∼0.75–1.0 (mostly ∼0.9) 
0 .190 0.000 4000–8490 2017-06-13 3600 ∼0.7–1.1 (mostly ∼0.7) 
0 .190 0.000 4000–8490 2017-06-13 3600 ∼0.8–1.0 (mostly ∼0.8) 

PSS J172323.10 + 224357.14 0 .080 0.900 4786–9230 2017-06-13 3750, 3315 c , d ∼0.7–0.8 
− 0 .150 e 0.900 4786–9217 2017-06-13 2 × 3300 ∼0.75–0.8 
− 0 .150 0.900 4786–9217 2017-06-13 3400, 3600 ∼0.8–1.0, ∼0.9–1.5 (mostly ≤1.2) 

SDSS J224147.70 + 135203.0 − 0 .250 0.730 4680–9130 2017-08-19 2 × 3210 ∼0.6–0.7 

a Very poor weather most of the night; snow during preceding day. 
b Dome closed after 2733 s of second exposure. 
c Exposure paused at 2425 s because target transited and could not be tracked. 
d Stopped at 3315 s because an incorrect echelle angle was used which did not co v er the important Si II λ 1260 line. 
e Echelle angle was changed to focus on Si II λ 1260. 
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f R = 37 500 for all quasars. The data reduction is described
n detail in Robert et al. ( 2019 ). Briefly, we performed the initial
eduction steps with the MAKEE pipeline: flat-fielding, order tracing, 
ackground subtraction and extraction of a 1D spectrum for each 
 xposure. We wav elength-calibrated the data in the standard way by
sing spectra of a ThAr lamp but, unlike the case of J1723 + 2243,
AKEE automatically identified a sufficient number of ThAr lines 
uring the calibration process. We then used UVES POPLER (Murphy 
016 ) to merge together the extracted exposures, with the same 
rocess as Murphy et al. ( 2019 ); again see Robert et al. ( 2019 )
or more details of this procedure, and in particular how the con-
inuum was manually estimated in the Lyman forest region of each 
pectrum. 

For the seven LLSs studied here, our reassessment of their absorp-
ion features and metallicities with the newly acquired HIRES spectra 
howed that four have metallicity consistent with log 10 ( Z/ Z �) �
3. As stated abo v e, the analysis of LLS1723 is the focus of Robert

t al. ( 2019 ) due to its apparent lack of metal lines. The three others –
LS0344, LLS1153, and LLS1156 – do show weak metal absorption 
ines and have log 10 ( Z/ Z �) � −3: they are new examples of ‘near-
ristine’ LLSs. Therefore, they are the focus of Section 4 where the
etails of the absorption line properties and photoionization analysis 
re provided. The absorption feature properties and metallicity esti- 
ates of the remaining four LLSs are reported briefly in Appendix A .
one the less, these higher metallicity systems are important for 

onsidering an impro v ed selection strate gy for low-metallicity LLS
andidates in future; we discuss this in Section 5.2 . 

 G E N E R A L  ANALYSI S  APPROACH  F O R  A L L  

BSORBERS  

ere, we introduce the general analysis approach used for all the very
etal-poor candidates. We start with the study of their absorption 

eatures to derive the metal and H I column densities, followed by
he photoionization analysis that returns the physical properties of 
he absorbers – most importantly, the metallicity. 
MNRAS 514, 3559–3578 (2022) 
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1 See https:// www.nublado.org/ . 
2 The earlier ‘HM05’ spectrum (Haardt & Madau 1996 ) included background 
radiation from quasars and galaxies, while the HM12 spectrum also includes 
a contribution from ionizing photons escaping galaxies close to the gas slab 
under consideration. There is considerable discussion in the literature about 
which background spectrum is most appropriate for modelling LLSs (as 
summarized in e.g. Crighton et al. 2015 ; Fumagalli et al. 2016a ; Lehner 
et al. 2019 ). Wotta et al. ( 2019 ) found that metallicities derived through 
CLOUDY modelling with the HM12 background were ≈0.2–0.4 dex higher 
than those derived using the HM05. However, in their work, the difference 
reduced strongly as a function of N H I , and for log 10 ( N H I / cm 

−2 ) > 19 there 
is no evidence for a systematic difference. Similar results were also inferred 
by Pointon et al. ( 2019 ). We use the HM12 background in this work for 
consistency with Crighton et al. ( 2016 ) and to ensure our metallicity estimates 
remain conserv ati ve for the three near-pristine systems we identify with 
log 10 ( N H I / cm 

−2 ) > 19; i.e. we do not spuriously identify higher metallicity 
systems as having log ( Z/ Z ) � −3. 
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.1 Spectral analysis 

he starting point for all absorbers is to identify the metal lines
etected at, or very near, the LLS redshift determined by previous
uthors in Table 1 . They are generally the strongest metal transitions
etectable for LLSs at z ≥ 2 and correspond to the different ionization
tages of carbon and silicon: C II , C III , C IV , Si II , Si III , and Si IV . At
he resolution of Keck/HIRES, the detection of these transitions is
nambiguous, especially if using the strongest available transition
highest oscillator strength) for an ion; e.g. Si II λ 1260. Therefore,
he determination of the absorption redshift, a key component of the
LS’s model, is robust. 
The LLSs are modelled using the VPFIT software (version 9.5)

Carswell & Webb 2014 ) which fits ideal Voigt profiles to absorption
ines and minimizes χ2 between the data and model to return their
est-fit column densities N , Doppler parameters b (line widths),
bsorption redshifts z abs , and the associated uncertainties. All the
LSs analysed in this paper show detectable metal absorption lines
nd the fitting process for them is rather straightforward. For instance,
he LLS redshift, z abs , is determined from the metal lines and then
xed for the fit to the H I lines. The main purpose of the Voigt
rofile modelling is to measure the total column density of each ion,
ntegrated across all fitted velocity components. The same velocity
omponents are fitted to all singly ionized species simultaneously. We
hen assess whether the same components can be fitted to the higher-
onization species, using changes in χ2 per degree of freedom as a
ough guide. This aids our assessment of whether the low and high ion
bsorption likely arises in the same gas phase or not, which informs
ur approach to the photoionization model of each LLS. Ho we ver,
t should be emphasized that fitting the high ions with the same
r different velocity structure as the low ions does not appreciably
hange the total column density returned for any species. 

The total H I line column density N H I and representative b pa-
ameter is then determined for the LLS. But unlike metal absorption
ines, it is challenging to fit ideal Voigt profiles to the different lines
f the Lyman series: e.g. at z ≥ 2, the Ly α forest is very thick and
everal unrelated systems can contribute to the absorption features
een; the Ly α line associated with an LLS can be on the flat part
f the curve-of-growth and not have strong damping wings; and the
yman series lines can be saturated. Due to these possible issues, we
se a simple one-component Voigt profile fit for H I and follow one
f the options below: 

(i) When the presence of any weak damping wings in the profile
f its Ly α absorption line cannot be confidently identified due to
yman forest absorption, then log 10 ( N H I / cm 

−2 ) � 19. The low order
ines such as L y α or L y β can only provide an upper limit on N H I .
o we ver, establishing a lower limit is much more important as this
rovides the highest possible (i.e. most conserv ati ve) metallicity
pper limit. The common approach is to use the flux level bluewards
f the Lyman limit to establish a lower limit on N H I that provides a
etallicity upper limit (e.g. Prochaska, O’Meara & Worseck 2010 ;
’Meara et al. 2013 ; Prochaska et al. 2015 ). This has the advantage

hat the measured N H I is independent of b . We used this method for
LS0106 and LLS1304, and our analysis of LLS1723 in Robert et al.
 2019 ) provides a detailed example of this approach. 

(ii) When an LLS’s Ly α profile has clear damping wings, then
og 10 ( N H I / cm 

−2 ) ≥ 19. N H I is easily measured, and strongly con-
trained, by the observed transmission near the Ly α line and its
amping wings. We used this method for LLS0952, LLS1156, and
LS2241. Again, the estimated b value does not have a significant

mpact on the N H I measurement. 
NRAS 514, 3559–3578 (2022) 
Finally, we note that two of our target LLSs have apparent D I Ly α
etections at the expected −82 km s −1 offset from their associated H I

ines. In both cases, the H I Ly α shows only weak damping wings [i.e.
og 10 ( N H I / cm 

−2 ) ≤ 19], so the D I lines provide an opportunity to
efine the N H I measurement: combined with a precise determination
f the [D/H] ratio in low-metallicity LLSs and damped Ly α systems
DLAs), taken from Cooke et al. ( 2014 ), the estimate of N D I provides
 more precise, and likely more accurate, estimate of N H I (with
0.1 dex uncertainty) that is consistent with the value determined

orm the H I Ly α line itself (with ∼0.3 dex uncertainty). Ho we ver,
he N D I and b -parameter estimates in our two LLSs are not accurate
nough for a competitive constraint on the primordial [D/H] value:
ther transitions of the D I Lyman series are not detected in our
LSs, and the D I Ly α lines are at least partially blended with other,
nrelated H I lines, so they will not provide an accuracy in [D/H] near
0.02 dex which is typical for the best measurements (e.g. Cooke,
ettini & Steidel 2018 ). 

.2 Estimating metallicities with photoionization analysis 

n this paper, we measure metallicity using silicon as the probe, and
o we equate log 10 ( Z /Z �) with [Si/H], i.e. the silicon abundance in
he absorber measured relative to the solar values. None the less,
ne cannot assume that the observed ions are fully representative
f the hydrogen and metal content of the LLSs. To convert the
easured ionic column densities into atomic ones, ionization cor-

ections are derived with the photoionization simulation software
LOUDY (version 13.03) 1 (Ferland et al. 2013 ) that performs radia-

ive transfer calculations for an ideal gas cloud representative of
n LLS. 

We follow closely the method described in Crighton et al. ( 2015 )
o provide only a brief summary here. The CLOUDY models are
enerated assuming that an LLS is a single-phase slab with a constant
ensity and illuminated on one side by an ionizing spectrum, the
M12 ultraviolet (UV) background of Haardt & Madau ( 2012 ) set at

he LLS’s redshift. 2 We generate a large grid of models as a function
f N H I , the hydrogen volume density n H , [Si/H] and a free parameter
UV that tunes the hardness of the ionising spectrum, ef fecti vely

epresenting the uncertainty in its shape (see Crighton et al. 2015 ).
he column densities of the different ions are then calculated by

nterpolation on the grid. 
To more efficiently use our computing resources, for each

LS we first generated a coarse CLOUDY grid co v ering
4 . 2 < log 10 ( n H / cm 

−3 ) < −1, 15 . 5 < log 10 ( N H I / cm 

−2 ) < 20 . 5,
10 �
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Table 3. Column densities and metallicity measurements for the three 
near-pristine LLSs. The neutral hydrogen and metallic ion column density 
measurements are provided for all detected lines with 1 σ uncertainties, or 2 σ
upper limits for non-detections. The metal column density values correspond 
to the sum of all velocity components across the absorption profile. The 
upper limits were derived using the apparent optical depth method (Savage & 

Sembach 1991 ). The last row provides the fiducial metallicities, [Si/H], 
inferred from the photoionization analyses, with 95 per cent confidence 
intervals. 

Ion log 10 ( N /cm 

−2 ) 
LLS0344 LLS1153 LLS1156 

Si II 12.48 ± 0.02 12.22 ± 0.03 12.35 ± 0.15 
Si IV 12.88 ± 0.04 12.46 ± 0.04 –
C II 13.37 ± 0.03 – –
C IV 13.70 ± 0.02 13.37 ± 0.04 14.83 ± 0.09 
Fe II ≤12.85 – –
Al II ≤11.45 ≤11.06 11.45 ± 0.09 
Al III – – ≤11.55 
D I 14.63 ± 0.10 14.80 ± 0.10 –
H I 19.23 ± 0.10 19.40 ± 0.10 19.30 ± 0.10 

[Si/H] −3.00 ± 0.26 −3.05 ± 0.26 −2.94 ± 0.26 
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Figure 1. Regions of the J0344 −0653 HIRES spectrum (black histogram) 
where the strongest metal absorption lines of LLS0344 are expected, centred 
at z abs = 3.842 8323. The solid blue line in each panel represents the combined 
Voigt profile fit, with a total column density given in Table 3 . The solid 
orange lines represent the Voigt profiles of the different velocity components 
contributing to the total absorption profile. These are indicated by vertical red 
and blue ticks. The red ticks are the main contributions to the total column 
density in each ion, while those represented by the cyan ticks contribute 
only weakly; in this absorber, the latter are only detected in the high ions 
C IV and Si IV . Note that the orange Voigt profile fits have been vertically 
shifted for clarity. The grey shading shows the 1 σ uncertainty in the flux. For 
Fe II λ 1608 and Al II λ 1670, the column densities used for the Voigt profile 
fit correspond to a 2 σ upper limit derived using the apparent optical depth 
method. For Si II λ 1260, in the top-left panel, the Voigt profile at + 25 km s −1 

corresponds to the Fe II λ 1260 transition associated with this absorber. 
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6 < [Si/H] < −2 (all with steps of 0.5 dex) and set αUV to 0,
.e. the un-tilted HM12 UV background. This allows us to quickly 
eassess the LLS’s metallicity, filtering out those inconsistent with 
og 10 ( Z /Z �) ≤ −3. For those with metallicities near, or clearly lower
han this threshold, grids with finer steps (requiring more computing 
ime) were then generated. The details of each grid are provided in
ection 4 for each very metal-poor LLS. For all those grids, αUV was
aried from −2.50 to 1.50 in steps of 0.4 dex. 

Still following the approach of Crighton et al. ( 2015 ), a Markov
hain Monte Carlo (MCMC) technique is used to find the metallicity 
robability distribution of each LLS. Briefly, the predictions of 
LOUDY for the ionic column densities are compared to the measure- 
ents, and we construct a likelihood function ln L with the CLOUDY 

rid parameters: N H I , n H , [Si/H], and αUV . We maximize ln L to de-
ermine the posterior distributions of its parameters using an MCMC 

ampler provided by the EMCEE code (Foreman-Mackey et al. 2013 ). 
uring the sampling of the coarse and fine grids, we impose a flat
rior on the density n H of −3 . 5 < log 10 ( n H / cm 

−3 ) < −1 . 0. Briefly,
his range of densities represents the likely extremes that characterize 
LSs arising in intergalactic and circumgalactic environments; see 
umagalli et al. ( 2016a ) (fig. 3) and Robert et al. ( 2019 ) for a detailed
iscussion. While solar abundances are assumed for the metals when 
onstructing the CLOUDY grids, non-solar patterns can be allowed a 
osteriori by allowing deviations o v er a range set via a flat prior. This
s generally done in the sampling of the fine grids when a metal ion is
etected, but it is also possible to infer an upper limit on a ratio from
he non-detection of a metal species. As the metallicity is determined 
sing the α element Si, a deviation from solar abundance pattern for
n element X is expressed as [X/Si] and this ratio is allowed to vary,
uch as −2 ≤ [X/Si] ≤ 2. 

From the analysis with the coarse grids, three LLSs appeared 
o be near-pristine candidates, i.e. with detected metal lines and 
etallicities consistent with [Si/H] ≤ −3: LLS0344, LL1153, 
L1156. The analysis of these LLSs is described below in Section 4 ,
hile the properties of the remaining four LLSs are provided 

n Appendix A . Table 3 summarizes the metal and H I column
ensity measurements and upper limits for each near-pristine LLS, 
ogether with the final metallicity estimate from the photoionization 
nalysis. 
 ABSORPTI ON  LI NE  A N D  

H OTO I O N I Z AT I O N  ANALYSI S  O F  T H E  N E W  

EAR-PRI STI NE  ABSORBERS  

.1 LLS0344 

.1.1 Metal-line column densities 

LS0344 was first identified in Prochaska et al. ( 2015 ) towards
he z em 

= 3.957 quasar SDSS J034402.80 −065300.0 (hereafter 
0344 −0653), based on absorption features at redshift z abs = 3.843,
sing a MIKE spectrum. At this redshift N H I was estimated at
og 10 ( N H I / cm 

−2 ) = 19 . 55 ± 0 . 15 along with b = 30 km s −1 . These
alues were determined by visual inspection of theoretical Voigt 
rofiles superimposed on the Ly α line. At z abs = 3.843 they identi-
ed C II λ 1334, C IV λλ1548 / 1550 , Si II λ 1260, Si IV λλ1393 / 1402 ,
 I λ 1302, and obtained column density upper limits for Fe II λ 1608 

nd Al II λ 1670. The column densities were measured using the 
pparent optical depth method (Savage & Sembach 1991 ). 

Guided by the initial results abo v e, we search the HIRES spectrum
or metal absorption lines and we list the detections and upper
imits in Table 3 . Fig. 1 depicts the strongest (highest oscillator
trength) transitions of the most abundant metal species expected 
t z abs = 3.843. For a detection, the Voigt profile fit depicted by
 solid blue line corresponds to the combination of the profiles of
MNRAS 514, 3559–3578 (2022) 
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Figure 2. Continuum-normalized flux for Lyman series absorption lines of 
LLS0344 in the J0344 −0653 HIRES spectrum (black histogram). The zero 
velocity redshift is set at z abs = 3.843. The blue solid lines correspond to our 
fiducial H I model with log 10 ( N H I / cm 

−2 ) = 19 . 23 ± 0 . 10, z abs = 3.843 and 
b = 10 km s −1 . The solid orange line in each panel represents the Voigt profile 
fit of a D I line with log 10 ( N D I / cm 

−2 ) = 14 . 63 ± 0 . 10 and b = 10 km s −1 . 
It contributes to the total H I absorption profile and the vertical green ticks 
indicate its position, at the −82 km s −1 isotopic shift from the associated H I 

line. The grey shading shows the 1 σ uncertainty in the flux. 
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Figure 3. Minimal photoionization model of LLS0344. The observed col- 
umn densities in Table 3 are shown as data points, with 1 σ uncertainties and 
2 σ upper limits, and the red lines represent CLOUDY column density model 
values for 20 MCMC samples drawn at random. 
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ach velocity component (solid orange lines). For an upper limit, the
rofile illustrates the suitability of the 2 σ upper limit derived through
he use of the apparent optical depth method. 

The absorption profiles in Fig. 1 show that the majority of the total
ptical depth in each ion is concentrated in three velocity components
etween −20 and + 20 km s −1 (red tick marks) for both the low ions
C II and Si II ) and high ions (C IV and Si IV ). All three components can
e fitted simultaneously, with the same redshifts and b parameters, in
ll detected transitions, although the weakest, broadest component is
ot statistically required in the fit to Si II λ 1260. There are additional
elocity components detected over a larger velocity extent in C IV and
i IV (cyan ticks). Ho we ver, these are minor contributors to the total
olumn densities in those ions ( ≈11 per cent for Si IV , ≈36 per cent
or C IV ). Given these observations, we assume for simplicity in our
hotoionization analysis that all the metal ion column density arises
n the same phase as the H I detected in this system. Note that if,
n reality, the high ion gas does not contribute to the H I column
ensity, our simple assumption will result in a slight o v erestimate of
he metallicity. That is, our assumption is conserv ati ve in that it will
ot result in a spurious near-pristine identification. 

.1.2 H I column density 

ur fiducial H I model is depicted in Fig. 2 with
og 10 ( N H I / cm 

−2 ) = 19 . 23 ± 0 . 10 and b = 10 km s −1 . Having
stablished the redshift of LLS0344, we checked the corresponding
yman series lines to assess N H I . The model of Prochaska et al.
 2015 ) with log 10 ( N H I / cm 

−2 ) = 19 . 55 ± 0 . 15 appeared reasonable
hen compared with our HIRES spectrum. Ho we ver, as Fig. 2

hows, there appears to be additional, lower column density Lyman
bsorption lines at almost all velocities across these profiles. This
akes the presence, and extent, of the damping wings difficult to
NRAS 514, 3559–3578 (2022) 
iscern. It may also appear possible that N H I is substantially lower
han Prochaska et al. ( 2015 )’s estimate, which would weaken the
vidence that this system is a near-pristine LLS. 

Ho we ver, the detection of D I at the expected −82 km s −1 isotopic
hift from the associated H I Ly γ line provides an alternative, more
eliable estimate of N H I in this system. The top panel of Fig. 2 shows
his D I detection and that there is coincident, saturated absorption at
he expected position of the Ly β D I line as well. This indicates that
he majority – if not all – of the absorption at −82 km s −1 in Ly γ
s most likely due to D I . Indeed, Fig. 2 shows a single Voigt profile
 v erlaying the data for these two D I lines, at the same redshift as the
 I line, with N D I and b adjusted in VPFIT to visually match the data.
his yields log 10 ( N D I / cm 

−2 ) = 14 . 63 ± 0 . 10 and b = 10 km s −1 .
nfortunately, the higher order D I lines are severely blended with
yman forest absorption so they could not be used to further corrobo-
ate the D I analysis. Nevertheless, using the D/H ratio measurement
f Cooke et al. ( 2014 ), log 10 ( N D I / cm 

−2 ) = −4 . 597 ± 0 . 006, our
 D I estimate implies that log 10 ( N H I / cm 

−2 ) = 19 . 23 ± 0 . 10. As the
ottom panel of Fig. 2 shows, o v erlaying a Voigt profile with this
olumn density on the data (with the same b parameter of 10 km s −1 

s for D I ) provides a self-consistent result: the model does not fall
elow the limits imposed by the flux peaks at −350, −320, −150,
 360, and + 470 km s −1 . The uncertainty of 0.1 dex in N D I (and

herefore N H I ) was determined visually to approximately match the
catter in the HIRES flux values and from the continuum placement.
he latter is uncertain by as much as ±15–20 per cent and changing

he continuum level by this amount requires an adjustment of the N D I 

f ∼0.05 dex, well within the 0.1 dex uncertainty ascribed to N H I . 

.1.3 Photoionization modelling results 

ollowing Section 3.2 , we start the photoionization modelling of
LS0344 with the coarse CLOUDY grid and a ‘minimal model’: a
inimal set of free parameters in the MCMC analysis to match

he observing ionic column densities in Table 3 . In this case, the
inimal model considers that the singly and triply ionized species

re produced by the same phase. Fig. 3 shows CLOUDY ’s predictions
or the metal column densities. The main result derived by the

CMC sampling algorithm is the metallicity estimate of [Si/H] =
3.29 ± 0.26. Ho we ver, the predicted v alues are larger than the
easured ones for Al II , and smaller for C II , C IV , and Si IV . Retaining

he assumption that these ions are produced by the same phase, these
ismatches may correspond to a deviation from a solar abundance

attern for C and Al and/or uncertainties related to the shape
f the HM12 UV background. Reducing the difference between
he measured column densities and the predictions of CLOUDY is
nteresting as it may provide a measurement of [C/Si] and an upper
imit on [Al/Si]. 

Gi ven this lo w initial metallicity estimate and the possibility of
on-solar abundance patterns for C and Al, we then follow Section 3.2
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Figure 4. Same as Fig. 3 but for the fiducial photoionization model of 
LLS0344. 

Figure 5. Fiducial photoionization model results for LLS0344. Each panel 
shows the MCMC distributions of parameter pairs involving metallicity 
( Z /Z �), the ionization parameter ( U ), the volume density of hydrogen ( n H ), 
the [C/Si] and [Al/Si] ratios, and the slope of the UV background ( αUV ). The 
panel at the top of each column shows the distribution of the corresponding 
parameter, together with its mean value or limit (95 per cent confidence). 
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Figure 6. Same as Fig. 1 but for LLS1153 centred at z abs = 4.038 towards 
J1153 + 1011. For Al II λ 1670, the profile represents the 2 σ upper limit on its 
total column density. 
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nd generate a finer grid of CLOUDY ’s models for LLS0344. The grid
o v ers −4 . 2 < log 10 ( n H / cm 

−3 ) < −1, 18 . 5 < log 10 ( N H I / cm 

−2 ) <
9 . 5, and −6 < [Si/H] < −2, all with respective steps of 0.2 dex.
s stated earlier, we introduce a free parameter −2.50 < αUV < 1.50
ith steps of 0.4 dex to account for uncertainties related to the shape
f the HM12 UV background. We also apply a Gaussian prior on
UV , centred on 0 with a standard deviation of σ = 0.5. Fig. 4
hows CLOUDY ’s predictions compared to the measured values. The 
istributions of [Si/H], n H , αUV , [C/Si], and [Al/Si] derived by the
CMC sampling algorithm are shown in Fig. 5 for the fiducial 
odel. For completeness, and comparison with models in other 
orks, we also include the distribution of the ionization parameter, 
 , defined as the ratio of the ionising photon density to n H . 
The main results from the fiducial model (Fig. 5 ) are a metal-

icity measurement of [Si/H] = −3.00 ± 0.26, a carbon-to-silicon 
bundance ratio of [C/Si] = 0.14 ± 0.17, and a upper limit on
he aluminium-to-silicon abundance ratio of [Al/Si] ≤ −0.35. As 
pposed to the minimal model (Fig. 3 ), there are no mismatches
etween the CLOUDY predictions and measured column densities in 
ig. 4 , so it appears that this is a more reliable model. While the
upersolar value of [C/Si] has only very marginal significance, the 
ub-solar upper limit on [Al/Si] is robust to different assumptions 
bout the photoionization modelling. For example, assuming that 
he high ions (C IV and Si IV ) are not produced by the same phase as
he low ions (C II , Si II , Fe II , and Al II ) and an HM12 UV background,
Al/Si] ≤ −0.14. Further changing the UV background to ‘HM05’ 
ithin CLOUDY , a revised version of that originally published by
aardt & Madau ( 1996 ), has little impact: we obtain [Al/Si] ≤−0.18.
e discuss how these values for [C/Si] and [Al/Si] can be compared

o the nucleosynthetic yields of PopIII stars in Section 5.1 . 

.2 LLS1153 

.2.1 Metal-line column densities 

LS1153 was first identified in Cooper et al. ( 2015 ) towards the z em 

=
.127 quasar SDSS J115321.68 + 101112.9 (hereafter J1153 + 1011), 
ased on absorption features at redshift z abs = 4.038, using a Magel-
an/MagE spectrum. At this redshift, rather than explicitly estimating 
 H I , they established a plausible range of values using the same

pproach explained in Section 3.1 : 17 . 7 < log 10 ( N H I / cm 

−2 ) < 19 . 0.
he upper limit derives from the lack of apparent damping wings for
y α, while the lack of flux bluewards of the Lyman limit imposes

he lower limit. At z abs = 4.038, they identified C IV λλ1548 / 1550 ,
i IV λλ1393 / 1402 , and obtained column density upper limits for
i II λ 1260, λ1304, and λ1526. 
Guided by the initial results abo v e, we searched the HIRES

pectrum for metal absorption lines and we list the detections and
on-detections (upper limits) in the second column of Table 3 . Fig. 6
epicts the strongest (highest oscillator strength) transitions of the 
ost abundant metal species expected at z abs = 4.038. Fig. 6 clearly

hows that most of the column density of highly ionized species
esides in a component indicated by a cyan vertical tick, but that this
s not present in the singly ionized species. Based on this difference,
n our photoionization modelling we assume that the low and high
ons arise in different phases of LLS1153, and that only the low ions
re associated with the H I detected in the Lyman lines. Below, we
MNRAS 514, 3559–3578 (2022) 
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Figure 7. Same as Fig. 2 but for LLS1153 centred at z abs = 4.038 towards 
J1153 + 1011. The model (blue line) has log 10 ( N H I / cm 

−2 ) = 19 . 40 ± 0 . 10 
and b = 15 km s −1 derived from the deuterium absorption (solid orange line) 
at −82 km s −1 , with log 10 ( N D I / cm 

−2 ) = 14 . 80 ± 0 . 10 (same b ). The orange 
dashed lines in the top two panels represent H I blends set at z = 3.0289 for 
Ly γ and 2.8243 for Ly-8. 
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Figure 8. Same as Fig. 5 but for the fiducial photoionization model of 
LLS1153. 
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heck the impact of including the triply ionized species on LLS1153’s
etallicity. In that case, the C IV and Si IV absorption in the two

elocity components which are (seemingly) in common with the low
ons are included in the model. 

.2.2 H I column density 

ur fiducial H I model is depicted in Fig. 7 with log 10 ( N H I / cm 

−2 ) =
9 . 40 ± 0 . 10 and b = 15 km s −1 . Having established the redshift of
LS1153 from its metal lines, we checked the corresponding Lyman
eries lines to assess its N H I . With a hint of damping wings apparent
or the Ly α line in the third panel of Fig. 7 , it should be expected that
og 10 ( N H I / cm 

−2 ) ≥ 19. Ho we ver, similar to LLS0344, the detection
f D I at the expected −82 km s −1 isotopic shift from the associated
 I Ly β, Ly γ , and Ly-8 lines provides a more reliable estimate of
 H I . We emphasize again that such a method only provides estimates

f the column density and width of the D I lines and not a reliable
D/H] v alue; indeed, possibly se veral additional H I blends would
eed to be comprehensively modelled to determine if a very precise
t of the D I lines was even possible. 
The D I detection can be seen in the top panel of Fig. 7 , at the

xpected −82 km s −1 isotopic shift from the associated H I Ly-8
ine. There are coincident, saturated absorption features at the same
elocity in the Ly β and Ly γ lines. For both Ly-8 and Ly γ , part of the
bsorption at −82 km s −1 is also due to unrelated H I blends. Thus,
n Fig. 7 , the two top panels each show the Voigt profile of an H I

lend to account for some of this additional absorption: z abs = 3.0289
or Ly γ and 2.8243 for Ly-8. The third panel shows a single Voigt
rofile for D I Ly β. An exact, detailed fit to the data is not sought
n this case, particularly for the blends, as the main uncertainty in
 D I stems from the continuum level, amounting to ∼0.10 dex (using

he same approach as for LLS0344 in Section 4.1 ). Adjusting N D I ,
 , and the blend parameters, within VPFIT to visually match the data
ields log 10 ( N D I / cm 

−2 ) = 14 . 80 ± 0 . 10 and b = 15 km s −1 . Using
NRAS 514, 3559–3578 (2022) 
ooke et al. ( 2014 )’s average measured [D/H] ratio, our N D I estimate
mplies that log 10 ( N H I / cm 

−2 ) = 19 . 40 ± 0 . 10 and b = 15 km s −1 . As
an be appreciated from Fig. 7 , this H I model is reasonable as it does
ot produce too much absorption at (i) the transmission peaks in
y α at −600 and 400 km s −1 ; (ii) the sharp blue wing of the D I Ly β
100 km s −1 ; (iii) the blue wing of D I at −100 km s −1 and sharp

ise in flux from zero at −50 km s −1 in Ly γ ; and (iv) the sharp rises
n flux at −110 and −40 km s −1 in Ly-8 and the transmission peak
etween them. 

.2.3 Photoionization modelling results 

e start the modelling of LLS1153 on the coarse CLOUDY grids with
inimal inputs to the photoionization model. We use the column

ensities listed in the second column of Table 3 and consider the
ulk of H I to be associated with the singly ionized species. The
esult is an initial metallicity estimate from the minimal model of
Si/H] = −3.15 ± 0.26. 

Given this low initial metallicity estimate, we generate a finer
rid of CLOUDY models for LLS1153. Ho we ver, gi ven that we only
ave a column density measurement of one metal ion (Si II ), we
o not consider varying the UV background slope or abundance
atios; in this case, the fiducial model has the same assumptions
nd inputs as the minimal model abo v e. The distributions of Z /Z �,
 , and n H derived by the MCMC sampling algorithm are shown

n Fig. 8 . The main result from the fiducial model is a metallicity
easurement of [Si/H] = −3.05 ± 0.26 (95 per cent-confidence).
his is 0.1 dex higher than the initial estimate derived with the
ame model assumptions but a courser parameter sampling grid;
ven though this is well within the 95 per cent-confidence interval, it
ighlights the importance of using the finer grids. 
So far, the high ions (C IV and Si IV ) were not considered to be part

f the same phase as the low ions and H I . However, from the metal-
ine velocity structures apparent in Fig. 6 , it appears possible that
he C IV and Si IV absorption between −40 and + 10 km s −1 (marked
y red ticks) arises in the two fitted low-ion components at −20
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Figure 9. Same as Fig. 3 but for a test model of LLS1153 which includes 
the column densities of C IV and Si IV in the same phase as the singly ionized 
gas. 
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nd 0 km s −1 . We therefore consider a test model for LLS1153 in
hich the two bluest (red tick) components are in the same phase

s the low ions and are associated with the H I absorption shown in
ig. 7 . Fig. 9 compares the metallicity measurements with a sample
f CLOUDY ’s predictions from the MCMC algorithm for this test
odel. The metallicity measurement shifts to [Si/H] = −3.58 ± 0.26, 

ignificantly below our fiducial metallicity, showing that the latter is 
obustly below [Si/H] = −3. However, this test model clearly fails to
atch the measured column densities of the high ions, similar to the

ase of LLS0344’s minimal model. Indeed, N C I v is more than 1 dex
igher than the CLOUDY predictions, and causes a significant tension 
etween the model and the upper limit on the Al II column density. 

It is therefore interesting to consider a further test model, similar
o the fiducial model of LLS0344, in which we also allow UV
ackground slope variations and non-solar abundance ratios for C 

nd Al. We use the same Gaussian prior on αUV introduced for
LS0344; i.e. σ = 0.5 centred on 0. The resulting metallicity 

s [Si/H] = −3.28 ± 0.26, αUV = 0.13 ± 0.48 and abundance 
atios [C/Si] = 0.89 ± 0.17 and [Al/Si] ≤ −0.01. The latter is
onsistent with the solar value and αUV indicates consistency with 
he HM12 background. Ho we ver, the lo w metallicity in this test

odel, combined with the o v erabundance of C, appears interesting 
t first. Nevertheless, we emphasize that the entire basis of this test
odel was to consider the same phase for the triply and singly ionized

pecies, just to check the robustness of our fiducial metallicity [Si/H]
−3. Furthermore, only C IV constrains the large value of [C/Si],

.e. it is simply a reflection of the assumption that C IV arises in
he same phase as the singly-ionized metals. In these regards, the 
ducial model of LLS1153 represents the simplest, most robust set 
f assumptions, and it produces the highest (i.e. most conserv ati ve)
etallicity measurement. 

.3 LLS1156 

.3.1 Metal lines 

LS1156 was first identified by Prochaska et al. ( 2015 ) towards
he z em 

= 3.110 quasar SDSS J115659.59 + 551308.1 (hereafter 
1156 + 5513) based on absorption features at redshift z abs = 2.616
n a Keck/ESI spectrum. At this redshift N H I was estimated at 
og 10 ( N H I / cm 

−2 ) = 19 . 10 ± 0 . 30 along with b = 30 km s −1 . This
alue of N H I was determined by visual inspection of theoretical 
oigt profiles superimposed on the Ly α line, which has clear enough 
amping wings to provide reasonable constraints, even at ESI’s low 

esolution of R = 8000 (FWHM ∼ 37 km s −1 ). At z abs = 2.616,
rochaska et al. ( 2015 ) identified Al II λ 1670, C IV λλ1548 / 1550 ,
nd Si IV λ 1393, and obtained column density upper limits for 
i II λ 1526, Fe II λ 2344, and Al III λ 1854. 
Guided by the initial results abo v e, we searched our HIRES

pectrum for metal absorption lines and we list the detections and 
on-detections (upper limits) in the third column of Table 3 . Fig. 10
epicts the strongest transitions of the most abundant metal species 
xpected at z abs = 2.616. Fig. 10 clearly shows that the high-ion
C IV ) absorption has a broad, complex velocity structure, which is
ery different to the very simple, apparently single-component low- 
on absorption (Si II and Al II ). Si II λ 1260 falls in the Lyman forest
f J1156 + 5513 and sits amongst an H I structure which may affect
ur column density estimate. Indeed, some of the absorption we 
ttribute to the H I structure could, in fact, be additional Si II λ 1260
bsorption; our column density may be a lower limit in that case.
he weak detection of Al II λ 1670 will also allow us to constrain the

Al/Si] ratio in Section 4.3.3 . 

.3.2 H I column density 

ur fiducial H I model is depicted in Fig. 11 (solid blue line)
ith log 10 ( N H I / cm 

−2 ) = 19 . 30 ± 0 . 10 and b = 15 km s −1 . Having
stablished the redshift of LLS1156 from the low-ionization metal 
ines, we checked the corresponding Lyman series lines to assess 
 H I . LLS1156’s redshift value is low compared to the rest of

ur LLS sample, so we only have access to its associated Ly α
ine. Ho we ver, its damping wings are clearly seen in Fig. 11 and
hey directly constrain the neutral hydrogen column density to be 
og 10 ( N H I / cm 

−2 ) = 19 . 30 ± 0 . 10. We also use b = 15 km s −1 in our
odel but note that the precise value does not have an impact on the

olumn density estimate. The uncertainty on N H I was determined 
rom the flux scatter in the HIRES spectrum and the uncertainties in
he continuum placement, the latter being the dominant factor. 

.3.3 Photoionization modelling results 

e first construct a minimal photoionization model of LLS1156 us- 
ng the column densities listed in the third column of Table 3 . Follow-
ng the discussion abo v e (Section 4.3.1 ), we consider the bulk of H I to
MNRAS 514, 3559–3578 (2022) 
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M

Figure 11. Same as Fig. 2 but for the Ly α line of LLS1156 centred 
at z abs = 2.616 towards J1156 + 5513. The model (blue solid line) has 
log 10 ( N H I / cm 

−2 ) = 19 . 30 ± 0 . 10 and b = 15 km s −1 . 

Figure 12. Same as Fig. 3 but for the fiducial model of LLS1156. 
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Figure 13. Same as Fig. 5 but for the fiducial photoionization model of 
LLS1156. 
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e associated with the singly ionized metal lines (Si II and Al II ). Com-
arison of CLOUDY ’s predictions with the measured column densities
eveals no significant discrepancies, therefore hinting that [Al/Si]
ust be very close to the solar value. The initial metallicity estimate

rom this minimal model is [Si/H] = −2.93 ± 0.26. While strictly
igher than −3, this is still consistent with it being a ‘near-pristine’
ystem compared to the higher metallicity LLSs described in Ap-
endix A where [Si/H] � −2 . 5, so it warrants further investigation. 
We therefore generated a finer grid of CLOUDY ’s models for

LS1156, with a fiducial model in which [Al/Si] is also a free
arameter. Ho we ver, gi ven that even the minimal model above
losely matched the observed column densities, and that we do
ot detect higher ions (Al III ), we do not include the possibility of
arying the UV background slope in the fiducial model. Fig. 12
hows CLOUDY ’s predictions compared to the measured column
ensities and Fig. 13 shows the distributions of Z /Z �, U , n H , and
Al/Si] from the MCMC sampling algorithm. The fiducial metallicity
easurement is [Si/H] = −2.94 ± 0.26, almost identical to the
inimal model value. The fiducial model also confirms a near-solar

Al/Si] ratio of 0.06 ± 0.25. Unfortunately, this does not provide an
mportant constraint on LLS1156’s chemical abundance pattern; i.e.
his single abundance ratio does not enable a detailed comparison
ith models of pristine gas enrichment. 

 DISCUSSION  

n Section 4 , we reported the disco v ery of three new near-pristine
LSs (LLS0344, LLS1153, and LLS1156) with metallicity mea-
urements of, respectively, [Si/H] = −3.00, −3.05, and −2.94, all
ith 95 per cent confidence uncertainties of 0.26 dex (dominated
y the uncertainties in N H I which are estimated to be 0.1 dex in
ll cases). Fig. 14 summarizes the metallicity distribution at z

 2 of LLSs and DLAs in the literature (updated from Robert
t al. 2019 ). It appears that the three new near-pristine LLSs
NRAS 514, 3559–3578 (2022) 
eported here are separated from the bulk of the significant and
epresentative portion of the LLS population shown on the figure.
ndeed, the majority of LLSs generally have metallicities � 0.5 dex
igher than those of the three ‘near-pristine’ LLSs. It is important
o note that the range of LLS metallicities in each redshift bin (red
oints), taken directly from Fumagalli et al. ( 2016a ), represent the
omposite probability distribution from the constituent absorbers.
he red error bars in Fig. 14 indicate the 25–75 per cent range
f these composite distributions, and this extends almost down to
og 10 ( Z /Z �) = −3 for the z = 3–4 bin. Ho we ver, the lo w-metallicity
ails of the distributions for individual LLSs in this bin are particularly
road, with no real lower limit, because a larger fraction of them
 ∼30 per cent) have poorly constrained H I column densities in the
ange log 10 ( N H I / cm 

−2 ) ≈ 17 . 9–18.9 (fig. 1 of Fumagalli et al. 2016a ,
.e. damping wings were not detected but no flux was detected
luewards of the Lyman limit). Indeed, no individual LLS was
easured to have log 10 ( Z/ Z �) � −3 in this sample. Furthermore,

ur surv e y targeted six of these absorbers, which had metallicity
pper limits of ≈−3 from that study, but we found that three
ctually have considerably higher metallicities ( [Si/H] � −2 . 5; see
ppendix A ). That is, the binned LLS points in Fig. 14 are biased

o low metallicities, particularly the lower error bars and especially
or z = 3–4, and include the LLSs we targeted, which all tend to
rtificially reduce the apparent gap between the near-pristine systems
nd the higher metallicity bulk of the LLS sample. 

Regarding the metallicity distribution of LLSs at z abs ≥ 2, it
ppears to be broadly unimodal, with a peak at [Si/H] ∼ −2. This was
ound in both Lehner et al. ( 2016 ) and Fumagalli et al. ( 2016a ), who
lso derived probabilities for finding LLSs with [Si/H] < −3 of ∼10
nd ∼3–18 per cent, respectively, at 2 ≤ z abs ≤ 4.5. In Robert et al.
 2019 ), we estimated that LLSs in this redshift range with metallicity
Si/H] < −4 constitute ∼1.6 per cent of the population, drawing from
n ef fecti ve sample of ∼191 LLSs without strong metallicity biases.
ith the disco v ery of three new near-pristine LLSs, we now extend

his simple estimate to 8 out of 191 systems with log 10 ( Z /Z �) ≤
3, a proportion of ∼4 per cent. This is substantially lower than
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Figure 14. Summary of the metallicity distribution of LLSs (squares) and 
DLAs (circles) in the literature, showing the three new near-pristine systems 
disco v ered in this work: LLS0344, LLS1153, and LLS1156, shown in 
purple. Our remeasurement of LLS0958A’s metallicity is also shown in 
purple (0.44 dex higher than in Lehner et al. 2016 ). The lowest metallicity 
measurement for a LLS from Crighton et al. ( 2016 ), LLS1249, is shown in 
black. All these near-pristine LLS metallicities are plotted with 95 per cent 
confidence error bars. The three known, apparently metal-free LLSs are 
indicated with arrows (2 σ upper limits): LLS0958B and LLS1134 from 

Fumagalli et al. ( 2011a ) in black, and LLS1723 from Robert et al. ( 2019 ) in 
purple. The red squares and error bars represent the LLS sample of Fumagalli 
et al. ( 2016a ) and show the median and 25–75 per cent range of the composite 
posterior probability density function in redshift bins containing at least 25 
LLSs each. The green circles are the DLA samples of Cooke et al. ( 2011b ), 
Rafelski et al. ( 2012 ) and Jorgenson, Murphy & Thompson ( 2013 ) [while 
more recent, dust-corrected DLA metallicity samples are available in De Cia 
et al. ( 2018 ) and P ́eroux & Howk ( 2020 ), dust bias at metallicities � −2 
is negligible]. The lowest metallicity measurement ([Si/H]) for a DLA from 

Cooke, Pettini & Steidel ( 2017 ), DLA0903, is shown in green. The shaded 
orange region shows the expected metallicity range for gas enriched by PopIII 
supernovae from the simulations of Wise et al. ( 2012 ). 
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he ∼10 per cent and ∼18 per cent upper bounds of Lehner et al.
 2016 ) and Fumagalli et al. ( 2016a ). And, while the latter’s lower
ound of ∼3 per cent is close to our ∼4 per cent estimate, we must
ecall that theirs includes the low-metallicity tails of the probability 
istributions for many LLSs, none of which actually had measured 
etallicities 3 dex (or more) lower than the solar value. That is, our

ew estimate appears to indicate that very metal-poor LLSs are rarer
han previously estimated. Nevertheless, we note that our sample of 
ight candidates was deliberately selected to have higher N H I values, 
n average, than these previous studies, so it remains possible that 
 smaller fraction of higher N H I LLSs have log 10 ( Z/ Z �) � −3 than
o wer N H I systems. Nai v ely, we would also e xpect that the cosmolog-
cal abundance of log 10 ( Z/ Z �) � −3 LLS may evolve with redshift.

While the abo v e results cannot be considered reliable estimates 
f the cosmological abundance of these systems, they nevertheless 
ay still provide interesting insights. Indeed, the real shape of the 
LS metallicity distribution at z ≥ 2 is currently unclear. After 
ll, we have been able to find four LLSs with log 10 (Z/Z �) ≤ −3
on-serendipitously in this paper and Robert et al. ( 2019 ). If, as
e estimate, they are apparently very rare, they may simply be
xamples of the very low metallicity tail of a broad unimodal
etallicity distribution. On the other hand, if they are significantly 
ore common than we estimate (due to unknown biases), they may

nstead constitute a second mode of the metallicity distribution, 
ossibly with a different origin to the higher metallicity LLSs. 
larifying this issue would help infer the origins of very metal-
oor LLSs. Measuring the redshift evolution of the cosmological 
bundance of log 10 ( Z /Z �) ≤ −3 LLSs, and its dependence of N H I ,
ould be particularly important in this context. In Section 5.1 , we

onsider the possible origin scenarios for the near-pristine LLSs in 
 similar way to LLS1723 in Robert et al. ( 2019 ). The fact that our
ew near-pristine LLSs have detected metal lines, unlike LLS1723, 
eaves the question of their enrichment histories more open. Then, 
o refine the current probability estimates of finding very metal-poor 
LSs, we discuss in Section 5.2 how we can better identify very
etal-poor candidates in future searches. 

.1 Possible origins of the three new near-pristine LLSs 

he abundance pattern of a given absorption system should theoret- 
cally exhibit the chemical fingerprint left by the contributing stars 
hat ended their life as SNe. Establishing its chemical profile offers
he possibility of investigating the properties of the progenitor stars 
uch as their number, mass distribution and SN explosion energies. 
erhaps more importantly, it would determine in which stellar 
eneration the progenitor stars were formed. If the progenitors could 
e confidently identified as being PopIII stars, this would represent 
n important, relatively direct observational probe of the properties 
f the first stars. A similar approach has been employed for very
etal-poor local stars in the Milky Way (e.g. Christlieb et al. 2002 ;
eller et al. 2014 ) which may have been created from the remnants
f PopIII stars. Ho we ver, the interpretation of stellar abundances is
either direct nor simple (e.g. Asplund 2005 ; Beers & Christlieb
005 ). For instance, the abundance pattern will change substantially 
 v er time as the interior is polluted by a star’s environment and its
nternal nuclear burning. Compared to very metal-poor local stars, 
he large reservoirs of hydrogen in LLSs and DLAs may be less
omplex to model and could, in principle, ha ve ab undance patterns
ubject to fewer sources of metal enrichment. So far, this approach
as been mostly applied to DLAs (e.g. Pettini et al. 2008 ; Penprase
t al. 2010 ; Cooke et al. 2011a ), and offers promising results in some
ases (e.g. Cooke, Pettini & Jorgenson 2015 ; Cooke et al. 2017 ).
o we ver, as can be seen from Fig. 14 , LLSs appear to be more
etal-poor than DLAs, on average, at z > 2. This may indicate that
LSs have a greater chance of pollution by fewer generations of stars
possibly PopIII stars – or even remaining metal-free as has been 

uggested for LLS1134 and LLS0958B by Fumagalli et al. ( 2011a )
nd LLS1723 by Robert et al. ( 2019 ). 

Generally speaking, the enrichment level of a gas cloud through the 
xplosion of SNe depends on many properties, such as the form of the
nitial mass function (IMF) of the first stars, their explosion energies,
nd the level of mixing between stellar layers. Therefore, the fate of
hese remnants and their interactions with their environment spans 
any orders of magnitude in length-scale: from sub-pc to Mpc. This

s a complex process and key point for numerical simulations if they
re to provide clues for the enrichment history of LLSs. In Robert
t al. ( 2019 ), we discussed the possible origins of LLS1723, an appar-
ntly metal-free system. Briefly, it may be a cold gas stream accreting
owards a galaxy, or it may represent a high-density portion of the in-
ergalactic medium containing either pristine gas (unpolluted by stel- 
ar debris for 1.4 Gyr after the big bang) or the remnants of low-energy
MNRAS 514, 3559–3578 (2022) 
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upernovae from (likely low-mass) PopIII stars. For the three new
ear-pristine LLSs, we may reject the pristine gas possibility because
e clearly detected metal absorption. The other two possibilities –

old streams and PopIII remnants – are considered further below. 
Before discussing the different possible origin scenarios for the

hree new near-pristine LLSs, we note that, before this work, only
wo others had been found. Crighton et al. ( 2016 ) and Lehner
t al. ( 2016 ) analysed the properties of LLS1249 and LLS0958A,
espectively, both with metallicities 3 log 10 ( Z /Z �) ∼ −3.4. For both,
nly a [C/Si] ratio could be determined, and therefore distinguishing
etween PopIII and PopII/I scenarios for the progenitor star(s) was
ot possible. One of the main moti v ations for our surv e y was to find
ore such systems, but with higher column densities, to increase

he possibility of establishing more than a single abundance ratio.
o we ver, only two of the three new near-pristine systems provided a
otentially useful ratio: a [C/Si] = 0.14 ± 0.17, plus an upper limit on
Al/Si] ≤ −0.35 (95 per cent confidence) for LLS0344, and [Al/Si] =
.06 ± 0.25 for LLS1156. Unfortunately, these are again not enough
o single out a particular nucleosynthetic model. Indeed, using the
nline fitting tool STARFIT 4 (Frebel et al. 2019 ) we could not conclude
hich model best-fitted our measured ratios in LLS0344: enrichment

oming from a 140 to 260 M � PopIII progenitor, a ≤100 M �
opIII progenitor, or a PopII/I progenitor gave equally acceptable
ts. Therefore, without more detailed abundance ratio constraints
oming from their weak metal lines, the possible origins for the
hree new near-pristine LLSs becomes similar to that discussed
or the apparently metal-free LLS1723, though with their higher
etallicities taken into account. 
A first possible origin scenario for the three new near-pristine LLSs

LLS0344, LLS1153, LLS1156) is that they could be intergalactic
louds that have been enriched by PopIII stars. Indeed, the fact
hat these three LLSs have log 10 ( Z /Z �) ≤ −3 is reminiscent of the

etallicity floor found in different numerical simulations (Tornatore,
errara & Schneider 2007 ; Maio et al. 2011 ; Wise et al. 2012 ; Jaacks
t al. 2018 ). In Wise et al. ( 2012 ), a single pair-instability supernova in
he mass range 140–260 M � can enrich its host halo and surrounding

5 kpc to such a metallicity as early as z = 13–16. Such a scenario
ould leave near-pristine LLSs as isolated portions of the IGM that
ave not been polluted any further by z ∼ 3. It may also be possible
or intergalactic LLSs to have been enriched to a similar level by less
assive PopIII stars. A less massive progenitor, with a typical mass
40 M �, means less metallic ejecta to enrich the surrounding IGM.
herefore, the enrichment level necessary to form PopII/I stars would
ot be reached immediately after the death of these less massive
opIII stars, i.e. in contrast to a single very massive PopIII star, many
40 M � PopIII progenitors would be needed to reach an enrichment

evel of log 10 ( Z /Z �) ∼ −3. 
Similar conclusions were reached by Welsh, Cooke & Fumagalli

 2019 ) who consider the possible origins of the 11 most metal-
oor DLAs known. DLA0903, represented in Fig. 14 , is the most
etal-poor DLA from this sample, by a considerable margin, with

og 10 ( Z /Z �) = −3.21 ± 0.05 (95 per cent-confidence), which is
ery similar to the near-pristine LLSs. One of Welsh et al.’s main
onclusions is that the ‘typical’ metal-poor DLA has been enriched by
NRAS 514, 3559–3578 (2022) 

 In our reassessment of LLS0958A’s metallicity in Appendix B , we find 
og 10 ( Z /Z �) ≈ −2.9. Our estimate differs from Lehner et al. ( 2016 ) as we 
nclude metal absorption o v er the full v elocity structure. Ho we ver, this does 
ot change the fact that LLS0958A may be in an isolated, intergalactic-like 
nvironment, as discussed further below. 
 See https:// 2sn.org/ starfit/ . 
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h  
72 massive stars with masses ≤40 M �. Moreo v er, the simulations
f Wise et al. ( 2012 ) suggest that haloes in which one or many of
hese low-mass PopIII stars explodes would tend to keep the metal
jecta within them. Such self-enrichment would allow reaching the
etallicity level necessary to form PopII/I stars. It would then be

nteresting to consider how portions of the surrounding IGM could
nd up enriched by low-mass PopIII remnants, and stay isolated until
 ∼ 3. Whalen et al. ( 2008 ) considered the evolution of different
ypes of PopIII SNe for haloes of different masses. For 15–40 M �
tars, their explosions can disrupt haloes with ≤10 7 M � but not more
assive haloes where the ejecta stays contained and self-enrichment

an occur. From the same work, PopIII stars with masses in the range
40–260 M � easily disrupt haloes more massive than 10 7 M � when
xploding as pair-instability supernovae, and it can be approximated
hat an y PopIII superno va e xplosion can disrupt a halo less massive
han 10 7 M �. Therefore, to have a portion of the IGM polluted by
he remnants of ≤40 M � PopIII stars, the progenitor stars’ birth site
ould need to be within a small halo with ≤10 7 M �. 
While still assuming that the near-pristine LLSs arise in the

ntergalactic medium, we can instead consider a PopII/I enrichment
cenario. Ho we ver, follo wing a similar argument about the apparently
etal-free LLS1723 in Robert et al. ( 2019 ), this seems unlikely.
irst, it would require prior enrichment by PopIII stars which, as
lready discussed, already raises the metallicity of pristine gas to
og 10 ( Z /Z �) ∼ −3. The additional enrichment from one or more
opII/I supernovae will then increase the metallicity significantly
bo v e what is observed in the near-pristine LLSs. Furthermore,
ecause most PopII/I stars would be less massive than PopIII stars,
he PopII/I supernovae ejecta is more likely to be contained within
he host halo. That is, the halo would self-enrich rather than lead to
ollution of the IGM with log 10 ( Z /Z �) ∼ −3. 
Given that the hydrogen column densities for the new three near-

ristine absorbers are all log 10 ( N H I / cm 

−2 ) > 19, it may be more
ikely that they arise in a circumgalactic region, possibly as part of
 cold stream of gas. This scenario is a well-known prediction of
osmological simulations where the streams of gas being accreted
nto galactic haloes have column densities consistent with LLSs
e.g. Faucher-Gigu ̀ere & Kere ̌s 2011 ; Fumagalli et al. 2011b ; van de
oort et al. 2012 ). None the less, the origin of their metal enrichment

s unclear and may arise in several different ways. Indeed, they
ould have been enriched by PopIII or PopII/I remnants before the
edshift at which they are observed ( z abs ). The gas would have then
emained unaffected, without further metal pollution, and become
art of a cold stream observed at z abs . On the other hand, the LLSs
ould have been polluted for the first time at z abs by metals with a
opII/I origin, coming from a recent SN event in the g alaxy/g alaxies

hey surround. Indeed, as pointed out above with the work of
halen et al. ( 2008 ), while remnants of relatively low-mass PopII/I

tars are unlikely to be able to reach the IGM, it is possible they
ay reach a circumgalactic cold stream of gas close to the host-

alaxies. The added enrichment from PopII/I explosions would likely
xceed or stay close to log 10 ( Z /Z �) ∼ −3, being consistent with the
etallicities derived for the three new near-pristine LLSs disco v ered

n Section 4 . In the absence of detailed chemical profiles (i.e. several
ifferent abundance ratios) to compare to predictions of theoretical
ucleosynthetic yields, both the abo v e options are possible for the
ource of enrichment in the circumgalactic gas stream scenario. 

Finally, we note that, with the adv ent of optical inte gral field
pectrographs such as Keck/KCWI and VLT/MUSE, it is now
ossible to observe the galactic environment of metal-poor LLSs
elati vely ef ficiently. This is a promising approach that is likely to
elp better understand the origins of these systems. For instance,

https://2sn.org/starfit/
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umagalli et al. ( 2016b ) used ∼5 h of VLT/MUSE observations to
ap the Ly α-emitting galaxy environment down to luminosities L Ly α

3 × 10 41 erg s −1 (0 . 1 L 

∗
Ly α) in a ∼160 kpc radius around LLS0958A

nd LLS0958B, with metallicities log 10 ( Z /Z �) = −3.35 ± 0.05
though see footnote 3) and ≤−3.8, respectively . Interestingly , this
ork reports two different environments for these possibly near- 
ristine and apparently metal free LLSs. On the one hand, the near-
ristine LLS0958A shows no nearby galaxies while the apparently 
etal-free LLS0958B is surrounded by five Ly α emitters at its 

edshift with impact parameters in the range 77–312 kpc. Three 
f the emitters appear aligned in projection and may indicate a 
lamentary intergalactic structure. Interestingly, LLS0958A may 

hen correspond to the case of an isolated, enriched portion of
he IGM as we described abo v e, while LLS0958B may be akin
o a portion of a circumgalactic cold stream that has remained free
f metal enrichment. By contrast, recently Lofthouse et al. ( 2020 )
tudied the galactic environment of the first near-pristine system, 
LS1249, with MUSE and disco v ered three Ly α-emitting galaxies 
ithin 185 kpc (projected) of the absorber. 
While it is promising that the different origin scenarios for metal- 

oor LLSs described in this section and in Robert et al. ( 2019 ) can
e observed, the initial results above from Fumagalli et al. ( 2016b )
nd Lofthouse et al. ( 2020 ) abo v e highlight the complexity of metal
nrichment at z > 2. Indeed, the ‘naive’ expectation that the most
etal-poor LLSs should reside in the least galaxy-rich environment, 

imilar to the IGM, appears to be contradicted by the examples of
LS0958A and B, but perhaps confirmed in the case of LLS1249.
o we ver, it is important to consider that LLS0958A may still arise

lose to a galaxy, or galaxies, which simply fall below to detection
imits of the VLT/MUSE observations (Fumagalli et al. 2016b ). In
ny case, it is clear that to refine our discussion of the nature of
etal-poor LLSs, building a larger, statistical sample is much needed 

ideally, combining absorption and integral field spectroscopy). In 
hat regard, we discuss in Section 5.2 how our strategy for identifying
ew metal-poor LLSs can be impro v ed. 

.2 Strategies for identifying new metal-poor LLSs 

n this work, we targeted with Keck/HIRES eight LLSs without 
xisting high-SNR, high-resolution spectra. These systems were 
elected because their metallicity upper limits were found to be 
og 10 ( Z /Z �) ≤ −3 by Cooper et al. ( 2015 ) or Fumagalli et al. ( 2016a ).
evertheless, four LLSs turned out to be more metal rich than 

xpected, with log 10 ( Z/ Z �) � −2 . 5 for three of them (LLS0952,
LS1304, LLS2241) and one not a LLS at all (LLS0106) – see 
ppendix A . We do not discuss their possible origins since they
ave metallicities not too different from the vast majority of LLSs
lready studied in the literature (e.g. Fumagalli et al. 2016a ; Lehner
t al. 2016 ; Prochaska et al. 2017 ). None the less, as emphasized
bo v e, ne w observ ations of metal-poor LLSs are clearly needed,
i ven the v ariety of possible origin cases for the (so-far) small sample
f systems with a robustly measured low metallicity. Therefore, we 
onsider the four rejected LLSs to help establish a better strategy for
dentifying future new metal-poor systems. 

Among the four rejected LLSs, the case of LLS0106 is the 
implest. At redshift z abs = 4.172, Prochaska et al. ( 2015 ) estimated
og 10 ( N H I / cm 

−2 ) = 19 . 05 ± 0 . 20 (1 σ ) based on visual inspection
f theoretical Voigt profiles superimposed on the Ly α line. When 
electing our metal-poor candidates, we confirmed these values, 
nd the non-detections of strong metal lines, using the same MIKE
pectrum as Prochaska et al. ( 2015 ). Ho we ver, some remaining flux
luewards of LLS0106’ s L yman limit can, in fact, be observed in this
pectrum, implying an upper limit on N H I of log 10 ( N H I / cm 

−2 ) ≤ 17.
ven with no secure metal-line detection, the very low N H I would
nly provide a very high – and, in this context, not useful – upper limit 
n the metallicity of this LLS, so it would not have been selected for
 eck/HIRES follo w-up. This illustrates the point that establishing 

he different properties of LLSs in large surv e ys is, currently, still
ery dependent on manual, human interaction which, occasionally, 
s prone to error. More systematic checks of key observables (in this
ase the existence of detectable flux bluewards of the Lyman limit)
hould be undertaken to a v oid similar, erroneous LLS identifications.

Low spectral resolution can also lead to underestimating the metal- 
icity of an absorber. Moderate resolution ( ∼ 40 km s −1 ) spectra, such
s those used in Cooper et al. ( 2015 ) and Prochaska et al. ( 2015 ), may
ot allow metal column density measurements accurate enough, in 
ome cases, to be sure a system is truly a very metal-poor candidate.
or the four rejected LLSs in Appendix A , we note that for important

ransitions such as Si II λ 1260 or C II λ 1334 only upper limits on 
heir column densities were provided. Clearly, it is not possible to
nambiguously detect weak, narrow ( b ∼ 5 km s −1 ) metal lines in
uch low-to-medium resolution spectra. We therefore recommend 
areful assessment of whether the column density measurements 
nd upper limits derived using such spectra confidently constrain the 
etallicity to log 10 ( Z /Z �) ≤ −3 in each individual absorber. 
On a similar note, more detailed information about the metallicity 

pper limit should be used to select metal-poor candidate LLSs. 
ur candidates in Table 1 were selected using estimates of their
etallicity upper limits from Lehner et al. ( 2016 ) and Cooper et al.

 2015 ). These were derived with a method similar to that described
n Section 4 , i.e. an MCMC sampling to compare observed metal
olumn densities to the predictions of a grid of CLOUDY pho-
oionization models. In general (except for LLS1304), the resulting 

etallicity posterior distribution was very broad for each candidate, 
o the metallicity upper limit was poorly defined. Also, as stated
bo v e, the low-to-medium resolution spectra used in these studies
ostly provided upper limits on the metal column densities, and this

trongly impacted the shape of the metallicity posterior distribution. 
herefore, to more securely select very metal-poor candidates from 

ow-to-medium resolution spectra, we recommend running a MCMC 

ampling of a full suite of photoionization models which co v er all
onditions found in known LLSs (e.g. Lehner et al. 2016 ; Fumagalli
t al. 2016a ). Follow-up spectroscopy could then only be conducted
f its metallicity distribution shows, with good confidence, an upper- 
imit consistent with log 10 ( Z /Z �) ≤ −3. 

Finally, it is also important that the wavelength coverage of an
LS surv e y is tailored not only to the redshift range, but also the
olumn density range targeted. For systems with log 10 ( N H I / cm 

−2 ) ≤
9 . 0, the high-order Lyman series and Lyman limit must be co v ered
o ensure the best constraints on N H I , while the Ly α line should
e sufficient to co v er for higher N H I systems because its damping
ings strongly constrain N H I . Clearly, the SNRs required in the

pectral regions of these features also needs careful consideration. 
he SNR and wavelength coverage requirements for an LLS surv e y
re also impacted by the H I Ly α forest. Indeed, depending on an
LS’s redshift, many important metal lines can fall inside the forest.
herefore, H I blends might prevent estimation of a metal transition’s
olumn density at low-to-medium resolution. Furthermore, while 
igh resolution can allow deblending a narrow metal line from a H I

orest feature, it can also fail depending on how broad and saturated
he H I feature is. To reduce this problem, observing a wavelength
ange that allows different metal lines to be observed simultaneously 
s recommended. Obviously, one can select metal transitions that are 
edwards of the Ly α forest so they are less likely to be contaminated
MNRAS 514, 3559–3578 (2022) 
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y unrelated features. While it is common practice to use the strongest
vailable transition of an ion to measure its column density, the
eaker ones can also be useful. They have some chance of being less

ffected by H I forest blends but may also be redwards of it. None the
ess, for transitions that are much weaker than their ion’s strongest
ne (e.g. Si II λ 1526 and λ1260, respectively), it might not be feasible
o obtain a detection or a useful upper limit when log 10 ( Z /Z �) < −3.
 or e xample, detecting Si II λ 1526 in LLS1304 would require SNR

300 at 6620 Å with MagE ( ∼187 for ESI). Such high SNRs are
learly not reachable in most surv e ys. F or comparison, only SNR ∼
0 would be required for HIRES. 
To summarize the discussion abo v e, the following are important

uilding blocks for a surv e y to identify very metal-poor candidates
ith low-to-medium resolution spectra: 

(i) Resolution high enough, for the SNR targeted, to allow column
ensity measurements precise enough (and low enough upper limits
or metals) for a maximum metallicity of log 10 ( Z /Z �) ≤ −3 to
e determined through photoionization modelling. What constitutes
enough’ for these various surv e y parameters needs to be carefully
odelled, with simulated spectra, when initially considering a

urv e y, depending on the available telescopes and spectrographs. 
(ii) MCMC sampling of a full suite of photoionization models of

ery metal-poor candidates, and to conduct a high-resolution spec-
roscopic follow-up of the candidates whose metallicity distribution
hows an upper limit consistent with log 10 ( Z /Z �) ≤ −3 at high
onfidence. 

(iii) Regardless of the spectral quality of the data, a reliable
stimate of N H I is important. 

Regarding the high-resolution follow-up observing strategy, we
ecommend 

(i) wav elength co v erage of the strong metal transitions (e.g.
i II λ 1260) and of weaker representatives of the same ions; 
(ii) wav elength co v erage of at least the L yman limit and L y α line

or LLSs with log 10 ( N H I / cm 

−2 ) ≤ 19 . 0 and ≥19.0, respectively; 
(iii) high enough SNR and resolving power for these regions (SNR
25–30 and R ∼ 35 000) to robustly measure the column density of

bsorption lines and resolve important velocity structure. 

As a final note, we add that it is also important to apply consistent
ethodologies to establish a large sample of near-pristine absorbers.

n Section 5 , we mentioned that only two other near-pristine LLSs
ad previously been found: LLS1249 and LLS0958A by Crighton
t al. ( 2016 ) and Lehner et al. ( 2016 ), respectively, who measured
heir metallicities to be log 10 ( Z /Z �) ≈ −3.4. Due to the availability
f a high-resolution HIRES spectrum of LLS0958A in the KODIAQ
ample of O’Meara et al. ( 2015 ), we conducted a reassessment of
ts properties, particularly its metallicity, with the same methodology
e applied to the other eight LLSs described in this work. Details are
rovided in Appendix B . We find log 10 ( Z /Z �) = −2.91 ± 0.26 for
LS0958A, which is substantially higher than Lehner et al.’s ( 2016 )
alue of −3.35 ± 0.05. Ho we ver, LLS0958A’s lo w metallicity is
till intriguing given that it could be in an isolated, intergalactic-
ike environment in Fumagalli et al. ( 2016b ), as we discussed in
ection 5.1 . 

 C O N C L U S I O N S  

n this work, we described a dedicated search for near-pristine LLSs
n which we selected a total of eight LLSs from large, low-to-medium
esolution spectroscopic surv e ys (Cooper et al. 2015 ; Prochaska et al.
015 ). The eight candidates exhibited no or only weakly detected
NRAS 514, 3559–3578 (2022) 
etal absorption lines, suggesting a very low metallicity, log 10 ( Z /Z �)
 −3, derived in the photoionization modelling of Cooper et al.

 2015 ) and Fumagalli et al. ( 2016a ). To confirm their very metal-
oor nature, we observed them in a Keck/HIRES high-resolution
pectroscopy campaign from 2016 to 2017. One of these eight LLSs,
LS1723, did not display metal lines in the follow-up spectra, as
resented in Robert et al. ( 2019 ). All the remaining seven LLSs,
resented in this work, exhibited detectable, albeit weak, metal
bsorption lines in the Keck/HIRES spectra. 

To make more accurate metallicity measurements for these seven
ear-pristine candidates, we first derived metal and hydrogen column
ensities from the Keck/HIRES spectra using multicomponent
oigt profile fits. These were compared to a grid of CLOUDY

hotoionization models, sampled via an MCMC algorithm, to
easure the metallicities. This confirmed the disco v ery of three new

ear-pristine LLSs – LLS0344, LLS1153, and LLS1156 – with final
etallicities [Si/H] = log 10 ( Z /Z �) = −3.00 ± 0.26, −3.05 ± 0.26,

nd −2.94 ± 0.26 (95 per cent confidence), respectively.
nfortunately, only two of these systems exhibited more than one
etected metal ion species: LLS0334’s [C/Si] ratio is consistent with
olar, while its [Al/Si] ratio is constrained to be less than 0.14 dex
elow solar; for LLS1156, the [Al/Si] ratio is consistent with solar.
hese constraints on the nucleosynthetic profile of these LLSs are not
etailed enough to distinguish between PopIII and later population
rogenitor models. Even the low [Al/Si] ratio for LLS0344 did not
trongly constrain the progenitor mass within the PopIII scenarios
 xplored. F or the remaining four LLSs, we found that the previous
etallicity estimates, prior to this work, were underestimated;

ur Keck/HIRES spectra and photoionization modelling strongly
uggest metallicities log 10 ( Z/ Z �) � −2 . 5 (see Appendix A ). 

With the disco v ery of three new systems via our dedicated search,
nd the first two serendipitous disco v eries (LLS1249 by Crighton
t al. 2016 and LLS0958A by Lehner et al. 2016 , noting our
eassessment of the latter in Appendix B ), there are now five LLSs
ith metal detections known to be consistent with log 10 ( Z /Z �) ≤
3. Fig. 14 summarizes their metallicities in the context of the

eneral LLS population. The near-pristine systems have clearly lower
etallicities than the vast majority of LLSs and are relatively rare.
iven the samples from which these five systems and the three

pparently metal-free LLSs (Fumagalli et al. 2011a ; Robert et al.
019 ) were drawn, we estimated that systems with log 10 ( Z /Z �) ≤
3 constitute only ∼4 per cent of LLSs. Ho we ver, it is not clear

rom the metallicity distribution alone whether they are truly a
eparate population, with a different origin, to the higher metallicity
LSs. We considered the possible origins for near-pristine LLSs,
ased on results from existing simulations in the literature, in
ection 5.1 . Systems arising in the high-density regions of the
GM (i.e. not near galaxies) may well be the chemical remnants of
opIII stars with no contamination from later generations. Ho we ver,

f the near-pristine LLSs arise in circumgalactic environments, as
eems most likely for the new systems, given their higher column
ensities [i.e. log 10 ( N H I / cm 

−2 ) > 19], then their metallicities are
onsistent with being polluted by PopIII or PopII/I stars at very early
imes, or by PopII/I supernovae from the nearby g alaxy/g alaxies,
t or just prior to the epoch at which we observe them. There-
ore, the origin of the three new near-pristine systems remains
nclear. 

Simulations may be able to help clarify the origins of near-
ristine LLSs. The major challenge in this context is to resolve
ery low-density gas. Peeples et al. ( 2019 ) made concerted progress
n this direction for circumgalactic gas, but simulating the IGM at
igh enough mass resolution will be substantially more difficult.
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esting the predictions of these simulations will also require a larger 
urv e y for near-pristine and apparently metal-free LLSs, with well- 
ontrolled selection effects. For example, a basic test would be to 
ompare the redshift and column density dependence of the number 
ensity of such LLSs with simulations of different origin scenarios. 
imilarly, disco v ering near-pristine LLSs with a suitably large variety 
f detected metal species to allow detailed nucleosynthetic modelling 
ill also likely require a significantly larger sample. Our success in 
isco v ering three near-pristine LLSs in a targeted way opens the
ossibility for creating a well-defined, larger statistical sample in 
he future to conduct such tests. We recommended observational 
trategies for future surveys in Section 5.2 . 
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Table A1. Same as Table 3 but for the four LLSs found to have higher 
metallicities than near-pristine systems [log 10 ( Z /Z �) ≤ −3]. 

Ion log 10 ( N /cm 

−2 ) 

LLS0106 LLS0952 LLS1304 LLS2241 
Si II 11.75 ± 0.15 13.55 ± 0.04 12.55 ± 0.01 13.22 ± 0.05 
Si IV – – 13.01 ± 0.02 –
C II – 14.41 ± 0.17 13.30 ± 0.03 –
C IV – – 13.15 ± 0.06 –
Fe II – 13.59 ± 0.05 – –
Al II – – – 12.08 ± 0.04 
Al III – – ≤11.79 ≤12.35 
O I – 14.99 ± 0.18 – –
H I ≤17 19.80 ± 0.10 17.90 ± 0.10 20.3 ± 0.10 

[Si/H] a −1.85 ± 0.26 −2.30 ± 0.26 −2.75 ± 0.26 

a We did not calculate a metallicity for LLS0106 because its N H I was below 

that of the normal definition for an LLS (see Section A1 ). 

Figure A1. Same as Fig. 1 but for J0106 + 0048 and LLS0106 with the 
zero velocity redshift set at z abs = 4.172. For Si II λ 1304 and Si II λ 1526, 
the column densities used for the Voigt profile fits are the same used for 
Si II λ 1260, the strongest Si II transition. 
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PPENDIX  A :  H I G H E R  META LLICITY  LY MA N  

IMIT  SYSTEMS  IN  T H E  SAMPLE  

s explained in Section 3.2 , only three of the near-pristine candidates
ave measured metallicities consistent with log 10 ( Z /Z �) ≤ −3:
LS0344, LLS1153, and LLS1156. Among the remaining four,
LS0106 has log 10 ( N H I / cm 

−2 ) well below the normal LLS definition
f 17.2, and the others (LLS0952, LLS1304, and LLS2241) are
onsistent with log 10 ( Z/ Z �) � −2 . 5. The analysis of their absorp-
ion features is described very briefly below for completeness. Plots
f the photoionization results for each system (akin to Figs 4 and
 for LLS0344) are available as supporting information online.
able A1 summarizes the metal and H I column density measure-
ents and upper limits, and metallicity measurements for each

ystem. These four systems were considered in Section 5.2 when
iscussing how to impro v e searches for very metal-poor candidates
n future surv e ys. Finally, for LLS2241, we find that its H I column
ensity is log 10 ( N H I / cm 

−2 ) ≈ 20 . 3, consistent with the normal DLA
efinition, so this system may be better considered as a very low
etallicity DLA rather than an LLS. 

1 LLS0106 

LS0106 was first identified by Prochaska et al. ( 2015 ) towards
he z em 

= 4.43 quasar SDSS J010619.20 + 004823.3 (hereafter
0106 + 0048), based on absorption features at redshift z abs =
.172, using a Magellan/MIKE spectrum. At this redshift, N H I 

as estimated at log 10 ( N H I / cm 

−2 ) = 19 . 05 ± 0 . 20 along with b =
NRAS 514, 3559–3578 (2022) 
0 km s −1 from the Ly α and Ly β lines. Prochaska et al. ( 2015 ) did
ot detect any metal lines, finding upper limits for C IV λλ1548 / 1550 ,
i II λ 1304, Si IV λλ1393 / 1402 , and O I λ 1302. In our HIRES
pectrum, we tentatively detect Si II λ 1260, the strongest Si II line,
n a broad Ly α forest feature and provide the corresponding column
ensity Table A1 . Fig. A1 depicts this Si II λ 1260 feature and
he weaker (smaller oscillator strength) Si II λ 1304 and Si II λ 1526
ransitions for comparison. The weaker Si II lines were also used to
onstrain N (Si) in the VPFIT modelling. 

Our fiducial H I model is depicted in Fig. A2 : log 10 ( N H I / cm 

−2 ) =
7 and b = 15 km s −1 . Despite the previous estimate of N H I ≥ 19
Prochaska et al. 2015 ), we find that there is significant flux bluewards
f the Lyman limit, as can be seen in Fig. A2 . The nominal
pper limit value on N H I of log 10 ( N H I / cm 

−2 ) ≤ 17 is therefore
onserv ati ve in this case, demonstrating that this system is almost
ertainly not a true LLS considering the conventional threshold of
og 10 ( N H I / cm 

−2 ) ≥ 17 . 2. Therefore, we do not proceed to attempt a
etallicity measurement for LLS0106. 
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Figure A2. Same as Fig. 2 but for J0106 + 0048 and LLS0106 with the 
zero velocity redshift set at z abs = 4.172 and profile model (blue solid line) 
parameters log 10 ( N H I / cm 

−2 ) = 17 and b = 15 km s −1 . 
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Figure A3. Same as Fig. 1 but for J0952 + 3329 and LLS0952 with the zero 
velocity redshift set at z abs = 3.213. 

Figure A4. Same as Fig. 2 but for J0952 + 3329 and LLS0952 with the 
zero velocity redshift set at z abs = 3.213 and profile model (blue solid line) 
parameters log 10 ( N H I / cm 

−2 ) = 19 . 80 ± 0 . 10, and b = 15 km s −1 . 
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2 LLS0952 

LS0952 was first identified by Prochaska et al. ( 2015 ) to-
ards the z em 

= 3.396 quasar SDSS J095256.41 + 332939.0 
hereafter J0952 + 3329), based on absorption features at redshift 
 abs = 3.212, using a Keck/ESI spectrum. N H I was estimated at 
og 10 ( N H I / cm 

−2 ) = 19 . 90 ± 0 . 20 (1 σ ) along with b = 30 km s −1 

rom the Ly α line, the main constraint coming from its damping 
ings. Prochaska et al. ( 2015 ) reported detections of C II λ 1334, 
i IV λλ1393 / 1402 , and O I λ 1302, with only upper limits deter- 
ined for other singly ionized species (Si II , Al II , Fe II ) and higher

ons (Al III and Si IV ). Our Keck/HIRES spectrum provides strong
etections of C II , O I , Si II , and even Fe II , with column density
easurements listed in Table A1 , but we do not detect the high ions

C IV and Si IV ). Fig. A3 depicts the strongest transitions of the most
bundant metal species in this LLS at z abs = 3.213, clearly showing a
ow-ionization phase for LLS0952: the different transitions depicted 
re aligned in velocity space and comprise the same, simple velocity 
tructure. Therefore, for the fiducial model of LLS0952, all the 
ransitions depicted are considered to be produced by the same phase 
s the H I absorption. 

Our fiducial H I model is depicted in Fig. A4 with 
og 10 ( N H I / cm 

−2 ) = 19 . 80 ± 0 . 10 and b = 15 km s −1 . Fig. A4 clearly
hows that the Ly α transition has damping wings and will therefore 
trongly constrain the column density. The uncertainty in N H I is 
etermined in a similar way to that for LLS0344, taking into account
he scatter in flux and uncertainty in the continuum placement. 

3 LLS1304 

LS1304 was first identified by Cooper et al. ( 2015 ) towards
he z em 

= 3.651 quasar SDSS J130452.57 + 023924.8 (hereafter 
1304 + 0239), based on absorption features at redshift z abs = 3.3369,
sing a Magellan/MagE spectrum. A plausible range of values for 
 H I was estimated based on the absence of detected flux bluewards of

he Lyman limit and the apparent lack of Ly α damping wings: 17 . 9 <
og 10 ( N H I / cm 

−2 ) < 18 . 7. Cooper et al. ( 2015 ) reported detections of
he high ions (C IV and Si IV ) and non-detections (upper limits) of
i II and Al III . Our HIRES spectrum provided detections of two low
ons (C II and Si II ) and the same high ions, as shown in Fig. A5 .
i II λ 1260 is in the Lyman forest of J1304 + 0239, between two
 I blends, and this almost certainly biases the Si II column density

stimate to higher values. We therefore treated it as an upper limit
n the photoionization modelling. The low and high ions have very
imilar velocity structures, suggesting they may be part of the same
hase. Ho we ver, the metallicity obtained from the photoionization 
odelling does not depend strongly on this assumption. 
Fig. A6 shows our fiducial H I model with log 10 ( N H I / cm 

−2 ) =
7 . 90 ± 0 . 10 and b = 20 km s −1 . There is no apparent flux bluewards
f the Lyman limit so we proceed by following Cooper et al. ( 2015 ) to
stablish a plausible N H I range. The upper limit is defined by the Ly α
nd β lines, which show no apparent damping wings. The lower limit
n N H I (from the Lyman limit), log 10 ( N H I / cm 

−2 ) = 17 . 90 ± 0 . 10,
rovides the highest (i.e. most conserv ati ve) estimate of LLS1304’s
etallicity. The uncertainty on N H I is determined by taking into 
MNRAS 514, 3559–3578 (2022) 
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M

Figure A5. Same as Fig. 1 but for J1304 + 0239 and LLS1304 with the zero 
velocity redshift set at z abs = 3.3369. For Al III λλ1854 / 1862 , the column 
densities used for the Voigt profile fits correspond to a 2 σ upper limit derived 
using the apparent optical depth method. Note that C IV λ 1550 is blended 
with C IV λ 1548 absorption from a higher redshift z abs = 3.3433 system, the 
absorption profiles of which are not shown. 

Figure A6. Same as Fig. 2 but for J1304 + 0239 and LLS1304 with the zero 
velocity redshift set at z abs = 3.33695 and profile model (blue solid line) 
parameters log 10 ( N H I / cm 

−2 ) = 17 . 90 ± 0 . 10, and b = 20 km s −1 . 
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Figure A7. Same as Fig. 1 but for J2241 + 1352 and LLS2241 with the zero 
velocity redshift set at z abs = 3.65492. For Al III λλ1854 / 1862 , the column 
densities used for the Voigt profile fits correspond to a 2 σ upper limit derived 
using the apparent optical depth method. 

Figure A8. Same as Fig. 2 but for J2241 + 1352 and LLS2241 with the 
zero velocity redshift set at z abs = 3.65492 and profile model (blue solid line) 
parameters log 10 ( N H I / cm 

−2 ) = 20 . 30 ± 0 . 10, and b = 30 km s −1 . 
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ccount the scatter in flux in the HIRES spectrum, and the continuum
lacement. 

4 LLS2241 

LS2241 was first identified by Prochaska et al. ( 2015 ) towards
he z em 

= 4.470 quasar SDSS J224147.70 + 135203.0 (hereafter
2241 + 1352), based on absorption features at redshift z abs =
.653 393, using a Keck/ESI spectrum. Damping wings in the
y α profile indicated log 10 ( N H I / cm 

−2 ) = 20 . 20 ± 0 . 20 with b =
0 km s −1 . Prochaska et al. ( 2015 ) reported no metal detections,
ith upper limits determined for Si II , Al II , Fe II , Al III and C IV . We
etect only low ions Si II and Al II in our Keck/HIRES spectrum,
ith an upper limit determined for Al III , as detailed in Table A1 ,
NRAS 514, 3559–3578 (2022) 
nd depicted in Fig. A7 . C IV λλ1548 / 1550 falls in a region af-
ected strongly by telluric absorption, while the wavelengths where
i IV λλ1393 / 1402 fall are heavily crowded with Ly α forest lines.
e associate the detected singly-ionized metal species with the H I

ontent to estimate the metallicity. 
Fig. A8 depicts our fiducial H I model with log 10 ( N H I / cm 

−2 ) =
0 . 30 ± 0 . 10 and b = 30 km s −1 . The Ly α damping wings are
ery prominent in LLS2241, and these strongly constrain N H I . The
ncertainty on N H I is determined by taking into account the scatter
n flux in the HIRES spectrum and the continuum placement. 

PPENDI X  B:  REASSESSMENT  O F  LLS0958A’S  

ETA LLICITY  

ere we measure the metallicity of LLS0958A, which was previously
dentified as a near-pristine absorption system by Lehner et al. ( 2016 ),
sing the same approach as used for our other LLSs in this work. 

1 Metal-line column densities 

LS0958A was first identified by Steidel ( 1990 ) towards the z em 

=
.297 quasar Q095852.3 + 120243 (hereafter Q0958 + 1202), based
n absorption features at redshift z abs = 3.2228, using a Hale
elescope/Double Spectrograph (Oke & Gunn 1982 ) spectrum.
igh-resolution spectroscopy with HIRES was later obtained by
umagalli et al. ( 2011a ), establishing z abs = 3.223 194 ± 0.000 002,
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Figure B1. Similar to Fig. 2 but for Q0958 + 1202 and LLS0958A with the 
zero velocity redshift set at z abs = 3.223 194. Ho we ver, in this case the blue 
solid lines here represent our fit to the entire metal absorption observed, with 
total column densities provided in the first column of Table B1 , while the 
orange lines show just the component at 0 km s −1 in our model, with column 
densities in the second column of Table B1 . For Al II λ 1670, the column 
density used for the profile fit corresponds to a 2 σ upper limit derived using 
the apparent optical depth method. 
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Table B1. Same as Table 3 but for LLS0958A. For the fiducial model in the 
first column, the total column densities, from all fitted velocity components 
in Fig. B1 , are listed. Those for the main component at v = 0 km s −1 are 
provided in the second column for the best comparison with the apparent 
optical depth values in the third column, as derived by Lehner et al. ( 2016 ) 
using only the −15 to + 30 km s −1 velocity range. The last row provides the 
metallicity measurements inferred from the corresponding photoionization 
analyses. 

Ion log 10 ( N /cm 

−2 ) 
Fiducial Main component Lehner et al. 

Si II 11.40 ± 0.10 11.09 ± 0.18 11.26 ± 0.10 
Si III 13.10 ± 0.12 12.77 ± 0.54 12.85 ± 0.01 
Si IV 13.16 ± 0.01 12.65 ± 0.15 12.87 ± 0.01 
C II ≤12.60 ≤12.60 ≤12.07 
C IV 13.76 ± 0.20 13.32 ± 0.14 13.55 ± 0.01 
Al II ≤11.40 ≤11.40 ≤11.11 
H I 17.36 ± 0.03 

[Si/H] −2.91 ± 0.26 −3.25 ± 0.26 −3.35 ± 0.05 
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og 10 ( N H I / cm 

−2 ) = 17 . 36 ± 0 . 05 and b = 20.4 km s −1 . These values
ere estimated from the flux decrement at the Lyman limit. In the

ame spectrum, Lehner et al. ( 2016 ) detected Si II λ 1206 and 1260,
nd the high ion doublets (C IV and Si IV ), and determined upper
imits for C II λ 1334 and Al II λ 1670. The column densities were 
easured using the apparent optical depth method o v er a velocity

ange of −15 to + 30 km s −1 which included only the strongest
etal absorption features; a range −15 to + 15 km s −1 was used 

o determine the upper limits for non-detections. 
We confirmed the metal detections and non-detections of Lehner 

t al. ( 2016 ) in the HIRES spectrum of LLS0958A from the
ODIAQ sample (O’Meara et al. 2015 ). Fig. B1 depicts the strongest

ransitions of the most abundant metal species at z abs = 3.223 194, and
e list the detections and upper limits in the first column of Table B1 .
ig. B1 illustrates how our reassessment of LLS0958A’s metallicity 
iffers from Lehner et al.’s: consistent with our approach to other 
LSs in this work, we included all of the detected metal absorption

blue curves); by contrast, Lehner et al. ef fecti vely included only the
trongest metal component in their narrower velocity range. Given 
he lack of information about the hydrogen velocity structure offered 
y the Lyman series lines (i.e. they are too broad), we did not find
vidence that the H I content could be associated with only one of
he main metal-line components. Obviously, including all the metal 
bsorption implies larger total metal column densities: the other 
ain absorption feature, at −40 km s −1 in Fig. B1 , clearly contains 
 comparable column density as the main feature at 0 km s −1 . This
s evident in Table B1 that compares our measured column densities
ith those of Lehner et al. Our larger metal column densities imply
 higher metallicity estimate for LLS0958A, as calculated below. 
able B1 also provides the column density contained in the main 
omponent at 0 km s −1 in our model, as depicted by the orange
rofiles in Fig. B1 . These values are much closer to the those derived
rom Lehner et al. using the apparent optical depth method. 

Our fiducial photoionization model of LLS0958A assumes that 
nly the low ions in Fig. B1 are associated with the bulk of the H I

ontent. This is due to the apparent difference in velocity structure
isplayed by C IV compared to the low ions. We note that Lehner et al.
ssumed that both the low and high ions are in the same phase and
re all associated with the H I content. Indeed, this may be justified
ecause the Si IV velocity structure appears more similar to that of
he low ions. Therefore, we test the effect of including the high ions
n our photoionization modelling below (Section B3 ) and find the
etallicity is fairly insensitive to this assumption. 

2 H I column density 

ur fiducial H I model is depicted in Fig. B2 that shows the high-
rder Lyman series and limit for LLS0958A. We find that the N H I 

 alue deri ved by Lehner et al. is entirely appropriate, e ven though
e took a very different approach to determining the continuum in

he Lyman limit region of the spectrum. To form their combined
pectrum, Lehner et al. first fitted continua to the spectra from
ach echelle order in each exposure (as in O’Meara et al. 2015 ).
he continuum-normalized orders were then averaged to form a 
ormalized, combined spectrum. While this approach will work well 
or orders containing only a small number of narrow absorption 
eatures (e.g. redwards of the Ly α emission line), it is unlikely to
ork well for orders spanning the Lyman limit, like in Fig. B2 .
ur approach was the same as for the rest of this paper: i.e.

educe the original exposures with MAKEE and combine them with 
VES POPLER . We obtained all available exposures of Q0958 + 1202, 
nd appropriate calibration exposures, from the Keck Observatory 
rchi ve (KOA). 5 UVES POPLER scales indi vidual order spectra to 
ptimally match each other before averaging them and fitting a 
ontinuum to the final, combined spectrum. The result is the Lyman
imit spectrum shown in Fig. B2 o v erlaid with the H I model of Lehner
t al.: log 10 ( N H I / cm 

−2 ) = 17 . 36 ± 0 . 05 (1 σ ) and b = 20.4 km s −1 .
learly, this model adequately matches our combined spectrum in 

his region, so we adopt this N H I value without alteration. 
MNRAS 514, 3559–3578 (2022) 
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M

Figure B2. Continuum normalized flux of the Lyman limit and other high 
order Lyman series lines used to constrain N H I for LLS0958A in the 
Q0958 + 1202 HIRES spectrum (black histogram). The zero velocity redshift 
is set at z abs = 3.223 194 for Ly-19 (at 914.039 Å in the rest frame). The blue 
solid lines corresponds to Lehner et al. ( 2016 )’s fiducial model of LLS0958A 

with log 10 ( N H I / cm 

−2 ) = 17 . 36 ± 0 . 05, b = 20.4 km s −1 at z abs = 3.223 194. 
The grey shading shows the 1 σ uncertainty in the flux. 

Figure B3. Same as Fig. 5 but for LLS0958A’s fiducial model where only 
the singly ionized species listed in Table B1 are associated with the H I . 
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Figure B4. Same as Fig. B3 but where all metallic species listed in Table B1 
are associated with the H I . 

Figure B5. Same as Fig. B3 but using only the main metal component’s 
column densities (second column of Table B1 ) and the same photoionization 
modelling assumptions as Lehner et al. ( 2016 ). 
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3 Photoionization modelling results 

e use the same photoionization modelling approach for LLS0958A
s the other systems in this work (see Sections 3.2 and 4 ). As
iscussed abo v e, our fiducial model assumes that the bulk of the
 I is associated with the low-ions only: C II , Si II , Al II . As only
i II is regarded as a detection, we assume a non-tilted HM12 UV
ackground (i.e. we set αUV = 0) and solar values of [C/Si] and
Al/Si]. Fig. B3 shows the comparison between CLOUDY ’s predictions
or the metal column densities and the values listed in the first
olumn of Table B1 . This simple fiducial model is clearly consistent
ith the data. The corresponding distributions of Z / Z �, n H , U were
erived by the MCMC sampling algorithm as usual, providing a
etallicity measurement of log 10 ( Z /Z �) = −2.91 ± 0.26 (95 per cent

onfidence). This is 0.44 dex higher than Lehner et al.’s value of
3.35 ± 0.05. 
Fig. B4 compares the fiducial column density measurements with

 CLOUDY model where all metal ions are assumed to trace the
bserved H I . In this case, there are clear mismatches between the
ata and model: the model cannot simultaneously fit the low and high
ons (Si II / IV and C II / IV ). This remains the case even when allowing
 variable slope for the UV background and non-solar value for
C/Si]. In both cases, the metallicity remains ≥−3: log 10 ( Z /Z �) =
NRAS 514, 3559–3578 (2022) 
2.89 ± 0.26 and −2.60 ± 0.26, respectively. The former, simpler
ase reflects most closely the assumptions made by Lehner et al.
n their photoionization analysis. In this respect, it appears that the
ssumption about which ions trace the H I – low-ions only, or all ions
makes little difference to the metallicity estimate. 
Instead, our metallicity estimate is 0.44 dex higher than Lehner

t al.’s predominantly because we include all the metal absorption
etected, rather than that found within a small velocity range. To
llustrate that this is not adequately explained by differences in
ur modelling approaches, we also analysed LLS0958A replicating
ehner et al.’s assumptions as closely as possible. We used only

he metal column densities from the main, v = 0 km s −1 component
n Fig. B1 . These compare closely with those derived using the
pparent optical depth method, in a restricted velocity range around
hat component, by Lehner et al., as can be seen in the second and
hird columns of Table B1 . Again, we assume that all metal ions
re associated with the H I and we use the same UV background in
ur CLOUDY model as Lehner et al., i.e. HM05 – a revised version
f that originally published by Haardt & Madau ( 1996 ). Finally,
 non-solar [C/Si] value is allowed as a free parameter. Fig. B5
ompares this model with the metal column densities from the main
omponent. There are some mismatches between the model and
ata; in particular, the model does not simultaneously reproduce the
olumn densities of Si II , III , and IV . The distributions of Z /Z �, n H ,
 , and [C/Si] were derived by the MCMC sampling algorithm in

he same way as the other absorbers in this paper, with the most
ikely metallicity being log 10 ( Z /Z �) = −3.25 ± 0.26. This is only
.1 dex higher than Lehner et al.’s value of −3.35, demonstrating
hat differences in photoionization modelling are not responsible for
he higher metallicity we find for LLS0958A. 
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