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Abstract

From a user’s perspective, Information Retrieval (IR) constitutes a decision-making
process. Users motivated by a specific situation engage in search activities to
fulfil a related information need. Furthermore, it is common for users to assess
the relevance of information items by considering both objective and subjective
factors, such as topicality, domain expertise, recency, and others related to the
characteristics of the search task. Consequently, there is a notable expectation for
IR models to serve as intermediaries in this context and estimate the relevance
score of information items by systematically quantifying and aggregating multiple
relevance factors. Over the past few years, substantial research has been made into
multidimensional relevance estimation, resulting in various proposed approaches.
Nevertheless, it remains an ongoing research area with several unresolved issues
and challenges.

Motivated by this, in this dissertation, we introduce a Decision-theoretic Multi-
dimensional Relevance Framework (DtMRF), a generalizable IR framework for
multidimensional relevance estimation. The framework accounts for positive and
negative factors, which are first identified based on the characteristics of a search
task, then assessed, and subsequently aggregated to provide an overall relevance
estimate of an information item to a considered information need. DtMRF lever-
ages Multiple Attribute Decision-Making (MADM) methods to incorporate user,
task, and domain factors in the retrieval process, overcoming the computational
complexity limitations of data-driven approaches while offering interpretable rank-
ings. Moreover, we propose Neural-DtMRF, a hybrid framework that leverages
neural architectures and a few training data to enhance the functionalities and
effectiveness of DtMREF. Specifically, through training, Neural-DtMRF learns the
degree to which the considered relevance factors affect the overall relevance in a
search task.

To investigate the potential of DtMRF and Neural-DtMRF, we explored a search

task within the medical domain, specifically the task of eligibility screening for clin-
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ical trials. Our empirical evaluation showed that DtMRF and Neural-DtMRF have
enhanced retrieval effectiveness when contrasted with neural models like BERT.
Furthermore, as model-driven approaches, both DtMRF and Neural-DtMRF pro-
vide rankings that users can comprehensively interpret, a valuable characteristic
in professional search contexts. This interpretability feature facilitates informed
decision-making and allows for further research and application of these mod-
els in complex medical information retrieval scenarios. Finally, we integrate
Neural-DtMRF with Large Language Models (LLMs) to enhance patient eligibility
assessment and improve retrieval performance for this specific task.

In conjunction with the introduction of DtMRF and its neural extension, we address
the challenging task of extracting patient-related information from unstructured
medical summaries within Electronic Health Records (EHRs). Our investigation
delves into the performance of domain-specific pre-trained language models (PLMs),
such as BioBERT, and LLMs, like GPT-3.5, for information extraction and query
formulation tasks. Regarding retrieval performance, queries generated by GPT-3.5
outperformed those formulated using the other approaches.

Building on the acquired insights, we designed a conceptual framework tailored to
clinical trials retrieval and developed a prototype system for its implementation.
The system combines the strengths of GPT-3.5 for information extraction with
Neural-DtMRF for multidimensional relevance estimation. The resulting retrieval
system can identify relevant clinical trials and provide interpretable rankings,

assisting medical professionals in making informed decisions.

Keywords: Decision-theory, Decision-theoretic Retrieval Framework, Multidimen-
sional Relevance Estimation, Interpretable Ranking, Clinical Trials Retrieval, Large

Language Models.
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Chapter 1

Introduction

This chapter serves as the foundational introduction to our research objectives and
aims. It provides an overview of the essential concepts and goals that underpin
our work while also specifying the research background and the communities that
may benefit from this research. This chapter sets the stage for a comprehensive

understanding of the research presented in this dissertation.



Chapter 1. Introduction

1.1 Research Context and Objectives

The research presented in this dissertation is situated within the field of Information
Retrieval (IR), with a particular emphasis on estimating the relevance of the
information retrieved in response to a user’s query. The primary aim is to propose
a framework that bridges the gap between user expectations and system output,
striving to create user-centric and task-centric IR systems. Furthermore, this
dissertation pursues a secondary aim. The second aim of our research involves
studying and analyzing a complex professional search task within the medical
domain, proposing a comprehensive search solution by leveraging the proposed

framework.

The existing research landscape of multidimensional relevance estimation in IR
highlights considerable progress over the past years, yielding a spectrum of pro-
posed methodologies. Nonetheless, it remains a dynamic and evolving research
field with numerous unresolved issues and challenges. As a result, the necessity of
multi-aspect relevance estimation is widely acknowledged in the literature, espe-
cially when addressing complex search tasks commonly found in professional search
environments. In these search tasks, relevance estimation should be expanded to en-
compass a broader spectrum of relevance aspects. Furthermore, these searches have
specific requirements, such as the need for explainable rankings and enabling user
control over the search process. This dissertation contributes towards this direction
by proposing a formal decision-theoretic framework for estimating relevance that
meets the objectives mentioned above and can be applied to various search tasks.
This framework aims to benefit the broader IR community and those involved
in designing search systems for professional search. Furthermore, we integrate it
with neural and large language models to harness their combined capabilities and

enhance its retrieval effectiveness.

As part of our endeavor to evaluate the utility of the proposed framework in a
professional search task, our objective is to enhance retrieval effectiveness in clinical
trials retrieval and the task of patient eligibility screening. This search task is
complex and occurs in professional environments, thus making it sensitive to the
previously mentioned requirements. The currently proposed retrieval approaches
in this task need to be improved regarding the clarity of the relevance estimation
process and the interpretability of the obtained ranking, so that an expert user

can have control over the search process. Addressing the evident gaps in current



1.1 Research Context and Objectives

retrieval approaches, our framework is tailored to address these challenges, ensuring
clarity in relevance estimation and enhanced interpretability of rankings. The
framework developed during the doctoral research can be beneficial to several

professional contexts, akin to the one in which we conduct our evaluation.

In clinical trials retrieval, the existence of unstructured medical narratives ne-
cessitates applying specific information processing techniques, primarily aiming
to extract information. Subsequently, these extracted pieces of information are
crucial in enhancing retrieval effectiveness. While the literature offers numerous
information extraction (IE) approaches, they are often fine-tuned and evaluated
on specific benchmark collections. At the same time, many of these approaches
are narrowly tailored to extract specific medical information types, like drugs or
medical conditions. The field would benefit significantly from systems capable
of comprehensive extraction from medical narratives. Addressing this need, our
research makes two contributions. We evaluate the effectiveness of existing state-of-
the-art IE approaches in enhancing clinical trial retrieval. Also, we propose a novel
approach utilizing Large Language Models (LLMs) for information extraction. This
method can extract various medical information, leading to better performance
than prior proposed techniques. Our research insights hold significance for scholars
exploring Large Language Models within the medical field and pave the way for

future research directions.

The third contribution of our research is a search prototype specifically developed
to assist medical experts in the patient eligibility screening process for clinical trials.
This prototype encapsulates all the techniques we have implemented throughout
our research, aiming to offer an end-to-end solution for each stage of the eligibility
screening to facilitate patient enrollment in clinical trials. The prototype is designed
to diminish the manual review burden for medical experts. It offers seamless
integration capabilities with an organization’s existing infrastructure, including
potential synchronization with its electronic health record-storing system. Our
research findings point to the prototype’s evolution towards enabling automated
initial screenings of patients, achieving this at a significantly reduced cost compared

to current screening procedures.
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1.2

Research Questions

Our research aims to address the following research questions:

(RQ1)

(RQ2)

(RQ3)

(RQ4)

(RQ5)

(RQO6)

(RQT)

How is the notion of relevance defined, analyzed, and applied across
various knowledge domains and search tasks, particularly with respect to

its multidimensional nature?

How can decision-making methods, specifically MADM methods, be ef-
fectively integrated into IR to enhance and interpret multidimensional

relevance estimation?

How can neural-based methodologies enhance and expand standard decision-
making methods in the context of IR, and what implications do they present

for multidimensional relevance estimation?

How do the presence of various content characteristics, including medical
entities, negations, patient and family history, influence retrieval perfor-

mance in clinical trials retrieval?

How does the deployment of Large Language Models (LLMs) in extracting
information from medical narratives compare to standard state-of-the-art

methodologies, and what implications arise from their application?

What are the effectiveness and practical implications of employing DtMRF,
Neural-DtMRF, and Neural-DtMRF integrated with LLMs in the clinical
trials retrieval process, especially regarding retrieval performance and task

requirements?

How does the design and implementation of a search prototype tailored
for clinical trials retrieval and patient eligibility screening influence the

efficiency of the search process?

The previously mentioned primary research questions are further broken down into

sub-questions, each presented and addressed in the subsequent chapters of this

dissertation.



1.3 Research Contributions

1.3 Research Contributions

Our research has the following contributions:

1. A comprehensive and systematic literature review covering 70 studies aiming
to identify the current research state of multidimensional relevance estimation
in IR. This review aims to enhance our understanding of how relevance has
been conceptualized and operationalized as a multidimensional concept across
various application domains. The findings offer practical guidance for tailoring
system designs to achieve closer alignment with users’ perspectives of relevance

in various search tasks and domains.

2. The definition of a decision-theoretic framework for multidimensional rel-
evance estimation that considers relevance factors with either positive or
negative influences on relevance. The proposed Decision theoretic Multidi-
mensional Relevance Framework (DtMRF) leverages Multi-attribute Decision-
Making (MADM) methods to incorporate user, task, and domain factors in
the retrieval process, overcoming the computational complexity limitations
of data-driven approaches while offering interpretable document rankings.
The framework exploits scoring-based and distance-based MADM methods

showcasing how these methods can be employed for document ranking.

3. An expansion of the DtMRF that incorporates a neural model to enhance
multidimensional relevance estimation and add new capabilities. This inte-
gration leverages the predictive strengths of neural models while capitalizing

on DtMREF’s ability to produce interpretable document rankings.

4. A comparative evaluation of widely-used rule-based methods, pre-trained
language models, and their hybrid combinations, focusing on information
extraction from clinical narratives. This study serves as a performance

benchmark for subsequent research in this field.

5. The application of LLMs and the assessment of their effectiveness in extracting
information from clinical narratives. The study employs various in-context
learning strategies, discusses their practical implications, and benchmarks
their performance against previous state-of-the-art methods and medical

experts.
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6. The definition and implementation of a retrieval pipeline incorporating an
LLM on top of the proposed Neural-DtMRF to enhance relevance estimation
in the task of clinical trials retrieval. The proposed retrieval system offers a

comprehensive solution for identifying eligible patients for clinical trials.

7. The development of a search prototype specifically designed for the require-
ments of patient eligibility screening and clinical trials retrieval. This proto-
type addresses the unique challenges in this search task by integrating all of

the research contributions mentioned above.

1.4 Thesis Organization

The subsequent sections of this dissertation are divided into four main parts, as

outlined below.
Part I: Background

This part is organized into 3 chapters and is dedicated to the fundamental concepts
of Information Retrieval and Decision Theory, which are central to our research. It
also offers insights into recent advancements in LLMs. Furthermore, it outlines the
research field of multidimensional relevance estimation in IR, along with the task

of clinical trials retrieval, which serves as the application domain of our research.
Chapter 2: Foundational Concepts and Research Methods

This chapter provides the reader with the necessary background information to
comprehend the context of our research; it specifically focuses on IR and decision
theory, which are its two pillars. Additionally, it offers insights into tools required in

particular parts of our work, such as LLMs and the task of multi-output regression.
Chapter 3: Multidimensional Relevance Estimation: A Systematic Literature Review

This chapter presents the systematic literature review we conducted to assess the
current landscape of multidimensional relevance estimation in IR aiming to discern

emerging trends and potential avenues for future research.
Chapter 4: Clinical Trials Retrieval
This chapter introduces the task of clinical trials retrieval, which is the professional
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search task we consider to evaluate the effectiveness of the DtMRF model we
propose. Our work is oriented around two directions: processing unstructured
patient information from Electronic Health Records (EHRs) and improving its
retrieval performance. This chapter reviews existing literature in these areas,
identifying research limitations our study seeks to address. Additionally, the
chapter introduces the benchmark collections employed to assess the efficacy of

our proposed approaches.
Part II: Conceptualizing the Decision Theoretic Framework

This part comprises Chapter 5: A Decision Theoretic Framework for Multidimen-
stonal Relevance Estimation that defines and formalizes the proposed Decision-
theoretic Multidimensional Relevance Framework (DtMRF'). This chapter intro-
duces and defines the components associated with the DtMRF framework, with
illustrations highlighting their applicability in the context of IR. This presentation
guides the reader to comprehend how DtMREF' can be universally applied across
diverse search tasks. The chapter showcases how DtMRF leads to interpretable
document rankings and how its end-users can control the relevance estimation
process. Additionally, the chapter introduces and formalizes Neural-DtMRF. This
approach integrates neural models into DtMRF without compromising its ranking
interpretability. The chapter discusses the additional components for leveraging
Neural-DtMRF in search. In conclusion, the chapter illustrates how the synergy of
neural models can augment the retrieval effectiveness of DtMRF and the benefits

of the framework regarding ranking interpretability.
Part III: Putting Theory to the Test: Experimental Insights

This part is composed of two chapters and aims to present the empirical evaluation
in the context of clinical trials retrieval, with a specific focus on patient eligibility
screening. Our evaluation involves the Information extraction and the evaluation
of the DtMRF, Neural-DtMRF and Neural-DtMRF with LLMs.

Chapter 6: Extracting Information from FElectronic Health Records

This chapter examines our methodologies for information extraction from EHRs, ex-
plicitly targeting enhancing clinical trials retrieval. The study offers a comparative
assessment of state-of-the-art IE methods applied to medical narratives. Addi-

tionally, it defines and presents our methodology for IE that leverages LLMs, and
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compares its effectiveness to the state-of-the-art approaches and medical experts.
Chapter 7: DIMRF, Neural-DtMRF, and LLMs for Clinical Trials Retrieval

This chapter offers an exhaustive evaluation of experimental outcomes related to
the utilization of the DtMRF and its Neural extension in the context of clinical
trials retrieval. Moreover, it showcases the retrieval effectiveness of the proposed

approach that leverages an LLM on top of Neural-DtMRF.
Part IV: From Conceptualization to Development: A Search Prototype

This part composed of Chapter 8: A prototype Search System for Clinical Trials
Retrieval presents the search prototype that unifies the research findings of our re-
search. Specifically, it introduces the first version of the developed search prototype
explicitly designed for clinical trials retrieval, focusing on the eligibility screening
process. The prototype is developed to accommodate various requirements inherent

to distinct phases of the process.
Part V: Overall Insights

This part, comprises Chapter 9: Conclusions and Further Research, marks the

conclusion of this dissertation and outlines future directions for our research.
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Chapter 2

Foundational Concepts and
Research Methods

This chapter unveils this dissertation’s foundational concepts and research method-
ologies, emphasizing Information Retrieval and Decision Theory. It delves into
important IR aspects, especially the significance of the notion of relevance and the
process of its estimation. The exploration extends to Decision Theory, showcasing
notable methods within the field. The presented mathematical definitions serve as
the theoretical background for the proposed retrieval framework. The chapter also
covers a synthetic presentation of Language Models, highlighting their evolution
towards in-context learning, which is essential for specific segments of our work.
It also touches on multi-output regression, offering a definition and methods to
tackle such problems. This chapter aims to provide a thorough understanding of
the methods utilized, acting as a reference point for interpreting results in ensuing

chapters.
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2.1 Information Retrieval

The term “Information Retrieval”, often abbreviated as IR, was first introduced
by Mooers in 1951. Later that decade, the first IR systems emerged, driven by
the rapidly increasing volumes of data and the need for more efficient methods to
locate pertinent information within extensive repositories. Mooers conceptualized

the term Information Retrieval as follows.

“Information Retrieval is the name for the process or method whereby a
prospective user of information is able to convert his need for informa-
tion into an actual list of citations to documents in storage containing
information useful to him (user). Information Retrieval embraces the
intellectual aspects of the description of information and its specification
for search, and also whatever systems, techniques, and machines that

are employed to carry out the operation.”

Salton [1968], another pioneer in the field, provides his interpretation that explicitly

presents the four key elements related to IR.

“Information retrieval systems are designed to help analyze and describe
the items stored in a file, to organize them and search among them,
and finally to retrieve them in response to a user’s query. Designing
and using a retrieval system involves four major activities: information
analysis, information organization and search, query formulation, and

information retrieval and dissemination.”

The primary goal of an information retrieval system (search engine) is to enable
users to find relevant information within a huge repository in response to a specific
information need (query). Queries typically contain keywords or phrases that
express a user’s perceived information need and are formally represented by an
underlying formal language. It is important to note that a query can extend beyond
the typical keywords or phrases in specific search situations and encompass an

entire text or document.

While traditionally focused on text documents, modern systems have expanded
to include various information items (e.g. images, videos). A retrieval process is
initiated when a user inputs a query that represents an informational need. The
system searches an indexed repository for potential information items that match
the expressed request. In order for this process to be performed, both the user’s

query and the information items have the same representations. The retrieved
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information items are ranked by means of retrieval algorithms that estimate their
relevance to the query. Traditionally, relevance estimation is based on topical
similarity, assessed based on different mathematical methods. This process has
been significantly enhanced through the adoption of pre-trained language models.
Nonetheless, modern search systems have slightly broadened their criteria for
estimating relevance by integrating a few additional signals. An excellent example
of this advancement is the employment of the PageRank algorithm, which leverages
link structure to refine search results [Brin and Page, 1998]. The final stage of a
search system entails presenting a ranked list of information items to its end-user

for further investigation.

The search process previously outlined pertains to ad-hoc retrieval. However,
domain-specific search systems also exist, which are tailored to specialized fields or
subjects. Domain-specific search is defined by Lupu et al. [2014] as a search focused
on a specific subject area with various modalities (e.g. text, images) that involve
a variety of users, tasks, and technical aspects (e.g. specific vocabularies). One
example of domain-specific search can be observed in the healthcare sector. In this
domain, various medical professionals, such as general practitioners and clinicians,
engage in searches to meet their health-related information needs [Kritz et al.,
2013]. While these professionals share a certain degree of specialized knowledge
in healthcare, they typically engage in distinct search tasks. These tasks may
necessitate the retrieval of varied modalities and could involve the use of terminology
tailored to their medical specialization. However, even laypeople engage in domain-
specific searches for health-related information, often using commercial search
engines or social platforms. In constructing a domain-specific search system,
several key considerations must be addressed. The employed search system is
essential to accommodate the varying information needs expressed by experts and
laypeople. It should incorporate a domain-specific vocabulary into the search
algorithm and be capable of retrieving different data types. Finally, it is essential
to have a user interface designed to facilitate particular domain-specific tasks, thus

making the system more user-friendly.

Within the broader category of domain-specific search, a more specialized type of
search exists, namely professional search. This type of search is tailored to meet the
unique information needs of professionals within a given domain. Unlike general
domain-specific searches, which experts and laypeople can use, professional search

is designed to handle the intricate queries and requirements that professionals often
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encounter. Verberne et al. [2018] defines professional search as follows.
“Professional search takes place in the work context, by specialists,
and using specialist sources, often with controlled vocabularies. (...)
Professional search has the key benefit that the task to be solved is,

usually, clear; at least to the person who carries out the searches.”

A study exploring common characteristics among professionals across four domains
revealed specific search practices and goals among them [Russell-Rose et al., 2018].
The study highlighted the universal emphasis on the need for transparency and
repeatability in the ranking algorithm across the various professional domains
examined. In the healthcare sector, professionals generally engaged in recall-oriented
search tasks, while legal researchers prioritized precision-oriented tasks, seeking
recent and credible results. Another study aimed to understand professionals’
typical search tasks by coding them based on their characteristics [Verberne et al.,
2019]. The study revealed that many professionals conduct searches on behalf of
other colleagues. This significantly complicates the relevance assessment of the
obtained results and enhance the need of interpretable search systems. Additionally,
in professional search, users often engage in extended search sessions that can be

interrupted and resumed [Lupu et al., 2014].

In designing a professional search engine, key considerations include algorithmic
transparency and repeatability, which are crucial across multiple domains. The
system must be tailored to accommodate recall-oriented or precision-oriented search
tasks, as the specific professional domain dictates. It should also offer flexibility in
result interpretation, as searches might be conducted on behalf of others. Finally,
effectively navigating specialized sources using controlled vocabularies is essential
as part of domain-specific search. Nonetheless, in a professional search context,
there is often a greater emphasis on the quality and usefulness of search results
rather than the retrieval speed. That is particularly true in domains where the
cost of an inaccurate result can be significant, such as healthcare or legal search.
Therefore, a professional search engine could trade off some speed for increased
effectiveness, interpretability, and specificity, meeting the complex requirements of

professional users.

In each of the aforementioned retrieval contexts, the system must attain various
constraints to ensure the retrieval of documents relevant (useful) to the user’s needs.
The following section aims to clarify the distinction between relevant and useful

information within the scope of IR by analyzing the notion of relevance in the field.
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2.1.1 The Notion of Relevance in Information Retrieval

From the first search engines in the late 1950’s to the present day, the notion
of relevance has been a central area of research. Research in this field seeks to
explore which information items ought to be deemed relevant in relation to a
specific information need, a user, the knowledge domain, or the task that a user
aims to accomplish. Relevance refers to a relation between information items and
some other concept [Saracevic, 2016b]. A fundamental distinction of the notion of
relevance is its dual nature. On one hand, there is “user relevance,” capturing the
user’s perception of what constitutes useful information. On the other hand, there
is “system relevance,” which is determined algorithmically by the retrieval system
itself [Vickery, 1959b,a, Cooper, 1971, Swanson, 1986].

Users’ engagement in search activities is commonly motivated by tasks stemming
from persistent and evolving problematic situations [Belkin, 2016a]. Search activities
can take place in professional settings where individuals often assume varied roles,
such as researcher or educator. These roles are associated with specific information
needs, whether it be for the purpose of publishing an academic paper or preparing
presentation slides [Soufan et al., 2021]. In such searches, as users are presented
with information items provided by search systems, a complex cognitive decision-
making process is initiated, ultimately leading to them choosing useful items for
further examination. The decision-making process is grounded in what Vickery
[1959a] termed and what is commonly acknowledged in the field of IR as user
relevance. This notion of relevance concerns how users evaluate information as
pertinent to their information needs. Changing from a user-centric perspective
to a system-oriented one, we focus on the inherent mechanisms by which search
systems operate. Central to their operation is a concept highlighted by scholars, as
system relevance [Vickery, 1959b, Saracevic, 2016b]. This concept encapsulates
a system’s ability to retrieve information items in line with an information need
and consequently estimate their relevance based on an algorithm or model. This
system relevance serves as an approximation to the aforementioned user relevance,

aiming to align system outputs with user expectations.

Over time, scholars from varied backgrounds have proposed additional definitions to
capture the notion of relevance. These definitions range from affective relevance tied
to users’ emotions and motivations to situational relevance addressing specific tasks,

system or algorithmic relevance determined by query and information matching
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using an algorithm, topical relevance focusing on the relation between the topic
expressed in a query and topic covered by information objects, and cognitive
relevance connecting to a user’s knowledge and the information’s novelty [Saracevic,
1997, Mizzaro, 1998, Cosijn and Ingwersen, 2000, Borlund, 2003, Ingwersen and
Jarvelin, 2005, Cosijn, 2009, Belkin, 2016b]. While each definition adopts a distinct
viewpoint, they all describe a form of relationship to information. We direct readers
interested in a comprehensive understanding of relevance in information sciences
to the book by Saracevic [2016b].

The notion of relevance has also been investigated within certain knowledge do-
mains, as researchers have attempted to decompose it and identify the factors that
contribute to information’s utility (i.e. usefulness) for users. van Opijnen and
Santos [2017] provide an in-depth analysis of the concept of relevance in the legal
domain, drawing on the relevance classifications presented by Saracevic [2016b].
Similarly, the idea of relevance has been explored in e-commerce. Tsagkias et al.
[2021] identify four key dimensions that shape e-commerce relevance: user, time,
query, and context, such as a product’s category, highlighting the domain-specific
nature of relevance. Extending the framework presented by Mizzaro [1998], Crestani
et al. [2017] discuss the characteristics of relevance in mobile search settings. Addi-
tionally, the study by Balagopalan et al. [2023] investigates the role of relevance in
attaining fair rankings. The authors highlight the modifications necessary to meet

the specific demands of this task.

Mainly by conducting user studies, numerous scholars have identified factors
(i.e. relevance factors) that users take into account when assessing relevance in
specific search scenarios, i.e. investigating what is referred to as user relevance.
While a comprehensive examination of all these studies is beyond the scope of
our review, we highlight a few representative ones here. For a more extensive
exploration, readers can refer to the book by Saracevic [2016b], as a starting
point. Some key studies in this research field are the studies by Cool et al. [1993],
Barry and Schamber [1998], and Xu and Chen [2006a], among others. Xu and
Chen [2006a] conduct a user study centered on web searches. They investigate
the significance of criteria such as information novelty, topicality, reliability, and
understandability, among others, in these searches. The findings highlight that
topicality and novelty are the foremost criteria for relevance, with understandability
being the subsequent priority. Sun et al. [2019] in their systematic literature review

identify the criteria and indicators consumers use to evaluate the quality of online
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health information. Their research highlights multiple criteria, with trustworthiness,
expertise, and objectivity being the most important across studies. Additionally,
dominant indicators are related to the web page’s source, content, and design.
Other studies reveal that assessing relevance based only on topicality is not sufficient
for medical experts, as they leverage their own knowledge and experience [Tamine
and Chouquet, 2017]. Similar studies can be also found in other domains, such as
the legal domain. The study by Wiggers et al. [2018] identifies factors affecting
relevance assessment in legal professional searches, such as document type, recency,
depth level, and legal hierarchy. Also Chu [2011] aims to discern factors influencing
relevance judgments and their relative significance, in legal search. The study
highlights several relevance factors, with specificity /amount of information, ease of
use, and subject matter having being the most essential. The findings from the
aforementioned and other related studies hold significant value. Mainly because
they can guide the development of retrieval systems specifically tailored to certain

search situations, ensuring a better approximation to user relevance in these tasks.

Drawing from the studies and definitions mentioned above and also supported
by the study of Schamber et al. [1990], the notion of relevance emerges as a
multidimensional cognitive concept influenced by users’ perceptions of information
and their distinct contextual situations. This concept is also dynamic, depending
on users’ perspective of the provided information in time. Nonetheless, as Schamber
et al. [1990] conclude, relevance is a complex but systematic and measurable concept.
In our research, we perceived multidimensional relevance as the estimation of
relevance by information retrieval systems (i.e. algorithmic relevance) that consider
multiple relevance factors, including user and task characteristics or other domain-
specific requirements. These systems acknowledge that various factors influence
relevance estimation, and they aim to integrate them into the retrieval process to

better approximate user relevance.

As stated, topical relevance remains the fundamental method by which a search
engine evaluates the relevance of information. The content delivered must be
pertinent to the search query’s subject matter. Therefore, in the subsequent
section, we introduce statistical retrieval models commonly used for estimating
topical relevance. Due to space constraints, we limit our discussion to the models

specifically employed in our research.
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2.1.2 Topical Relevance Estimation in Information Re-

trieval

Information Retrieval systems commonly attempt to approximate user relevance
by estimating how closely the content of documents aligns with the textual content
of the expressed information need (i.e. query). This form of relevance is termed
as topical relevance, and in numerous studies, it is referred to simply as relevance.
Another direction of research follows a different perspective, exploring the dynamic
nature of relevance, i.e. how the perception of relevance changes over time and
through user-system interactions, as seen in studies focused on interactive IR [Liu,
2021]. Other researchers delve into the multidimensional notion of relevance,
suggesting that it is shaped by factors related to the user, the undertaken task,
and the knowledge domain. Finally, these aspects are also addressed holistically, in
systems using relevance models that rely on multiple factors and account for their
evolving nature over time. We examine these studies in Chapter 3, given their close
relation to the multidimensional relevance framework we introduce in our research.

In this section we solely present models that estimate the topical relevance.

The most commonly employed model for estimating topical relevance in retrieval
systems is the BM25, referred to as "Okapi BM25," as introduced by Robertson
and Walker [1994]. BM25 derives from the 2-Poisson model and the probabilistic
binary independence model of relevance. The 2-Poisson model aims to identify the
most informative terms of a document. This model is based on the mixture of two
Poisson distributions and it requires estimating three parameters for each term in
the vocabulary, which is its drawback. However, this model does not need a term
weighting algorithm to be implemented. To rank the documents with respect to a
query, a measure based on the means of the two Poisson distributions was proposed
by Harter [1975a,b]. The binary independence model, introduced by Robertson and
Jones [1976], ranks the documents based on the odds of relevance, i.e. the division
of the probability of relevance and non-relevance. Here, documents and queries are
represented as binary vectors; consequently, terms in a document are considered
statistically independent. As a result, a document can be represented as a product
of term probabilities. The model assumes that terms that are not appearing in the

query have equal frequencies in relevant and non-relevant documents. The BM25
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scoring function is:

| tf (t,dy) (ky +1)
sim(ds | 4i) = teZ%IDF (®)- LF (tdi) + k(1= b+ b 2

avgdl

(2.1)

To measure a term’s informativeness and estimate a document’s relevance, this
model uses the occurrences of individual query terms in a document (term-frequency)
and in the whole collection (inverse-term frequency). Although this is a well-
performing and popular IR model, it ignores the inter-relationship between the

query terms that appeared in a document.

In Equation 2.1 k; and b are free parameters related to the query and the collection
that are often tuned on a training dataset. tf(¢,d) is the frequency of the term ¢
in the document d;. Also, |d| is the length of the document d; measured in words,
and avgdl is the average document length in the text collection. Finally, the IDF(¢)

is computed as:

N - .
IDF (¢) = In (M + 1)

2.2

where N is the total number of documents in the collection, and n; is the number
of documents containing t. Additionally, a field-based variant of the BM25 model,
namely BM25-Field, considers documents as comprising multiple fields, such as
title, body, and anchor texts [Robertson et al., 2004].

In our research we also leverage another family of models, namely the Divergence
From Randomness (DFR) IR models. In these models, different matching functions
can be obtained from a combination of a randomness model with an information gain
model, and a term frequency normalization approach [Amati and van Rijsbergen,
2002]. The hypothesis is that the more a term’s document frequency diverges
from its collection frequency, the more information is carried by this term in
the document. In this framework, three components should be considered; a
basic randomness model, a first normalization, and a normalization of the term

frequencies.

sim(d; | ¢;) =) qtw - wq,y (2.3)

teq

In Equation 2.3 wg, is the weight of the term ¢ in document d;, and gtw is the

query term weight given by gt f/qt fimaz; qtf is the query term frequency and gt f,,q.
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is the maximum query term frequency among the query terms.

Then, wgy; is calculated based on two different probability distributions (refer to
Equation 2.4); Prob; measures the information content of ¢ in d;, specifically, the
amount of information is given by — log, Prob;. In addition, Prob, measures the
term’s information gain for the set of documents it occurs in. In this case, the
less the term is expected in the document, the more the amount of information is

gained from this term.
was = (1 — Proby) (—log, Proby) (2.4)

Finally, concerning the term frequency normalization, the authors proposed two
approaches; the first considers a uniform distribution of the term frequency. The

other assumes that the term frequency density is inversely related to the length.

All in all, different models will occur based on the basic model used to calculate
Proby, e.g. the Poisson model, when combined with a different approach for the first
normalization, e.g. Laplace, to calculate the Prob,, and different term frequency
normalization, e.g. the second approach. Putting all together, the formula of the
PL2 model is the following.

tfn? (12log (*4*) — 12) + tfn(6 - log(tfn) + 12(\ + 0.92)) + 1
- 12 tfn(tfn+ 1)log(2)

w(t,d) (2.5)
In Equation 2.5 t fn is the normalized term frequency, and A is equal to F//N, where
F is the frequency of ¢ in the whole collection. Under specific assumptions, the
DFR model can explain the BM25 ranking formula without requiring the tuning of

parameters b and k.

Another category of retrieval models uses a set of feedback documents to create
language models [Zhai and Lafferty, 2001, Lavrenko and Croft, 2001]. Zhai and
Lafferty [2001] use a set of feedback documents to re-estimate the query language
model. To this aim, two methods have been proposed that update the initial query
model by linear interpolation. The first method estimates the query topic using
a feedback document by calculating the maximum likelihood or the regularized
maximum likelihood. The second is based on minimizing the Kullback-Leibler
divergence between the query language model and the document language model

created from the feedback set. The evaluation procedure proved the superiority of
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the second approach in terms of its efficiency.

Lavrenko and Croft [2001] proposed a relevance model that uses a set of top ranked
documents returned from the initial retrieval, denoted as R. Here, a relevance
model is formally defined as the probability of observing a term in R, P (¢ | R). It
was assumed that both document and query terms were independently sampled
from R. In the first introduced approach, namely RM1, each document was
weighted based on its query likelihood and the probability of a term is averaged
over every document language model. The second method, RM2, was based on
the assumption that query terms are associated with document terms. As a result,
relevant documents containing query words can be used to compute the association
of the their words with the query terms. In both RM1 and RM2, Dirichlet Prior
method was used to smooth the language model of each d € R. One of the best
performing model has become known as RM3 [Jaleel et al., 2004]. Specifically, this
method interpolates the terms selected by RM1 with the original query, instead of
using them directly. The final query is used in the same way as in RM1 to produce

the final ranking.

Our research employs BM25 as a probabilistic retrieval model and DFR as another
statistical model. These are integrated with RM3 to implement a pseudo-relevance
feedback mechanism. For readers interested in a more extensive examination of
different information retrieval models designed for estimating topical relevance, we
direct you to the relevant literature [Schiitze et al., 2008, Mitra et al., 2018].

2.1.3 Evaluation of Information Retrieval Systems

The initial development of IR systems almost instantly highlighted the necessity for
having evaluation protocols in place for their appraisal. The evaluation assessment
spectrum of IR systems is expansive, ranging from a total system-centric focus
to a human-centric focus [Joho, 2011]. In our research we employ a system-
oriented evaluation protocol based on the Cranfield paradigm [Cleverdon, 1970],
that leverages benchmark collections. Benchmark collections offer the possibility
for fair system performance comparison and, in this evaluation protocol, consist of

three crucial components.

Documents. A collection of documents, also referred to as corpus.
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Topics. A set of topics or queries which are a surrogate for real information needs.
These topics can be derived by analyzing search logs associated with a search task
and domain, or by observing real users [Soboroff, 2017]. Depending on the area of
focus, queries could be just a few keywords, like in ad hoc searches, or they could

be an entire document, which is common in legal searches.

Relevance Judgments. Also referred to as relevance assessments, ground-truth,
labels, or grels. These are (q,d,r) triples that assess if a document d is relevant
r with respect to the query ¢g. Commonly, human assessors carry out these
annotations, making the relevance annotation process both time-consuming and
expensive, especially when the annotators are domain experts (e.g. clinicians).
Relevance assessments can be binary or graded-scale, and commonly the higher
the value the more relevant the document to the query. Most commonly relevance
assessments measure only topical relevance. Nonetheless, there are collections
that assess multidimensional relevance, i.e. relevance is grounded with respect to
multiple relevance factors. Finally, as Belkin et al. [2009] propose, each document
within the collection could be evaluated for its utility in fulfilling the user’s task,

essentially incorporating a “usefulness” (utility) judgment.

Based on the search task being addressed, the size of a benchmark collection may
differ. Nonetheless, it is advisable for a benchmark collection to comprise over ten
documents and exceed 250 queries, as suggested by Spark-Jones [1975]. Having
stated that, obtaining complete relevance judgments, i.e. for each query-document
pair, for large benchmark collections is almost never feasible. As a result, relevance
judgments are obtained using pooling, where the human assessors annotate only the
top documents (without repetition) retrieved by the many retrieval systems [Buckley
and Voorhees, 2004]. However, the exploration of pooling approaches remains an

open research issue.

Due to the pooling process, a novel retrieval approach exhibiting significant method-
ological deviation from those contributing to the original pool might retrieve doc-
uments that have not been assessed by human annotators. In such instances,
the prevalent approach is to regard these documents as non-relevant; under this
scenario, the new system tends to underestimate its performance. In contrast,
these documents can be considered relevant and overestimate the new system’s
retrieval performance; this is not a common practice in IR. Lastly, the evaluation

of the new system can be conducted based on condensed measures as suggested by
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Sakai [2007], serving as a method to address retrieved yet unjudged documents.
In condensed evaluation, retrieved but unjudged documents are removed from the

ranking before the estimation of a measure.

2.1.3.1 Evaluation Measures

The necessity for evaluation measures emerges from the objective of enhancing
the retrieval performance of systems to accurately and efficiently address users’
information needs. Evaluation measures are used to quantify the effectiveness of
IR systems by utilizing relevance judgments. The choice of evaluation measures
largely depends on the requirements of the given search task. Different search tasks
may prioritize different retrieval aspects, such as precision, recall, or the quality
of the ranking of retrieved documents. For instance, a search task that aims to
provide a comprehensive set of relevant documents might prioritize recall, while a
task focused on retrieving the most relevant documents at the top positions might
prioritize measures like precision at k or Normalized Discounted Cumulative Gain
(nDCG). As a result, choosing the proper set of evaluation measures is crucial
as it directly impacts the understanding and the subsequent improvement of the

retrieval performance of an IR system.

In this section, we briefly introduce the measures employed to evaluate the retrieval
performance achieved by the proposed approaches. For a more comprehensive
description of various evaluation measures, please refer to Manning et al. [2008]
and Mitra and Craswell [2018].

Precision. Precision is order-unaware measure that is used to estimate a system’s
ability to retrieve information items relevant to a query. It is estimated as
the proportion of relevant documents retrieved out of the total retrieved

documents. It is defined as:

Number of relevant documents retrieved

Precision =
Total number of retrieved documents

In computing precision, multi-graded relevance assessments should be con-
verted to binary values utilizing a specified relevance threshold. It is common-
place for precision to be estimated at a pre-determined cut-off of the rank
k representing the ratio of relevant items found within the top-k retrieved

results.
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Recall. Recall measures a system’s ability to retrieve all documents that are
relevant to a query. It is estimated as the proportion of relevant documents
retrieved out of the total relevant documents in the collection. It is defined

as:

Number of relevant documents retrieved

Recall =
Total number of relevant documents

Similarly to precision, it is an order-unaware measure that relies on binary

relevance judgments, often measured at a pre-determined cut-off k.

R-precision. The calculation of this metric necessitates the identification of the
total number of relevant documents, R, corresponding to a specific query. It

is essentially calculated as precision at k, where k = R.

Number of relevant documents retrieved in the top R positions
R

R-precision =

R-Precision serves as a unique measure because it is equal to both the
precision at the R-th position and the recall at the R-th position when a

system retrieves exactly R documents.

Bpref. Bpref is a preference-oriented measure emphasizing the relative ranking of
relevant documents over non-relevant ones. It is developed to be robust to
the challenges posed by incomplete relevance assessments. The formula for

bpref is given by:

1
bprefzﬁz 7

r=1

al (1 _ |n ranked higher than r|>

In this equation, R represents the total number of relevant documents for
a particular query. The term |n ranked higher than r| denotes the count of
non-relevant documents that appear higher in the ranking than each relevant

document r among the top R retrieved results.

Reciprocal Rank. The Reciprocal Rank is heavily influenced by the position of
the first relevant item. It is estimated based on the reciprocal of the rank
at which the first relevant document is retrieved. If the first relevant item is

found in a low position in the ranking, the reciprocal rank score will be low.
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It is defined as:

1

Reciprocal Rank =
Pr 1 Rank of first relevant document

Since it only considers the position of a single relevant document, it may not
be suitable for evaluating a system’s performance in search tasks where a

user will need to assess more than one relevant result.

nDCG (normalized Discounted Cumulative Gain). In contrast to the pre-
viously presented measures, this one is particularly designed for graded
relevance assessments. To analyze it, we will focus on its three constituent

components.

From Cumulative Gain (CG), one can derive Discounted Cumulative Gain
(DCG) by introducing a logarithmic discounting element to account for the
position of each information item, acknowledging that items retrieved earlier

are more valuable to the user. The formula transitions from:

k

k
rel;
CGQk = > rel; to DCGQk =Y ———
i=1 ' = logy(1+1)

where rel; is the relevance score of item 4, and k is related to rank positions.
This change addresses the limitation of CG that it does not consider the
position of retrieved items, which is crucial for user satisfaction and system
effectiveness.

Normalized Discounted Cumulative Gain (nDCG) further refines DCG by
normalizing it against a perfect ranking to ensure the values lie between 0

and 1, making comparisons across queries and systems fairer. The formula is:

DCGQk

nDCGQk = IDCGaE’

where IDCGQE is the Ideal DCG at position k, obtained by sorting all items
by relevance in descending order. This progression from CG to DCG addresses
the positional relevance, and from DCG to nDCG adds normalization, each

step overcoming the limitations of the previous metric to provide a more

accurate and fair evaluation of retrieval system performance.
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2.2 Decision Theory: An Overview and Applica-

tions

Decision theory primarily focuses on methodologies for optimal decision-making
among various alternatives [Berger, 2013]. It offers a robust framework for rational
decision-making, mainly when the outcomes of a selection process are not entirely
predictable [North, 1968]. Within this framework, the goal is often to identify the
most advantageous alternative, especially in situations characterized by uncertainty,

risk, or incomplete information.

Building on this foundational framework, the methodologies inherent in decision
theory offer quantitative tools for evaluating and comparing various alternatives.
Such capabilities make the field invaluable for a broad spectrum of practical appli-
cations where a robust framework for systematic decision-making under uncertainty
is needed. For instance, in healthcare, Decision Theory is employed to design
optimal treatment plans for chronic diseases like diabetes and cancer, hospital
resource allocation, or assess service quality in hospitals [Mardani et al., 2019].
In economics and business, decision-making is essential in applications related to
optimizing investment portfolios and ranking banking performance, among others.
It helps firms evaluate the risks and rewards associated with different business
strategies, guiding them to make more informed decisions [Zavadskas and Turskis,
2011].

Decision Theory provides a universal and rigorous foundation for dealing with
various decision problems across multiple domains. Its methodologies are benefi-
cial for quantifying and analyzing uncertainties and trade-offs, often inherent in
practical scenarios. The applications in healthcare and economics exemplify the
theory’s breadth and depth, demonstrating its crucial role in guiding individual

and organizational decision-making processes.

2.2.1 Multi-criteria Decision-Making

Multi-criteria Decision-Making is a branch of decision-making that encompasses
Multiple Objective Decision-Making (MODM) and Multiple Attribute Decision-
Making (MADM) [Triantaphyllou, 2000, Alinezhad and Khalili, 2019]. The decision

space in MODM is continuous, while MADM concentrates on problems with discrete
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decision spaces, where the set of decision alternatives is predetermined. Therefore,
MADM has been widely used to solve problems in which a decision-maker aims
to choose among different alternatives (set of possible solutions) those that better
fulfill her/his preferences based on the evaluation of a set of predefined attributes
(or criteria) [Triantaphyllou, 2000, Alinezhad and Khalili, 2019]. In the literature,
several methods to address MADM problems have been proposed, which ground
on some common notions but differ in their mathematical formalization [Aruldoss
et al., 2013, Alinezhad and Khalili, 2019]. Independently of the employed method,
a MADM problem is formalized by a finite set of m alternatives, denoted by
A ={ay,a9,- -+ ,a,}, where each alternative is evaluated according to a finite set
of n criteria, C' = {¢y, cq,- -+ , ¢, }. Moreover, each criterion may be associated with
an importance weight w;; in the approaches we considered in this paper, w; € [0, 1]
and, >, w; = 1.

In addition, several MADM methods allow a particular objective to be assigned
to each criterion. An objective is something to be pursued to its fullest, and it
indicates the desired direction of change [Hwang and Yoon, 1981]. A criterion can
be associated with either a positive or negative objective, based on the decision-
maker’s preference; i.e these criteria have either a positive or a negative effect
in the decision process. Criteria that are associated with positive objectives are
called beneficial criteria, while criteria associated with negative objectives are
called non-beneficial. To clarify the notions of beneficial and non-beneficial criteria,
let us consider a simple decision-making scenario. In this case, an individual
(decision-maker) seeks to purchase a camera with the lowest possible cost (criterion
1) and weight (criterion 2) while simultaneously desiring the best possible battery
life (criterion 3). Consequently, the cost and weight criteria are non-beneficial, as
the decision-maker aims for the most affordable and lightweight option, whereas

battery life is a beneficial criterion.

Usually, the information related to a MADM problem is represented in a decision
matrix, M, «n, as depicted in Table 2.1, where each element z;; represents the degree
to which an alternative a, satisfies a criterion ¢;. A x;; value is called performance
score and it is calculated by an evaluation function. The M,,, decision matrix,
along with the criteria weights, objectives, and evaluation functions, are usually the
fundamental inputs for a MADM problem. To solve a MADM problem and rank
the alternatives, one has to calculate a global performance score by aggregating,

for each alternative a;, the performance scores computed for that alternative by

27



Chapter 2. Foundational Concepts and Research Methods

Table 2.1: An example of an M,,, decision matrix.

Cl 02 Y Cn
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xij
A Tm1 Tm?2 Tt Lmn

using an appropriate decision-making method, e.g. MADM methods. The selection
of an appropriate method is usually based on the characteristics of the considered
problem. In fact, over the years, various MADM methods have been proposed,
which, depending on their properties, have been classified into various categories,
such as, scoring-based, distance-based, compromising, and outranking methods,
among others [Hwang and Yoon, 1981, Triantaphyllou, 2000, Alinezhad and Khalili,
2019]. In our research, we focus on a category of methods that allow the association
of objectives with the criteria and can be employed for computationally complex
problems, such as multidimensional document ranking, which is the aim of our
work. In the following Section, the four considered MADM methods are presented

in detail.

2.2.2 Multi-attribute Decision-Making Methods

In our research we exploit four established and widely used MADM methods, namely
the Weighted Sum Model (WSM) [MacCrimmon, 1968], the Complex Proportional
Assessment method (COPRAS) [Zavadskas et al., 1994], the Technique of Order
Preference by Similarity to the Ideal Solution (TOPSIS) [Hwang and Yoon, 1981],
and the VIseKriterijumska Optimizacija I Kompromisno Resenje method (VIKOR)
[Opricovic and Tzeng, 2004]. A common characteristic of these four methods
is their low computational complexity, making them suitable to be used in our
applicative context, i.e. document ranking, where a huge quantity of items must
be managed. It is worth noting that other MADM methods are available, for
instance outranking MADM methods like PROMETHEE [Brans et al., 1986].
However, outranking methods tend to be less computationally efficient than the
ones considered in this work due to need of performing pairwise comparisons and
optimization operations [Calders and Van Assche, 2018]. As a result, these methods

can not be efficiently employed for large-scale problems, such as document ranking.
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Of the considered methods, WSM has been categorized as scoring or utility-based
MADM method, as it selects the alternative that has the highest score, i.e the
maximum estimated utility [Hwang and Yoon, 1981, Penadés-Pla et al., 2016].
Similarly, COPRAS, which has been introduced as an extension of WSM, falls
into the same category. Regarding TOPSIS and VIKOR, these methods have been
categorized as compromising MADM methods [Tzeng and Huang, 2011, Alinezhad
and Khalili, 2019].

The following sections describe the mathematical properties and assumptions at
the basis of the considered MADM methods.

2.2.3 Scoring-based Methods

Scoring-based MADM methods are the simplest methods to assess the overall
performance of the considered alternatives. Both WSM and COPRAS methods
are compensatory (i.e. the under-satisfaction of a criterion is compensated by the
over-satisfaction of other criteria). Also, these methods assume that the considered
criteria are independent, and they allow for objectives to be associated with the
criteria. The main difference between them is that the COPRAS method allows to
consider both beneficial and non-beneficial criteria, while WSM is designed only for
modeling beneficial criteria. As a result, in the WSM method, the non-beneficial

criteria must be converted to beneficial ones.

2.2.3.1 Weighted Sum Model (WSM)

Given a decision matrix as the one presented in Table 2.1, a set of weights associated
with the criteria, and assuming that all criteria are beneficial criteria, the global
performance score of an alternative, a;, is estimated by employing a weighted sum
as an aggregation function, as follows:
n
Qi = Y _w;z;j, where w; is the weight associated with the ¢; criterion. (2.6)
j=1
As mentioned above, this method accounts only for beneficial criteria, and therefore
non-beneficial criteria must be properly expressed as beneficial ones, e.g. price
can be either evaluated as cheap or expensive. In addition, all z;; values must be

expressed in the same unit by, for instance, normalizing the values of the decision
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matrix. Finally, the alternatives are ranked in descending order based on the

obtained @); scores.

2.2.3.2 Complex Proportional Assessment (COPRAS)

Given a decision matrix as the one presented in Table 2.1, a set of weights associated
with the considered criteria, and considering the criteria either beneficial or non-
beneficial, a global utility score of an alternative is calculated by the following

steps:

Step 1: In this initial step, a weighted normalized decision matrix, D,,x,, is

obtained as follows:

d;; = _Tw Ty 27
J Z;n:l :Eij ( )
In Equation 2.7, 2 =1,...,m is the number of alternatives, and j = 1,...,n is the

number of criteria.

By applying Equation 2.7, the sum of the d;; values of each criterion, is equal to
the assigned weight of that criterion. That means that the value of the weight is
proportionally distributed among all alternatives, based on their performance score

Lij-

Step 2: In the second step the sums of the weighted normalized values, d;; are
computed, for both the beneficial criteria, Eq. 2.8a, and the non-beneficial criteria,
Eq. 2.8b, for each alternative a;, as follows:
Si+ = Z d;j, where r indicates the number of beneficial criteria. (2.8a)
j=1
g
Si;- = Z d;j, where g = n — r indicates the non-beneficial criteria. (2.8b)
Jj=K+1
These two values express the degrees to which each alternative attains the problem’s

beneficial and non-beneficial constraints.

Step 3: Finally, the global performance score for each alternative, a,, is calculated
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using Equation 2.9:

+ man(Sl—) ;11 Si_

m mini(Si_)
Si- =1 5,

(2.9)

In Equation 2.9, min, (S;-) is the minimum S;- value, across all alternatives.

Ultimately, the alternatives are ranked in descending order on the basis of their Q);

Scores.

2.2.4 Compromising Methods

Compromising MADM methods are based on the notion of compromise solution,
established by Yu [1973] and by Zeleny [1982]. A compromise solution can be
defined as a feasible solution that is the closest to the ideal solution, where, in this
context, compromise means an agreement established by mutual concessions. The
term “ideal solution” refers to a hypothetical solution, i.e an alternative whose

properties fully meet the problem’s requirements.

Both TOPSIS and VIKOR methods are compensatory and allow for weights and
objectives to be associated with the considered criteria. In particular, the VIKOR
method is based on an aggregation function representing “closeness to the ideal
solution”; while the TOPSIS method introduces two reference points, representing
a positive-ideal solution (PIS) and, additionally, a negative-ideal solution (NIS). An
extensive comparison between them has been conducted by Opricovic and Tzeng
[2004] and by Shekhovtsov and Salabun [2020], while their mathematical properties

and main computational steps are analyzed below.

2.2.4.1 Technique of Order Preference by Similarity to the Ideal Solu-
tion (TOPSIS)

The TOPSIS method assumes that each criterion is monotonically increasing
or decreasing an alternative’s utility. Given a decision matrix, a set of weights,
and considering that a criterion can be either beneficial or non-beneficial, the

computational steps of TOPSIS are described as follows:
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Step 1: creation of the normalized decision matrix, R,,x,, by Equation 2.10.

Zlfij

2
v > T3;

Step 2: In this step, the weighted normalized decision matrix, D,,w«,, is obtained

Tij = a=1...mg=1,....,n (210)

as follows:

dij =wjryi=1,....myj=1,....n (2.11)

Step 3: The positive-ideal and negative-ideal solutions are determined and expressed
by two distinct vectors, V™ and V~, respectively. The positive-ideal solution,
Eq. 2.12a, maximizes the set of beneficial criteria, k£, and minimizes the set of non-

beneficial criteria g, where ¢ = n— k and n is the total number of criteria. In detail,

for a criterion [, if it is a beneficial criterion, i.e. | € k, v;" = max(dy), i =1,...,m;
if [ is a non-beneficial criterion, i.e. [ € g, then v;" = min(dy), i =1,...,m.

In contrast, the negative-ideal solution, Eq. 2.12b, minimizes the set of beneficial

criteria, k, and maximizes the set of non-beneficial criteria, g. Specifically, for a

criterion [, if it is a beneficial criterion, i.e. [ € k, v; = min(dy), i =1,...,m; if |
is a non-beneficial criterion, i.e. [ € g, then v; = max(dy), i1 =1,...,m.
VT =(v,ve,. .., v (2.12a)
Vo= (viiva, e vy) (2.12Db)

Step 4: For each alternative, the euclidean distance of the vector representing the
alternative from the vectors of both the positive (S;+) and the negative (S;-) ideal

solutions is computed, as follows:

0.5
SZ'Jr = (d” - ‘/}+)2 (213&)
j=1
" 0.5
S = |2y — V) (2.13b)
j=1
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Step 5: The relative closeness of each alternative to the ideal solution is computed

as the global performance score of the alternative (Eq. 2.14).

=5 0@ <1 (2.14)

Finally, the alternatives are ranked in decreasing order of their computed @); scores.

2.2.4.2 VlIseKriterijumska Optimizacija I Kompromisno Resenje
(VIKOR)

The VIKOR method has been proposed to solve decision problems with conflicting
and non-commensurable criteria, assuming that compromise is acceptable for
conflict resolution. The alternatives are evaluated based on their distance from a
positive-ideal solution, by employing the L, — metric (Eq. 2.16) proposed by Yu
[1973]. In detail, given a decision matrix, a set of weights and objectives associated

with each criterion, the VIKOR procedure consists of the following steps:

Step 1: For each criterion j = 1,...,n, its best (X,;+) and worst (X;-) performance

scores are obtained as follows:

X+ = mjax Ty, Xj- = mjin x;;, if the jy, is a beneficial criterion. (2.15a)
X+ =minwz;;, X;- = maxuw;, if the jy, is a non-beneficial criterion.
J J
(2.15b)

Step 2: This step involves the aggregation of the performance scores, z;;, of each

alternative, a;.

By using the L, — metric, and by setting different p values in Equation 2.16 two
distinct distance measures are derived. In particular, for p = 1, Equation 2.16
becomes a weighted and normalized Manhattan distance, denoted as S; (Eq. 2.17).
The min;(.S;), across all alternatives, represents a maximum group utility (“majority”

rule).

n 1/p
Lp; = { [w; (Xj+ — x5) [ (Xj+ — Xj)]p} ., 1<p<oo. (2.16)
=1

J

33



Chapter 2. Foundational Concepts and Research Methods

So= 30 [y (X0 — 1)/ (Xpe = X, (2.17)

Jj=1

For p = oo, Equation 2.16 estimates Lo ;, i.e a Chebyshev distance, denoted as R;
(Eq. 2.18). The min;(R;), across all alternatives, represents a minimum individual

regret.

Ri = max [w; (Xj+ — @) [ (Xj+ — Xj-)] (2.18)

In this method, both the S; and R; can be used to obtain two distinct rankings of
the alternatives. However, the global performance scores produced by the above
two equations is combined to produce an overall performance score that weights
the “strategy of group utility” for each alternative using a weighted aggregation

approach presented in Equation 2.19.

Q; = Vsbji__?;—l—(l - V) M’ where, v is a balancing parameter and (2.19)
S+ = min(S;) S- = max(5;) (2.20a)
R+ = min(R;) R- = max(R;) (2.20b)

7 3

Based on its values, v can either represent an optimistic (v > .5), pessimistic
(v < .5) or neutral (v = .5) viewpoints. In the literature, the VIKOR method
estimates the distance from a positive-ideal solution; therefore, the best alternative

is the one with the minimum (); score.

The original VIKOR method involves further steps dedicated to the proposal
of the compromise solution or a set of compromise solutions, determination of
the weight stability intervals, and trade-off analysis (please refer to the cited
related work for further details [Papathanasiou and Ploskas, 2018]). In this paper,
we are investigating whether these MADM methods can be used as aggregation
mechanisms within DtMRF. Therefore, to that aim, similarly to Shekhovtsov and
Salabun [2020], we only need the ranking provided by Equation 2.19.
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2.3 Large Language Models: From Prompting to

In-context Learning

Information retrieval systems commonly utilize methods derived from Natural
Language Processing (NLP) to enhance the ranking of documents. A notable exam-
ple of applying NLP techniques in information retrieval is query expansion. This
approach extends user queries beyond their initial form by incorporating synonyms,
related terms, and contextually relevant words. Through this expansion, the recall
of relevant documents is significantly improved, showcasing the adaptability and
effectiveness of NLP in refining the search process. Other common NLP approaches
frequently employed in information retrieval systems include sentiment analysis,
coreference resolution, and text summarization, each playing a distinct role in

enhancing retrieval effectiveness and efficacy.

This dissertation employs NLP techniques to process domain-specific unstructured
information, aiming at extracting essential information and formulating queries.
Specifically, Large Language Models are employed to extract information from
unstructured medical notes through specifically designed prompts. This section
introduces the primary concepts associated with prompting and outlines the main

techniques proposed in the literature.

Prompting is a technique that leverages language models to the aim of generating
content by directly predicting the probability of text. In these models, the original
input z is modified using a template into a textual string, i.e. prompt ', that
contains some unfilled slots (often related to the desired prediction). Then, the
language model is used to fill the unfilled information and outputs a final string x”,
from which the final output y (desired prediction) can be derived [Liu et al., 2023a].
Considering the following example; the original input (i.e., text) is “A patient with
[symptom]| is diagnosed with [condition|,” and a template is provided as “A patient
with [ ] is diagnosed with [ ].” When used as a prompt, the modified input becomes
“A patient with cough is diagnosed with [ ].” Applying a language model to fill
in the unfilled information results in the final string: “A patient with cough is
diagnosed with pneumonia.” The desired prediction is derived from this final output
as “Pneumonia.” Based on the literature, there are two distinct types of prompts,
namely soft prompts and hard prompts. Soft prompts are learned embeddings or

vectors that guide the model towards generating desired responses [Lester et al.,
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2021]. Hard prompts refer to human-engineered textual inputs that provide context,
instructions, or examples to guide the model toward generating an appropriate
response. In this dissertation, the term prompts refers always to hard prompts,

unless specified otherwise.

The development of LLMs like GPT-2 [Radford et al., 2019] and GPT-3 [Brown
et al., 2020], among others, allowed the use of prompts (i.e. hard prompts) that
contain task-related instructions or demonstrations (i.e. task-specific input-output
example pairs). These prompts are provided as natural language in the LLMs
during inference time, and the models are expected to complete the provided text
by generating a likely textual completion. This process is referred to as “in-context
learning” [Brown et al., 2020]. In-context learning mainly leverages three techniques;
“few-shot learning”, where the prompt contains a few demonstrative examples (often
between 10 to 100), “zero-shot learning” where only a task description with no
tasks related examples is provided, or “one-shot learning” where one single example

along with the task description is given to the model [Brown et al., 2020].

The selection of the appropriate prompt for in-context learning is essential to the
overall LLM’s effectiveness in the considered task [Zhao et al., 2023, Perez et al.,
2021, Reynolds and McDonell, 2021]. Due to that, various research works introduce
new prompting strategies for more efficient hard prompt construction, such as
chain-of-thought [Wei et al., 2022], least-to-most prompting [Zhou et al., 2022],
instruction prompt tuning [Singhal et al., 2022], self-consistency [Wang et al., 2022],
and chaining multiple LLM prompts together [Wu et al., 2022].

Other works have been focused on prompt tuning, i.e. soft prompt construction or
propose hybrid prompting approaches [Lester et al., 2021, Nye et al., 2021, Keskar
et al., 2019]. Other research endeavors focus on addressing multiple limitations of
LLMs, such as enhancing their capacity for reasoning [Zhou et al., 2022, Creswell
et al., 2022, Kojima et al., 2022].

Wei et al. [2022] introduce the Chain-of-Thought (CoT) method as a way to ad-
dress the limitations of large language models in arithmetic, commonsense, and
symbolic reasoning [Rae et al., 2021]. The CoT prompting technique is a form of
few-shot prompting that includes an <input, chain-of-thought, output> triplet.
The chain-of-thought component comprises a series of natural language reasoning

steps, for instance, human-like thoughts of solving a mathematical problem, which
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guide the model to produce the desired output. By applying this approach to three
different LLMs, the authors showed its effectiveness in enhancing performance
across arithmetic, commonsense, and symbolic reasoning tasks. According to Zhou
et al. [2022], chain-of-thought prompting performs poorly when the requested
problem is more complex than those included as demonstrations in the prompt.
To overcome this, they proposed Least-to-Most prompting, a two-step approach
that simplifies complex problems into more manageable sub-problems. The first
step, problem reduction, supplies the model with examples and a specific question
to break them into sub-problems. In the second step, problem-solving, the model
sequentially addresses these sub-problems using constant examples, previously
answered sub-questions, and generated solutions for guidance. Occasionally, the
two stages can be combined into a single-pass prompting. Experimental findings in
symbolic manipulation, compositional generalization, and mathematical reasoning
demonstrate that least-to-most prompting substantially surpasses both standard
prompting and chain-of-thought prompting in performance. Self-consistency is
another strategy that aims to improve the performance of chain-of-thought prompt-
ing [Wang et al., 2022]. The intuition behind this approach is that a complex
reasoning problem often has multiple ways of thinking that lead to the same correct
answer. Therefore, by considering diverse reasoning paths and focusing on the most
consistent answer, the self-consistency method aims to enhance the model’s ability
to solve complex reasoning tasks. In this approach, the final answer is the one with
the majority vote. The empirical evaluation conducted by the authors suggests
that the self-consistency method significantly improves the performance over the
chain-of-thought prompting on a range of popular arithmetic and commonsense
reasoning benchmarks. Moreover, the method also outperforms the Least-to-Most
Prompting approach on the arithmetic reasoning task, based on the results obtained
using the GSM8K dataset [Cobbe et al., 2021]. Wu et al. [2022] introduced the
concept of Chaining LLM steps together. In this prompting approach the output
of one prompt becomes the input of the next one, thereby combining the benefits
gained at each step. Through the utilization of Chaining, a complex problem
is decomposed into various smaller sub-tasks, each associated with a separate
prompt. A user study conducted by the authors showed that the implementation
of Chaining not only resulted in improved task outcomes but also contributed to

users’ satisfaction, sense of control, collaboration, and enhanced transparency of
the LLM-based system.
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Lester et al. [2021] present prompt tuning as a simple and computationally efficient
technique for adapting LLMs to particular downstream tasks. This method involves
learning soft prompt vectors through back-propagation while keeping the rest of the
LLM frozen. During the tuning process, a task-specific copy of the entire pre-trained
model is created for each downstream task, and inference is conducted in separate
batches. As a result, prompt tuning requires only a small task-specific prompt
per task, enabling mixed-task inference using the original pre-trained model. The
authors’ experimental results indicate that adapting frozen pre-trained language
models to downstream tasks using prompt tuning helps prevent overfitting to a
specific domain. Following the research work mentioned above, Nye et al. [2021],
introduce instruction prompt tuning. This method combines a soft prompt learned
through prompt tuning with a task-specific human-engineered hard prompt. The
authors evaluated the performance of their method in MultiMedQA multiple-choice
datasets, and their approach surpasses prior state-of-the-art by 17%. Another
model that allows for task-specific adaptation is the CTRL model introduced
by Keskar et al. [2019]. It is trained with control codes that can be related to a
domain, subdomain, entities, relationships between entities, dates, and task-specific
behavior (e.g. question answering or translation). As a result, the text generation

process during inference is easily controlled by its end users.

LLMs have already reached state-of-the-art (SoA) performance in various tasks, and
selecting an appropriate prompt has a significant impact. As a result, a significant
number of related works investigate techniques to improve prompt construction
further and their effectiveness [Liu et al., 2022, Rubin et al., 2022, Shin et al., 2021],
explore their robustness to permutations of the demonstrative examples [Zhao
et al., 2021], their sensitivity to negations [Jang et al., 2022], and their ability to
generalize across different LLMs [Rakotonirina et al., 2023].

To begin with, Liu et al. [2022] investigate the sensitivity of GPT-3’s performance
to the selection of in-context demonstrative examples. The authors propose KATE,
a retrieval-based approach for prompt construction that, given a test query (i.e.
required question to the model), selects semantically-similar examples to the
query and uses them to construct the final prompt. Their findings suggest that
this approach consistently outperforms random prompt selection on various NLP
benchmarks, with notable gains observed in tasks such as table-to-text generation.
Similarly, Rubin et al. [2022] found that retrieving semantically-similar examples

to the query and adding them in the final prompt improves effectiveness on three
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sequence-to-sequence tasks that map utterances to meaning representations. Similar
conclusions have been drawn by Shin et al. [2021]. This evidence suggests that
using semantically-similar demonstrative examples to the final query, rather than

randomly selected, is a better practice for prompt construction.

Zhao et al. [2021] show that GPT-3’s few-shot learning could be unstable due to
the selected prompt format, number of training examples, and example order. To
address this issue, the authors introduced a contextual calibration procedure that
significantly improves GPT-3 and GPT-2’s accuracy and stability across various
prompt choices. LLM’s sensitivity to ordering a prompt’s examples has also been
investigated by Lu et al. [2022], where the authors showed that it significantly
impacts effectiveness across various NLP tasks. Jang et al. [2022] explore LLMs
ability to comprehend and respond in negated prompts. The authors experimented
with several LMs and LLMs, e.g. GPT-3, InstructGPT [Ouyang et al., 2022], among
others and their findings suggest that scaling LMs does not enhance their ability
to understand negations. In certain situations, LLMs benefit from in-context
learning to understand negation, while fine-tuning is effective in all scenarios.
However, fine-tuning negatively impacts the performance of the original task.
Despite these approaches, the LLMs used in the study still fell short compared
to human performance. Another study explored the behavior of ChatGPT in
terms of semantic, negation, and symmetric consistency [Jang and Lukasiewicz,
2023]. Semantic consistency implies that a model should make coherent decisions
in contexts that have the same meaning. Symmetric consistency is a type of
consistency that relies on symmetric inference, meaning that for a given function
f,if f(x,y) yields a result, then f(y,x) should produce the same result. Finally,
negation consistency revolves around the logical negation property. Their findings
suggest that ChatGPT exhibits improved language understanding, particularly in
negation expressions and antonyms, compared to other LMs. However, it displays
self-contradictory behavior by frequently changing its predictions when presented
with paraphrased inputs. Finally, ChatGPT tends to generate different outcomes
when the order of input sentences is altered, violating symmetric consistency. The
authors emphasize the significance of human inspection in Al-generated content,

particularly for risk-sensitive applications, as revealed by their findings.

Rakotonirina et al. [2023] investigate whether prompts can generalize across different
LMs and LLMs focusing on the slot filling NLP task. The authors experimented

with manual, semi-manual, and automatic methods for prompt creation. Their
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empirical evaluation suggests that prompts are generally more stable across different
sizes of the same model. They modified the AutoPrompt algorithm [Shin et al.,
2020] so that one LM generates candidate prompts, and then a second model

evaluates them and chooses the best one.

2.4 Multi-output Regression

Regression is a form of predictive modeling task that aims to estimate a numerical
output based on one or more input variables. Multi-output regression models, also
known as multi-variate or multi-target regression, aim to predict multiple output
variables simultaneously based on one or more input variables [Borchani et al., 2015,
Watt et al., 2020]. Unlike single-output regression where each input is mapped
to a single output, multi-output regression maps each input to a vector of output
variables. The general mathematical formulation for multi-output regression with

a generalized function F' can be written as:
Y =F(x;0)+e¢ (2.21)

In Equation 2.21 F(x;©) aims to approximate the relationship between the input
variables x and the output variables Y. The function F' serves as the generalized
model that can be a linear equation, a polynomial model, or a more complex
models such as deep neural networks. © represents the set of parameters that
define the function F. These parameters are adjusted during the model training
process to minimize the error between the predicted and actual output variables.
Usually, the choice of F' depends on the complexity of the relationship between
the input and output variables. Y represents multiple output variables, with each
element corresponding to a different output variable that the model aims to predict.
For instance, Y = [y1, 2, y3] would represent three output variables y;, y2, and ys.
The model is not an exact representation of the underlying relationship, therefore
possible unexplained factors are captured by the error term €. € is a vector of
error terms, one for each output variable. It accounts for the model’s limitations
and the unexplained variance in the output variables. Besides solving directly a
multi-output regression problem, other common approaches involve breaking it
down into single-output independent regression problems, or sequential regression
models [Borchani et al., 2015].
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Independent Regression Models. Researchers have devised independent regres-
sion models to simplify the complexity of multi-output regression, which transform
the multi-output problem into independent single-output problems, each solved
using a conventional single-output regression algorithm. Following the earlier
mathematical formulation, this approach employs separate models for each output

variable as follows:

1 = filx;01) + @
Yo = fa(x;62) + €
Y3 = f3(x;03) + €3

Sequential Regression Models (Chaining). Sequential Regression Models,
commonly known as chaining approaches, are a subset of problem transformation
methods that predict each output variable sequentially, using the predicted values
of previous output variables as additional inputs. The mathematical formulation

for chained models using generalized functions fi, fo, f3 is:

y1 = fi(x;61) + €
Yo = fo(x,11562) + €
ys = f3(X, Y1, Y2;63) + €3

The core components of training a regression model include defining the loss
function, selecting an optimization algorithm, and executing the model training

process.

Defining a Loss Function. The loss function quantifies the difference between a
predicted Y and an actual Y output for each data point and is crucial for a model’s
training. The Mean Squared Error (MSE) is most commonly used in regression
tasks due to its ease of computation and differentiable properties.

MSE = i(Yi ~Y,)? (2.22)

N =1
MSE measures the average of the squares of the differences between the predicted
and actual output values. Other alternatives include Mean Absolute Error (MAE)
and Huber Loss, which might be more robust to outliers. However, the selection

of a particular loss function relies on the characteristics of the problem [Chai and
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Draxler, 2014].

Optimization Algorithm. Once the loss function is defined, the next step is
to choose an optimization algorithm to adjust the model parameters to minimize
this loss. Gradient Descent is the most commonly used optimization algorithm
in regression tasks [Ruder, 2016]. More advanced optimization algorithms like
Adam [Zhang, 2018] are also used, particularly in neural network-based regression

models.

Training Process. After defining the loss function and choosing an optimization
algorithm, the model is trained using a training dataset. The optimization algorithm
iteratively adjusts the model parameters to minimize the loss function. This process
can be straightforward for some models. In contrast, neural models rely on back-
propagation, commonly used to update the weights during the training phase. The
training process often involves multiple iterations, or epochs, through the training
dataset until the loss converges to a minimum value. In regression models that
utilize neural networks, an activation function for the output layer is generally
only necessary if one aims to impose certain constraints on the output, such as

bounding it between 0 and 1.

In our research, we formulate the objective of predicting importance weights corre-
sponding to relevance factors as a multi-output regression problem, employing the
previously discussed methodologies to address it. This formulation is incorporated

into Neural-DtMRF, which utilizes a neural regression model.
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Chapter 3

Multidimensional Relevance
Estimation: A Systematic

Literature Review

Our research introduces a framework for multidimensional relevance estimation in
IR. Therefore, this chapter presents a systematic literature review we conducted
aiming to enrich the understanding around this research field. Through our system-
atic review of 70 studies, we have categorized research based on domain specificity
and the distinct relevance aspects employed for estimating multidimensional rele-
vance. Moreover, we highlight the approaches used to aggregate scores related to

these factors, and rank information items.
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3.1 Introduction

Our survey systematically examines 70 studies that have proposed and experimen-
tally evaluated multidimensional relevance models. We synthesize these studies
based on the knowledge domains and search tasks, their employed relevance factors,
and the utilized benchmark collections. The specific research questions tailored to
our study are presented in Section 3.2. This review aims to aid the development of
future multidimensional models by identifying current necessities and paving the

way for future research.

The chapter is structured as follows. Section 3.2 outlines the systematic methodol-
ogy employed for collecting and synthesizing literature studies. In Section 3.3, we
present the outcomes of our synthesis, including key characteristics of the reviewed
studies, such as their geographic and temporal distributions, among others. Addi-
tionally, we identify the knowledge domains in which relevance has been perceived
and modeled based on multiple factors. We analyze the identified relevance factors
based on their definitions and operationalizations, aiming to highlight their com-
monalities and differences across and within domains. Furthermore, Section 3.3.4
discusses the benchmark collections used to evaluate multidimensional relevance
models in the included studies. Subsequently, Section 3.4 offers an in-depth dis-
cussion of our systematic literature examination findings, pointing to potential
avenues for future research directions. Section 3.5 discusses our study’s prospects

and limitations, while Section 3.6 concludes our study.

3.2 Method

The main objective of this systematic review is the examination of studies that
consider relevance a multidimensional notion, as described in Section 2.1.1. We
will categorize these studies based on their applied knowledge domain (e.g. health,
legal, academic) and the relevance factors they utilize. Additionally, we will analyze
the methods employed to aggregate these relevance factors. Furthermore, we will
group the different relevance factors used in the reviewed studies according their
definitions and operationalization, i.e. how the authors estimated or measured
these factors. We will compile a comprehensive list of benchmark collections that
have been utilized in the reviewed studies. These benchmark collections will be

characterized based on the annotated relevance factors, the knowledge domain,
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their size, and availability. Finally, we will provide an overview of various initiatives
that offer shared tasks centered around multidimensional relevance. The ultimate
goal of this systematic review is to shed light on the multidimensional nature of
relevance and to highlight the various approaches and benchmark collections used
to study this important concept across different knowledge domains. By doing so,
we aim to contribute to a clearer understanding of multidimensional relevance and

its practical and theoretical implications.

Following the methodological approach proposed by Cooper et al. [2019], the
systematic review conducted in this study consists of the following steps. (1)
Formulation of the research questions, (2) establishment and clarification of the
inclusion and exclusion criteria associated with the selection of research papers, (3)
development of a retrieval strategy (e.g. involved sources and databases, keywords),
(4) proposal of a coding scheme for paper annotation, (5) synthesizing the findings

to answer the research questions.

3.2.1 Step 1: Research Questions

This section introduces the research questions that guide our systematic review.
By addressing these questions, we aim to gain valuable insights into how relevance
is perceived, decomposed into several factors, and estimated in different knowledge
domains. The answers to these questions will not only deepen our understanding
of multidimensional relevance but also contribute to the advancement of research
and practical applications within the domain of Information Retrieval. To this end,

this systematic review seeks to answer the following research questions:

(RQ1) How is relevance conceptualized and operationalized as a multidimensional

concept (as defined in Section 2) in the identified studies?

(1.1) What are the different knowledge domains (e.g. health, legal, aca-

demic) in which, multidimensional relevance has been explored?

(1.2) What are the relevance factors utilized by researchers in the reviewed

studies?

(1.3) What are the diverse approaches employed to aggregate relevance

factors in the context of multidimensional relevance estimation?
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(RQ2) How do authors define and operationalize relevance factors (i.e. estimate

a score to be associated with them) in the reviewed studies?

(2.1) How have the relevance factors been defined within the studies incor-

porated in the review?

(2.2) What methodologies and techniques are used to operationalize the

identified relevance factors?

(RQ3) Which benchmark collections have been used to estimate multidimen-
sional relevance, and how are they characterized based on their annotated

relevance factors, size, and availability?

3.2.2 Step 2: Inclusion and Exclusion Criteria

The aim of this step was to establish and evaluate the inclusion and exclusion
criteria that were utilized to systematically select and reject articles for review. The
development of the inclusion and exclusion criteria commenced by compiling criteria
that align with the target study type: multidimensional relevance estimation in IR.
Although the initial list of criteria was seen as provisional and subject to refinement
throughout the review process (i.e. after processing 10% of total included articles),
no further adaptations to the criteria were implemented. Table 3.1 presents a

comprehensive list of the final criteria.

Table 3.1: List of selection criteria.

Inclusion/Exclusion Criteria

Including studies focused on text retrieval

Including empirical studies that utilize a minimum of two relevance factors
Including scholarly publications subject to peer-review

Including both full-length research articles and short papers

Excluding studies solely focused on operationalizing a relevance factor
Sources are confined to journals, conference proceedings, and workshops
No specific time frame

Studies must be written in English

This review exclusively included studies focusing on text retrieval systems (i.e.
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document retrieval), as studies involving other types of information objects (e.g.
audio, video) would significantly expand the scope of the study. This review
encompassed empirical studies (i.e. use experimental methods) that utilized a
minimum of two relevance factors for document ranking, with topical relevance
being one of those factors. Consequently, we omitted studies that employed
neural models for document re-ranking, as these studies rely solely on topical
relevance signals. In this review, we excluded studies in which researchers solely
operationalized a relevance factor, without utilizing it to estimate multidimensional
relevance and perform document ranking (hereafter ranking). We applied this
exclusion criterion since the studies primarily aimed to predict a single score for
a relevance factor rather than estimate multidimensional relevance. Our review
specifically investigated how relevance factors have been operationalized only when
they were utilized for retrieval.

Table 3.2: List of evaluation initiatives.

Initiatives

CLEF Conference and Labs of the Evaluation Forum

TREC Text Retrieval Conference

FIRE Forum for Information Retrieval Evaluation

INEX Initiative for the Evaluation of XML Retrieval

NTCIR NII Testbeds and Community for Information Access Research

To ensure the selection of higher quality articles, the inclusion criteria were restricted
to scholarly publications that had undergone peer-review. Consequently, sources
were confined to journals, conference proceedings, and workshops, encompassing
both full-length research articles and short papers. This criterion lead to the
potential exclusion of essential initiatives’ proceedings such as those mentioned in
Table 3.2. Nonetheless, several of these papers were still included as they were later
published in peer-reviewed journal or conferences. Moreover, our systematic review
reports on benchmark collections that are often associated with the aforementioned
initiatives, providing a reference point for interested readers. Ultimately, to capture
the complete scope of relevant articles, a specific time frame was not imposed, and

all studies included in the review were required to be written in English.
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3.2.3 Step 3: Search Strategy and Paper Selection

We used the inclusion and exclusion criteria outlined previously to acquire publica-
tions on multidimensional relevance estimation in IR. These were obtained through
searches across multiple research publication search engines and databases. The
process of searching for potentially relevant articles for this review consists of the

following steps, as shown in Figure 3.1.

Similarly to the systematic review conducted by McGregor et al. [2023], we initiated
the search process by searching within the selected literature databases (journals

and conferences/workshops) shown in Table 3.3.

To facilitate the database search we created the following query, (“multidimensional
relevance” OR “relevance factors” OR “relevance dimensions” OR “relevance
aspects” OR “multi aspect relevance”) AND (“information retrieval”). For the
majority of the resources, the search was refined to “title” and “abstract” search.
However, in cases that this was not feasible, we conducted the search using the
“full-text” option. To avoid missing relevant articles, we additionally conducted
searches in Google Scholar, Springer Link, ACM Digital Library, IEEE Xplore,
and Science Direct, similarly to previous studies [Liu, 2021, Vakkari, 2020]. These
searches also utilize the same query, with slight modifications tailored to their
specific requirements. We tried different combinations of the aforementioned
keywords, aiming to cover most, if not all, of the relevant research for further
analysis. Following the aforementioned search process, a total of 1,387 studies have
been identified. Those articles have been manually screened by reviewing their
title and abstracts to determine their relevance to this study. At this point, we
were interested in reducing the initial document pool to include those focused on
document retrieval and excluding those studies that solely estimate a score to be
associated with a relevance factor without using it for ranking. As a result, a total
of 134 studies have been selected for further examination. These studies have been
evaluated based on the whole set of inclusion/exclusion criteria listed in Table 3.1,
and a total of 62 studies have been identified as eligible for this study. The majority
of the papers have been excluded because they were not focused on text retrieval.
Finally, similarly to Liu [2021] and McGregor et al. [2023], we performed a forward
and backward citation chaining on the final pool of the 62 eligible studies and, 8

additional studies were included for review.
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Table 3.3: Sources examined in database and other searches.

Journals

Information Processing & Management (IP&M)

Journal of the Association for Information Science & Technology (JASIS&T)
International Journal on Digital Libraries

Information Retrieval Journal (IRJ)

Journal of Information Science

Journal of Documentation

ACM Transactions on Information Systems (TOIS)

Conferences/Workshops

ACM/IEEE Joint Conference on Digital Libraries (JCDL)

European Conference on Digital Libraries (ECDL)

European Conference on Information Retrieval (ECIR)

ACM International Conference on Information and Knowledge Management (CIKM)
Proceedings of the Association of Information Science & Technology (ASIS&T)
ACM Special Interest Group on Information Retrieval Conference (SIGIR)

ACM SIGIR Conference on Human Information Interaction & Retrieval (CHIIR)
Information Interaction in Context Conference (I1iX)

ACM International Conference on Web Search & Data Mining (WSDM)
International Conference on the Theory of Information Retrieval (ICTIR)

ACM Conference on Recommender Systems Conference (RecSys)

Other Sources

Google Scholar
Springer Link

ACM Digital Library
IEEE Xplore

Science Direct

3.2.4 Step 4 and 5: Coding Scheme and Paper Synthesis

The categories for coding and analysis were designed in accordance with the re-
search questions (RQs) we aimed to address. The employed coding scheme consists
of general information related to publication characteristics such as authors’ affilia-
tions, publication venues and year. The purpose was to provide insights into the
distribution of research across different areas and over time. Aiming to address
RQ1, we coded studies based on the knowledge domain exploited in their experi-
mental evaluations, the employed relevance factors, and the exploited approach to

aggregate the relevance scores and rank the documents. The identified aggregation
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Figure 3.1: Overview of the followed search process.

approaches were categorized to data-driven, model-driven, or other (for those that
did not clearly fit in the other categories). The second research question aimed
at providing insights related to the investigated relevance factors. To that aim,
we highlighted similarities and differences between the definitions and operational-
izations of the identified relevance factors across studies and knowledge domains.
By comparing and contrasting the identified studies based on how they exploit
the associated relevance factors, we obtained a clearer understanding regarding
conceptual and experimental differences. Finally, regarding the third research
question, the included studies have been coded based on their employed benchmark
collection, which have been further analyzed regarding their characteristics. As a
result, we obtained insights regarding the available benchmark collections that can

be used to investigate multidimensional relevance models.

Following the coding schema as described above, we were able to identify com-
monalities and differences regarding multidimensional relevance estimation, across
knowledge domains and search tasks. Through this systematic review, we delved a

better understanding of the limitations and potentials of exploiting relevance as
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Figure 3.2: Map illustrating the number of publications on Multidimensional
Relevance Estimation by country. The geographic location is determined by the
authors’ affiliations and not their nationalities.

multidimensional concept in IR. Our analysis allows to compare studies in terms
of the aggregation methods, the application domains, and the relevance factors
(definition, operationalization). Synthesizing them based on the application domain,
we draw insights regarding the definition and operationalization of the employed
relevance factors. Synthesizing them based on the relevance factors, we investigate
how these factors are exploited across domains. Finally, by analyzing their datasets,
we draw insights regarding their similarities and differences and we highlight future

necessities.

3.3 Results

This section delves into the synthesis and comparative analysis conducted on
the body of literature under review. The outcomes are in alignment with our
predetermined coding scheme and the posed research questions. Our analysis
provides a comprehensive review of the studies in question, laying a foundation for

future research and exploration.
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3.3.1 Overall Publication Characteristics

This section presents key characteristics of the publications under study. We
explore a multifaceted view of the research landscape in multidimensional relevance
estimation, by examining the publications based on: their geographical distribution;
the collaborative efforts between industry and academia highlighting synergies; the
diversity in types of publication venues; and the temporal distribution that offers

insights into the evolution of research in this domain.

Central to our review, we identified 199 researchers who have significantly con-
tributed to the literature on this subject. These researchers represent a wide
spectrum of expertise, originating from varied academic and professional back-
grounds. Our review reveals a diverse geographical distribution of research on
multidimensional relevance estimation. A detailed representation of the number of
papers per country, based on authors’ affiliations, is provided in Figure 3.2. As
illustrated in the figure, the USA leads in contributions with 16 studies, closely
followed by China and France. Similarly, several European countries have shown
significant contributions, with Italy, UK, France, Spain, and the Netherlands collec-
tively accounting for 33 studies. Notably, Tunisia stands out in the North African
region with 5 contributions, while Asia’s presence is also marked by contributions
from countries such as China, Japan, India, and South Korea. The global map
illustrating this geographic distribution provides a comprehensive snapshot of
the worldwide research landscape in the examined area, highlighting the strong

collaboration among researchers.

A noteworthy observation from our review is the synergy between academia and

industry, as shown in Figure 3.3.
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Figure 3.3: A representation of synergies between universities, research
institutions, and industry in the studied literature.

We quantified the collaborations and found 12 of the included publications show-
casing a partnership between academia and industry. A total of 7 publications is
being authored by researchers working in industry. Several studies were conducted
by major corporations in the field such as Microsoft [Craswell et al., 2005, Collins-
Thompson et al., 2011], Google [Zhuang et al., 2021], Yahoo [Kang et al., 2012],
and Amazon [Mandayam Comar and Sengamedu, 2017, Carmel et al., 2020, Yang
et al., 2021}, as well as other companies collaborating with universities to address
information retrieval tasks in domain-specific search [Sasaki et al., 2016, Wiggers
et al., 2023]. Such collaborations are indicative of the practical applications and
real-world significance of estimating relevance by considering several factors that

affect it under specific contextual situations.

Regarding the distribution of publication venues over time, this is illustrated
in Figure 3.4. As we previously discussed, the idea of considering relevance as
a multidimensional concept is rooted in the origins of information search sys-
tems [Saracevic, 2007]. Contributions by researchers such as Goffman and Newill
[1966], Cooper [1971], Mizzaro [1998], among many others, lead to a shift towards
recognizing its dynamic and multidimensional nature. Following this recognition,
several researchers conducted user studies to identify contributing relevance factors,
with key studies being from Barry and Schamber [1998], Cool et al. [1993], Xu
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Figure 3.4: Time-based distribution of research studies across venue types.

and Chen [2006a], among others. Subsequently, experimental evaluations were
pursued by multiple scholars [Brin and Page, 1998, Craswell et al., 2005, Ashoori
and Lalmas, 2007, Sieg et al., 2007, Farah and Vanderpooten, 2008], with the
most notable contribution that utilized multiple relevance signals for ranking is
the integration of the PageRank algorithm in commercial web search [Brin and
Page, 1998]. In the following years (2011-2020), we observe a consistent trend
in publication output, with both the periods 2011-2015 and 2016-2020 showing
nearly identical numbers of conference and journal publications. This suggests a
stable and sustained research interest in the topic throughout the decade. From
2021-2023, there one can observe an upward trend in journal publications. However,
this observation might not provide a full comparison with the previous years for
two reasons: 1) the time span under consideration is shorter, and 2) several of the
identified publications in 2023 have not been peer reviewed and have been excluded

from our review.

Among the 26 identified conferences, the ACM SIGIR Conference on Research
and Development in Information Retrieval stands out as a primary venue, hosting
10 out of the 70 surveyed papers, followed by the Conference on Information
and Knowledge Management (CIKM) with 6 publications. There are 18 distinct
Journals, from which the Journal of the Association for Information Science and
Technology emerges as a leading venue with 3 publications, followed by journals

such as Information Fusion and the Information Processing and Management
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Journal that have 2 publications. In the subsequent sections, we delve further into

our analysis, targeting the specific answers to our research questions.

3.3.2 How is relevance conceptualized and operationalized

as a multidimensional concept?

In this section, we aim at providing insights related to the conceptualization of
relevance across different knowledge domains. Our primary goal is to identify and
describe these domains, and highlight particular search task in which relevance has
been treated as a multidimensional notion. Following that, we mention the specific
relevance factors that are utilized within each domain and search task. Finally,
we classify the various methods researchers have used to combine relevance scores
associated with distinct factors, to obtain an overall multidimensional relevance

score.

3.3.2.1 What are the different knowledge domains in which a multidi-

mensional notion of relevance has been explored?

Table 3.4 presents a detailed breakdown of studies conducted across diverse knowl-
edge domains and search tasks, from which we have identified 18 domains. The
observed domains span from academic and medical to web and social, with some
emphasizing specific search tasks, like consumer health and biomedical article
retrieval tasks within the medical field. Notably, while some domains have only
one study, research areas like web search dominate with 25 studies, reflecting possi-
ble research emphasis and potential complexity of investigating multidimensional
relevance in the other domains. Further result analysis, presented in Section 3.3.4,
deepens our comprehension of the underlying reasons for the observed long-tailed

distribution of the identified domains.

Having established the distribution of various knowledge domains, we now focus
on each domain and highlight the specific retrieval tasks in the identified studies.
In web search, 25 studies met our criteria and are incorporated into our systematic
review, all of which developed models for multidimensional relevance. Specifi-
cally, Lioma et al. [2016] explore how the factuality and objectivity of documents
relate to document relevance, and integrate them as query-independent features in

a retrieval model. Undoubtedly, Page Rank is a fundamental feature integrated into
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commercial web search systems [Brin and Page, 1998]. Expanding on that, Craswell
et al. [2005] implement sigmoid transformations on PageRank, URL Length, and
ClickDistance and combine them with topical relevance signals such as BM25. Other
scholars explore how external knowledge from knowledge graphs can be combined
with topical relevance signals to improve retrieval performance [Rinaldi, 2009, Li
et al., 2021]. Focusing on specific web search tasks, several studies propose retrieval
models that integrate topicality with other relevance factors such as information
freshness [Dai et al., 2011, Bambia and Faiz, 2015], content’s quality [Bendersky
et al., 2011], content’s readability [Sasaki et al., 2016], source’s popularity, recency,
and reputation [Badache and Boughanem, 2014]. Other scholars proposed models
to retrieve child-friendly content [Eickhoff et al., 2013a], information related to
programming search tasks [Silva et al., 2019], and web tables [Shraga et al., 2020].
Several studies leverage user-related relevance factors for web retrieval, i.e. person-
alized web search [Sieg et al., 2007, Collins-Thompson et al., 2011, Sahraoui and
Faiz, 2017, Li et al., 2017b, Uprety et al., 2018]. Moreover, research efforts have
been made to tackle the challenge of obtaining a diverse set of retrieved documents,
ensuring they address multiple query aspects while reducing redundancy (topic
distillation) [Farah and Vanderpooten, 2008, van Doorn et al., 2016, Vargas et al.,
2012, Shajalal et al., 2020]. Finally, several studies proposed frameworks that
leverage multiple relevance signals for document ranking and use web search as an
application domain [Komatsuda et al., 2016, Eickhoff and de Vries, 2014, Zhuang
et al., 2021].

Within the medical domain, two distinct search tasks where relevance is interpreted
as a multidimensional concept have been identified: the retrieval of biomedical
articles [Znaidi et al., 2016, Xu et al., 2016, Alsulmi and Carterette, 2018, Qu
et al., 2020, 2021] and consumer health search [van Doorn et al., 2016, Zhang
et al., 2015, Palotti et al., 2019, Putri et al., 2021]. In addition, research endeavors
prioritize retrieving health information that is topically relevant, credible, and
reliable [Upadhyay et al., 2022, Ferndandez-Pichel et al., 2022]. Additional domains
that have attracted the attention of researchers with respect to multidimensional
relevance estimation include social and e-commerce searches. In social search,
studies explore Twitter (now referred to as X Corp) search and integrate topical
relevance with signals like recency, authority, trustworthiness [Jabeur et al., 2012,
Ravikumar et al., 2013, Moulahi et al., 2014a]. Other studies focus on retrieving

content related to events, disasters or opinions [Madisetty and Desarkar, 2022,
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Putri et al., 2020], or leverage social content to improve ranking [Tamine et al.,
2011]. E-commerce has risen to significant prominence in recent years. In this
domain, the notion of relevance is influenced by domain-specific factors that are
related to products, temporal contextual information (referred to as seasonality),
reviews, and users’ intents, among others [Mandayam Comar and Sengamedu, 2017,
Karmaker Santu et al., 2017, Feng et al., 2018, Carmel et al., 2020, Yang et al.,
2021, Bassani and Pasi, 2021].

Research on multidimensional relevance estimation spans a variety of other domains,
reflecting the diverse nature of information needs across different contexts. For
example, in academic search, researchers such as Jomsri and Prangchumpol [2015],
Arastoopoor [2018], Singh and Dave [2019] have put forth models incorporating
recency alongside other domain-specific criteria. Meanwhile, math search is another
domain where the complexity of relevance estimation necessitates the combination
of multiple signals, as shown by Yan et al. [2022]. Blog post search involves the
aggregation of signals related to a source authority or level of opinion [Eickhoff et al.,
2013a, Gerani et al., 2012, Chenlo et al., 2015, Huang et al., 2018]. In newswire
search, researchers have proposed models that leverage recency, reliability and
coverage signals [Lioma et al., 2016, da Costa Pereira et al., 2009, 2012b, Dumitrescu
and Santini, 2021]. Geographic IR is distinguished by its integration of temporal,
spatial, and topical relevance signals most commonly used in the domain [Palacio
et al., 2010, Daoud et al., 2013]. Community question answering is another domain
in which topical relevance mainly refers to text passages and is combined with
factors like recency and context’s quality [Yulianti et al., 2018, Amancio et al.,
2021]. Another identified domain is referred to as educational search in which
primary school children are considered as users [Usta et al., 2021]. Legal search has
witnessed recent explorations, as reflected by the included studies [Wiggers et al.,
2023, Ma et al., 2023], while, in this domain, the conceptualization of relevance

significantly diverges from other domains, as we analyzed in Section 2.1.1.

Additional domains include expert finding, with specific areas like expert translator
finding [Rekabsaz and Lupu, 2014}, local search [Kang et al., 2012], mobile Search
[Bouidghaghen et al., 2011], personalized bookmark search [Eickhoff et al., 2013a],
personalized contextual search [Moulahi et al., 2014b], and XML Retrieval [Ashoori
and Lalmas, 2007].
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Table 3.4: Table representing the various knowledge domains and search tasks
alongside the number of studies conducted in each category.

Knowledge Domain and Search Tasks Number of Studies

Web Search 25
- Personalization (N=5)

- Topic Distillation (N=4)

- Child-Friendly Content Retrieval (N=1)

- Programming Related Search (N=1)

- Table Retrieval (N=1)

- Other (N=13)

Medical Search 11
- Biomedical Articles Search (N=5)

- Consumer Health Search (N=4)

- Other (N=2)

Social Search 7
- Twitter Search (N=3)

- Disaster Related Search (N=1)

- Event Related Search (N=1)

- Opinion Related Search (N=1)

- Scientific Community Search (N=1)

E-commerce Search 6
Academic Search 4
- Math Search (N=1)
- Other (N=3)
Blog Post Search 4
- Opinions Search (N=4)
Newswire Stories Search 4
Community Question Answering 2
Geographic Information Retrieval 2
Legal Search 2
Educational Search 1
Expert Finding 1
- Expert Translator Finding (N=1)
Local Search 1
Math Search 1
Mobile Search 1
Personalized Bookmark Search 1
58 Personalized Contextual Search 1

XML Retrieval 1




3.3 Results

From our analysis, distinct trends and patterns emerge across various domains.
E-commerce research is mainly driven by industry stakeholders, implying a close
relationship between real-world application needs and research advancements in
this field. Academic institutions have been at the forefront of research in the
medical domain, pointing to an academic interest in addressing its challenges.
Furthermore, the chronological progression of research across domains reveals a
dynamic evolution of focus areas. Web and newswire research, spanning from
1998 to 2021, underscores its longstanding and persistent relevance. The medical
domain’s concentrated activity between 2015 and 2022, with a peak in 2016, signifies
an increased interest in recent years. Social and e-commerce search reflect the last
decade’s technological and commercial shifts, spanning 2011-2021 and 2017-2021,

respectively.

3.3.2.2 What are the relevance factors utilized by researchers in the

reviewed studies?

Table 3.5 presents the identified relevance factors across the knowledge domains
and their associated search tasks. For example, web search considers factors
such as topicality, reputation, and PageRank, among others. Specific search
tasks of web search, like personalization and table search, consider their own
sets of relevance factors such as user interest and multi-modal table properties,
respectively. As it can been seen in Table 3.5, each domain has its unique set of
relevance factors, some of which are shared across domains. This showcases the
multidimensional and task-specific nature of information retrieval across diverse
domains and search tasks. The analysis of the included studies revealed that certain
domains are dominated by identical relevance factors; for instance, medical searches
are often influenced by factors associated with the credibility of the information.
Furthermore, some relevance factors remain consistent across multiple domains,
exemplified by the usage of the recency factor regardless of the domain or task.
Notably, there are relevance factors that essentially convey similar relevance signals
but are mentioned differently, underscoring the need for future formalization to
bring consistency. This is seen in terms such as credibility, trustworthiness, and
genuineness, which although distinct in wording, often intersect in their conveyed
meaning. In Section 3.3.3, addressing our second research question, we aim at
analyzing relevance factors that fall in the aforementioned category by analyzing

their definitions and operationalization.
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Table 3.5: Table representing the various knowledge domains and search tasks
alongside the exploited relevance factors for multidimensional relevance estimation.

Knowledge Domain and Search Tasks

Relevance Factors

Web Search

- Personalization (N=5)

- Topic Distillation (N=4)

- Child-Friendly Content Retrieval (N=1)

- Programming Related Search (N=1)

- Table Retrieval (N=1)

Topicality, Reputation, Readability, PageRank, Authority, Objectivity, Knowl-
edge, Content Quality, Popularity, Freshness, Factuality, Coverage, Anchor
Text, User’s Actions, Temporal Relevance, Syntactic Relevance, Other Task-
based Features

Topicality, User’s Interest, Scope, Reliability, User’s Habit, Novelty
Topicality, Rareness, Proximity, Prominence, Position, Frequency, Document
Length, Content Diversity, Authority

Topicality, Appropriateness for Children

Topicality, Semantic Similarity, API Method-based score, API Class-based
score

Topicality, Multi-modal Table Properties

Medical Search
- Biomedical Articles Search (N=5)
- Consumer Health Search (N=4)

Topicality, Passage Level Reliability, Passage Level Topicality, Genuineness
Topicality, Content Diversity, Other Task-based Relevance
Topicality, Understandability, Credibility, Readability

Social Search
- Twitter Search (N=3)

- Disaster Related Search (N=1)

- Event Related Search (N=1)

- Opinion Related Search (N=1)

- Scientific Community Search (N=1)

Topicality, Trustworthiness, Temporal Relevance, Recency, Authority, User’s
Social Importance

Topicality, Informativeness, Interestingness, Credibility, Opinionatedness
Topicality, Hashtag-based Similarity, Event-based Topicality

Topicality, Informativeness, Interestingness, Credibility, Opinionatedness
Topicality, User-related Social Features, Popularity, Freshness

E-commerce Search

Topicality, Temporal Relevance (Seasonality), Sales, Reviews, Purchase User
Intent, Node Compatibility, Item Popularity, Category Compatibility, Other
Task-based Features

Academic Search
- Math Search (N=1)

Topicality, Reliability, Recency, Readability, Coverage
Image Similarity and Context Similarity based on Math Formulas

Blog Post Search
- Opinions Search (N=4)

Topicality, Topical Evidence, Temporal Relevance, Social Features, Opinion,
Authoritative Evidence

Newswire Stories Search

Topicality, Reliability, Objectivity, Freshness, Coverage, User-related Appro-
priateness, Factuality

Community Question Answering

Topicality, Recency, Passage Quality

Geographic Information Retrieval

Topicality, Temporal Relevance, Spatial Relevance

Legal Search

Document’s Usage, Citations, Other Task-based Features

Educational Search

Task-based Features

Expert Finding
- Expert Translator Finding (N=1)

Topicality (as a proxy to Language Proficiency), Price, Number of Cooperation
Times, Duration of the translation

Local Search

Topicality, Reputation, Distance

Math Search

Taxonomic Distance of Functions, Data Type Hierarchical Level, Match-
Depth, Coverage, Other Task-based Features

Mobile Search

Topicality, Location, User’s Interest

Personalized Bookmark Search

Topicality, User-based Relevance

Personalized Contextual Search

User’s Interest, Location

XML Retrieval

Topicality, Specificity, Exhaustivity
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In Table 3.5, we reference the terms Task-based Features and Task-based Relevance.
Recognizing that these terms might hold varying interpretations, we highlight
their meaning within the framework of our review. We use the term Task-based
Features when a study incorporates a considerable volume of features to estimate
multidimensional relevance, often in a learning to rank (LtR) setting. This was
evident in two studies in the e-commerce domain. In the study by Karmaker Santu
et al. [2017], a set of 562 features is utilized, focusing on aspects related to the
query, the document (in this case, a product), and the query-document relationship.
These features encompass metrics such as BM25 scores, user ratings, and total sales.
Similarly, Feng et al. [2018] deploy a variety of features to determine relevance.
While the exact number of these features is unspecified, some illustrative examples
include the item’s popularity and rating score. Moving to the educational search
domain, Usta et al. [2021] leverage 50 domain-specific and generic features. These
related to queries (e.g. the name of a course), documents (for instance, the
document’s course), their relationship (like BM25), and also they leverage session
data. In legal search, Ma et al. [2023] also generated a set of domain-specific
features. Specifically, the authors, leveraging the structure of legal documents, they
split them in three core segments, namely Facts, Holding, and Decision. By doing
that, they create a token-level representation for each of the segments, concatenate
them, and use them to train a LtR model. Similarly, in web search, Zhuang et al.
[2021] propose the use of generalized additive models (GAMs) for ranking, in an
approach that also leverages a vast amount of domain-specific and generic features.
Lastly, in the medical search, Alsulmi and Carterette [2018] leverage 74 features
for biomedical articles search. Regarding the term Task-based Relevance, this is
used to describe three studies from biomedical articles search [Qu et al., 2020, 2021,
Znaidi et al., 2016]. In those studies, the authors model relevance estimation by
considering several relevance signals, and the characteristics of the search tasks.
Specifically, the authors propose approaches that mimic the user’s workflow and
decision-making processes and develop search models that follow the same steps to

predict a document’s relevance.

A more detailed examination of the identified relevance factors can be found
in Section 3.3.3, where we discuss proposed definitions and operationalization
methods.
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Model-driven 39

Data-driven 24

Other 4
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Figure 3.5: Number of studies categorized based on the employed aggregation
approach.

3.3.2.3 What are the diverse approaches employed to aggregate rel-
evance factors in the context of multidimensional relevance

estimation?

In this section, we focus on the methodologies authors have adopted to aggregate
multiple relevance factors into a unified relevance score. Based on our review,
we categorized these methodologies as data-driven, model-driven, and other that
includes studies that do not fall in either of these categories. Data-driven methods
primarily use learning to rank or other machine learning techniques. Model-driven
methods have been employed in the majority of the reviewed studies. Notably, the
most frequent approach is a simple linear combination of the consider relevance
factors. While our review primarily explores multidimensional relevance models,
we acknowledge studies that leverage score fusion techniques, as it is a popular
method for aggregating scores from distinct relevance factors. Figure 3.5 presents
the distribution of studies based on their aggregation approach types, indicating
that 39 studies employ a model-driven approach, 24 adopt a data-driven approach,
and the remaining utilize result fusion, other methods, or do not specify their

aggregation technique.

Model-driven Approaches. With a few exceptions, the majority of the model-
driven approaches exploit a weighted linear combination to obtain an overall
relevance score. Nonetheless, some exceptions do exist. Linear combination (or

weighted linear combination) has been exploited to aggregate scores related to
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distinct relevance factors in web search [Craswell et al., 2005, Silva et al., 2019,
Rinaldi, 2009, Lioma et al., 2016, Sahraoui and Faiz, 2017], math search [Zhang and
Youssef, 2014], academic search [Singh and Dave, 2019, Jomsri and Prangchumpol,
2015], blog post search [Huang et al., 2018, Gerani et al., 2012, Chenlo et al., 2015],
medical search [Upadhyay et al., 2022|, social search [Putri et al., 2020, Madisetty
and Desarkar, 2022, Tamine et al., 2011], e-commerce [Bassani and Pasi, 2021],
community question answering [Yulianti et al., 2018], and geographic information
retrieval [Daoud et al., 2013]. In consumer health search, Zhang et al. [2015] intro-
duced a custom formula that applies an exponential weighting to the readability
score and then multiplies it with a power-weighted topical relevance score. Another
popular model-driven aggregation technique relies on Copulas. Copulas is a class of
probability density functions that can be used to describe the dependence between
multiple variables, separate from their individual behaviors or distributions. They
excel at capturing complex, non-linear relationships, including the intricate con-
nections seen at extreme values, known as tail dependencies. Due to that, several
studies in our reviewed leverage copulas for multidimensional relevance estima-
tion [Eickhoff and de Vries, 2014, Sieg et al., 2007, Sasaki et al., 2016, Komatsuda
et al., 2016, Eickhoff et al., 2013a]. In their study, da Costa Pereira et al. [2009]
proposed the usage of a prioritized scoring aggregating operator for multidimen-
sional relevance estimation that assumes order of importance among the relevance
factors. In detail, the importance weight of a certain criterion is dependent upon
the satisfaction or score of a previous or higher-priority criterion. Bouidghaghen
et al. [2011] introduced another operator for multidimensional relevance estimation,
namely the prioritized “and” operator. The distinguishing aspect of this opera-
tor is the extent to which the least satisfied criterion is considered. Since their
introduction, these operators have been used in several studies [da Costa Pereira
et al., 2012b, Znaidi et al., 2016]. In math search, Yan et al. [2022] leverage the
hesitation fuzzy set to obtain an interpretable document ranking. Other scholars
have modified traditional language models by incorporating additional relevance
factors. Specifically, they integrated these factors as prior probabilities or made spe-
cific adjustments to existing models [Badache and Boughanem, 2014, Bambia and
Faiz, 2015, Ashoori and Lalmas, 2007]. Other studies introduce relevance models,
e.g. probabilistic models, that account for several relevance aspects, based on the
characteristics of the applied domains [Vargas et al., 2012, Bendersky et al., 2011,
Jabeur et al., 2012, Uprety et al., 2018]. Finally, some studies consider the task of

multidimensional relevance estimation as a multi-criteria decision-making (MCDM)
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problem [Moulahi et al., 2014b,a, Farah and Vanderpooten, 2008]. Therefore, these
studies leverage MCDM methods such as the Choquet Integral or ELECTRE. 1t is
worth noting that several studies mentioned above exploit some training data to

predict a set of importance weights associated with the relevance factors.

Data-driven Approaches. For the data-driven approaches, their diversity makes
it challenging to identify commonalities and categorize them; thus, we provide a
concise description of each study. Numerous data-driven techniques have emerged
in the field of e-commerce. Mandayam Comar and Sengamedu [2017] leverage users’
search intents and propose a Multi-intent Poisson-beta model for product ranking.
The model, which identifies users’ purchase intentions based on observed click
patterns, is trained using click logs data collected over 30 days from the Amazon
product search dataset. Karmaker Santu et al. [2017] experimented with several
LtR methods and found LambdaMART as the best performing for product search.
The authors emphasize the efficacy of popularity-based features and found that click
rates are more predictable than add-to-cart ratios. Their experimentation shows
that model optimization based on order rates frequently yields the most consistent
predictions, indicating a potential advantage in transitioning to order rate-centric
models. Feng et al. [2018] propose the Multi-Agent Recurrent Deterministic
Policy Gradient (MA-RDPG) tailored for multi-scenario ranking in the e-commerce
domain. The model uses an online learning system that dynamically updates
based on real-time user logs and a replay buffer mechanism. Consequently, it
can continuously adapt to changing user behaviors. The study by Li et al. [2021]
presents the Topic-enhanced Knowledge-aware retrieval model, which incorporates
three dimensions of relevance, i.e. semantic similarity, knowledge relevance, and
topical relatedness, to assess the relevance between a query and a document. The
model aims to minimize simultaneously a ranking loss that ensures good semantic
relevance, and the loss of the neural model that ensures topical relatedness. Yang
et al. [2021] introduced LogSR and VelSR features based on neural models to capture
product seasonality in e-commerce search. They incorporated these features into a
standard LtR setup, validated their approach through offline and online experiments,
and highlighted its efficacy. Finally, Carmel et al. [2020] address the challenge
of optimizing multiple objectives, including maximizing product relevance and
purchase likelihood simultaneously (a problem known as Multi-Objective Ranking
Optimization - MORO). To that aim, the authors introduce a novel approach,

namely stochastic label aggregation. This method randomly assigned labels to
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training examples based on a given distribution over the labels. Theoretical
analysis and empirical experiments on different datasets revealed that MORO
with stochastic label aggregation consistently outperformed deterministic label
aggregation methods. Label aggregation has also been exploited as an approach in
local search by Kang et al. [2012]. The authors define a label aggregation function
that quantitatively combines multi-aspect relevance values into an overall score.
To train this function, they use relative preference data, where one document is
preferred over another. Once the aggregation function is learned, it is applied to a
larger dataset containing ranking features and multi-aspect relevance vectors. This
process generates an expanded dataset with overall relevance scores. Subsequently,
they train a ranking function using this expanded dataset, enabling effective
handling of multiple relevance dimensions in ranking models. In their study, van
Doorn et al. [2016] perceive multiple relevance factors as objectives and aim to
learn a set of rankers that provide different trade-offs concerning these objectives.
They use a combination of gain-based evaluation and multi-objective optimization
techniques, including Optimistic Linear Support (OLS) and dueling bandit gradient
descent (DBGD), to find optimal rankers. In medical search, several learning to
rank and machine learning approaches have been introduced, with few emphasizing
interpretability. Applying LtR techniques for retrieving biomedical articles, Alsulmi
and Carterette [2018] exploit a wide range of general and domain-specific features
for ranking. Notably, among the algorithms investigated in the research, Coordinate
Ascent emerged as the top-performing when combined with a feature selection
strategy. For biomedical article retrieval, Xu et al. [2016] introduced a framework
that combines multiple LtR techniques. This framework aims to optimize document
ranking by considering topical relevance and diversity. The authors utilized label
aggregation approaches to merge these two aspects and train the LtR models.
Among all of the evaluated models, LambdaMART exhibited the best performance.
Qu et al. [2020, 2021] propose a model that leverages structured search strategies to
build an effective, explainable, and label-efficient retrieval algorithm for professional
search tasks. This model utilizes machine learning classifiers to predict different
aspects of the query and then combines these predictions using a logical function
to determine document relevance. The experimental results show that their model
performs as well as complex LtR models, even with limited labeled documents. In
consumer health search, Putri et al. [2021] introduce a Multi-Task Learning model
that simultaneously estimates relevance based on topicality and another factor, such

as readability or credibility. This model combines a neural retrieval model for topical
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relevance estimation with a classification model that categorizes documents based on
the aforementioned factors. Both of these models share certain model parameters
during training and inference. Also in the context of consumer health search,
Palotti et al. [2019] explored various methods to incorporate understandability and
topicality into ranking. Of the tested methods, the authors concluded that LtR is
the most effective. Ferndndez-Pichel et al. [2022] also leverage a LtR approach to
rank health related documents by considering several factors. Their experiments
revealed that result fusion methods, such as CombSUM, outperformed LtR in
terms of effectiveness. The web search domain has also witnessed the advent of
various data-driven techniques. The study of Li et al. [2017b] stands out as the
most exhaustive one regarding the utilization of relevance factors and the depth
of their feature engineering efforts. In the context of web search, the authors
identify seven relevance factors, operationalize them using multiple features, and
incorporate these features into a LtR model, i.e. LambdaMART. In their work,
Zhuang et al. [2021] present interpretable ranking models that utilize generalized
additive models (GAMs). These models can integrate both list-level and item-level
features, making them well-suited for LtR tasks. In the context of web search,
their experiments show that the proposed ranking GAMs outperform conventional
GAMs while preserving their interpretability. Dai et al. [2011] introduced CS-DAC,
a LtR methodology that optimizes topical relevance and freshness. The approach
enhances the divide-and-conquer ranking technique by using hybrid labels and
leveraging a new query-document importance factor that the authors introduced.
Also, in web search, Collins-Thompson et al. [2011] propose a LtR method to re-
rank topically relevant web pages according to their reading level. That is achieved
by estimating the reading proficiency of users and the complexity of web pages,
and by training a LambdaMART ranking model. Shraga et al. [2020] proposed a
deep-learning retrieval technique for web table retrieval that considers web tables as
multimodal entities. Their neural ranking model leverages Gated Multimodal Units
(GMUs) to represent queries and table modalities jointly. Experiments indicate
the potential of viewing web tables as multimodal structures in future research.
In expert finding, Rekabsaz and Lupu [2014] develop a translator-expert retrieval
system that leverages domain-specific features such as price and delivery time,
among others, for ranking. Through empirical evaluations, they determined that a
ranking model based on linear regression leads to superior performance. The study
by Amancio et al. [2021] introduced a ranking approach for community question

answering, leveraging quality and recency features. The authors experiment with
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nine LtR algorithms, from which Coordinate Ascent and LambdaMart lead to
the best performance. Usta et al. [2021] employed a LtR approach specifically
tailored for educational search. The model exploits features related to queries,
documents, user’s session, and their relationships. Furthermore, instead of using a
single general model to rank all queries, the authors introduced query-dependent
ranking models, grouping queries based on common characteristics, like association
with a course user’s grade level. These models lead to significant performance
improvements. In legal search, Ma et al. [2023] proposed a structured LtR model
to retrieve the most relevant legal cases for a given query. Their method uniquely
combines semantic-level and charge-level relevance signals by integrating internal
case details with external structural information about charges. Utilizing the
Lightgbm model, they effectively aggregate these factors to produce a ranked list

of cases, using nDCG as a training objective.

Other Approaches. The studies discussed below estimate multidimensional
relevance by considering various relevance factors depending on the specific search
tasks they address. In the context of academic and social search, the works by
Arastoopoor [2018] and Ravikumar et al. [2013] both propose a retrieval pipeline
that re-ranks an initial set of documents based on the considered relevance factor(s).
Similarly, the work of Shajalal et al. [2020] sequentially re-ranks a set of documents,
aiming to reduce information redundancy. Dumitrescu and Santini [2021] created
a custom function highly tailored to the characteristics of the studied search task
(i.e. newswire search). Lastly, the study of Palacio et al. [2010], apply rank fusion
techniques to combine relevance scores, while, due to limited information, we can
not classify the methods exploited by Wiggers et al. [2023] and Brin and Page
[1998].

3.3.3 How do authors define and operationalize relevance
factors (i.e. estimate a score to be associated with

them) in the reviewed studies?

As highlighted in Section 3.3.2.2, some factors are recurrent across multiple domains,
whereas others convey the same relevance signals but differ in terminology. To
elucidate this, Sections 3.3.3.1 and 3.3.3.2 are dedicated to illustrating how the
most frequent used relevance factors are defined and applied. To facilitate our

analysis, in Table 3.6 we present a synthesis of these factors. On the left, it clusters
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similar relevance factors for easy comparison, and on the right, it enumerates the

specific domains and search tasks where each factor has been operationalized.

3.3.3.1 How have the relevance factors been defined within the studies

incorporated in the review?

Examining Table 3.6 we address this research question by presenting and discussing

the diverse definitions of the listed relevance factors.

Topicality. Across the included studies, following the standard paradigm in IR,
it has been defined as the degree to which the content of a document matches or

relates to a query posed by a user.

Appropriateness, User’s Interest, Personal Relevance, Appropriateness
for children, User Related social Features, User Intent, User’s Habit.
Appropriateness was introduced by da Costa Pereira et al. [2009] and later adopted
in da Costa Pereira et al. [2012b], both utilizing the same definition and operational-
ization. It has been defined as a relevance factor that estimates how appropriate
a document is to the user’s interest. The concept of user’s interest has been
referenced in multiple studies [Li et al., 2017b, Uprety et al., 2018, Sieg et al.,
2007, Sahraoui and Faiz, 2017, Dumitrescu and Santini, 2021, Bouidghaghen et al.,
2011, Tamine et al., 2011]. Yet, not every study provides a formal definition for
it. Relying on previously introduced definitions, Tamine et al. [2011] consider
that user interest expresses the cognitive background of the user. Li et al. [2017D]
define interest as the extent to which the user prefers the retrieved documents
according to their topics of interest, whereas Uprety et al. [2018] adopt the same
definition in their study. In their investigation, Bouidghaghen et al. [2011] utilize
Park [1994]’s definition, which assesses the “Interest” criterion as the degree to
which a retrieved document aligns with the user’s interest, a concept akin to
appropriateness introduced by da Costa Pereira et al. [2009]. User’s Habit has
been defined by Li et al. [2017b] as the extent to which the retrieved documents are
preferred by a user according to their sources, genre, and language, among others.
This definition has been adopted also by Uprety et al. [2018]. Both the notions
of personal relevance and appropriateness for children have been mentioned by
Eickhoff et al. [2013a]. However, due to limited details in the paper, it is challenging
to further analyze them in the context of our review. Within the e-commerce

domain, Mandayam Comar and Sengamedu [2017] identify and utilize two distinct
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user intents —purchase and explore—to rank products. The authors perceive
purchase intent as akin to the navigation intents in standard web searches but with
the user’s goal directed towards finding a specific product. When users are curious
to explore the variety of items displayed by the retrieval system, it is considered

an exploration intent.

Freshness, Temporal Relevance, Recency, Novelty. Based on our review, the
terms highlighted earlier correspond to relevance factors that estimate comparable
relevance signals [Badache and Boughanem, 2014, Bambia and Faiz, 2015, Dai et al.,
2011, Dumitrescu and Santini, 2021, Yang et al., 2021, Jabeur et al., 2012, Amancio
et al., 2021, Moulahi et al., 2014a, Daoud et al., 2013, Jomsri and Prangchumpol,
2015, Li et al., 2017b, Omidvar-Tehrani et al., 2022]. To enhance web search using
social cues, Badache and Boughanem [2014] present a domain-specific interpretation
of freshness, defining it as “a date of each social action (e.g. date of comment, date
of share) performed on a resource on social networks can be exploited to measure
the recency of these social actions, hence freshness of information.” Another study
in web search aiming to answer real-time sensitive queries defines a document’s
freshness relying solely on its content and specifically by including “fresh words”
[Bambia and Faiz, 2015]. The authors consider as fresh words those that are
trending on the social web and are topically relevant to the query, typically found
in new social posts, micro-blogs, or breaking news. In a LtR approach for web
search, Dai et al. [2011] define freshness as a concept sensitive to query temporal
content, such as when users search for breaking news or events. In the context of
newswire search and personalization, by considering also the notion of freshness,
Dumitrescu and Santini [2021] argue that an item is considered fresh if it falls
within a semantic domain of a user’s interest that has not been encountered in
the recent history. Recency is another term used in the literature. Amancio et al.
[2021] conceptualize recency in community question answering by assessing the
recency of the topics or terms present in an answer, i.e. the answer’s content. This
definition aligns with the one given by Bambia and Faiz [2015]. Lastly, Li et al.
[2017b] and Uprety et al. [2018] exploit the term novelty, drawing on the definition
put forth by Xu and Chen [2006a] who defined novelty as “the extent to which the
content of a retrieved document is new to the user or different from what the user
has known before” and argue that recentness can be regarded as one possible way

of ensuring novelty, but not the only one.

Reliability, Credibility, Trustworthiness, Genuineness, Factuality. The
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terms mentioned above have been used in multiple studies of our review and
point to similar relevance signals. The notion of reliability in web search has
been defined in the studies of Li et al. [2017b] and Uprety et al. [2018] as the
extent to which users trust a source, and it is associated with the wisdom of
population. Similarly, in newswire stories search da Costa Pereira et al. [2009,
2012b] define reliability as the extent to which a user trusts a document’s source,
i.e. a source’s reputation. In a different direction, Fernandez-Pichel et al. [2022]
perceive the reliability of web content as a combination of content correctness and
source credibility. In Twitter search, Ravikumar et al. [2013] employ the term
trustworthiness, associating it with both the source and the content of a tweet,
whereas Putri et al. [2021], in consumer health search, use the terms credibility and
trustworthiness interchangeable. Upadhyay et al. [2022] introduce the concept of
genuineness as a new abstract term that encompasses the various aspects introduced
above (credibility, trustworthiness, among others). In their study, Lioma et al.

[2016] use factuality and objectivity as proxies to estimate credibility.

Readability, Understandability. In their study, Sasaki et al. [2016] adopt the
readability definition introduced by Klare [2000], in which “text readability can be
formally defined as the sum of all elements in textual material that affect a reader’s
understanding, reading speed, and level of interest in the given material.” The
other studies in our review that utilize readability for document ranking do not
mention a formal definition. Concerning understandability, both Li et al. [2017b]
and Uprety et al. [2018] treat the term as synonymous with readability. They adopt
the definition from Xu and Chen [2006a], which describes understandability as a
“complex cognitive concept that measures the extent to which the user perceives the
content of a retrieved document as easy to read and understand.” In their work on
consumer health search, Palotti et al. [2019] differentiate the notions of readability
and understandability so that readability measures how easy it is to understand a
text. Understandability is a broader term that encompasses the text’s readability
and presentation, such as its legibility, layout, and even the use of visuals to clarify

complex ideas.

Content Diversity, Exhaustivity, Scope. In biomedical article retrieval, Xu
et al. [2016] incorporate diversity to maximize the coverage of query-related aspects
in retrieved documents. Both Shajalal et al. [2020] and Singh and Dave [2019]
exploit information topicality and coverage, as described above, as a proxy to

retrieve documents with diverse topics. Based on the studies mentioned before,
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we observe a connection between coverage and topical diversification in the result
list, where coverage serves as a means to attain diversification. In XML retrieval,
Ashoori and Lalmas [2007] define ezhaustivity based on the degree (i.e. how much)
an XML element discusses the topic of the user’s query. Li et al. [2017b] and
Uprety et al. [2018] leverage the notion of scope in their experiments. Relying on
the definition of Xu and Chen [2006a], the scope factor is defined as the extent
to which the topic covered by a retrieved document is appropriate to the user’s
information need, that is, both breadth (similar to coverage/specificity) and depth

(similarly to exhaustivity).

Authority, PageRank, Authoritative Evidence. In web search, the term
authority relates to the source and reputation of a web page, frequently estimated
using PageRank as an indicative measure [Zhuang et al., 2021, Eickhoff and de Vries,
2014]. PageRank has been defined by Brin and Page [1998] as a measure that
quantifies the importance or “authority” of a web page based on the number
and quality of links pointing to it. In social search, Moulahi et al. [2014a] define
authority as the influence of tweets’ authors on the platform. In blog search, Huang
et al. [2018] interpret authoritative evidence as the relatedness of a blogger/feed’s
content to controversial topics and used it as a proxy to estimate opinion, as we
will describe later in our analysis. Controversial topics refer to those that may

cause controversy, argument and polarized opinions.

Coverage, Specificity. Both of these concepts are related to textual content.
Specifically, da Costa Pereira et al. [2009, 2012b] define coverage as a measure
related to the degree a user’s interests are included in a document. A similar
definition is provided by Dumitrescu and Santini [2021], who perceive it as the
proportion of a user’s interests represented by the documents retrieved from the
stream, i.e. news streams, within a specific time span. Singh and Dave [2019]
characterize minimum coverage as the shortest segment of the document, which
covers all the user query terms that appear in that document. In math search, Zhang
and Youssef [2014] estimate coverage by measuring the portion of a mathematical
expression mentioned in a query and a given document. Shajalal et al. [2020]
describe coverage in the context of their study as a measure that considers both
the relevance of a subtopic to a query and how frequently that subtopic appears in
documents. Specificity, in the context of XML retrieval, refers to how focused an
XML element is on the topic of request, meaning it does not discuss other topics,

irrelevant to the user’s query [Ashoori and Lalmas, 2007].
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Spatial Relevance, Location, Distance. Each of the terms highlighted above
relates to geographic locations; however, our analysis will explore their specific
interpretations. Specifically, Daoud et al. [2013] assess spatial relevance by con-
centrating on the query intent rather than the actual geographic location of the
user, which is the focus of studies by Kang et al. [2012], Bouidghaghen et al. [2011],
Moulahi et al. [2014b].

Objectivity, Opinionatedness, Opinion. In the context of web search, Lioma
et al. [2016] use the notion of objectivity along with the concept of factuality as
proxies to credibility. The authors consider objectivity as the degree to which text
meaning depends on the author’s perspective, i.e. the exact opposite notion of
subjectivity. Regarding the concept of opinionatedness, Putri et al. [2020] define
it based on the likelihood of a document to express an opinion about a query, a

synonym to the term opinion.

Content Quality, Passage Quality, Web Page Quality. According to Bender-
sky et al. [2011], quality of a web page can be evaluated based on multiple criteria
including its originality, trustworthiness, content relevance, metadata accuracy,
interlinked resources, and user-centric layout design. From the provided descrip-
tion, it is evident that the concept of quality is broad, incorporating multiple of
the previously described relevance criteria. The domain of community question
answering has also utilized the concept of passage quality regarding the retrieved
answers [Yulianti et al., 2018, Amancio et al., 2021]. Nonetheless, the domain has

yet to offer a clear definition of the concept of quality.

Popularity, Reputation. From our review of the included studies, the concepts
of popularity and reputation emerge within e-commerce, social search, web search,
and local search contexts. Badache and Boughanem [2014] treat them as two
distinct notions that characterize a document, and define popularity as a measure
of how well-known a resource is among the public, primarily driven by sharing
and commenting activities on social networks; while reputation reflects the general
opinion or appreciation of that resource, determined by positive social actions,
such as number of likes. In e-commerce, Bassani and Pasi [2021] exploit products’
popularity as ranking feature. A product’s popularity is reflected by how often

users choose it.

Even though we have made significant efforts to combine all the relevance factors
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mentioned in Table 3.5 based on their conceptual similarity, there remain certain
domain-specific factors, like document’s usage and citations in legal search [Wiggers
et al., 2023], which we could not assimilate with other factors. Therefore, we direct

readers interested in these specific factors to the original papers.

3.3.3.2 What methodologies and techniques are used to operationalize

the identified relevance factors?

Based on Table 3.6, we address this research question by presenting and discussing
the methodologies that have been leveraged to operationalize the identified relevance

factors (i.e. estimate a score).

Topicality. In the majority of the included studies, topicality has been estimated by
the BM25 model or other lexicon-based retrieval models. However, in studies that
leverage a LtR approach, topicality has been represented by several lexicon-based
retrieval models.

Appropriateness, User’s Interest, User based Relevance, Appropriateness
for children, User Intent, User’s Habit, User’s Familiarity. Appropriateness
has been calculated by examining the similarity between term-based vector repre-
sentations of a given document and user’s interest [da Costa Pereira et al., 2009,
2012b]. To operationalize user’s interest Li et al. [2017b] and Uprety et al. [2018]
estimate it by capturing terms and topics from SAT-Clicked documents in a session,
a day, and long term, based on previously published methods. Bouidghaghen et al.
[2011] built upon prior research to estimate user’s interest and use a method that
conceptualizes it as a collection of weighted concepts. To determine a document’s
interest scores, they measured the cosine similarity between a document repre-
sentation and the highest k-ranked concepts from the user profile. Although Sieg
et al. [2007] do not explicitly define the notion of user’s interest, they propose the
creation of an ontological user profile, which is updated during the search session to
reflect changes in the user’s interests. Unlike previous studies, the authors assume
that a user’s interest is not static. Similarly, Sahraoui and Faiz [2017] consider the
user’s interest as a dynamic notion during a search session, in this sense the authors
also perceive relevance as a multidimensional and dynamic notion. In their study,
the authors define users’ interests implicitly from their social Web activities and
represent them as vectors of weighted terms. Recognizing the evolving nature of in-

terests, they suggested adjusting term weights based on their recency and frequency
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to capture new and persistent interests. Dumitrescu and Santini [2021] introduce a
set of algorithms to dynamically filter a stream of documents, ensuring they align
with a user’s interests and provide a diverse range of content. To achieve that,
they employed an adapted version of a previously published algorithm, creating a
user model from a representative collection of documents. Their approach distin-
guishes new content from areas the user has not recently engaged with and ensures
comprehensive coverage of their varied interests. Tamine et al. [2011] implicitly
capture a user’s interest in literature retrieval based on social network analysis by
measuring co-authorship based on the assumption that collaborators have shared
interests. Moving to the user’s habit factor, this has been operationalized by Li
et al. [2017b] and Uprety et al. [2018] using three different methods that leverage
behavioral signals. The first evaluates users’ preference for a particular source
website, drawing from their historical interactions and overarching global query
logs. The other models aim to capture user’s preference towards documents of
specific lengths and language. In e-commerce, Mandayam Comar and Sengamedu
[2017] operationalize user intents and incorporate them in their relevance model
by looking at how often users clicked on results at different positions, estimating
the click-through rate (CTR) of user profiles. Users with purchase intent typically
have a rapidly declining CTR as position increases. In contrast, exploration intent

shows a consistent CTR across positions.

Freshness, Temporal Relevance, Recency, Novelty. To estimate multidimen-
sional relevance incorporating the notion of freshness, Badache and Boughanem
[2014] propose a model that relies on counting specific social actions (i.e. like,
share, comment) conducted on a resource (i.e. document). This model adjusts the
count based on when an action occurred, so resources with more recent actions
are promoted. Based on their domain-specific definition Bambia and Faiz [2015]
assume that freshness can be described by a set of known terms extracted from
current search trends or other sources. Then, using a language model, the authors
evaluated the closeness of query terms to those terms and estimated a freshness
score for each document. Constructing a set of features that leverage a temporal
contextual profile of queries constructed based on a set of pseudo-relevance retrieved
documents to a query, Dai et al. [2011] assess freshness. Dumitrescu and Santini
[2021] exploit the notion of freshness alongside the notions of user’s interest (i.e.
personalization) and coverage. To incorporate the notion of freshness in search,

the authors integrate the timestamp of an item in their estimations. Similarly,
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in academic search, Jomsri and Prangchumpol [2015] integrate the recentness of
a publication into their ranking, utilizing a normalized version of the paper’s
publication year. In social search, Moulahi et al. [2014a] estimate a tweet’s recency
by considering the time lapse between its publication and the submission time
of a query. Likewise, in community question answering, Amancio et al. [2021]
employ features like the answer’s creation date, the most recent date mentioned in
a referenced web page text, to train a LtR model to associate a recency score for
an answer. Jabeur et al. [2012], although they do not define the notion of temporal
relevance, they estimate it based on the occurrence of query term configuration in
temporal neighbor tweets under predefined temporal intervals. Yang et al. [2021]
propose a domain-specific notion of temporal relevance, namely seasonality of prod-
ucts. Even without a formal definition, its implication is intuitively understood.
To predict seasonality, the authors train a model that utilizes the annual sales
data for a calendar year and create vector representations based on product-month
relationships. To estimate a temporal relevance score in geographic IR, Daoud et al.
[2013] use a probabilistic ranking model that considers the temporal frequency
of terms within the document and the weight of the temporal query context. To
estimate novelty in their models, Li et al. [2017b] and Uprety et al. [2018] exploit
four features grounded in both temporal and psychological views of novelty. Those
were related to the divergence between the language model of a retrieved document
and previously viewed documents or estimated the time gap between a document’s

creation and retrieval.

Reliability, Credibility, Trustworthiness, Genuineness, Factuality. Ac-
cording to da Costa Pereira et al. [2009, 2012b], a source’s reliability could be
assessed based on past observations and user’s-source interaction data. To estimate
reliability, Li et al. [2017b] and Uprety et al. [2018] employ seven features based on
SAT-clicks. Notably, the authors leverage the PageRank score of a web page as
a proxy for its reliability. Ferndndez-Pichel et al. [2022] argue that a document’s
reliability needs to be estimated primarily relying on query-related document’s
content. To estimate a reliability score, the authors propose two approaches, one
based on a fine-tuned Mono T5 model that classifies a passage as reliable or unreli-
able and an unsupervised approach that measures the similarity of a document’s
passage to true and false query-related handcrafted claims. In academic search,
Jomsri and Prangchumpol [2015] associate a document’s reliability based on the

type of research paper publication, which varies from Journal to file. In social
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search, Putri et al. [2020] exploit a model-driven approach based on multi-criteria
decision-making, initially proposed by Pasi and Viviani [2018], to estimate a doc-
ument’s credibility score. To estimate a trustworthiness score, Ravikumar et al.
[2013] use a set of features related to a user’s profile (number of followers, verified
profile, among others) and to the content of the tweet, e.g. length, or hashtags. All
these features are used in a LtR setting to predict an overall score. To estimate
credibility /trustworthiness in consumer health search, Putri et al. [2021] leverage
a set of features related to the presence of internal and commercial links and
commercial content in a document. Upadhyay et al. [2022] propose an unsupervised
method to evaluate the genuineness of online health information using a set of
scientific articles that can support the claims made in a document. The authors
compute a genuineness score by estimating and aggregating the cosine similarity
values between the context of a document and a selection of k medical articles that
cover the same topic. Finally, [Lioma et al., 2016] estimate credibility based on
indicators of factuality and objectivity. The authors constructed two distinct data

collections and trained two models that predict these scores.

Readability, Understandability. Sasaki et al. [2016] propose a method to eval-
uate a document’s readability by assessing its complexity across three dimensions:
vocabulary (e.g. syllables), sentence structure (e.g. length), and overall document
structure (e.g. depth of heading tags). The probability of a document’s readability
was then determined using logistic regression. Another study by Arastoopoor
[2018] explore the application of classic readability measures to scientific texts
in Persian. To estimate readability, the study utilized Flesch—Dayani’s formula,
specifically designed for Persian. In their research, Putri et al. [2021] employed
eight established readability formulae, such as the Gunning fog formula, proposed
in prior studies. In their research focusing on consumer health search task, van
Doorn et al. [2016], recognizing that conventional readability metrics may not align
well with real-world readability in medical contexts curated a list of medical terms,
derived from an English Wikipedia page, along with the Coleman-Liau index,
Gunning fog index, and document length, they utilized machine learning model to
predict the understandability score of a document. Zhang et al. [2015] suggest a
two-layered approach to assess document readability: one based on surface content
(using readability formulas like Putri et al. [2021]) and another on underlying
document’s topics. They introduced a method that considers both these levels,

using tools like Topic Trace to follow topics and Topic Scope to calculate how much
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a document covers a topic. Regarding readability, Collins-Thompson et al. [2011]
explore predicting a web page’s reading level, leveraging its search result ’snippet’
and the entire body text as features in a classifier. Moreover, the authors inferred
users’ reading proficiency from their search behavior, aiming to incorporate both
in their ranking model. In their attempt to estimate understandability related
features for their models, Li et al. [2017b] and Uprety et al. [2018] introduce seven
features grounded in established understandability and readability metrics and
user click-through data. Finally, Palotti et al. [2019] investigate various methods
for estimating the understandability of health-related web pages, showing that
machine learning techniques that leverage natural language, HTML structure, and

domain-specific features outperform traditional readability metrics.

Content Diversity, Exhaustivity, Scope. To achieve diversity in results, van
Doorn et al. [2016] employ MMR and cluster-based ranking techniques from the
literature that re-ranks a set of documents based on their topical diversity. Xu et al.
[2016] use a group-wise learning to rank framework that retrieves topically relevant
and diverse documents. Their model relies solely on features related to topically,
while diversity has been incorporated during the training phase. Specifically, during
the training phase, the authors divided relevant documents into groups based on
the different aspects they covered. Each group consisted of a document that covered
more aspects (labeled as 1) and several others with fewer aspects (labeled as 0).
The document with more aspects encompassed all the aspects found in the other,
less comprehensive documents. Vargas et al. [2012] propose a relevance model
that unifies previous approaches in the literature (i.e. the IA-Select and xQuAD
models) to integrate result diversification based on users’ intent. To estimate an
exhaustivity score, Ashoori and Lalmas [2007] again rely on a topic segmentation
algorithm, as described above. Even though Li et al. [2017b] and Uprety et al. [2018]
leverage the scope relevance factor that encompasses both coverage/specificity and
exhaustivity, they operationalize it solely the coverage aspect. Specifically, they
exploit features that, for example, estimate the number of query term appearances

across a document.

Authority, PageRank, Authoritative Evidence. In the studies examined,
features associated with authority, including PageRank, utilize LtR methods to
order web pages based on various relevance factors [Zhuang et al., 2021, Eickhoff
and de Vries, 2014]. Furthermore, some research calculates a unique PageRank

score, linking it to topical relevance [Craswell et al., 2005, Farah and Vanderpooten,
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2008]. A prime example is Google, which initially based its algorithm on topical
similarity and PageRank Brin and Page [1998]. Moulahi et al. [2014a] estimate
a user’s authority on Twitter by considering the volume of tweets the user has

published and the number of times the user has been mentioned or cited by others.

Coverage, Specificity. da Costa Pereira et al. [2009, 2012b] measure coverage
using a fuzzy inclusion, determined by the cardinalities of the fuzzy sets that
represent both the user interests and the document. Dumitrescu and Santini [2021]
estimate coverage by monitoring a dynamically changing “interest” parameter for
different semantic areas. As content related to a topic is engaged, the interest
in that topic and nearby semantic areas decreases. After a series of items, the
overall level of remaining interest indicates the coverage of those items. Singh
and Dave [2019], exploit a formula that considers the length of the user’s query,
the coverage of search terms, and the number of search terms missing from the
document. Mathematical coverage has been estimated by simply counting the
number of covered terms [Zhang and Youssef, 2014]. For coverage estimation,
Shajalal et al. [2020] introduce a formula that multiplies the fraction of the number
of snapshot terms by the number of complete document terms, with the inverse
of its rank normalized by the total number of documents. To measure specificity,
Ashoori and Lalmas [2007] utilize a topic segmentation algorithm based on lexical
cohesion. The foundational idea behind the algorithm is that a vocabulary shift

indicates a topic change.

Spatial Relevance, Location, Distance. To estimate the spatial relevance
of a document to a query, Daoud et al. [2013] first extract query’s geographic
context (i.e. locations) from a topically relevant pseudo-relevant documents. The
geographic score of a document is determined using a probabilistic ranking model,
where instead of inverse document frequency, the frequency of documents with a
geographic expression is used. In geographic IR research, Palacio et al. [2010] utilize
a specially designed document index that contains spatial information. Using this
index, the authors compute a relevance score reflecting the spatial relationship
between the documents and the query. Estimating a user’s actual physical location
is a simpler task. Kang et al. [2012] employ a LtR model to predict multiple
aspects, specifically focusing on location-related queries. They trained their model
using label aggregation across the three relevance aspects they investigated. In the
context of mobile search, Bouidghaghen et al. [2011] use a geographic weighting

function previously introduced in the literature. A relevance score is estimated
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considering a geographic hierarchy, a user’s geographical location, and a set of
documents. In the study by Moulahi et al. [2014b], document scores are computed
based on the location factor by assessing the distance between identified places in

the documents and the specific user’s context.

Objectivity, Opinionatedness, Opinion. To estimate objectivity, Lioma et al.
[2016] estimate a document’s objectivity using a subjectivity detection approach
proposed in the literature. The authors trained an objectivity classifier using
extracted patterns, lexicon entries, and POS features, and then applied this model
to determine the objectivity of each document based on the proportion of its
objective sentences. In social search, [Putri et al., 2020] estimate opinionatedness
using two scores: a term-based score, which assesses opinionated terms (identified
from a lexicon), and a stylistic-based score, which evaluates elements such as
emoticons and exclamation marks in a tweet. A similar approach has been followed
by Gerani et al. [2012] to measure opinion. Eickhoff et al. [2013a] calculate
an opinion related score for a document using a state-of-the-art classifier in the
literature. In blog post search, Huang et al. [2018] follow a more complicated
process to estimate opinion in blog search. The authors estimated opinion in
blog feeds and posts by associating them with the degree to which they relate to
controversial topics. They employed a language model to determine an opinion
score based on the generation probability of topical terms present in the post.
Owing to space constraints, we direct readers seeking further details to the original

publication.

Content Quality, Passage Quality, Web Page Quality. To incorporate
a document’s quality in their Markov Random Field model, Bendersky et al.
[2011] used a set of features related to document’s content (e.g. entropy of the
page content), structure (e.g. depth of the URL path), and presentation (e.g.
measuring the fraction of visible text on the rendered page). In their research
on community question answering, Yulianti et al. [2018] use a mix of features,
such as term overlap, sentence count, and term importance, to estimate passage
quality. Similarly, Amancio et al. [2021] harness a total of 186 features and exploit
a classifier for quality prediction. In their retrieval models that utilize numerous
features to rank web pages, Zhuang et al. [2021], Eickhoff and de Vries [2014]

incorporate web page quality scores derived from classifiers.

Popularity, Reputation. To measure a popularity score to be associate with
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a product, Bassani and Pasi [2021] use the n-root of the total number of times
the item has been purchased. Badache and Boughanem [2014] measure popularity
based on the number of comments on social platforms, number of tweets, and
shares, while reputation was determined by social activities with positive meanings,
such as likes. Kang et al. [2012] leverage the concept of reputation to improve
document ranking in local search. To estimate a reputation score, the authors
consider user reviews as a primary source, and along the other two relevance factors,

namely topicality and location, they train a LtR model.

The relevance factors previously mentioned encompass most of the factors that
have been identified and implemented to estimate multidimensional relevance in the
reviewed studies. Despite the fact that we make a big effort to merge them based
on their conceptual similarity, there are still some very domain-specific factors such
as document’s usage, citations in legal search [Wiggers et al., 2023], that we could
not merge with other factors. For these factors, we refer the interesting readers to

the original publications.

3.3.4 Which benchmark collections have been used to esti-
mate multidimensional relevance, and how are they
characterized based on their annotated relevance fac-

tors, availability, and size?

The field of multidimensional relevance estimation relies significantly on the ex-
istence of benchmark collections that facilitate experimentation and evaluation,
as these datasets provide the foundation for conducting research and comparing
methodologies. This section investigates which benchmark collections have been
employed for multidimensional relevance estimation. Specifically, we delve into
their specific characteristics, including annotated relevance factors, availability, and
size. By exploring and presenting these aspects, we aim to provide a complete
overview that aids researchers and practitioners, offering valuable insights into the

resources available for advancing this study area.

Table 3.7 provides an overview of various knowledge domains and their associated
data collections, most of which are related to initiatives such as TREC, CLEF,
and NTCIR, among others. Web search stands out as the domain with the

most collections, boasting five distinct datasets. The authors evaluate on custom
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collections in the fields of educational search, expert finding, local search, math
search, and mobile search. That underscores the need to develop new datasets in
these areas. A diverse range of collections was utilized across the seventy studies
we reviewed. Nineteen of these studies relied on custom collections; three used
private datasets, and six used collections crafted by other studies in the literature
(outside of traditional evaluation campaigns). We refer to collections crafted by
authors of the reviewed or other studies as Custom Collections. TREC emerged as
the predominant data resource, referenced in 24 studies, followed by five CLEF
datasets, mainly for consumer health search. NTCIR and INEX datasets were used
in 3 and 2 studies, respectively. For detailed descriptions of each collection, we
refer the interested readers to the TREC!, NTCIR?, and CLEF? official websites.
In addition, for those collections that have not originated in these initiatives, we
have provided their official names that can be used for search. Regarding the
custom collections, the interested readers can identify them based on the studies
that investigate web search. In the rest of the section, we briefly overview the most

commonly employed collections.

Regarding the TREC collections employed in web search, most originated in the
TREC WEB track, which was running between 1999 - 2004 and 2009 - 2014. Up
to 1999, collections were based on a 1997 web crawl. Between 2002 and 2004,
the topic distillation task and the .GOV collection emerged. From 2009 to 2012,
the ClueWeb09 collection and diversity-task were introduced. In 2013 and 2014,
ClueWeb12 launched, shifting focus from diversity to risk-sensitive task. Over
time, the mentioned collections have expanded to include hundreds of queries
and thousands of relevance assessments concerning topical relevance and other
factors. These collections can be accessed upon request. The data provided in
the TREC Session Track (2010-2014) has also been used across several reviewed
studies, such as Li et al. [2017b], Uprety et al. [2018]. While this collection lacks
explicit judgments on relevance factors beyond implicit relevance, it has been
employed in studies examining the impact of various relevance factors in web
search. The Yahoo! Learning to Rank Challenge Dataset, MSLR-WEBI10K, and
WEB30K collections have been used in studies that mainly explore learning to
rank approaches for multidimensional relevance estimation. NTCIR-10 INTENT
and NTCIR-12 IMine-2 collections have been exploited to support experiments

thttps://trec.nist.gov/, accessed on 26/9/2023.
Zhttps:/ /research.nii.ac.jp/nteir /index-en.html, accessed on 26/9/2023.
3https:/ /www.clef-initiative.eu/, accessed on 26,/9/2023.

82


https://trec.nist.gov/
https://research.nii.ac.jp/ntcir/index-en.html
https://www.clef-initiative.eu/

3.3 Results

Table 3.7: Knowledge domains and associated benchmark collections.

Knowledge Domain

Collections’ Source

Web Search

A. TREC: Clueweb09, GOV2, Session
Track (Clueweb09, Clueweb12)

B. Yahoo! Learning to Rank Challenge
Dataset

C. MSLR-WEB10K & WEB30K

D. NTCIR-10 INTENT2 & NTCIR-12
IMine?2

E. Custom Collections (N=8)

Medical Search

A. CLEF eHealth 2015/16, 2018, 2020
B. TREC: Precision Medicine
2017/18/19,  Genomics  2006/07,
Clinical Decision Support (CDS),
Health Misinformation 2020 Collection
C. CLIREC Dataset

Social Search

A. CLEF: Microblog Cultural Contex-
tualization 2017

B. TREC: Microblog 2011/12

C. Custom Collection (N=1)

E-commerce Search

A. Amazon Review 5-Core dataset,
Amazon product search
B. Custom Collections (N=3)

Academic Search

A. NTCIR Corpus MathIR-Wikipedia
B. Custom Collections (N=3)

Blog Post Search

A. TREC: BLOGO06

Newswire Stories Search

A. Reuters: Corpus Volume 1 (RCV1-
vl)

Community Question Answering

A. TREC: ClueWeb09B, GOV2
B. Custom Collection (N=1)

Geographic Information Retrieval

A. TREC: Robust Retrieval Track 2004
B. MIDR_ 2010

Personalized Contextual Search

A. TREC: Contextual Suggestion 2013

XML Retrieval

A. INEX-2005 Collection
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related to topic distillation [Shajalal et al., 2020].

Shifting our focus to medical search, both CLEF and TREC collections have
been used. The CLEF eHealth collections allow experimentation in consumer
health-related search on the web and evaluations based on topical relevance and
readability. The Precision Medicine track uses two primary document collections,
one including scientific abstracts and clinical trials. The aim is to retrieve relevant
scientific abstracts for specific patient conditions and identify clinical trials for
which a patient might qualify. Relevance is determined based on four patient-
related dimensions: disease, gene, demographic, and other. The TREC Genomics
Track introduced a task in 2006 centered on retrieving biomedical documents.
Similarly, the Clinical Decision Support track uses medical case narratives to
retrieve biomedical articles. In both tracks, relevance has been assessed based on
topicality in a three-scale. However, the reviewed studies that leveraged these
collections introduce retrieval approaches tailored to the characteristics of the task
or leveraged the different patient-related aspects to estimate different relevance
signals [Xu et al., 2016, Qu et al., 2020]. The TREC 2020 Misinformation track,
focusing on COVID-19 misinformation, aims to retrieve useful, credible, and correct
information. Finally, CLIREC is a test collection for evaluating clinical information
retrieval that exploits a set of manually crafted PICO-structured queries to retrieve
medical documents [Znaidi et al., 2016]. These collections are accessible and provide

hundreds of queries along with thousands of relevance assessments.

In social search, CLEF’s Microblog Cultural Contextualization is a multilingual
collection that contains millions of event-related micro-blogs; along with TREC’s
Microblog collections, these collections have been employed in the vast majority
of the reviewed studies, besides the work by Tamine et al. [2011]. Most of the
e-commerce studies rely on machine learning approaches for ranking. As a result,
these studies leverage the collections mentioned in Table 3.7, which mainly comprise
thousands of queries, millions of products/documents, and, often, search log data.
The academic search domain primarily utilizes custom collections. Similarly, custom
collections have been utilized in legal, educational, expert finding, local, math,
mobile, and personalized bookmarking search. Regarding the rest of the domains
presented in Table 3.7, we refer the interested reader to the reviewed domain studies

for further information regarding the collections.

Concluding, our analysis brought to light some notable observations. Firstly, the
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need for available datasets with annotation based on several relevance factors in
several of the identified domains. Secondly, it revealed a pronounced correlation
between the amount of research studies in a particular domain and the availability
of benchmark collections for that domain. Finally, it highlighted the absence
of datasets with annotations based on diverse relevance factors. Indeed, even if
several studies created retrieval systems that leverage multiple relevance factors,
the authors based their evaluation on labels that solely assess topical relevance. It is
acknowledged that generating such annotations demands more time and resources.
Nevertheless, the potential to develop multidimensional retrieval systems could
make it worthwhile since these systems have been shown to enhance performance

across various reviewed search tasks.

3.4 Discussion and Suggestions for Future Re-

search

This section discusses the findings from our thorough literature examination con-
cerning estimating multidimensional relevance. The aim is to synthesize the primary

findings and underscore the significant contributions of this review.

Our analysis revealed that relevance is conceptualized and operationalized as a
multidimensional notion across various knowledge domains and search tasks. Over
the years, this research area has facilitated numerous international collaborations,
maintaining a steady volume of publications. Moreover, the domain connects
industry and academia, with some domains dominated by industrial contributions
(e.g. e-commerce) and others, like the medical domain, by academia. Nonetheless,
there are evident synergies between the two. Such collaborations underscore the
theoretical interest and the substantial real-world applicability of multidimensional
relevance search systems. Although our review included several diverse domains
and tasks, we distinguished shared practices regarding the exploited relevance

factors and the models employed to estimate multidimensional relevance.

Relevance Factors. Regarding the employed relevance factors, some have a
consistent presence across diverse domains. Nevertheless, a significant inconsistency
in their definitions and operationalization emerged. Specifically, there were instances
where relevance factors, while conceptually similar, were articulated with varying

terminology. For example, factors such as credibility, reliability, trustworthiness,
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genuineness, authority, objectivity, correctness, and factuality. These factors have
been employed in the literature to determine, up to a certain degree, whether a user
should “trust” a piece of information. However, we noticed that the relationship
between them exhibits a form of dynamically changing contextual dominance,
meaning that one study might consider reliability to be superior to credibility,
i.e. using credibility as a feature of reliability, while others do the opposite. This
variability complicates the endeavor of providing formal definitions for the diverse
notions, and future research should address this issue. Additionally, we noticed
inconsistencies regarding the computation of several factors. For example, some
studies estimated reliability with respect to a document’s source, i.e. leveraging its
attributes or metadata. Other studies measured it by considering the document’s
contents. Moreover, others are based on the user’s perceived trust in a source,
giving it a user-specific viewpoint. Similar observations have been made for other
relevance factors, such as those related to the temporality of information (e.g.
recency, freshness). In this case, some studies calculate it based on the document’s
metadata, by considering the content, and also with respect to a user’s related
content. Similar observations can be drawn for many relevance factors in the

literature and significantly undermine any effort for homogeneity.

Attempting to address the aforementioned issue, we put forward a structured
formulation for defining relevance factors. In this formulation, authors should clearly
define a relevance factor and elucidate its operationalization and relationship with
other relevance factors from the literature. Specifically, the authors should mention
whether the consider relevance factor has been estimated with respect to user [U]
(e.g. leveraging a user profile), documents [D] (e.g. leveraging documents’ metadata
or attributes), task [T] (e.g. follow the relevance process of the search task like Qu
et al. [2020, 2021]), content [C] (e.g. text), or other [O] viewpoints. Following
this approach, introducing a new term becomes unnecessary if its estimation
relies on viewpoints already covered by a another concept. Based on our personal
viewpoint, introducing a new concept (i.e. new terminology) requires that the
concept encompasses new viewpoints. In any other case, the proposed approach just
amplifies the quality of estimating a concept. For example, if a study introduces a
neural method to calculate readability using the content of documents, it simply
offers a more refined estimate compared to traditional readability formulas that
also utilize document content. Given that a new concept has been introduced,

the authors should describe its relationship with other concepts in the literature,
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followed by a justification. Based on definitions provided in the reviewed studies,
an identified relationship is quality of information > reliability > credibility.
This relationship implies that the notion of information quality includes both the
concepts of reliability and credibility and the concept of reliability also encompasses
credibility. It is important to note that reliability is defined as the degree to which
users place trust in a source, while credibility is dependent on the source itself.
Consequently, reliability is assessed from the perspective of users [U], and credibility
is assessed based on the document’s metadata [D]. As a result, the estimation of
information quality takes into account factors related to both user and document
factors [U, DJ.

Aggregation Approaches. Our distinction between model-driven and data-driven
approaches sufficiently allowed us to classify most of the studies in our review.
Learning to rank and model-driven approaches exhibit distinct characteristics
in their methodologies. Model-driven strategies are rooted in explicitly defined
mathematical models. Our analysis showed that while many studies propose
intricate methods to calculate a relevance factor’s score, they mainly use a simple
linear combination to estimate a final relevance score. While alternatives like copulas
and MCDM methods have been suggested, they have yet to gain the community’s
attention, as most recent studies still exploit a linear combination. These approaches
have a tendency to prioritize transparency and interpretability, which enhances their
ease of understanding. However, this preference for transparency may come at the
cost of potentially lower performance and, in some cases, increased computational

complexity during inference.

Conversely, data-driven approaches harness a wide range of methods to address
the challenge of aggregating information in multidimensional relevance estima-
tion. These methods generally result in improved performance across most tasks;
however, this improvement comes at the cost of reduced interpretability. Based
on our analysis, label aggregation ranks among the predominant approaches for
multidimensional relevance estimation with LtR methods. This method provides a
straightforward approach for converting a multidimensional relevance problem into
a single relevance estimation problem. LambdaMART and Coordinate Ascent have
consistently stood out as top-performing methods throughout the studies we re-
viewed. Moreover, several researchers explore new directions, like query-dependent
ranking models or models that adapt to changing user behaviors. Finally, in-

terpretable multidimensional ranking models represent another avenue that is
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increasingly capturing research interest, especially in domain-specific search tasks.

Benchmark Collections. Our exploration points to an emerging need for bench-
mark collections annotated with a variety of factors across domains. That does
not necessarily entail diving into exceedingly complex relevance factors. Instead,
initial research efforts can be simple, focusing on exploiting relevance signals tied
to document attributes. Doing so makes it feasible to delve deeper into how inte-
grating these attributes impacts retrieval performance metrics, such as citations
and the quality of venues in academic search. We have noted that structured,
multidimensional collections play a pivotal role in shaping the research landscape.
This observation is substantiated by initiatives that have created benchmark col-
lections, like TREC, NTCIR, and CLEF, that guide the academic community’s
focus towards specific topics. Conversely, the industry operates independently from
these trends, often addressing unique challenges and producing original datasets.
Creating benchmark collections for multidimensional relevance might be a time-
consuming and expensive task. However, the emergence of LLMs offers promising

potential, primarily as tools to deliver relevance annotations [Thomas et al., 2023].

3.5 Prospects of the Study and Limitations

This section outlines our study’s limitations associated with the search strategy’s
effectiveness, the coding scheme’s reliability, and potential biases inherent to our
methodology. Nonetheless, we highlight the relevance and significance of this study
driven by recent technological advances. The recent advent of large language models
and their impressive relevance labeling capabilities [Thomas et al., 2023] highlight
the timely significance of this review. As discussed in Section 3.3.4, developing
models for multidimensional relevance necessitates new benchmark collections,
especially for specific domains. Nevertheless, the creation of these collections is
both resource-intensive and time-consuming. The work of Thomas et al. [2023]
paves the way for leveraging LLMs for annotation tasks traditionally reserved for
human annotators. However, the efficacy of these models in performing such tasks
is contingent upon the quality of the prompts. Our review, especially Section 3.3.3.1
detailing the several definitions associated with the identified relevance factors,

might be instrumental in crafting these prompts.

Another factor underscoring the significance of our study pertains to the LLMs’
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proficiency in text comprehension, which potentially allows them to estimate
topical relevance scores. This advancement allows the community to transition
from developing IR models centered solely on topical relevance to multidimensional
relevance models incorporating user, task, and domain characteristics into a retrieval

process.

Having pointed out its potential, we now turn our attention to the limitations
of our study. At the initial stage of the literature review process, the existing
research landscape was ambiguous and difficult to predict. Due to this uncertainty,
a more expansive exploration was followed, resulting in a broad scope for the
systematic literature review. This relatively broad scope has been refined due to
the inclusion/exclusion criteria we have selected and the search strategy we followed
in our research. As a result, it is not feasible to claim that this review includes
every article that leverages more than one relevance factor (defined in Section 2.1.1)
for multidimensional relevance estimation. Nonetheless, our study offers a selection
of articles that touch upon diverse knowledge domains and different search tasks

to provide a comprehensive summary of research surrounding this topic.

Since a precise number of papers relevant to the studied topic is indeterminate, it
is challenging to assess the extent to which the included studies cover the whole
population. Despite this limitation, we have endeavored to ensure that our review
captures a broad and representative spectrum of the available literature. After
securing our final set of included studies and examining a substantial portion
of them, we conducted targeted searches on Google Scholar. These searches
were focused on specific research domains (for instance, the medical domain) and
particular relevance dimensions (such as credibility). We then reviewed the results
from these targeted searches. This procedure was replicated across domains and
relevance dimensions to verify that we had identified all essential studies for our
review study. By doing that, we encountered studies found in our prior searches
and were subsequently either included or excluded from our review. We considered
that a good indication of coverage and proceeded with our analysis. Nonetheless,
future research on specific knowledge domains, particularly those underrepresented
in our review, like mobile and geographic search, could uncover additional pertinent

studies.

Another limitation is related to the application of the coding schema. While the

schema was straightforward to apply for specific attributes of the paper (such
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as publication year and affiliations), its application became more subjective for
other aspects, like those related to the relevance factors. As a result, studies that
provided a formal definition were represented more lucidly than those that did not.
Additionally, there were instances where papers did not comprehensively detail the
tools and methodologies they utilized. This lack of full disclosure posed challenges

in interpreting and conveying their findings.

In systematic reviews, it is common to encounter publication bias. Due to the
uncertain breadth and depth of our review’s outcomes, we limited our search to
peer-reviewed publications, amplifying this bias. It is noteworthy that other studies
not subjected to this peer review criterion might offer valuable insights. Therefore,
we recommend that interested researchers and practitioners consult the tracks

listed in Table 3.7 to obtain a broader perspective on the reviewed topic.

3.6 Conclusion

In our systematic review, we analyzed 70 studies to explore the methods schol-
ars have employed in multidimensional relevance estimation within the field of
Information Retrieval. The multidimensional nature of relevance is complex and
diversely conceptualized across domains. This complexity, coupled with the variety
of terminologies and methodologies, has presented challenges in standardizing
definitions and operationalizations. To bring clarity, we proposed a structured
formulation emphasizing clear definitions and transparent operational relationships
between relevance factors. This approach promotes consistent future research.
The recent advent of LLMs amplifies the timely significance to our review. With
their advanced relevance labeling capabilities, LLMs offer potential solutions to
challenges in creating benchmark collections for multidimensional relevance, a
task traditionally reliant on human annotators. However, the success of LLMs
relies on crafting precise prompts. Our review, especially the detailed definitions
of relevance factors, can guide this prompt creation process. Moreover, LLMs’
text comprehension proficiency suggests a plausible ability to estimate topical
relevance scores in the future. This development signifies a potential shift in
Information Retrieval, moving from models focused solely on topical relevance
to those embracing multidimensional relevance. By considering user, task, and
domain characteristics, such models mark a promising future direction, as they

might offer a closer approximation to user relevance. In summary, our review sheds
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light on the complexities of multidimensional relevance, proposes a pathway for
future research, and underscores the transformative potential of the domain due to
the advancement of LLMs.
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Chapter 4

Clinical Trials Retrieval

This chapter introduces the task of clinical trials retrieval, which is the professional
search task to which we implement our research. Our work is oriented around two
principal directions: processing unstructured patient information from Electronic
Health Records (EHRs) and enhancing retrieval performance using DtMRF and
Neural-DtMREF. This chapter reviews existing literature in these areas, identifying
research limitations our study seeks to address. Additionally, the chapter intro-
duces the benchmark collections employed to assess the efficacy of our proposed

approaches.
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4.1 Introduction

Clinical trials are the established scientific approach for assessing the effectiveness of
new biological agents, drugs, devices, or procedures in preventing or treating diseases
in human populations [Fleming and DeMets, 1996]. Recruiting a sufficient number
of patients to participate in a clinical trial is one of the main encountered challenges,
as it not only causes delays and leads to trials’ failure, but also compromises the
validity of the conducted studies by limiting their generalizability [Gul and Ali,
2010, Penberthy et al., 2012].

The process of enrolling participants in clinical trials is intricate and comprises
various steps, as reported by Jain et al. [2019]. Typically, the process is initiated
when a healthcare provider actively searches for an appropriate clinical trial for
a certain patient. The healthcare provider searches by utilizing the patient’s
clinical or genomic data derived from EHRs, which encompasses laboratory reports,
radiology reports, or clinical notes [Landolsi et al., 2023]. The search yields a list of
clinical trials where the studied patient may meet their eligibility requirements. At
this point, human effort is necessary to refine the potential trial list and generate
meaningful trial recommendations for the considered patient. Once a suitable
trial is identified, the results are shared with the patient’s provider, who decides
whether to proceed with this trial and requests a detailed patient prescreening to
be performed. After completing the prescreening process, the patient is contacted
and offered the option to enroll in the trial. Patients who accept undergo a final
screening to evaluate their eligibility, followed by a consenting process. If the
screening is successful and the patient consents, s/he is officially enrolled in the

clinical trial.

EHRs have emerged as the preferred and effective approach for identifying and
enrolling participants in clinical trials, complemented by strategies like reaching
out to past participants and reviewing upcoming clinic schedules [Hersh, 2007,
O’Brien et al., 2021]. Empirical evidence indicates that incorporating EHR-based
patient-screening in this task’s workflow enhances recruitment rates [Effoe et al.,
2016]. However, according to O'Brien et al. [2021], the lack of research-focused
EHR-based modules restricts the optimal utilization of EHRs in recruitment
efforts. The two systematic reviews by Von Itzstein et al. [2021] and Chow
et al. [2023] aim to comprehensively explore end-to-end applications of artificial

intelligence in clinical trial enrollment by analyzing various research studies. Their
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findings highlight the widespread utilization of Natural Language Processing (NLP)
for extracting information from unstructured EHRs, the significant time savings
achieved compared to manual screening methods, and the critical considerations
of maintaining patient confidentiality and data security. Another study further
underscores the importance of leveraging NLP in clinical trial recruitment while
emphasizing the need to assess their real-world adoption and effectiveness [Idnay
et al., 2021]. These insights further reinforce the premise that EHRs, with their
abundance of patient-related information, including clinical narratives such as
clinical notes, hold great potential for facilitating clinical trial enrollment. However,
as their primary purpose is to support clinical care rather than clinical trial
enrollment, these narratives can be lengthy, unstructured, or contain several
textual peculiarities, such as medical jargon and abbreviations. An example of a
synthetic patient’s admission note that contains several patient-related information

can be seen in Figure 4.1.

past medical history / current medical conditions / family description /
unrelated

The patient is a 55-year-old man who was recently diagnosed with Parkinson's
disease. He is complaining of slowness of movement and tremors. His disease is
ranked as mild, Hoehn-Yahr Stage |. His past medical history is significant for
hypertension and hypercholesterolemia. He lives with his wife. They have three
children. He used to be active with gardening before his diagnosis. He complains of
shaking and slow movement. He had difficulty entering through a door, as he was
frozen and needed guidance to step in. His handwriting is getting smaller. He is
offered Levodopa and Trihexyphenidyl. He is an alert and cooperative man who does
not have any signs of dementia. He does not smoke or use any illicit drugs.

Figure 4.1: A sample admission statement in an EHR. The text above the figure
outlines the diverse information available within clinical notes.

To handle these textual characteristics, several approaches in the literature exploit
rule-based, hybrid, or neural-based NLP methods to extract valuable information
from clinical narratives as highlighted by Landolsi et al. [2023], Link et al. [2022],
Hobensack et al. [2023]. In Section 4.2.1, we provide a comprehensive review of

relevant research studies.
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Our research focuses on the initial step of the workflow presented above, where
healthcare providers (i.e. expert users) actively search for eligible clinical trials
by leveraging a patient’s EHR. Hereafter we refer to this search task as eligibility
screening. To aid this process, a written description of each clinical trial is be-
ing published in dedicated sites, such as the ClinicalTrials.gov website!, usually
following a specific document structure. This structure often contains the title
and the description of a trial, a brief summary, and a section dedicated to the
desired participant characteristics (gender, age, clinical conditions, etc.), i.e. the
eligibility section. Considering an expert user, the process of eligibility screening
can be described as follows [Ni et al., 2019]: initially, the process includes reviewing
a patient’s electronic health record aiming at identifying important aspects, e.g.
demographics, clinical conditions, among others. For the determination of a pa-
tient’s eligibility, the expert user compares the patient’s information with a trial’s
recruitment requirements, mentioned within its eligibility section. Specifically, a
patient’s eligibility to a trial is determined by the trial’s criteria (inclusion and
exclusion), which are parts of the content of the document’s eligibility section.
These eligibility criteria are usually mentioned in a semi-structured format, i.e.
an unordered list, as depicted in Figure 4.2. An eligible trial is one for which a
patient covers all of its inclusion criteria and, simultaneously, none of its exclusion
criteria. However, as both a patient’s health record and a trial’s requirements
are mentioned in an unstructured or semi-structured format the process can not
be perceived as a simple text matching task. Consequently, the task aimed at
finding patients eligible for clinical trials is a complex retrieval task. As clinical
trials retrieval, we refer to the retrieval task in which, given an admission note that
contains patient-related information (i.e. query), the search engine aims to retrieve
clinical trials (i.e. document collection) in which the patient can participate (i.e.

retrieve eligible clinical trials).

Clinical trials retrieval differs from ad-hoc retrieval tasks, as patients’ relevance to
some document parts, those related to the exclusion criteria, negatively influences
its utility. Specifically, treating this task as an ad-hoc task, the end-user might
be presented with topically-relevant trials for which the considered patient might
not be eligible to participate. As a result, the expert user is still committed to
manually reading the appropriate document sections of the top-ranked documents

to determine a patient’s eligibility. An action that, as outlined by Soboroff [2022],

IDatabase of privately and publicly funded clinical studies conducted around the world,
accessed on 24/7/23.
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Criteria

Inclusion Criteria:

Male or female adults ages 18-40 or of 85 and or older at the time of enroliment

Eligible to receive Fluad® (MF58FIu) or Fluzone® (HDFlu) if age 65 or older

No history of anaphylactic reaction to gelatin, neomycin, or other vaccine component

Not pregnant

No immunosuppression or immunodeficiency

No acute illness at time of vaccination

Determined by medical history and clinical judgment to be eligible for the study, by being generally healthy, with no autoimmune or immunosuppressive conditions and having stable current
medical conditions (subjects with preexisting stable disease, defined as disease not requiring significant change in therapy or hospitalization for worsening disease 12 weeks before receipt of study
vaccine, will be eligible. A change in dose or therapy within a category (e.g., change from one nonsteroidal anti-inflammatory drug to ancther) is allowed. A change to a new therapy category (e.g.,
surgery or addition of a new pharmacological class) is only allowed if it is not caused by worsening disease. A change to a new therapy category caused by worsening disease is considered
significant and therefore ineligible for enroliment.

Patients with diabetes mellitus are eligible for inclusion if they have had a hemoglobin A1c measurement of <8.0 within the past & months prior to enroliment. These hemoglobin Alc measurements
are recommended at least twice yearly by the American Diabetes Association (ADA), and the target levels here are representative of the goals of the ADA. These hemoglobin Alc levels will ensure
that these participants have good glycemic control. (American Diabetes Association. American Diabetes Association Position Statement: Standards of Medical Care in Diabetes- 2015. Diabetes
Care 2015;38(Suppl. 1): §1-594)

Able to follow study procedures in the opinion of the investigator

Expected to be available for the duration of the study
* Weighs >110 Ibs
Exclusion Criteria:

« Known or suspected immunodeficiency or receiving treatment with immunosuppressive therapy including cytotoxic agents or systemic corticosteroids (e.g., for cancer, HIV, or autcimmune
disease). If systemic corticosteroids have been administered short term for treatment of an acute illness, subjects will be included if corticosteroid therapy (inhaled, intranasal, and intra-articular
corticosteroid therapy is permitted) has been discontinued for at least 30 days.

+ Serious chronic medical conditions including metastatic malignancy, severe chronic obstructive pulmonary disease requiring supplemental oxygen, end-stage renal disease with or without dialysis,
clinically unstable cardiac disease, or any other disorder that, in the investigator's opinion, precludes the subject from participating in the study. Diabetic patients will be excluded if they do not
have a hemoalobin A1c measurement within the past 6 months or if they had a hemoalobin A1c measurement of an Alc >8.0

Figure 4.2: A clinical trial’s inclusion and exclusion criteria, mentioned in a
semi-structured format.

makes users dissatisfied as they are shown trials that they are explicitly excluded
from. Despite the fact that several studies in the literature follow the aforementioned
approach, [Koopman and Zuccon, 2016, Agosti et al., 2019, Rybinski et al., 2021],
both the proposed DtMRF and the Neural-DtMRF are designed to overcome this

problem, as we will explain in Chapter 7.

To conclude, our research proposes solutions that can potentially fully automate the
process of eligibility screening for clinical trials or, at least, significantly reduce the
required human effort. To achieve that, we focus our endeavors into two research
directions: Firstly, we focus on methods that can be used to extract essential
information from the unstructured information contained in EHRs. We leverage
state-of-the-art transformer-based methods and combine them with well-known
rule based approaches, for entity extraction and semantic meaning disambiguation.
Additionally, we investigate the usage of a large language model, namely the
GPT-3.5 model, commonly referred to as ChatGPT?, to extract patient-related

2Introducing ChatGPT, accessed on 12/4/2023.
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information from clinical narratives. In this approach, a clinical note that contains
various patient-related information (e.g. underlying medical problem, family history,
patient’s demographics) is processed through ChatGPT aiming to automatically
synthesize queries for searching eligible clinical trials for the considered patient.
Secondly, we aim to improve the retrieval process in this task by leveraging the
task’s characteristics, especially by incorporating the negative influence of relevance
to a trials exclusion criteria in the retrieval process. Towards this direction, we
leverage DtMRF and Neural-DtMRF model and investigate the degree to which
they improve retrieval effectiveness and interpretability. Additionally, we leverage
LLMs and explore whether these models can be used to estimate the eligibility of a
patient to a given clinical trials. Following this introduction, the following section
provides a literature review centered on essential contributions and methodologies

in medical information extraction and clinical trials retrieval.

4.2 Literature Review

This section explores two core research areas central to our study: medical informa-
tion extraction and relevance estimation in clinical trials retrieval. It highlights the
progression from conventional rule-based techniques to the recent integration of
large language models in medical information extraction. It also emphasizes using
LLMs in query generation to improve retrieval efficiency. Regarding Clinical Trials
Retrieval, it analyzes studies that leverage retrieval approaches to enhance eligibility
screening for clinical trials. It underscores the different formulations of this task
in the literature and the state-of-the-art approaches. This review establishes the
context and groundwork for our forthcoming discussions and experimentation in

Chapters 6 and 7.

4.2.1 Medical Information Extraction

This section reviews research conducted in the field of medical information ex-
traction, highlighting the transition from traditional rule-based approaches to the
adoption of LLMs. As our research aims to extract patient-related information
to enhance retrieval performance, we also discuss relevant studies that utilize
PLMs/LLMs as an intermediary step for query generation across several retrieval

tasks in the literature.
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4.2.1.1 Medical Information Extraction: From Rule-based Approaches
to LLMs

Medical information extraction is a sub-field of natural language processing that
focuses on extracting essential information from unstructured clinical text, such as
EHRs, clinical notes, medical literature, and patient narratives. The primary goal
is to improve medical decision-making, disease surveillance, clinical research, and
personalized patient care. To that aim, research interest has been focused on NLP
tasks such as medical named entity recognition, relation extraction, event extraction,
temporal information extraction, and negation detection, among others [Landolsi
et al., 2023, Navarro et al., 2023, Linna and Jr., 2022, Zaikis and Vlahavas, 2021].
The field of medical information extraction has experienced substantial development
over the years, transitioning from rule-based approaches to supervised machine
learning methods, progressing even further with the adoption of deep neural
networks, transformer-based models, and, ultimately, domain-specific LLMs. Early
IE systems relied on manually crafted rules to identify and extract relevant clinical
information. Despite their limitations in scalability, for many tasks, especially
involving extraction of numbers, acceptable performance was often achieved with
relatively simple rule-based approaches [Kreimeyer et al., 2017, Wang et al., 2018,
Magoc et al., 2023]. A representative approach, the ConText algorithm introduced
by Harkema et al. [2009], can be used to identify negated content in clinical
notes, among other functionalities. The emergence of machine learning techniques
along with the availability of domain-specific data sets accessible to the research
community with a data-use agreement (e.g. i2b2% and MIMIC II [Saeed et al.,
2011])), allowed more accurate and robust extraction of medical entities and their
relationships [Jiang et al., 2011]. With the advent of deep learning, models based
on word embeddings that leverage Recurrent neural networks (RNNs) enabled more
effective representation of complex medical language [Wu et al., 2020]. Nonetheless,
the limited availability of datasets has restricted the presence of deep learning
approaches in non-English languages, such as French, resulting in a comparatively
smaller adoption [Wu et al., 2020]. Transformer architectures, such as BERT [Devlin
et al., 2019] achieved state-of-the-art performance on many generic NLP tasks, and
following it, many clinical and biomedical variations, like Clinical BERT [Alsentzer
et al., 2019], SciBERT [Beltagy et al., 2019], among others, have been proven
effective in domain-specific NLP tasks [Landolsi et al., 2023, Hahn and Oleynik,

3National NLP Clinical Challenges, accessed on 12/4/2023.
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2020).

The introduction of large language models like GPT-3, PaLM [Chowdhery et al.,
2022], and GPT-4 [OpenAl, 2023], among others, has revolutionized the field of
natural language processing [Fan et al., 2023]. Their pre-trained knowledge and
fine-tuning capabilities have facilitated substantial progress in various NLP tasks,
such as information extraction, summarization, and question-answering. Zhao et al.
[2023] provide a detailed overview of four aspects of LLMs, namely the pre-training
process (i.e. data collection, architectural design, and model training), adaptation
tuning (i.e. effectively tune pre-trained LLMs), utilization (i.e. usage of LLMs to
solve downstream tasks), and evaluation. They highlight the main issues of LLMs,
such as the problem of hallucination generation [Bang et al., 2023], the inability
to address tasks that require knowledge beyond the training data (i.e. knowledge
recency), and the inconsistency in the provided answers, among others. Finally,
they discuss the potential risks and capabilities of LLMs that may arise within the

medical domain.

In the medical domain, general- purpose LLMs have been employed to analyze
EHRs and clinical notes (i.e. unstructured clinical text) to aid the diagnostic process
and offer treatment suggestions, among others [Fan et al., 2023]. In addition, Liu
et al. [2023b] investigate the usage of ChatGPT? and GPT-4 in another task,
i.e. medical text anonymization. Their empirical evaluation showed that both of
these models (in a zero-shot setting) are capable of de-identifying medical data
compared to Clinical BERT. Regarding the employed prompts, they found that
explicit prompt design that contains a well-written description of the desired output,
clearly defines the task, and provides concrete examples, leads to better performance.
As highlighted by Zhao et al. [2023], answer inconsistency is a significant issue of
generative LLMs. To solve this problem, Chuang et al. [2023] proposed SPeC, a
model-agnostic soft prompt-based calibration pipeline that addresses the issue of
output variance in clinical note summarization. By employing soft prompts along
with discrete prompts, the proposed method effectively mitigates summarization
variance while still harnessing the benefits of prompt-based summarization across
three LLMs. Since the introduction of LLMs and their adoption to solve specific
NLP tasks in the health domain (biomedical and clinical), several studies have
investigated whether these general-purpose LLMs are proper tools or if smaller,
pre-trained models on domain-specific NLP tasks should be used instead [Lehman
et al., 2023, Agrawal et al., 2022, Gutierrez et al., 2022, Moradi et al., 2021, Hu
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et al., 2023, Tang et al., 2023]. Now, we provide an overview of the aforementioned
studies, by focusing on the investigated NLP task, the compared LLMs, and pre-
trained/fine-tuned LMs. In addition, we comment on the selected prompting, as it
is highly related to the effectiveness of LLMs [Zhao et al., 2023, Perez et al., 2021].

Lehman et al. [2023] investigated whether LLMs can yield better effectiveness
across three medical NLP tasks in clinical information extraction; two were re-
lated to the multi-label classification of clinical sentences, and one was related to
medical question-answering. To that aim, they compared 12 language models, i.e.
BioClinRoBERTa [Lewis et al., 2020], GatorTron [Yang et al., 2022b] (an LLM
trained on de-identified clinical texts), PubMedGPT (which is now renamed to
BioMedLM*, GPT-3 and T5 [Raffel et al., 2020]. Regarding the prompts used with
GPT-3, a single prompt was employed to simultaneously instruct the model to
generate predictions for all labels. Their findings suggest that models fine-tuned on
all available data, particularly BioClinRoBERTa and GatorTron, significantly out-
perform any in-context learning approach for the selected NLP tasks. Nonetheless,
the authors did not employ ChatGPT in their evaluation as it is unavailable via
a HIPAA-certified API. Similar conclusions have been drawn from the empirical
evaluation of Gutierrez et al. [2022] in biomedical information extraction. In their
work, the authors compare the few-shot performance of GPT-3 in-context learning
with fine-tuning smaller PLMs, namely PubMedBERT-base [Gutierrez et al., 2022],
BioBERT-large [Lee et al., 2020a] and RoBERTa-large [Liu et al., 2019b]. They
investigate two biomedical NLP tasks, i.e. named entity recognition and relation
extraction, across eight datasets, aiming to extract diseases, chemicals, medical
concepts, and genes, identify drug-to-drug and chemical-to-protein interactions,
and associate genes with diseases. The authors paid particular attention to the
in-context learning process of GPT-3 by following a systematic and task-agnostic
process for constructing the prompts. In detail, they constructed prompts based
on the True Few-Shot training process introduced by Perez et al. [2021], aim-
ing to avoid plausible biases introduced in the model due to prompt selection
on a large validation set. Their evaluation suggested that GPT-3 significantly
underperforms compared to the employed fine-tuned PLMs. Moradi et al. [2021]
investigated whether GPT-3 following a few-shot in-context learning setting out-
performs BioBERT on various biomedical and clinical NLP tasks. The prompts

associated with GPT-3 contained a description of the task and a few examples,

4BioMedLM, accessed on 12/4/2023.
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instructing the model on formulating its response. Their findings highlight GPT-3’s
inability to compete with BioBERT, especially in tasks that require calculating
a semantic similarity score between sentences. BioGPT, introduced by Luo et al.
[2022], achieved the highest performance compared to GPT-2 and several other
domain-specific PLMs when evaluated on six biomedical NLP tasks such as rela-
tion extraction, question answering, document classification and text generation.
BioGPT is a domain-specific LLM with the same model architecture as GPT-2,
and it is pre-trained on a 15M PubMed abstracts corpus.

The findings presented in the aforementioned studies [Moradi et al., 2021, Gutierrez
et al., 2022, Lehman et al., 2023, Luo et al., 2022] suggest that BioGPT achieved
state-of-the-art performance compared to pre-trained and fine-tuned PLMs in
biomedical NLP tasks, while GPT-3 based on in-context learning did not yield

performance improvements.

Regarding clinical IE, the work of Hu et al. [2023] explored the potential of using
ChatGPT for clinical named entity recognition in a zero-shot setting. Their results
showed that ChatGPT surpassed GPT-3 in terms of F1 scores for both exact-
and relaxed-matching on an annotated subset of transcribed medical reports, i.e.
MTSamples®. However, ChatGPT under performed compared to BioClinical BERT®
fine-tuned on the i2b2 2010 dataset [Uzuner et al., 2011]. The authors employed
two types of prompts; for example, to extract medical problems, the first prompt
was: “Ertract without rephrasing all medical problem entities from the following
note in a list format:”; the second, which led to better performance, was: “Ezxtract
without rephrasing all medical treatment, medical procedure, medical intervention,
medication, drug entities from the following note in a list format:”. The performed
error analysis revealed that ChatGPT might attempt to infer or summarize in-
formation or rephrase terms, even though it has been explicitly instructed not to.
Lastly, the authors note that ChatGPT’s performance might have been underes-
timated due to minor changes in its response. Agrawal et al. [2022] investigated
GPT-3’s and InstructGPT’s [Ouyang et al., 2022] ability to perform zero- and
few-shot information extraction from clinical text. To that aim, they compared
their performance to various LM models. They showed that GPT-3 performs well
in clinical NLP over diverse tasks, namely abbreviation expansion, coreference

resolution, extraction of biomedical evidence, medication status, and medication

SMTSamples, accessed on 14/4/2023.
6Bio+Clinical BERT model, accessed on 14/4/2023.

102


https://mtsamples.com/
https://huggingface.co/emilyalsentzer/Bio_ClinicalBERT

4.2 Literature Review

attribute. Based on the employed prompts, findings show that a guided prompt
design leads to performance improvements. Similarly to Hu et al. [2023], they
found that GPT-3’s outputs did not always match the annotated text (required
output) at the token level, suggesting that its performance could have been higher.
In addition, they highlighted GPT-3’s bias towards responding to a question, i.e.
extracting a piece of information, even though the requested entity does not exist in
the given text. All in all, the previous studies showed that ChatGPT and GPT-3,
two general-purpose LLMs, have the potential to perform accurate IE in the clinical
domain (occasionally even outperforming domain-specific PLMs) and highlighted
some potential issues related to models’ response behavior (strong dependence on

the created prompts) and their evaluation (mainly due to token-level mismatch).

Yang et al. [2022a] developed a large clinical language model from scratch, namely
GatorTron. The model has adopted the BERT architecture with three different
settings varying from the base model with 345M parameters to the large model
with 8.9B parameters. The model has been evaluated across five clinical NLP
tasks: clinical concept extraction, medical relation extraction, semantic textual
similarity, natural language inference, and medical question answering. Empirical
findings show that GatorTron outperforms previous transformer models, such
as BioBERT and Clinical BERT, across all NLP tasks. However, as the authors
mention, GatorTron achieved remarkable improvements for complex NLP tasks
such as natural language inference and medical question answering, but shows only
marginal improvements in simpler tasks such as clinical concept extraction and

medical relation extraction.

To conclude, LLMs have shown great potential for medical information extraction.
As the empirical evidence suggests, in the biomedical domain, general-purpose
LLMs, like GPT-2, GPT-3, and ChatGPT, fail to reach the effectiveness of PLMs
in essential NLP tasks. LLMs trained from scratch on domain-specific data, such as
BioGPT, performed better than previous state-of-the-art approaches. In contrast,
even general-purpose LLMs have improved performance for clinical information
extraction over the previous SoA models like Clinical BERT. However, in both
domains, the LLMs performance is highly related to prompt formulation and
the models have been found to be very sensitive to that. In addition, it has
been reported that it might be the case that the performance of LLMs might
have been underestimated due to their tendency to rephrase extracted tokens in

their responses. A limitation that has been identified that may play a crucial
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role is that in the majority of the works, the prompts followed a task-agnostic
approach. Moreover, other model parameters, like ChatGPT’s parameter related
to the system’s role, have yet to be fully investigated in the studies mentioned
above. Lastly, in the clinical domain, it has been found that LLMs like Gatortron
and LMs like BioBERT perform similarly in simple entity extraction tasks.

4.2.1.2 LLMs for Query Generation to Enhance Retrieval

The intersection between Information Retrieval and Natural Language Processing
has become more prominent in recent years. Some applications of LLMs in the
field of IR involve the creation of synthetic datasets tailored to specific domains
and tasks. Specifically, a recent study has leveraged LLMs to generate synthetic
training datasets for IR tasks [Bonifacio et al., 2022]. The reported findings
suggest that models, fine-tuned exclusively on synthetic datasets, surpass standard
approaches, including BM25, as well as recent self-supervised dense retrieval
approaches. Similarly, Saad-Falcon et al. [2023] proposed UDAPDR, a strategy
that uses synthetic queries created using generative models, such as GPT-3, to
train multiple passage re-rankers on queries for target domain passages. The
reported evaluation on three datasets showed that UDAPDR could improve zero-

shot retrieval accuracy on new domains without using labeled training examples.

Another example of the synergy of NLP and IR is query generation or expansion,
which is one of our research focuses. Specifically, due to their vast accumulated
knowledge, LLMs might be capable of paraphrasing or expanding queries and
improving search quality, especially for standard retrieval models that rely on bag-
of-words and are commonly used as first-stage retrievers. In this setting, a query
can be input into an LLM as a prompt, accompanied by task-specific instructions,
allowing the model to generate contextually relevant and accurate responses (i.e.
reformulated query) tailored to both the information needed and the task to
be performed. This research direction has been investigated by Claveau [2021];
the proposed approach improves information retrieval using GPT-2 to generate
multiple texts based on a given query. The generated texts are concatenated to
create an expanded query, providing broad coverage of vocabulary that captures
synonyms, hypernyms, and other linguistic relations. Then, the expanded query
is used as an input in an IR system. In the described process, the only online

task is text generation, while model training and fine-tuning are performed offline.
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The experiments conducted on several datasets showed the effectiveness of this
approach over other query expansion methods, such as RM3. However, only GPT-2
has been employed in this work, although GPT-3 achieves higher performance in
various tasks. As stated in the paper, the main reason is GPT-3’s difficulty in
engineering prompts to perform the expected generation task. Wang et al. [2023a],
proposed query2doc, a query expansion approach that can improve sparse and dense
retrieval systems. It leverages text-davinci-003 to generate pseudo-documents using
few-shot prompting and expands the query with the generated pseudo-documents,
similarly to [Claveau, 2021]. Experimental results show that query2doc improves the
performance of BM25 by 3% to 15% on ad-hoc IR datasets, such as MS-MARCO,
without any model fine-tuning. Additionally, the method benefits state-of-the-art
dense retrievers in terms of both in-domain and out-of-domain results. Prieto-
Chavana et al. [2023] analyze various conditional text generation techniques and
compare their performance to rule-based baselines, aiming to understand whether
one can automatically formulate search queries based on factual statements that
are similar to those formulated by human experts. To that aim, they introduce a
dataset for fact-checking and evidence collection. They establish that similarity
to human-created search queries is a valuable indicator of the effectiveness of
automatically generated queries in retrieving the same evidence. However, they
also note that there can be cases where seemingly different search queries may

result in collecting the same evidence.

Lee et al. [2023] utilize an LLM and the text from titles and abstracts of research
papers to generate keywords for a research paper. Their analysis, suggests that an
LLM has the capability to automatically generate keywords, showcasing its potential
in this task. Lastly, the work by Wang et al. [2023b] has several commonalities with
the approach we propose in this paper. In detail, the authors also leverage ChatGPT
and instruct it to create Boolean queries that enhance retrieval effectiveness. They
focus on the task of systematic literature review aiming at retrieving studies
related to the review topic. Similar to one of our approaches, they also develop
various prompts with increasing complexity, including prompts containing example
Boolean queries and guided prompts. Their prompts are designed for two tasks, i.e.
query generation and refinement. Their findings showed that when ChatGPT was
instructed to include MeSH (Medical Subject Headings) terms for some queries,
those MeSH terms were incorrect. MeSH is the National Library of Medicine’s

controlled vocabulary thesaurus, while MeSH terms are biomedical- and health-
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related terms, including any variant spellings and plurals”. Besides this limitation,
their empirical evaluation suggests that the generated queries result in high search
precision, although at the expense of recall. Also, this study highlighted the ability
of ChatGPT to comprehend detailed instructions and create queries with a high level
of accuracy, particularly in cases where time is limited and a compromise between
precision and recall is acceptable, which is exactly the case in the task studied in
our research, i.e. clinical trials retrieval. Therefore, ChatGPT has the potential to
serve as a standalone solution or as a complementary component in conjunction
with existing semantic-driven approaches for boolean query formalization [Pourreza
and Ensan, 2023].

4.2.2 Relevance Estimation in Clinical Trials Retrieval

In the literature, the task of eligibility screening for clinical trials has been mainly
explored from two distinct retrieval perspectives. Specifically, in the TREC Med-
Track [Voorhees and Hersh, 2012] the inclusion criteria of a trial were used as
a query to retrieve eligible patients from a collection of patient health records
(trial-to-patient retrieval perspective), while in the TREC Precision Medicine (PM)
Track [Roberts et al., 2017, 2018, 2019], the problem formulation was the exact
opposite (patient-to-trial retrieval perspective). Moreover, the TREC Clinical
Trials 2021% and 2022° tracks follow the patient-to-trial retrieval formulation by
introducing a verbose query representation in the form of a patient’s admission
note, which constitutes the main difference from the PM track [Soboroft, 2022].

Additional retrieval perspectives have been explored in other research works. For
instance, Koopman and Zuccon [2021] explore this task from a cohort-based retrieval
perspective, while Liu et al. [2019a] created an IR system that initiates a question-
answering interactive session with its end-user to eliminate those trials for which
the considered patient is explicitly excluded. Even in this interactive IR system,
an initial retrieval step is necessary to reduce the number of the considered clinical
trials. Finally, Rybinski et al. [2021] design an end-to-end retrieval system based

on an standard retrieval model and a BERT-based neural re-ranker.

Within the literature, several retrieval approaches have been put forth to tackle

"National Library of Medicine, accessed on 22/04/2023.
8TREC Clinical Trials 2021 Track, accessed on 20/04,/2023.
9TREC Clinical Trials 2022 Track, accessed on 20/04,/2023.
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eligibility screening. These either take on a patient-to-trial direction [Koopman and
Zuccon, 2016, Agosti et al., 2019, Rybinski et al., 2020] or a trial-to-patient viewpoint
[Limsopatham et al., 2014]. It is worth mentioning that Limsopatham et al. [2014]
explicitly consider the importance of a trial’s inclusion criteria, by introducing a
retrieval approach for modeling the mixture of the relevance probability towards the
query (trial’s inclusion criteria) and the likelihood that a patient’s EHR is relevant
to these criteria. In contrast, studies that follow the patient-to-trial retrieval
perspective, do not explicitly consider a trial’s eligibility criteria during retrieval,
but only employ some sort of filtering based on a trial’s demographic and gender

requirements.

Lastly, a considerable amount of literature has been published within the TREC
Clinical Trials 2021 Track!'® and the 2022''. Our detailed analysis of TREC’s
publications has highlighted some common practices among the participating
teams. It has been found that most of the submitted works filter out (i.e. remove
from the final ranking) those clinical trials for which the patient does not meet
the required demographic constraints (gender and age). However, two additional
recruitment conditions, i.e. recruitment status (clinical trials recruitment phase
has a specified time window) and location (many trials enroll patients at specific
locations), have not been considered in the TREC initiative [Soboroff, 2022]. As
a result, the submitted works did not consider these aspects, although there are
important in real-world scenarios. Other studies employ some unsupervised query
pre-processing or expansion techniques, such as KeyBERT [Grootendorst, 2020].
Also, the proposed systems in several works extract conditions, medical procedures
or drugs related to a patient and expand them using, for instance, the Unified

Medical Language System?!?.

The top-performing retrieval approach in TREC 2021 [Pradeep et al., 2022] relies
on a multi-stage retrieval setting that consists of an initial neural query synthesis
step that leads to forty distinct query representations. Those representations are
used for retrieval, and the obtained document rankings are fused. These initial
retrieval runs leverage the BM25 model. Finally, a two-stage neural re-ranking
pipeline trained on clinical trial matching is exploited to create the final ranking.

The most successful approach in the TREC 2022 Clinical Trials track, namely

0The Thirtieth Text REtrieval Conference (TREC 2021) Proceedings, accessed on 24/7/23.
HThe Thirty-first Text REtrieval Conference (TREC 2022) Proceedings, accessed on 24/7/23.
12UMLS Metathesaurus Browser, accessed on 31/04/2023.
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frocchio__monot5 e by team h2oloo, employs the Mono-T5 model to re-rank an
initially retrieved set of clinical trials'®. However, detailed information about the
experimental details of this approach has not been provided. Notably, the TREC
2021 top-performing approach relies on an initial retrieval step that employs the
BM25 model with neural query generation and query expansion; it is also plausible
that this is the case for the TREC 2022 approach as it has been submitted by the
same team and exploits the same model. Although these approaches exhibit strong
retrieval performance, they encounter challenges in terms of cost—specifically, fine-
tuning and maintaining the Mono-T5H model—as well as interpretability concerning

the resulting document ranking.

Over the years, several scholars have conducted systematic literature reviews
related to medical and clinical IR [Tamine and Goeuriot, 2022, Hersh et al., 2020,
Himani and Vaidehi, 2018], including clinical trials retrieval [Sivarajkumar et al.,
2023]. Here, we briefly mention their scope, starting from works that offer a broad
overview of health informatics, and concluding with those that investigate the
specific research area. To begin with, William Hersh, in the fourth edition of
his book entitled “Information Retrieval: A Biomedical and Health Perspective,”
overviews IR systems under the scope of bio-medicine and health domains [Hersh
et al., 2020]. Another work by Himani and Vaidehi [2018] analyzes publications and
tools by focusing on the diversity of possible medical users and common issues, such
as the diverse user vocabulary. Tamine and Goeuriot [2022] conduct a literature
review of semantic IR in the medical domain. After introducing the medical domain
and the available data sources, the authors present an overview of the employed
models and techniques before concluding their work by presenting open challenges
and future research directions. Lastly, Sivarajkumar et al. [2023] focus on clinical
IR, particularly methods, tools, and techniques that leverage free-text electronic
health records. The authors included 184 research works published from 2012
to 2023 in their analysis. Their findings show that despite recent technological
advancements, a significant amount of clinical IR systems rely on the BM25 model

due to its efficient retrieval capability.

The main limitation of the majority of the proposed approaches is that they are
based on traditional text matching, i.e. treat this task as an ad-hoc retrieval task.
As a result, these approaches disregard the constraints imposed by a trial’s exclusion

criteria, i.e not to be present in the patient’s clinical record. In addition, even

130verview of the TREC 2022 Clinical Trials Track, accessed on 31/03/2023.
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those that consider the exclusion criteria, rely on simple aggregation operators that
do not fully capture the task characteristics. Both DtMRF and Neural-DtMRF
account for this particular aspect by incorporating negative signals (patient’s
relevance to a trial’s exclusion criteria) into the relevance estimation. Lastly, while
numerous studies have delved into query reformulation techniques for enhanced
retrieval performance, our experiments provide a comprehensive comparison of

several methods, ranging from rule-based approaches to LLMs.

4.3 Benchmark Collections for Clinical Trials Re-

trieval

This section elaborates on the benchmark collections employed in our experiments
presented in Chapters 6 and 7. Our empirical evaluations are performed on three
publicly available benchmark collections. For the majority of our experiments
we use the collections introduced in the TREC 2021 [Soboroff, 2022] and 2022'*
Clinical Trials tracks. These collections consists of 375,580 clinical trials originally
published in the ClinicalTrials.gov website!. Hereafter we refer to them as TREC
2021 and TREC 2022. The TREC 2021 collection has a total of 75 queries and
the TREC 2022 has 50 queries, that have been created by individuals with medical
training. Both the documents and the queries resemble these presented in Figures
4.2 and 4.1. The third collection we use is created by Koopman and Zuccon [2016],
but it has a limited number of relevance assessments, which, as outlined by the
authors, may lead to unreliable evaluations for new systems that greatly differ from

those used to form the original pool. We refer to this collection as Clinical.

Regarding the relevance assessments in the collections, a clinical trial has been
evaluated as eligible, excludes, and not relevant to a given clinical note, where
eligible means that the patient can participate in it, excludes means that the patient
is explicitly excluded, and not relevant which means that the patient does not
have sufficient information to qualify for the trial. The following section presents a
detailed analysis based on the TREC 2021 collection and queries.
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4.3.1 Analysis based on Relevance Judgments

During the TREC 2021 clinical trials track, almost thirty-six thousand documents
retrieved by 113 retrieval systems have been judged using shallow pooling [Soboroff,
2022]. From these, a considerable amount are judged as irrelevant (67.7%), 16.8%
of them as excluded, and 15.5% as eligible. Regarding the number of documents
that are judged as eligible across all of the 75 provided queries, the min, max,
and average values are 6, 203, and 74, respectively. Regarding those judged as
excluded, the min, max, average are 1, 226, and 80. Also, our analysis has shown
that 11 queries have less than 25 eligible trials in the collection. These queries
are presented in Table 4.1. Observing the variation of the relevance judgments
across queries, one may conclude that in general, the task of eligibility screening
is a complex search task, as the majority of the judged documents are irrelevant.
However, for some queries, i.e patients, the task of finding eligible trials can be
relatively easy, e.g. query 33 with 203 eligible trials; while for others can be hard,

e.g. query 6 with only 6 eligible trials. The investigation of the underlying reasons

Table 4.1: Number of relevance judgments for the 11 queries with the fewer
identified eligible clinical trials in the collection.

Query: 9 10 18 40 44 50 55 66 72 73 T4

not relevant 234 478 224 468 262 374 350 439 320 375 436
excluded 201 36 192 2 189 9 16 37 76 46 2
eligible 13 11 14 11 6 14 23 11 15 20 11

related to the observed variation in the relevance judgments across the queries is
out of the scope of our research. However, we mention here a few reasons that, in

our opinion, may have lead to these variations.

To begin with, the observed variations in the relevance judgments can be related to
the format and structure of the provided patient information in the corresponding
queries. For instance, it might be hard to identify the correct patient’s medical
condition, so a retrieval system might retrieve irrelevant clinical trials. That can
be the case for queries 10, 40, 50, 66, 72 and 74, for which the number of irrelevant
trials is significantly higher than the number of trials judged as excluded and
eligible, suggesting that only a few of the proposed retrieval systems were capable

of capturing the primary patient condition.
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Another reason can be related to the employed retrieval approaches in TREC 2021
that created the initial pool of judged documents. In particular, as seen in Table 4.1,
queries 9, 18, and 44 have a relatively high number of irrelevant and excluded trials
compared to eligible trials. For these topics, it seems that the proposed retrieval
approaches could capture the primary medical condition mentioned in the queries;
however, they were not capable of retrieving eligible trials. Of course, we can not
rule out that the identified eligible trials may be the only ones in the collection.
However, this is probably unlikely, as only a small portion of the proposed retrieval
approaches in TREC!? incorporate the negative influence of the exclusion criteria
into their relevance estimation. Therefore, it is possible that for these queries, the

pool of judged documents is biased towards irrelevant and “excluded” documents.

Finally, it is possible that these relevance judgments fully reflect the complexity of
the studied search task, meaning that particular medical conditions are studied in
many clinical trials while other conditions are in a few. Therefore, some patients

can be quickly assigned to a clinical trial, while others cannot.

Based on our analysis, we conclude that more eligible trials may exist for some topics
that, because of either of the reasons mentioned above, have not been identified.
Moreover, the proposed retrieval methods explicitly consider the negative influence
imposed by a trial’s exclusion criteria, while the majority of the retrieval approaches
used to create the document pool do not. Based on the aforementioned reasons,
in several of our experiments we evaluate the retrieval performance based on
condensed measures as proposed by Sakai [2007], as a way to deal with retrieved

but unjudged documents.
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Chapter 5

A Decision Theoretic Framework
for Multidimensional Relevance

Estimation

This chapter introduces the proposed Decision-theoretic Multidimensional Rele-
vance Framework (DtMRF); it describes its components and provides illustrative
examples illustrating its IR application. DtMRF is designed as a framework in the
sense that it may rely on distinct MADM methods; for this reason, we consider four
instantiations of the framework, corresponding to the MADM methods presented in
Section 2.2.2. The chapter concludes with the presentation of Neural-DtMRF, the
neural extension of DtMRF aiming at predicting appropriate weights for relevance

factors, and by drawing the main conclusions of our investigation.
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5.1 Introduction

Information Retrieval is a process where a user motivated by a specific task and
a related information need aims to identify, among a huge amount of informa-
tion items, those that fulfill the information need. IR can be then considered a
decision-making process in which a user (the decision-maker) assesses the utility of
information items based on both objective and subjective factors such as topicality,
domain knowledge, expertise, and timeliness (the relevance factors). Based on this
interpretation, an IR system plays the role of an intermediary of the decision-maker,
with the goal of assessing the utility of an information item to a user’s need, by

quantifying and aggregating the various objective or subjective relevance factors.

As highlighted in Chapter 3, topicality is the core relevance factor determining the
utility of an information item (document) to a specific information need [Saracevic,
2016a, Li et al., 2017a], whereas it is also well recognized that several additional
factors may be identified, which contribute to the utility (overall relevance) of an
information item to a user, also depending on the considered topical domain and
on the considered search task [Oroszlanyova et al., 2017, van Opijnen and Santos,
2017, Wiggers et al., 2018]. Additionally, in a same domain, the importance of each
relevance factor can be affected by the considered search task and by the user’s
role and context [Xu, 2007]. As a consequence, the above-mentioned relevance
factors as well as their interactions, should be modeled by analyzing their possible
trade-off in estimating the overall relevance of an information item with respect to

the situation at hand.

Without loss of generality, we introduce two examples to illustrate what is outlined
above. Let us assume to have a user engaging in a search task aiming to identify
publications to be included in the “literature review” section of a paper. One could
assess a document’s utility by considering, for instance, three relevance factors,
i.e topicality, scope, and understandability. Under this task, a returned document
must be related to the query’s topic, understandable by the user, while its scope
can be relatively broad, meaning that the requested topic can be only partially
discussed. Assume that the same user aims to identify publications for supporting
the “methodology” section of the paper, which, for instance, is related to applying
a specific algorithm. In this case, a retrieved document must be again related
to the query’s topic and understandable by the user; yet, it is preferred that a

document has a narrow scope, meaning that the requested topic be fully discussed
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in the document.

Based on the previous observations, it is desirable that an IR system accounts for
the following requirements. First, the system should estimate the degree to which a
document satisfies the considered relevance criteria (factors), i.e be equipped with
functions that, for each assessed document, produce a satisfaction (performance)
score for each criterion. Second, the system should be able to manage the importance
weights possibly associated with the considered criteria; in particular, it would
be appreciable that the system be able to automatically compute such weights,
based on preferences expressed by the user over the considered criteria or based
on the characteristics of a considered search task. In the former example, in
the relevance assessment process, a broad scope is more important than in the
second example. Third, the system should account for the contribution and for the
importance of each relevance factor in estimating the overall document’s relevance,
by aggregating the information carried by each relevance factor. Last but not least,
in the aggregation process, it would be desirable that the system be able to account
for the effect, either negative or positive, that a criterion may have in estimating
the document’s relevance. So, in the first example, the broader a document’s scope
is, the more useful it is; therefore, it should be ranked in the top positions (positive
effect). On the other hand, in the second task, the broader a document’s scope,
the lower its ranking should be (negative effect). Summarizing, a retrieval process
in complex search tasks can be modeled as a decision problem that accounts for
several relevance criteria, associates them with importance weights, and further

considers their positive or negative effect in determining a document’s utility value.

As we have thoughtfully discussed in Chapter 3, several related studies introduce
models to estimate multidimensional relevance with reference to a specific domain
and task. Commonly, these models allow for an importance weight to be associated
with each relevance criterion [da Costa Pereira et al., 2012a, Eickhoff et al., 2013b,
Moulahi et al., 2014c¢, Pasi et al., 2019]. Nevertheless, as shown in the afore-
mentioned examples, some relevance criteria may negatively affect a document’s
overall relevance under specific situations. However, none of the current approaches
explicitly incorporates this aspect into a retrieval process, as they typically account
only for criteria that positively impact relevance. Aim of our research is to explore
the impact of incorporating all the above characteristics in the process of assessing
relevance in complex search tasks; to this purpose we propose the Decision-theoretic

Multidimensional Relevance Framework (DtMRF) that: (1) allows to associate
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importance weights with each relevance criterion and (2) incorporates the effect,
either positive or negative, that each criterion has on the utility of an information
item. DtMRF exploits a category of Multi-Criteria Decision-Making methods that
incorporate the points mentioned above directly in the retrieval process, leading
to four distinct instantiations. The mathematical properties and functionalities of

these decision-theoretic methods will be explained in detail in Section 2.2.2.

In this chapter we delve into the theoretical implications of the DtMRF and its

application in IR, aiming to provide answers to the following research questions:

(RQ1) How can multidimensional relevance estimation in IR be formulated as
a decision-making problem that incorporates both positive and negative

relevance factors?

(RQ2) How can the considered MCDM methods be leveraged for multidimensional

relevance estimation?

(RQ3) In which ways does the proposed Decision-theoretic Multidimensional
Relevance Framework lead to transparent and interpretable document

rankings?

(RQ4) How does the inclusion of positive and negative relevance factors in the

retrieval process affect retrieval behavior?

In addition to addressing the stated research questions, this chapter introduces the

neural-based extension of our model, referred to as Neural-DtMRF.

5.2 Formulating IR as a Decision Theoretic Prob-

lem

To model multidimensional relevance estimation using DtMRF, the retrieval process
must be formulated as a MADM problem, as presented in Section 2.2.1. In this
formulation, the IR system is considered a decision-maker that aims to evaluate a
finite set of alternatives, i.e documents, by considering several criteria, e.g. domain,
user, and task-dependent relevance factors that influence a document’s utility

(overall relevance) in a particular situation. In addition, each criterion is associated
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with an importance weight and an objective, and an evaluation function is defined
for each criterion to determine the degree to which a document satisfies that
criterion. Ultimately, the documents are ranked based on their gl