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Introduction

Since ancient times humanity has wondered about every aspect of physics and science, a

Latin word that means ”Knowledge”. Humanity’s interest in understanding natural phe-

nomena in the physical world goes hand in hand with man’s history itself: starting from

prehistory, the discovery of fire, the development of agriculture, then the first physical laws

still used today ( just think of Archimedes’ principle, formulated in 250 BC by Archimedes

of Syracuse), to bring man to the moon and arriving to the present day, with the develop-

ment of the first quantum technologies.

The use of new technologies and new tools also involves the development of suitable

electronics electronic readout for Kinetic Inductance Detectors, using commercial com-

ponents and without depending on the use of pre-existing technologies, which currently

do not reach the specifications necessary for the experiment. The development of elec-

tronic readout for cryogenic detectors is a key factor for any field of study. However, one

of the most interesting and most important studies for mankind is cosmology: the study of

the universe as a whole, of which it attempts to explain its origin and evolution. Although

it has very ancient origins, only in 1917 we can speak of Modern Cosmology, thanks to

the formulation of general relativity by Einstein, and to the construction of the metric by

Friedmann-Lemaitre-Robertson-Walker.[1]

Generally, the 4-dimensional metric can be described by:

ds2 =−c2dt2 +dr2 + r2dΩ
2 (1)

From general relativity the curvature of spacetime can be very complicated, however if

the universe is homogeneous and isotropic, according to the principle of cosmology, then

we can reduce to 3 cases: flat with euclidean metric, positive curvature and negative cur-

vature. The Friedmann-Lemaitre-Robertson-Walker can be written as:

ds2 =−c2dt2 +a2(t)
[
dr2d +Sk(r2)dΩ

2] (2)
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Sk(r2) depends on the value of k, the constant curvature:

Sk(r2) = R2
0sin2

(
r

R0

)
for k = 1

Sk(r2) = r2 for k = 0

Sk(r2) = R2
0sinh

(
r

R0

)
for k =−1

(3)

The assumption of an homogeneous and isotropic universe is extremely powerful. With

this assumption, all we need to know about spacetime curvature are:

• curvature constant (k = 1,0,−1)

• radius of curvature R0 (if k different from 0)

• scale factor a(t)

Other important variable:

• t is the cosmic (or proper) time, measured by an observer seeing an isotropic expan-

sion

• r is the proper distance, the distance between us and any point measured today, at

time t0.

The curvature of spacetime is related to its energy content by Einstein’s Field equation:

Gµν =
8πG
c4 Tµν (4)

If space is homogeneous and isotropic, this reduces to the Friedmann equation:

(
ȧ
a

)2

=
8πG
3c2 ε(t)− kc2

R2
0

1
a(t)2 (5)

where G is the Einstein Tensor and ε(t) is the energy density.

One of the most classic errors one can fall into when speaking of cosmology is the

idea that it arises only from theoretical studies, not supported by real observations: on

the contrary, the basis of all cosmology is determined by 3 very important observations:

Olber’s paradox, Hubble’s law and the CMB.
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0.1 Olber’s Paradox

Olber’s paradox[2] is an extremely simple observation on a phenomenon that we have all

observed in our lives: it gets dark at night. As simple as it may seem, it hides a very

important question. The brightness of the dark sky is measured as:

Σnight ∼ 5∗10−17 W
m2arcsec2 (6)

while the day is:

Σday ∼ 5∗10−3 W
m2arcsec2 (7)

The question is: why is the night sky dark? Why is not glowing as if it was uniformly

covered by stars? Assuming a cylinder starting from our eye and with a diameter equal to

that of the sun and with an height of λ , how big λ must be (on average) to contain at least

one star, given the density of stars we know? The density of stars we know is:

n ∼ 109

Mpc3 (8)

Assuming a star of radius R = 7∗108m we can calculate:

V ∗n = 1

[λπR2]∗n = 1

λ =
1

πR2 ∗n
∼ 1018Mpc

(9)

It’s a finite number! In an infinite universe, or greater in radius than λ , we should see

the sky completely filled with stars, but we know it is about 14 orders of magnitude less

bright! There are different possible solutions, the one that is adopted and is explainable

with the standard model is that the universe as a finite age (ct << 1018Mpc), that is a finite

dimension.
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0.2 Hubble’s Law

When we take the spectrum of a galaxy, we observe that the absorption lines of a known

element, like the 21 centimeter Hydrogen line, are different from the lines that we measure

on Earth. The wavelength shift due to the Doppler effect is indicated by z:

z =
λ0 −λe

λe
(10)

with λ0 the observed value and λe the emitted value. In the 1923 Vesto Slipher[3] mea-

sured the Doppler shift of 41 galaxy. 31 had z > 0 (redshift) only 5 had z < 0 (blueshift).

In 1929 Edwin Hubble[4] measured the distance of the galaxy in Andromeda (M31), and

some others founding a linear relation, known as Hubble’s Law, that links the distance of

a galaxy to his redshift:

z =
H0

c
r (11)

Where H0 is the Hubble constant. Hubble interpreted the observed redshift of galaxies due

to their radial velocity away from Earth. Today the best current estimate of the Hubble

Constant is[5]:

H0 ∼ 67.4±0.5
Km/s
Mpc

(12)

It is possible to connect the expansion law and the scale factor a(t) to the Hubble law, as:

ri j(t) = a(t)ri j(t0) (13)

where the scale factor a(t) is totally independent of location or direction. This means that

the scale factor is:

• Homogeneus: a is function of t, but not of r⃗

• Isotropic: a is a scalar, not a tensor

• a(t0) = 1 by convention

4



Note that Hubble’s law is consistent with the Big Bang, but does not necessarily require

it. The Steady State, a rival cosmological model, was totally compatible until the Cosmic

Microwave Background was discovered.
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1. CMB

The Cosmic Microwave Background was founded while not being searched by the physi-

cist Arno Allan Penzias and Radio-Astronomer Robert Woodrow Wilson in the 1964.

While taking measurements with an antenna in the Crawford Hill labs, they found an

effective zenith noise 3.5 K higher than expected. As they stated [6] they could not ex-

plain the mechanism behind this phenomenon, first of all trying to eliminate it believing

it was a systematic error, by cleaning the antenna thoroughly. Only later, learning of a

paper on the theory of CMB [7] , they linked this effect to cosmic radiation hitherto only

theorized, and what they had found coincided with the radiation predicted by Robert H.

Dicke.

Figure 1.1: The FIRAS experiment result on CMB. The dot represents the data founded

by the experiment, with an error multiplied by 400σ to be visible in the graph. The solid

line represents a theoretical blackbody curve.
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1.1 Hystory of CMB

The CMB has a black body spectrum with a temperature of 2.72548± 0.00057K [8] as

found by FIRAS experiment on board COBE satellite (see fig. 1.1). In the last 25 years,

numerous instruments from the ground, from balloons - including Boomerang [9] - and

from space - such as the WMAP[10] and Planck satellites[11] - have accurately measured

the CMB anisotropies up to angular scales of a few arcminutes, giving us the currently

most precise determination, in the order of percent, of the cosmological parameters that

characterize the constituents and the evolution of the universe. Thanks to these measure-

ments, we know that our universe is composed of 95% dark matter and energy and 5%

ordinary matter, has a flat spatial geometry, and agrees with the predictions of inflation

theory, which describes a phase of accelerated expansion in which the primordial density

perturbations were generated by quantum fluctuations.

Although two Nobel prizes have already been awarded, the CMB is still a mine of informa-

tion for cosmology and fundamental physics, with a constant evolution on the resolution

of the data analyzed (see fig. 1.2). An ever more accurate measurement of CMB polariza-

tion anisotropies – smaller than those in temperatures by at least one order of magnitude –

remains one of the frontiers in this field (see fig. 1.3. From a more accurate measurement

of mode E in polarization, revealed for the first time by the DASI (Degree Angular Scale

Interferometer) instrument [12] at the South Pole in 2002, it will be possible to know how

the era of reionization developed or to better characterize the properties of dark matter.

Polarization mode B is instead produced by gravitational waves generated during infla-

tion, of a wavelength nine orders of magnitude greater than those detected by LIGO [13]

and generated by the coalescence of black holes.

Recently, one of the most interesting aspects of the CMB, the spectral distortions, gained

new interest.
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Figure 1.2: Evolution of data about CMB. On the far left the anisotropies founded by Cobe

in 1992, next the anisotropies founded by WMAP in 2003 an on the right the anisotropies

founded by Planck in 2013.
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Figure 1.3: Predicted spectra of E and B modes. The blue lines represent the B-mode.

The parameter r is the amplitude of the gravity wave spectrum relative to the density

perturbation of the spectrum. Current experiment constrain r = 0.3, value of r as low as

0.01 should be attainable in the future experiments. The curves labeled EPIC show the

noise levels of the experiment EPIC, the dashed curves labeled ”WMAP” and ”Planck”

are the statistical noise limits for these satellites.[14]

1.2 Spectral Distortions

The CMB spectral distortions are small differences from the average value of the CMB

frequency spectrum as predicted by a perfect black body. They can be produced by pro-

cesses that occurred in the earliest cosmological eras and therefore are a useful tool for

probing these periods. We must not confuse the spectral distortions of the CMB with the

anisotropies of the angular power spectrum, the latter related to the spatial fluctuations of

the temperature of the CMB in different points of the sky.
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Figure 1.4: Evolution of Big Bang. A µ-type distortion arises from energy is created at

redshift 5∗104 < z < 2∗106, while a y-type arises at z ≤ 5∗104.[15]

As we have seen, the CMB has the spectrum of a black body with a temperature of

2.72548± 0.00057K [8]. However, at redshift z < 2 ∗ 106 many mechanisms come into

play that can modify the CMB spectrum, introducing differences from an ideal black body

spectrum. These differences are known as spectral distortions and are related to the aver-

age of the CMB spectrum across the sky, i.e. the monopole spectrum of the CMB. The

main source of spectral distortions is the injection of energy in the early Universe, for

example due to the decay of particles, the evaporation of primordial black holes or the

dissipation of acoustic waves generated by Inflation [16]. Because of the injection of en-

ergy, the baryons heat up and transfer some of their excess energy to the photon bath of

the CMB via Compton scattering. This can cause a distortion which can be characterized

by the µ and y parameters. These dimensionless parameters represent a measure of the

total energy input into the CMB. For this reason, spectral distortions represent a powerful

probe for early-universe physics and an estimate of the epoch at which these injections

occur. The observational limit was set in 1990 by the COBE-FIRAS experiment with

|µ|< 9∗10−5 and |y|< 1.5∗10−5 with a 95% confidence level. TRIS experiment[17] set
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a new limit, with |µ|< 6∗10−5 and −6.3∗10−6 < |y|< 12∗10−6 with a 95% confidence

leve. From the ΛCDM theory we expect µ ∼ 2 ∗ 10−8 and y ∼ 1 ∗ 10−6 [18]. These sig-

nals are extremely weak, the largest distortion, generated by the cumulative flux of all the

hot phases of the universe, has an amplitude of an order of magnitude smaller than of the

COBE-FIRAS limit.[18]

Going into more detail, let’s try to explain the differences of these spectral distortions.

There are 3 distinguishable eras: the thermalization, the µ-era and the y-era (see fig. 1.4

and fig. 1.5, all with different physical conditions due to the temperature-density varia-

tions of the particles caused by the Hubble expansion.[19]

Figure 1.5: Evolution of spectral distortion across time. The distortions are a probe for the

thermal history, deep into the primordial Universe. The shape of the distortion contains

information dependent from the epoch.

1.2.1 Thermalization Era

In the very early stages of cosmic history [19] (until redshift z ∼ 2 ∗ 106), photons and

baryons are efficiently coupled by scattering processes and therefore are in perfect ther-
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modynamic equilibrium. The energy injected into the medium is rapidly redistributed

by photons, mainly by Compton scattering while the photon number density adjusts by

non-conservative photonic processes, such as for example double Compton, and thermal

Bremsstrahlung. This allows the photon field to relax rapidly to the Planckian distribu-

tion, even if short spectral distortions appear. Today’s observations cannot notice any

differences in this case, since there are no independent cosmological predictions for the

CMB temperature monopole. This regime is defined as thermalization or thermal-era and

ends at a redshift z ∼ 2∗106.

1.2.2 µ-distortion era

At redshift 5 ∗ 104 < z < 2 ∗ 106 the efficient exchange of energy through Compton scat-

tering continues and maintains the kinetic equilibrium between matter and radiation, but

the process of density variations stops being efficient. Since the photon number density

is conserved but the energy density is changed, the photons gain an effectively non-zero

chemical potential, and acquire a Bose-Einstein distribution. This distortion is called µ-

distortion due to the known chemical potential in standard thermodynamics. Its value

can be estimated by combining the photon energy density and the photon number density

before and after the energy injection. This leads to the formula[20]:

µ ∼ 1.4
∆ρ

ρ
(1.1)

where ∆ρ

ρ
determines the total energy that is injected into the photon field of the CMB.

Compared to the equilibrium of the black body spectrum, the µ-distortions are charac-

terized by a deficit of photons at low frequencies and an increase of the same at high

frequencies. The most significant variation occurs at ν ∼ 130 GHz[21] allowing us to dis-

tinguish them from other distortions. It is theorized that they can be generated by particle

decays, by primordial evaporation of black holes, by primordial magnetic fields and, in

ΛCDM theory by the adiabatic cooling of matter and the dissipation of acoustic waves

caused by inflation, which generate a value of µ in the range of 10−8. This signal can be

a powerful test for inflation, as it is sensitive in amplitude to density fluctuations on scales
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of 0.6kpc[20].

1.2.3 y-distortion era

At redshift z ≤ 5 ∗ 104 also Compton scattering becomes inefficient. Plasma has a tem-

perature lower than 105K, low enough for the CMB photons to be accelerated by non-

relativistic Compton scattering, causing a y-distortion, given by the line of sight integral

over the electron pressure:

y =
∫ kTe

mec2 NeσT dl (1.2)

where σT is the Thomson cross section, Ne the electron number density and Te the elec-

tron temperature. Considering the total energies of the system and using photon number

conservation, it is possible to derive [22]:

y ∼ 1
4

∆ρ

ρ
(1.3)

The name comes from a paper published by Zeldovich and Sunyaev in 1969 [22] where

they chose y to describe a dimensionless variable. The major contribution appears to come

from the cumulative signal of Sunyaev-Zeldovich effect (SZ) inside Galaxy clusters [23],

and providing us with a constrain to the amount of hot gases in the universe. As long

as z < 104 the cosmic plasma has on average a relatively low temperature, the electrons

inside the clusters reach temperatures of a few KeV. These electrons can have velocities of

v ∼ 0.1c, such that relativistic corrections to Compton processes become relevant. These

relativistic corrections carry electron temperature information that can be used to measure

the energy of the clusters. One can demonstrate that the corresponding difference in the

radiation temperature can be written as[24]:

∆T
T

= y∗
[

ex +1
ex −2

−3
]

(1.4)
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where x = hν

kT0
is the dimensionless frequency, ν is the photon frequency, T0 is the temper-

ature of the incoming radiation.

The final result of all the previous effects can be seen in fig. 1.6

Figure 1.6: CMB spectral distortion, from the temperature shift (in red), to the pure µ-

distortion appearing at z ∼= 3∗105 (in blue) and eventually the y-distortion (in black). At

all intermediate stages the signal is given by a superposition of the cases.
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2. COSMO

COSMO[25] is a pathfinder experiment to search for CMB spectral distortions (in fig. 2.3

a 3d rendering of the Fourier Transform Spectrometer). Although the final measurements

will necessarily have to be performed from space or from a long duration stratospheric

balloon, the current experiment is ground-based, in the best site in the world for this kind

of measurement: the Antarctic plateau.

COSMO uses a Fourier Transform Spectrometer (FTS) in Martin-Puplett configura-

tion[26]. The spectrometer has two input ports and is intrinsecally differential, measuring

the spectrum of the difference in brightness from the two inputs. In normal configuration

one port looks at the sky and the other at a cryogenic internal reference blackbody. This

can be described as:

Isky(x) = R
∫

∞

0
AΩ(σ)[Bsky(σ)−Bre f (Tre f ,σ)]e(σ)[cos(4πσx)]dσ (2.1)

with Isky(x) the signal measured by the detector as a function of the optical path difference

x between the two mirror of the interferometer, σ = 1
λ

the wavenumber, AΩ(σ) is the

optical throughput of the detector, Bsky the sky brightness present at the input port of the

sky, Bre f (Tre f ,σ) is the brightness of the reference blackbody at temperature Tre f in the

input port of the reference, e(σ) is the spectral efficiency of the instrument, the constant

R is the responsivity of the instrument. The quantity RAΩ(σ)e(σ) can be estimated using

an external blackbody at a known temperature filling the input port of the sky. To coping

with atmospheric emission, the COSMO instrument uses an external spinning wedged flat

mirror, steering the instrument beam in the sky while spinning (see fig. 2.1). This allows

a real-time separation of the atmospheric contribution, which varies with elevation, from

the sky monopole (constant with elevation).

Adapting a fast enough sampling rate it is possible to follow the signal modulation due

to the different elevation and consequent atmospheric loading (see fig. 2.2). In this way

we can reconstruct the different interferograms for every elevation angle and disentangle

the atmospheric contribution. Since the instrument measures one interferogram every few

second, faster atmospheric fluctuations are impossible to sample.

15



Figure 2.1: Geometry of the sky scan for the COSMO experiment. Left: the COSMO in-

strument with the external spinning wedged flat mirror. The arrows identifies the spin axis,

while the mirror is sketched in two positions (red and blue) corresponding to maximum

and minimum elevation of the beams. Right: Resulting scan of the beam over the celestial

sphere. The blue and red spot mark the maximum and minimum elevatons explored by

the beam.

Figure 2.2: Example of expected interferogram obtained while the flat wedged mirror is

spinning. The zoomed inset shows how the interferograms, corresponding to the max-

imum and minimum elevations, can be obtained by properly resampling the measured

interferogram.
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Figure 2.3: 3d rendering of the COSMO’s FTS with an insight of the inner vessel housing

the optical elements and the blackbody.

2.1 Subsystem

2.1.1 The Shelter

COSMO’s spectrometer will be installed in Concordia Station, on the Antarctic plateau,

and will be operational during the Antarctic winter. We designed a specific shelter to

accommodate the experiment, seen in fig. 2.4 with a thermally insulated section to protect

the most sensitive electronics of the experiment from extremely low temperatures, and a

section with a remotely operated roof to accommodate the receiver. The shelter will be

mounted on a stilt house to avoid problems with snow drifting and accumulation, a typical

difficulty for this kind of equipment in Antarctica.

2.1.2 The Cryogenic System

The spectrometer must be operated at cryogenic temperatures, and given the size of the

optics and cryogenic reference, a large cold volume is required.The Cryostat is operated by

two pulse tube refrigerators, model SRP-082B2S-F70H from Sumitomo Heavy Industries.

The Cryostat design is similar to the model used for the QUBIC experiment[27] (see fig.

2.5, a cylindrical shell 1.8 m high and 1.6 m in diameter, which opens to the sky with a

45 cm diameter window made of ultra high molecular weight polyethylene, transparent to

the microwave radiation that the experiment seeks to measure (around 150 GHz and 220
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Figure 2.4: 3d rendering of the COSMO’s stilt house and shelter
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Figure 2.5: 3d rendering of the COSMO cryogenic system

GHz)

2.1.3 Sky Scanner

A fundamental subsystem for the functioning of the COSMO experiment is the sky scan-

ner, i.e. a flat, spinning wedge mirror, used to maneuver the telescope beam in the sky

along a circle with a diameter of 20 degrees as seen in fig. 2.6. This circle can move

thanks to an azimuth-elevation control system. The scan must take place very fast, up

to 2500 rpm, in order to measure the atmospheric emission, subtract it in real-time and

eliminate the 1/f noise of the atmospheric emission. A lightweighted 6061Al mirror was

designed and optimized to minimize mirror inertia. A careful study of the off-axis mo-

ments of inertial and their minimization was performed to choose the motor and shaft

suitable for these specifications.

2.1.4 The Forebaffle

One of the major problems during these measurements is the rejection of ground radiation.

A custom forebaffle was designed as a first defense against ground spillover. This fore-

baffle moves with the receiver and is complemented by a much larger fixed ground shield.

The entire internal surface will be covered with microwave absorbing materia. The shield
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Figure 2.6: The strategy for the sky scanner of COSMO, using the azimuth-elevation

control system

Figure 2.7: The design of the forebaffle with respect to the scanning beam to envelope

has been shaped so as not to modulate the spillover from the surface by the rotations of the

wedge mirror. Heaters and temperature sensors allow to evaluate the spillover contribu-

tion and measure the signal with custom calibrations campaigns. The forebaffle (fig. 2.7

and fig. 2.8) has been sized to accommodate the wedge mirror angles, which are up to 10

degrees wide, and has been oversized to minimize spillover.

2.1.5 The Telescope and FTS

The optical system is composed (see fig. 2.9) by a refractor telescope, a Fourier transform

differential spectrometer, and 2 arrays of KIDs. All optical elements must be maintained

at a temperature of 2.7 K to mitigate the systematic effect due to stray light during mea-

surements of the CMB spectrum. The aperture telescope is 25 cm in diameter, producing

a diffraction limited beam at a maximum wavelength (2.4mm) of 0.7 degrees FWHM. The

optical system is optimized to produce a near-parallel beam in two delay lines of the spec-
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Figure 2.8: Machine shop drawing for the forebaffle assembly of the COSMO experiment

trometer, so that no systematic effects are introduced by scanning the interferogram. The

maximum optical path difference introduced by the motion of the movable mirror is + or

- 1 cm, corresponding to a coarse spectral resolution of 15 GHz.

2.1.6 Reference Blackbody

The reference blackbody[28] is a key element of the experiment. Its accuracy is closely

related to the accuracy of the instrument. For this reason, its emissivity must be very close

to 1 (within 100 ppb). Following the results of simulations to control the impact on the

measurements from the emissivity of the calibrator, a procedure for the construction of

the reference black body has been defined, and the molds for the construction of a scaled

model have been fabricated and is visible in figure 2.10

2.1.7 Delay Line Cryomechanism

The FTS is a MPI (Martin Puplett Interferometer). MPI uses two delay lines terminating

in two roof mirrors. The interferogram is obtained by changing the relative length of the
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Figure 2.9: Left: ray tracing of COSMO. Right: position of the component inside the

cryostat of COSMO. L1-2-3 are the optics, BSP is the beam splitter, RF1-2 the roof mirror

and FP1-FP2 the focal planes.

Figure 2.10: Left: inner mold for the reference blackbody (scaled model). Right: outer

mold for the reference blackbody
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Figure 2.11: Roof-mirror for COSMO

delay lines. This is achieved with the linear movement of one of the two mirrors (fig.

2.11, the active element is a large voice coil. It’s a resonant oscillator, based on two planar

harmonic steel flexure blades supporting the moving coil and the roof-mirror, with a total

excursion of +/- 25 mm, corresponding to a resolution of 6 GHz for symmetric interfero-

grams. Since we operate at cryogenic temperatures, great care was taken to minimize the

friction produced by the movement of the roof mirror.

2.1.8 The Multimode Feed Arrays

The radiation is coupled to the detectors via two arrays, each of 9 smooth-walled feed-

horns operating between 120-180 GHz and 210-300 GHz, respectively (fig. 2.12. Mul-

timoded Feed-horns are a great way to provide greater throughput and higher signal-to-

noise level than traditional single-mode receivers, thereby increasing instrument sensitiv-

ity without extending the focal plane.

The required specifications are:

• 2x9 Pixels per array, one operates in the 120-180 GHz band (for the low frequency

channel), one operates in the 210-300 GHz band (for the high frequency channel)
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Figure 2.12: Top left and bottom: Feedhorns assemblies for the low frequency array. Top

right: Feedhorns assemblies for the high frequency array
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• Maximum input aperture of 24 mm, and minimum distance between horns of 26

mm.

• Illumination f/#: f/5

• Coupling to wafer through a circular wave guide of 4.5 mm (low frequency) or 4

mm (high frequency) and a flare

• Total length of feedhorns + waveguide + flare: less than 200 mm.

The low frequency channel consists of Winston Cone Anennas, while the high fre-

quency channel consists of an array of linear profile antennas. It is a trade-off between the

multimode requirement for the waveguide and the mechanical constraints of the antenna

aperture and the optimization of the antenna directivity within the COSMO cryostat win-

dow aperture. These arrays are obtained by superimposing metal plates aligned through

dowel-pins and tightening them with screws. The low-frequency array consists of 7 plates

and a circular waveguide floor, while the high-frequency array is one piece with a sepa-

rate circular waveguide floor. Both are in ergal (Al7075) and will be tightened with ergal

screws, in order to be compliant with the rest of the focal plane and to avoid differential

thermal contractions during the cryostat cooling phase.
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3. KIDS

The need for rapid data sampling due to the rotating mirror leads to numerous constraints

on the choice of detectors. The Kinetic Inductance Detectors were chosen because of their

speed of response and the possibility of creating a custom electronic readout based on

COTS (Commercial Off-The-Shelf).

The design of Kinetic Inductance Detectors (KIDs) is based on the know-how devel-

oped from the successfully tested payload of the OLIMPO experiment (fig. 3.7). The

KIDs are made with a thin layer of superconductive aluminum over a high-resistivity sili-

con substrate. The thickness of the substrate defines a Fabry-Perot cavity for the incident

radiation and its value is particularly important to maximize the coupling efficiency of the

radiation to be detected. A thickness of the silicon substrate of 150 um and 85 um respec-

tively at the two arrays was calculated, considering a λ/4 deep cavity. Thicknesses lower

than 100 µm are not normally available for 4” silicon wafers as they cannot guarantee a

mechanical resistance. We are studying strategies to reduce wafer thickness only at the

resonance sites of the KIDs, keeping the rest of the wafer at its native thickness of 260µm.

But let’s see in detail what KIDs are, their properties and their use.
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Figure 3.1: Representative geometry of a Lumped Element Kinetic Inductance Detectors,

on the left a plan view with the substrate thickness making up the third dimension.

3.1 Superconductivity

Superconductivity was discovered in 1911 by H. Kamerlingh Onnes, who noted that a

current induced in mercury at the temperature of liquid helium showed no decay over

time.[29] To understand this phenomenon it is essential to start from the electrodynamics

of superconductors. As the name suggests, a superconductor at a temperature below the

critical temperature Tc characteristic of the specific material exhibits a resistance of 0Ω to

a DC current. This current is carried by pairs of electrons, known as Cooper pairs (see

fig. 3.2, bound together by the electron-phonon interaction[30] as seen in figure 3.2. An

intuitive explanation of this phenomenon is given by the BCS theory (Barden, Cooper and

Schriffer)[31][32], assuming that when an electron moves in the ion lattice it distorts the

lattice itself.
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Figure 3.2: Cooper Pair; the first electron (right) moves in the ion lattice distorting it and

the second chases the positive charge left by the distortion.

If the temperature is low enough and the ions do not immediately return to their original

position, after its passage there is a slight excess of positive charge which tends to attract

another electron, which then moves bound to the first. The energy of this bond at T=0 is

equal to:

2∆ ≈ 3.5kbTc (3.1)
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Figure 3.3: London Penetration in a superconducting material: the magnetic field within

the material is quickly expelled.

The energy gap of a superconductor ∆ varies little as the temperature varies below Tc.

Since Cooper pairs have an integer spin, they behave like bosons, conducting the cur-

rent without dissipating energy. As a consequence, peculiar properties occur, such as the

complete expulsion of the magnetic field inside the material (fig. 3.3, explained by H.

London[33]. The basic idea is to apply the classical equations of motion to Cooper pairs.

Since there are no friction forces, we have:

2me
d⃗v
dt

= 2eE⃗ (3.2)

With me the effective electron mass.

J⃗ = 2ncpe⃗ν (3.3)

And then:
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dJ⃗
dt

= 2ncpe
d⃗v
dt

=
nse2

me
E⃗ (3.4)

Where ncp is the Cooper pair density and ns = 2ncp is the bonded electron density. Thus,

using Maxwell’s equations it can be shown that:

∇
2H⃗ =

1
λ 2

L
H⃗ (3.5)

where:

λL =

√
m

µ0nse2 (3.6)

is the London penetration length. We see that, assuming a magnetic field parallel to the

surface of the superconductor and denoting with x the depth inside it, the field decreases

as:

H⃗(x) = H⃗(0)e−
x

λL (3.7)

Thus each field is shielded exponentially, this effect is known as the Meissner effect.[34]
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Figure 3.4: Two-fluid model equivalent, we assume two types of carriers, on the left the

Cooper pair witha dissipation for the alternating current and on the right side the quasipar-

icles, which behave like classical electrons

In 1934 Gorter and Casimir[35], to explain the electrodynamics in superconductors, de-

scribed a two-fluid model (fig. 3.4) since the conduction of current without losses occurs

only in the case of direct current, while in alternating current a small resistance is cre-

ated which determines the dissipation of energy. This phenomenon is therefore described

assuming that below the critical temperature Tc there are two types of carriers: a part of

electrons, called quasiparticles, equal to those which in normal conditions collide against

the lattice generating resistance and a part of electrons in the superconducting state bind

in Cooper pairs. The population density of the two types of electrons is described by the

empirical law[35]

ncp

ntot
= 1−

(
T
Tc

)4

(3.8)
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Neglecting the contribution of the imaginary part of the quasiparticles, we can write the

conductivity as:

σ = σqp − jσcp (3.9)

Where σqp is associated with the quasiparticle density nqp while σqp is associated with the

Cooper pair density ncp

The variation of density with temperature means that the London penetration length

also varies with temperature, according to the formula:

λL(T ) = λL(0)

[
1−
(

T
Tc

)4
]− 1

2

(3.10)

The total inductance [36][37] of a superconductor consists of two parts, a kinetic induc-

tance LK and a magnetic inductance Lm. The kinetic inductance is associated with the

kinetic energy of the Cooper pairs while the magnetic one is associated with the energy of

the magnetic field created by the current JS. To calculate the kinetic inductance we need

to calculate the kinetic energy, given by:

Ek =
1
2

ncpmv2
cp (3.11)

Writing v2
cp in terms of current density JS =−ncpevcp leads us to write:

Ek =
1
2

m
nse2 J2

S =
1
2

µoλ
2J2

s (3.12)

Kinetic inductance is usually written as:

Uk =
1
2

LkI2 =
1
2

µoλ
2
∫

S
J2

s ds (3.13)

With Uk the total kinetic energy per unit length. Two cases can be distinguished, both with

a superconducting film of length W much greater than the thickness t. In the first case

t ≫ λL, while in the second case t ≪ λL (see fig. 3.5).

In the first case the superconducting section will be given by S = 2WλL while in the

second case it will be given by S =Wt
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Figure 3.5: Difference from thick and thin film and the current flow on the surface of the

material.

In the first case JS = I/2Wλ with I the total current, and we can calculate Lk

1
2

LkI2 =
µ0I2

8W 2λ 2 2Wλ → Lk =
1
2

µ0λ

W
(3.14)

For the thin film JS = I/Wt and we get:

1
2

LkI2 =
µ0I2

8W 2t2Wt → Lk =
µ0λ 2

Wt
(3.15)

In addition to the kinetic inductance term there is a further magnetic inductance term

due to the variation of the magnetic field in the length of penetration at the surface of the

superconductor. However, working with thin films and using a specific geometry to break

down this term, its contribution is negligible.

3.1.1 The impedance of a superconductor

The impedance of a superconductor[37] can be divided into two parts: a complex part

which contains the contributions of kinetic inductance and magnetic inductance, and a

real part which is equivalent to a resistance. The complex part is given by:

XS = ω(Lk +Lm) (3.16)

While the resistive part can be calculated starting from:

RI2 = Re
∫

S

J2
S

σqp − jσcp
ds (3.17)
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Taking the real part and writing the surface integral in terms of the kinetic inductance

written above we obtain:

R =
σqp

σ2
qp +σ2

cp

Lk

µ0λ 2 = Lkω
σqpσcp

σ2
qp +σ2

cp
(3.18)

In the limit σqp ≪ σcp for T ≪ Tc, we can write R as:

R = Lkω
σqp

σcp
(3.19)

3.1.2 Photon detection

Let’s try to understand how the impedance changes when energy is absorbed in the su-

perconductor (see fig. 3.6). When a photon arrives with an energy higher than the energy

gap (hν > 2∆) it is absorbed inside the superconductor. The photon energy can break

one or more Cooper pairs, creating a cascade of interacting quasiparticles. This cascade

generates a population of quasiparticles equal to:

Nqp ≈ ηhν/∆ (3.20)

with energies slightly above that of the gap and phonons below the gap in the supercon-

ductor. η ≈ 0.57 is the typical value of the efficiency with which photons are converted

into quasiparticles. These quasiparticles exist until they meet and emit a phonon, recom-

bining into Cooper pairs. The time necessary for this to happen is the average lifetime of

the quasiparticle, τqp calculated by Kaplan theory[38] as:

1
τqp

=

√
π

τ0

(
2∆

kBTC

) 5
2
(

T
TC

1
2

)
e

−∆

kBTC (3.21)

During this time, the quasiparticles can diffuse over a distance equal to l ≃
√

Dτqp where

D is the diffusion constant of the material. If the photon energy is too low, or if the

photon count is too high to count individual photons, the absorption of a photon beam will

increase the quasiparticle density by δnqp = ηPτqp/∆ with P the power of the incident

photon flux.
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Figure 3.6: Left: working principle of KIDs. A Cooper pair is destroyed by a photon with

sufficient energy, modifying the impedance of the circuit and modifying the amplitude and

phase of the signal. Right: array of KIDs with different resonance frequencies

An excess of quasiparticles in a superconducting film changes the surface impedance

Zs similarly to what happens with a temperature rise. Zs changes with temperature, so we

expect a similar change when the density of quasiparticles is varied. Approximately, we

get:

δZs

Zs
≈

ηq p
2N0∆

(3.22)

Although the changes in Zs may be small, we can obtain a very sensitive measurement

using a resonant circuit (fig. 3.6. Changes in Ls and Rs change the resonant frequency and

width, respectively, change the amplitude and phase of a signal transmitted along the loop.

The phase shift times the number of quasiparticles created dΘ

dnqp
is the detector response as

we will see in the chapter 3.2.3.
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3.2 Lumped Element Kinetic Inductance

A lumped element KID (also called a Lumped Element Kinetic Inductance Detector,

LEKID)[24] (fig. 3.7 consists of an inductor and a capacitor connected to form a resonant

circuit. By varying the physical and geometrical characteristics of the apparatus, such as

the length of the inductor or of the capacitor, it is possible to place several LEKIDs in

series on a single transmission line, and this leads to an enormous reduction of the heat

load by conduction with respect to to a detector with multiple power and reading lines (as

in the case of TES, which requires a SQUID in order to achieve multiplexing).

Figure 3.7: Left: The LEKID equivalent circuit. Right: a schematic of a LEKID device.

M is the mutual inductance between the LEKID and the feedline, R is the resistance of

the meander section, Lext + Lint is the total inductance of the meander section, C is the

capacitance and G is the conductance of the inter-digital capacitor section respectively.

We can assimilate the architecture of a LEKID to that of an RLC resonant circuit and

study a resonant frequency and the gain of this circuit. The resonance frequency is given

by:

ω0 =
1√

(L+Lk)C
(3.23)

L and C depend on the chosen geometry, so we can modify it and place several LEKIDs

on the same transmission line. Each of these will be characterized by its own resonant
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frequency. The parameter Lk depends on the quasiparticle concentration (as discussed in

the previous chapter) and its variation contains information on the received photon flux.

The quality factor Q is a dimensionless value which expresses the ratio between the

resonance frequency and the width at half depth of the resonance itself. From an energy

point of view it can be interpreted as the ratio between stored energy and dissipated power.

Q = ω0
Ei

Pd
(3.24)

The greater the Q factor, the greater the resolution of the detector, since as Q increases,

the depth increases and the bandwidth decreases, thus narrowing the range of frequencies

observable around the characteristic resonance frequency. We can also redefine the quality

factor as:

Q =
ω0

∆ω
(3.25)

with ω0 the resonant frequency and with ∆ω the bandwidth.

3.2.1 Scattering parameters

Microwave circuits are typically characterized by the scattering parameters S. They return

the fraction of potential between the gates in an n-port system. In our case we have only

one input and one output, so it reduces to a two-port system with 4 scattering parameters,

S11,S12,S21,S22. Denoting with V+
1 and V+

2 the incident signal respectively from the first

and second port, and with V−
1 and V−

2 the reflected signal, we have: (fig. 3.8
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S11 =
V−

1
V+

1

S12 =
V−

1
V+

2

S21 =
V−

2
V+

1

S22 =
V−

2
V+

2

(3.26)

Figure 3.8: Scattering Parameter

The first subscript indicates the port where the signal is received, the second the port

transmitting the signal. S21 therefore represents the signal injected into port 1 and outgo-

ing from port 2. The theoretical calculation of the coefficients S for a circuit is possible

through the construction of the ABCD formalism matrix: these letters represent different

coefficients calculated on the basis of the circuit architecture (fig. 3.9).

Figure 3.9: The ABCD matrix formalism.

The ABCD matrix is calculated knowing the values of the potential and of the current
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measured on the two ports:

[
V1

I1

]
=

[
A
C

B
D

][
V2

−I2

]
(3.27)

The minus sign of I2 is needed because conventionally the positive direction of the current

is taken towards the inside of the door. From (3.27) we get:

V1 = AV2 −BI2

I1 =CV2 −DI2

(3.28)

The case of LEKIDs is a series of impedances, so:

I1 =−I2

V1 −V2 = ZtotI1

(3.29)

The matrix ABCD is therefore given by:

[
1
0

Ztot

1

]
(3.30)

Conversion tables computed by Frickey[39] are used to convert from the ABCD matrix to

the scattering parameters S. The parameter S21 is given by:

S21 =
2

A+ B
z0
+CZ0 +D

(3.31)

With Z0 which is the characteristic impedance of the circuit.

3.2.2 S21 gain parameter

We can calculate the parameter S21 by describing it as a complex series of impedances.
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Figure 3.10: Schematic of a LEKID

Defining:

V = jωMIres (3.32)

the potential difference on the power line (with M inductance of the line and Ires the

current flowing in the resonant section of the circuit) and with

Zres = jωL+
1

jωC
+R (3.33)

the impedance of the resonant section, we can use Kirchhoff’s first law in the circuit of

fig. 3.10 to write:

jωMIl + IresZres = 0 (3.34)

from which the values of Ires are obtained:

Ires =− jωMIl

Zres
(3.35)

And so

V =−ω2M2il
Zres

(3.36)

Ze f f =
V
Il
=

ω2M2

Zres
(3.37)

Eventually, the Ze f f of the circuit can be calculated:
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Ze f f =
Vl

Ires
=

ω2M2

Zres
(3.38)

Once this parameter has been calculated, it is therefore possible to obtain the value of S21

S21 =
2

2+ Ze f f
Z0

=
2

2+ ω2M2

ZresZ0

(3.39)

Considering Zres = jωL+ 1
jωC +R the value 1

jωC remains constant, while both L and

R increase as the kinetic inductance (which depends on the population of quasiparticles)

increases. Since the resonant frequency (which indicates the point where the transmitted

signal is most attenuated) is ω0 =
1√
LC

the resonant frequency increases by L decreases.

Increasing R, on the other hand, the peak widens, since the Q factor depends on the resis-

tance according to the relationship:

Qi =
1

ω0RC
=

√
L√

CR
=

√
L+Lk√

CR
∝

√
Lk

R
(3.40)

As we have seen previously, we can write R = Lkω
σ1
σ2

and therefore Q decreases as the

population of quasiparticles increases, and the resonance peak gets wider.

We actually need a power supply to send the resonance monitor signal, and the impedance

of the power supply lowers the total Q which can be calculated from the law of mutual

inductance:

QS =
LZ0

ω0M2 (3.41)

Therefore:

1
Q

=
1

QS
+

1
Qi

(3.42)
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3.2.3 Parameter S21, real and imaginary

The response of a LEKID to the energy released by the photons are encoded in the varia-

tion of the phase and amplitude of the test signal transmitted through the feeding line[40].

It is convenient to write S21 in terms of real and imaginary parts, since amplitude and

phase can be calculated using the matrix:

[
1
0

Ztot

1

]
(3.43)

The signals at the LEKIDs output already comes in the form of the real and imaginary

parts, as we will see later. Being able to link these data to the physical characteristics of

the resonator allows us to calculate the flux of incident photons.

To this aim it is better to rewrite Zres considering that C and L are linked together through

the resonance frequency ω0 =
1√
LC

where L is the total inductance:

Zres = jωL+
1

jωC
+R = R+ jωL

(
ω2 −ω2

0
ω2

)
(3.44)

For small variations in frequency from the resonance value, we can write that:

ω
2 −ω

2
0 = (ω −ω0)(ω +ω0) = ∆ω(2ω −∆ω)≈ 2ω∆ω (3.45)

Zres ≈ R+ j2L∆ω ≈ R+ j
2RQi∆ω

ω0
(3.46)

It is convenient to define a parameter, called coupling coefficient;

g =
ω2

0 M2

2Z0R
=

ω0M2

2Z0L
Qi (3.47)

to redefine the quality factor in terms of g:

1
Q

=
1

QS
+

1
Qi

=
1
Qi

+
ω0M2

LZ0
=

1
Qi

+
g

2Qi
=

g+2
2Qi

(3.48)

With this new information we can finally rewrite S21 (and defining ∆x = ∆ω

ω0
)
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S21 =
2(g+2)+16Q2

i ∆x2

(g+2)2 +16Q2
i ∆x2 + j(4Qi∆x)

g+2
(g+2)2 +16Q2

i ∆x2 (3.49)

Finally getting the real part and the imaginary part of S21

Far from the resonance frequency, ∆x assumes high values and therefore it follows

from the equation 3.49 that S21 ≈ 1, i.e. that far from the resonance frequency the trans-

mission is made up of only real part and has unit value. All the signal is transmitted without

undergoing phase or amplitude variations because the KID does not absorb frequencies far

from its resonant own.

The minimum at the resonance peak is obtained ∆x = 0 with:

S21min =
2

g+2
(3.50)

completely real again. Around the resonant frequency there are rotations on the com-

plex plane, which draw a circumference of fixed amplitude centered in
(1

2(1+S21min);0
)
.

S21min measures the distance from the point (0,0), the ideal condition of a resonant cir-

cuit. It depends on the magnitude of g, which in turn depends inversely on the resistance.

When photons deposit energy on the LEKID, the resistance value increases, the g factor

decreases and S21min increases accordingly. This leads to a change in the center of rotation,

which moves to the right.

Ignoring the terms in ∆x2 we can compute modulus and phase, obtaining:

|S21|=
1

g+2

√
4+(4Qi∆x)2

∠S21 =
Q

2S21min

∆ω

ω0

(3.51)

thus linking the variation of amplitude and phase to the variation of the resonant frequency.

Calling Θ the angle of variation, for infinitesimal variations we obtain:

dΘ

dω0
=− Q

2S21min

1
ω0

(3.52)

The minus comes from the fact that the resonant frequency shift will be at lower frequen-

cies, and the phase angle will increase.
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3.2.4 Increase sensitivity

Since we have a very convenient relationship to link the phase with the frequency variation,

we want to link the phase variation with the variation of the quasiparticle population:

∂Θ

∂nqp
=

∂Θ

∂ω0

∂ω0

∂Ltot

∂Ltot

∂σ2

∂σ2

∂T
∂T

∂nqp
(3.53)

that for a small variation of the population of quasiparticles the phase undergoes the great-

est possible variation, each of the single terms of the previous equation will have to be

maximized.

The term ∂Θ

∂ω0
represents the change of phase with the shift of the resonant frequency.

From the equations dΘ

dω0
=− Q

2S21min

1
ω0

we can obtain that it is proportional to 1
M2 , therefore

to maximize this value we must move the LEKID away from the supply line, reducing the

term M2.

The term ∂ω0
∂Ltot

represents the change of the resonant frequency with the change of induc-

tance.

∂ω0

∂Ltot
=

ω0α

Lk

α =
Lk

Ltot

(3.54)

we must therefore use materials with a strong kinetic inductance component and with very

thin superconducting films.

The last three ratios are calculated from the theory of Mattis-Bardeen[41], who have ap-

plied corrections to the electromagnetism of superconductors. ∂Ltot
∂σ2

is the variation of

inductance as the complex conductivity of the superconductor varies. Since it depends on

the thickness t of the material, thin films must be used. Using γ = σ2ω0µ0 it can be shown

that:

∂Ltot

∂σ2
=

−µ0

8

√
2

2
√

γcoth
( t

2
√

γ
)
− tγ + γcoth

( t
2
√

γ
)2√

−µ0
σ2ω

σ2ωγ

 (3.55)
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The term ∂σ2
∂T represents the variation of conductivity with temperature. Writing β = h̄ω

2kbT

we get:

∂σ2

∂T
=

−π∆(T )σm

h̄ω0kbT 2 e
2∆(0)+h̄ω0
−2kbT [2∆(0)I(β )] (3.56)

The term ∂T
∂nqp

finally links the temperature with the population density of quasiparticles.

One must therefore work at very low temperatures (T ≪ Tc) and with small volumes of

superconductors

nqp = 2N(0)
√

2πkb∆(0)e
−∆(0)
kbT (3.57)

The final equation is very complicated, but the terms of our interest and which we can act

on (and which do not strictly depend on the material) can be simplified:

∂Θ

∂nqp
≈ α

LkV
8Qi

g
(3.58)

In summary, to obtain the highest sensitivity of the detector you must have:

• High Q factor, to increase phase response

• Small volumes and low temperatures, to obtain a high value of ∂T
∂nqp

• Thin films, to have a α factor lift

All these requests agree with the functioning of the MKIDs, which already operate at low

temperatures and with high Q factors. To further increase Q we can play on the inductance

of the M line, remembering that the two values are inversely proportional:

1
Q

=
1
Qi

+
ω0M2

LZ0
(3.59)

As M decreases, the value of Q increases. But decreasing M also increases the value of

S21min which depends on M through g, as S21min =
2

g+2 .

We must therefore ensure that Qi contributes the most to the value of Q, and not Qs(
LZ0

ω0M2

)
.
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4. Electronic Readout

Once the detectors to be used in the experiment have been chosen, the readout must sat-

isfy a set of requirements like the number of pixels, their sampling rate, the oveall energy

resolution. Although the parameter that contains the most important information in the

case of KIDs is the variation of the resonance frequency of the detectors, if we think to

continuously scan the band looking for frequency shift, this approach conflicts with the

most important specifications: the sampling rate of the detectors. To give an example we

can make a simple consideration: let’s imagine running a scan to find the resonance fre-

quencies and use a simple and fast algorithm to find where they are. For a band spanning

100 MHz, even sending a signal of 1000 samples and requiring 100 KHz of ∆ν , neglecting

any delay in transmission and reception and no slowdown for the computation of the al-

gorithms necessary for the search and the analysis of the signal, this results in a sampling

rate of 100 Hz, definitely below the desired COSMO specifications (tens of KHz).

For this reason, we developed a state machine. The idea is, instead of directly mea-

suring the variation of the resonant frequency, to measure the amplitude and phase of the

signals probing the detectors, tracking any possible variation induced by photon interac-

tion. These variations, which we can see in figure 3.6, cause a variation of amplitude and

phase of the signal, linked to the number of quasiparticles generated by the photon from

the formula Nqp ≈ ηhν/∆

The disadvantage of this technique is that it does not have a direct measurement of

the variation of the resonant frequency, but the big advantage is to be able to reach a

much faster sampling rate, eliminating a factor of 1000 from the previous calculation,

and requesting a single LookUp Table of 1000 values containing the parameters needed

to create the comb signal probing the detectors. The different states implement different

phases of the detection process: from the search for the resonance frequencies, to the comb

coefficient calculation to the free run data acquisition.
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4.1 Operation of the state machine

A finite state machine is an abstract machine that can be in one and only one of a finite

number of state at any given time, and can change from one state to another in response

to some inputs or outputs. This change is called transition. A list of states and the inputs

that trigger a transition are defined. In our case, we have a 3 state machine (see fig. 4.1).

The first state have to transmit a signal along the detector transmission line to scan the

entire band in order to find all the resonant frequencies of the detectors. The second state

deals with the generation of the signal, a combination of tones, to be transmitted along the

detectors. The third state finally transmits, receives and analyzes the signal in free run, till

some major change triggers the repetition of the first one.

Figure 4.1: The logic of the finite state machine.

4.1.1 First State

In the first state we want to find all the resonant frequencies of our detectors. For this

reason a chirp is used (fig. 4.2, a signal with frequency that varies over time, according to
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the formula:

f (t) = f0 + kt

k =
f1 − f0

T

(4.1)

f0 is the initial frequency, f1 is the final frequency and T is the time it takes to go from the

initial frequency to the final frequency. This allows us to scan our entire band, obtaining

the spectrum in figure 4.3. An algorithm recognizes the resonances and saves their fre-

quencies in an array.

Figure 4.2: Example of a chirp signal
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Figure 4.3: The result of the chirp through the KIDs. We can see all the resonances of our

array of KIDs

4.1.2 Second State

The second state deals with tones generation. These are created using a CORDIC algo-

rithm[42]: using only additions, subtractions and a LookUp Table of the arctangents and

one for a scaling factor, the desired frequency signals can be generated with a resolution

of 1
2n−1 with N number of addition and subtraction stages. The greater the value of N,

the better the accuracy of the tones will be (see fig. 4.4: however, the computational cost

and the execution time of the state will also be greater. It is therefore necessary to find a

good trade off between resolution and execution time. However, this is not a particularly

limiting problem, as this operation must be performed only once at the start of the data

acquisition.
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Figure 4.4: Comparision of the result of a generated signal with a different number of

iteration.

4.1.3 Third State

In the third state of the machine the tones generated on the basis of the look-up table

compiled by the second state are transmitted through the detectors and the modified signal

is acquired. There are two solutions to read each single tone: the first is to analyze the

acquired signal using the Fast Fourier Transform FFT: in this case the frequency comb,

made up of the sum of transmitted sinusoids, is analyzed using an FFT algorithm in a

process called Channelization[43] (fig. 4.5). The idea is to separate the frequency band

into regular intervals and then create much finer intervals that contain a single tone. By

filtering the signal using band-pass filter of the frequencies found, the generated tones are

separated and can be analyzed one by one.

Figure 4.5: Logic of the Channelization process.
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The disadvantage of this technique resides in the number of points used. The signal-

to-noise ratio (SNR) depends on the length of the FFT[44], because the noise power is

distributed across all bins of the FFT. The second solution is called Direct Down Conver-

sion (DDC)[45]. A DDC consists of three subcomponents: a Direct Digital Synthetizer

(DDS), a Low Pass Filter (LPF) and a SubSampler (fig. 4.6). It is usually used to bring a

signal from the intermediate frequency (IF) to the base band (Base Band). DDS generates

a complex sine wave that is mixed with the incoming signal. This generates a baseband

signal (plus a high frequency signal) which is filtered through the LPF to eliminate the

high frequency signals. Using a number of DDCs equal to the number of tones generated,

and using the tones previously transmitted in the LEKIDs as DDS, we can baseband and

filter every single signal, without having to use the FFT. This allows to analyze a number

N of tones as if they were N digital signals continuous in time. When a photon affects a

specific pixel, the signal that will be modified will be that of the corresponding mKIDs.

Figure 4.6: Logic block of the Direct Down Conversion
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4.2 Hardware

Figure 4.7: Block Diagram of the readout electronic. To cover a wider band, the signal is

generated by 2 transceiver, added together by a Wilkinsons power splitter and attenuated

by an attenuator before entering the cryocooler. Before being received by the transeiver

the signal is split by an identical Wilkinsons.

Having a clear idea of the software to be developed and the specifications to obtain, we

opted for COTS components from National Instruments, which are easily implementable

and customizable for our needs. In fig. 4.7 is represented in the block diagram our exper-

imental configuration. We used two NI 5791 transceivers (table 4.1) equipped with 2 NI

PXIe-7966 fpga (table 4.2). The transceivers are expansion modules directly attached to

the FPGA modules. They are tunable up to 4.4 GHz and they are equipped with IQ mixers

so being able to generate and acquire both amplitude and phase.
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Figure 4.8: The insulated rack with all the warm electonic components.

The full system (FPGA + transceiver) is doubled to cover a band wider than the one of

a single transceiver (100 MHz), to cover the band of the KIDs we have in laboratory (as we

will see in the next chapter). The two combs are added together by a Wilkinsons power-

splitter used as a combiner. The sum of the two signals pass through a PXI Programmable

attenuator (PXI-5696, see table 4.3) to reduce the power to avoid KIDs’ transition due to

the exceeding power and then enter the cryostat through a single cable. The signal emerg-

ing fromt he cryostat is split by an identical Wilkinson and fed into the two transceivers
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NI 5791 R RF Transceiver Adapter Module

ADC 2-channel, 130 MS/s 14-bit accuracy

DAC 2-channel, 130MS/s (520 MS/s after interpolation) 16-bit accuracy

RF frequency range 200 MHz to 4.4 GHz

Instantaneous bandwidth 100 MHz

EVM <1.5% (RMS)

Table 4.1: NI 5791 RF Transceiver main specifications

PXIe - 7966 R FPGA Module for Flex-RIO

FPGA Virtex-5 SX95T

LUT 58880

DRAM 512 MB

Table 4.2: PXI-e 7966 FPGA Module main specifications

inputs to be demodulated and acquired. All PXI components are inserted in an 8-slot PXIe

- 1082 chassis attached to a Dell Precision 3930 Rack, all placed inside an insulated rack

(fig. 4.8.

PXI - 5695 RF PXI Attenuator

Frequency Range 50 MHz to 8 GHz

Attenuation Resolution +0.5 dB, typical

Level Calibration Accuracy ±0.7dB

Maximum Attenuation -44 dB

Gain Variation by Temperature −(2.69∗10−4)*Frequency in GHz) dB/oC

Table 4.3: PXI 5695 RF Attenuator main specifications
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4.2.1 Cryostat

The cryostat is the apparatus that allows us to bring our device into the superconductive

regime, reaching a temperature of 4 K on the plate where the KIDs are thermally anchored.

The cooling system consists of a Gifford - Mc Mahon cryocooler (SHI-RDK 408) capable

of reaching 3.3 K with an input power of 0 W and 4 K with an input power of 750 mW.

Since the cooling power of our cryostat is very low, we must take care to limit as much

as possible the heat load into the apparatus in all its modes of propagation: conduction,

convection, and radiation. In order to limit the entry of heat by conduction, we connected

the KIDs to the warm electronics with stainless steel coaxial cables (see fig. 4.9. The

specific cables are cryogenic coaxial cable by RF-coax 100 mm long. The external jacket

made by stainless Steel has a diameter of 0.086” and the center conductor is made of

Berillium-Copper. The thermal conductivity is 0.15Wcm−1K−1. Going towards the ports

of the KID array, two flexible copper cables connect the steel cables with Niobium cables

anchored to the copper plate of the cryostat, in order to limit heat conduction, since at 5 K

these cables are in the superconducting state making them poor heat conductors.
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Figure 4.9: Inside of the cryostat, with all the cold component of the set-up.

To limit the heat input by convection, a pumping system was used to create a suffi-

ciently high vacuum inside the cryostat. To do this, a dry rotary pump is used up to a

pressure of 1 mbar after which a turbomolecular pump is coupled so as to reach pressures

around 10−9 mbar, amply sufficient to neglect the heat input for convention. Finally, to

shield the heat radiated from the external walls of the cryostat, we adopt an electromag-

netic shield along the internal walls and above the copper plate, made up of layers of

”super-insulating” material consisting of a multilayer of aluminized Mylar sheets inter-
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spersed with tulle nets to avoid a direct contact of the Mylar layers avoiding heat conduc-

tion from the outer walls to the inside. The rule of thumb is that n layers of Mylaraluminate

reduce to 1/n the heat radiated on the part exposed to the surfaces at the highest temper-

ature which, in our case, are those of the internal screen anchored to the first stage of the

cooler which reach about 60 K.

4.3 Software

The code of the state machine was done entirely using LabView, a graphical program-

ming software that proved to be a very powerful tool for writing software for electronic

automation. With this it was possible to develop at every level necessary, from the FPGA

programming, to the development of the Graphical User Interface (GUI) used to verify the

received and transmitted signals in real time. Let’s see the various steps in detail.

4.3.1 FPGA

The FPGA is programmed to take care of the transmission and reception of the signals.

There are three main components: one write the look-up table, one read that and the third

one generates the outgoing signal and the receive the incoming signal.

The Look-up Table is written only when the program raises the FPGA SAVE flag: ev-

ery single Unsigned 32 (U32) is saved one by one in the Look-up table, as we can see in

the figure 4.10. We are using 1024 element of U32, that contain the I and Q signal (I is in

the 16 lower bits, Q is in the 16 higher bits) to be given to the Digital-Analog Converter

(DAC) of the transceiver.

57



Figure 4.10: Block diagram for the writing of the Look-up table on the FPGA. The data

are stored in memory as an array of U32 elements, with the top 16 bit representing the I

signal and the bottom 16 bit representing the Q signal.

When the FPGA has to transmit the signal to the DAC, the transmission component

comes into operation: each element of the Look-up Table is read one by one, the signal is

corrected using Digital Signal Processing (DSP) to calculate the systematic variations due

to the DAC used, and finally it is sent to the DAC itself in the I and Q components (see fig.

4.11).
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Figure 4.11: Block diagram for the transmission of the signals. Cyan rectangle: the read-

ing of the Look-up table. Red rectangle: DSP of every element I and Q. Orange rectangle:

transmission of the I and Q element to the DAC

The third section simply takes care of receiving the signal from the analog-digital

converter (ADC) of the transceiver, performing the correction via DSP and sending the

received signals to the host (see fig. 4.12).

Figure 4.12: Block diagram to receive the signals. The signal pass through a DSP before

being sent to the host as an U32 element.

4.3.2 Host Computer

The host computer manages the state machine and the construction of the signal. A Graph-

ical User Interface (GUI) that can be seen in figure 4.13 has been developed allowing the

user to use the entire hardware to run laboratory tests on KIDs, to have a real-time graph-
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ical display of transmitted and received tones and to send the chirp signal or the comb

signal. The comb can be generated manually or automatically, with the tones found dur-

ing the sweep.

Figure 4.13: GUI for the host. The graph show the comb received from the ADC of the

NI 5791

The main blocks are for the transmission and reception of IQ data from the FPGA to

the host. The host can be used to analyze the data and save on external media. We save

the data in Hierarchical Data Format (hdf5), which allows us to write and read faster than

traditional methods. The algorithms that control the 3 states of the machine have been

implemented. In the first state the chirp is built using two linear ramps of the length of

the number of samples (fig. 4.14). The first starts from the initial frequency and ends at

the final frequency and is transformed into an angle in radians, the second from t0 to tn.

By multiplying the values together and using them as an angle for z = A∗ eiΘ the signal is

obtained.
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Figure 4.14: Generation of the Chirp signal

The resonances are found with an algorithm that searches for relative minimum and

saving the frequencies obtained in an array.

The second state use the rotation mode of the CORDIC algorithm. The value of I

and Q calculated for each point (corresponding with the angular frequency of β = f ∗2π)

using the equation:

[
xi+1

yi+1

]
= Ki

[
1

σi2−1
−σi2−1

1

][
xi

yi

]
(4.2)

βi+1 = βi −σiarctan(2−1) (4.3)

where xi = cos(βi) = I, yi = sin(βi) = Q, Ki =
1√

1+2−2i and σi is used to determine the

direction of the rotation: +1 if counterclockwise, -1 if clockwise.

In the third state, the main part of the software is given by the DDC. To write it digi-

tally, the received signal is multiplied with the sinusoidal signals of the resonant frequen-

cies, then passed through digital filters and finally the undersampling takes place (see fig.

4.15).

61



Figure 4.15: DDC block logic. The signal received as a Waveform pass through a DDS

(Direct Digital Synthesis), a low passfilter and a downsampler, them for each element the

phase and the amplitude of the signal is calculated.

All the array are then saved on the host in HDF5 file.
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5. Laboratory measurement

In our laboratory we use for testing an array of 25 KIDs in Niobium distribuited on a 200

MHz band around 2 GHz, designed at the AstroParticule et Cosmologie lab in Paris and

manufactured at Paris Observatory (fig. 5.1. The transition temperature of these KIDs is

around 9 K and their measured quality factor resonances, Q, is higher than 5000 already

at 5 K, the equilibrium temperature of our cryofacility in the current set-up. The Q factor

value is enough for our purpose, since we need to have well defined resonances with a

frequency spacing around 5-10 MHz.

Using a Vector Network Analyzer (Keysight N5245A) we founded the resonances reported

on table 5.1 and fig. 5.2
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Figure 5.1: Design of the array of 25 Niobium KIDs, from Astroparticule et Cosmologie

lab in Paris.

Figure 5.2: The sweep response of the 25 Niobium Kids. 23 resonance are visible in the

figure.
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Frequency [GHz] dB

1.894594 ± 0.000001 -18.92 ± 0.01

1.899302 ± 0.000001 -12.83 ± 0.01

1.907618 ± 0.000001 -20.37 ± 0.01

1.916902 ± 0.000001 -17.12 ± 0.01

1.925482 ± 0.000001 -10.60 ± 0.01

1.930355 ± 0.000001 -19.02 ± 0.01

1.937384 ± 0.000001 -10.53 ± 0.01

1.942543 ± 0.000001 -15.94 ± 0.01

1.949561 ± 0.000001 -10.56 ± 0.01

1.953378 ± 0.000001 -7.06 ± 0.01

1.961760 ± 0.000001 -20.70 ± 0.01

1.969317 ± 0.000001 -18.00 ± 0.01

1.972364 ± 0.000001 -13.77 ± 0.01

1.982594 ± 0.000001 -6.63 ± 0.01

1.988281 ± 0.000001 -16.30 ± 0.01

1.992164 ± 0.000001 -11.85 ± 0.01

2.001063 ± 0.000001 -21.17 ± 0.01

2.0074 ± 0.000001 -2.93 ± 0.01

2.009214 ± 0.000001 -16.69 ± 0.01

2.020654 ± 0.000001 -12.22 ± 0.01

2.025626 ± 0.000001 -15.54 ± 0.01

2.031764 ± 0.000001 -7.80 ± 0.01

2.040157 ± 0.000001 -18.06 ± 0.01

Table 5.1: List of the resonance frequencies and the related attenuation of our Niobium

KIDs founded with a VNA
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As shown in Fig. 5.2 and in the table 5.2, to cover a bandwidth of 200 MHz, we work

with two parallel transceiver, which bands are partially overlap. We decided to add a test

tone for each FPGA, respectively at 1.9030GHz for the first, and 1.9760GHz for the sec-

ond one. Thus, at the end we can receive and transmit a total of 25 tones. We chose those

frequency values for the test tone because there the signal is not attenuated by any other

close resonance. The presence of the test tones allows us to check the behaviour of the

resonant tones with the fluctuation of temperature.

To date, we can reach a sampling rate of around 12 kHz on the 25 frequencies (23 effec-

tive resonances plus 2 test tones) saving the data in HDF5 format. However, we are still

a factor of 5 far from the COSMO requirements (sampling rate at about 60 kHz). Cur-

rently we are improving the data saving in order to increase the sampling rate and we are

exploring all the possibilities given by the HDF5 format. We also plan to improve the data

rate synthesizing the calculus of the amplitude and phase shift of each tone on the FPGA

instead on the host computer.

During the data taking we also collect the temperatures inside the cryostat. The tem-

perature have oscillations of ∼ 20 mK around the mean value, with a frequency ∼ 1 Hz,

typical of the cooler cold head cycle. The temperature oscillations make the initial search

for resonators difficult because the frequencies of the resonances are not stable and for

this reason we need to repeat the sweep multiple times. The aim of this process is to map

the oscillations of the resonances and find the minimum transmission. The state of min-

imum transmission corresponds to the minimum temperature achieved by the cryocooler

with the installed set-up and consequentially gives the information about the tone of each

resonance. However, these annoying oscillations reveal to be useful to test some key pa-

rameters of the readout system:

• they are used to verify that the system can track the tones during testing phase;

• their presence is a prominent feature that should be clearly visible in the phase time

stream plot and in the rolling mean amplitude time stream plot
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Frequency [GHz] dB

1.8945 ± 0.0001 -8.58 ± 0.01

1.8992 ± 0.0001 -4.18 ± 0.01

1.9075 ± 0.0001 -10.54 ± 0.01

1.9168 ± 0.0001 -8.80 ± 0.01

1.9254 ± 0.0001 -4.39 ± 0.01

1.9303 ± 0.0001 -8.35 ± 0.01

1.9374 ± 0.0001 -3.01 ± 0.01

1.9426 ± 0.0001 -6.84 ± 0.01

1.9496 ± 0.0001 -3.24 ± 0.01

1.9532 ± 0.0001 -6.49 ± 0.01

1.9617 ± 0.0001 -11.83 ± 0.01

1.9693 ± 0.0001 -9.70 ± 0.01

1.9723 ± 0.0001 -7.62 ± 0.01

1.9826 ± 0.0001 -2.02 ± 0.01

1.9884 ± 0.0001 -9.16 ± 0.01

1.9922 ± 0.0001 -4.38 ± 0.01

2.0011 ± 0.0001 -11.42 ± 0.01

2.0074 ± 0.0001 -2.93 ± 0.01

2.0093 ± 0.0001 -11.26 ± 0.01

2.0208 ± 0.0001 -6.28 ± 0.01

2.0258 ± 0.0001 -9.53 ± 0.01

2.0318 ± 0.0001 -3.01 ± 0.01

2.0402 ± 0.0001 -11.85 ± 0.01

Table 5.2: List of the resonance frequency and the relative attenuation of our Niobium

KIDs computed at the minimum temperature of T = 4.85 K
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5.1 Measurements with KIDs

Figure 5.3: The result of the chirp through the KIDs. We can see all the resonances of our

array of KIDs

A typical test of our readout lasts for one hour, collecting data for all the 25 frequencies

transmitted using the comb technique, and founded with the chirp as we can see from the

fig. 5.3. We check for the presence of temperature oscillations and compare them with

phase oscillations. In figure 5.4 we can see how the oscillations of phase and temperature

agree with the same period, while the tone placed where there are no resonant frequencies

does not show clear oscillations.
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Figure 5.4: Blue: temperature oscillation. Red: phase oscillation of the tone at 2.0093

GHz. Yellow: phase oscillation of the test tone at 1.9760 GHz.

If we evaluate the IQ plane, we can see how the temperature oscillations show a trend

in agreement with the theory, with modifications of the I and Q values due to the variation

of the value of the resonant frequency with the variation of the temperature, with conse-

quent variation of the amplitude and phase of the transmitted and received tone. While

this happen on the tone at 2.0093 GHz, as we can see on fig. 5.5, this doesn’t happen on

the tone at 1.9876 GHz, as we can see on fig. 5.6.
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Figure 5.5: IQ for the tone at frequency 2.0093 GHz

Figure 5.6: IQ for the test tone at frequency 1.9760 GHz

In order to characterize the Phase Noise of both the electronics and eventually disen-

tangle it from that of the detectors we acquired, we performed a Power Spectrum Density

to highlight the signal corresponding to the various frequencies of our interest, especially

the 1 Hz temperature oscillations. This showed a peak at 1 Hz due to temperature oscilla-

tions for the 2.0093 GHz tone, as we can see in the fig5.7, but also showed a peak for the

test tone, as we can see in the fig5.8.
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Figure 5.7: Phase Noise for the tone at frequency 2.0093 GHz.

Figure 5.8: Phase Noise for the test tone at frequency 1.9760 GHz.

5.2 Measurement of Warm and Cold Loop

To estimate the noise due to the electronics alone, auxiliary measurements are needed, in

which the signal does not pass through the detector. To carry out these measurements we
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Frequency [GHz] rad/
√

Hz

1.8945 1.3 ·10−3

1.8992 9.0 ·10−4

1.9030 5.0 ·10−4

1.9075 1.4 ·10−3

1.9168 1.2 ·10−3

1.9254 8.4 ·10−4

1.9303 1.1 ·10−3

1.9374 6.1 ·10−4

1.9426 7.3 ·10−4

1.9496 5.7 ·10−4

1.9532 1.0 ·10−3

1.9617 2.0 ·10−3

1.9693 9.5 ·10−4

1.9723 1.3 ·10−3

1.9760 7.4 ·10−4

1.9826 8.6 ·10−4

1.9884 8.5 ·10−4

1.9922 9.0 ·10−4

2.0011 1.4 ·10−3

2.0074 1.1 ·10−3

2.0093 1.1 ·10−3

2.0208 1.5 ·10−3

2.0258 1.9 ·10−3

2.0318 1.4 ·10−3

2.0402 1.3 ·10−3

Table 5.3: List of the resonance frequency and their computed white noise
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have considered two configurations: one called Warm Loop, where the output signal from

the transceiver passes through all the room temperature devices, connecting the input and

output cables from the cryostat to each other via an I. The signals generated from the dou-

bled system (FPGA + transceiver) is added together by a Wilkinsons powersplitter, used

as a combiner. The sum of the two signals pass through the PXI Programmable attenuator,

pass through the cable that bring the signal to the cryostat. Here it is connected to the

cable which carries the signal out of the cryostat to the second Wilkinsons powersplitter

and fed to the two transceiver inputs to be demodulated and acquired. The signal sent is

composed by the 25 tones, corresponding to the resonance frequencies of the KIDs in use.

The second configuration includes also the connections placed at cryogenic temperature,

passing through all the cables present inside the cryostat but the KIDs. This second con-

nection is therefore a female-female adapter placed inside the cryostat and anchored to the

copper plate. In the table 5.5 and 5.4 we can see the value of the white noise calculated.

5.2.1 Warm Loop

We collected data for 1 hour with a sampling rate of 12 KHz, saving the I and Q data and

the time in HDF5 format. As a representative example, we report the tones at 2.0093 GHz

and 1.9760 GHz: the first corresponds to the resonance frequency of one of the KIDs,

chosen because it is one of the deepest and most isolated from other frequencies; the sec-

ond corresponds to a section free from resonant frequencies, it is a test tone to observe

the signal that is transmitted outside all resonant frequencies and for which we expect no

alteration. In these loops we will not have big differences in the detected signal, but they

will be relevant during the measurements with the KIDs.

As before, we look at the phase of the 2 signal, and we can see in figure 5.9 and 5.10 that

there is no oscillation, because there is no variation of temperature, since this loop doesn’t

pass through the cryostat.
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Figure 5.9: Sample of detected Phase for the tone at frequency 2.0093 GHz.

Figure 5.10: Sample of detected Phase for the test tone at frequency 1.9760 GHz.

Even the IQ graph doesn’t show difference.
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Figure 5.11: IQ for the tone at frequency 2.0093 GHz.

Figure 5.12: IQ for the test tone at frequency 1.9760 GHz.

The phase noise is a figure of merit to see the white noise of the warm readout. We

evaluated a white noise of ∼ 1.8 ·10−4rad/
√

Hz for the tone at 2.0093 GHz, and ∼ 1.9 ·

10−4rad/
√

Hz for the tone at 1.976 GHz.
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Figure 5.13: Phase Noise for the tone at frequency 2.0093 GHz.

Figure 5.14: Phase Noise for the test tone at frequency 1.9760 GHz.

5.2.2 Cold Loop

The last measurement we performed is the cold loop: the signal passing through the warm

cables and inside the cryostat, while not going through the KIDs. The phase of the two

tones, if plotted, doesn’t seem to respond to the variation of temperatures inside the Cryo-
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Frequency [GHz] rad/
√

Hz

1.8945 2.0 ·10−4

1.8992 1.9 ·10−4

1.9030 1.9 ·10−4

1.9075 1.8 ·10−4

1.9168 1.7 ·10−4

1.9254 1.6 ·10−4

1.9303 2.0 ·10−4

1.9374 1.7 ·10−4

1.9426 1.8 ·10−4

1.9496 1.8 ·10−4

1.9532 1.8 ·10−4

1.9617 2.0 ·10−4

1.9693 2.0 ·10−4

1.9723 2.0 ·10−4

1.9760 1.9 ·10−4

1.9826 1.9 ·10−4

1.9884 1.9 ·10−4

1.9922 1.9 ·10−4

2.0011 3.0 ·10−4

2.0074 1.8 ·10−4

2.0093 1.7 ·10−4

2.0208 1.9 ·10−4

2.0258 2.1 ·10−4

2.0318 2.0 ·10−4

2.0402 2.1 ·10−4

Table 5.4: List of the resonance frequency and the white noise calculated for the warm

loop.
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stat, as we can see in figures 5.15 and 5.16.

Figure 5.15: Phase for the tone at frequency 2.0093 GHz.

Figure 5.16: Phase for the test tone at frequency 1.9760 GHz.

Even the IQ graph doesn’t show difference.
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Figure 5.17: IQ for the tone at frequency 2.0093 GHz.

Figure 5.18: IQ for the test tone at frequency 1.9760 GHz.

The phase noise give us a valuable asset: we can see a peak at 1 Hz, in both tones, even

if the signal doesn’t pass through the KIDs. We estimated that this is due to the Niobium

cables inside the cryostat, as they change their attenuation properties as the temperature

change.
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Figure 5.19: Phase Noise for the tone at frequency 2.0093 GHz.

Figure 5.20: Phase Noise for the test tone at frequency 1.9760 GHz.

5.3 New measurement

We refined the set-up the inside of the cryostat to lower the base temperature as much as

possible. This shifted all the resonance Frequency, as reported in table 5.6.
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Frequency [GHz] rad/
√

Hz

1.8945 4.5 ·10−4

1.8992 4.5 ·10−4

1.9030 4.4 ·10−4

1.9075 4.4 ·10−4

1.9168 4.4 ·10−4

1.9254 4.4 ·10−4

1.9303 4.8 ·10−4

1.9374 4.5 ·10−4

1.9426 4.6 ·10−4

1.9496 4.5 ·10−4

1.9532 4.6 ·10−4

1.9617 4.7 ·10−4

1.9693 4.4 ·10−4

1.9723 4.4 ·10−4

1.9760 4.4 ·10−4

1.9826 4.4 ·10−4

1.9884 4.4 ·10−4

1.9922 4.4 ·10−4

2.0011 5.6 ·10−4

2.0074 4.2 ·10−4

2.0093 4.3 ·10−4

2.0208 4.6 ·10−4

2.0258 4.9 ·10−4

2.0318 5.1 ·10−4

2.0402 5.4 ·10−4

Table 5.5: List of the resonance frequency and the white noise calculated for the cold loop.
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Frequency [GHz] New Frequency [GHz] dB

1.8945 1.8946 -8.48

1.8992 1.8993 -4.41

1.9075 1.9077 -10.02

1.9168 1.9169 -8.90

1.9254 1.9255 -4.30

1.9303 1.9304 -8.74

1.9374 1.9375 -3.38

1.9426 1.9427 -8.46

1.9496 1.9497 -4.28

1.9532 1.9533 -9.34

1.9617 1.9618 -11.53

1.9693 1.9694 -12.17

1.9723 1.9724 -7.21

1.9826 1.9827 -2.31

1.9884 1.9884 -10.98

1.9922 1.9923 -5.84

2.0011 2.0012 -11.26

2.0074 2.0075 -2.85

2.0093 2.0094 -10.81

2.0208 2.0208 -7.61

2.0258 2.0258 -9.75

2.0318 2.0319 -2.75

2.0402 2.0404 -10.51

Table 5.6: List of the new resonance frequencies and deepths of our Niobium KIDs.
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We present a chunk of the phase time stream in fig. 5.21. We decided to show only

the tone at resonant frequency 2.00940GHz because it is one of the deepest (-10.81 dB),

but we have obtained similar wave-forms for all the other frequency tones. In the same

plot we report the temperature oscillations and we can notice a sync between this signal

and the phase time stream. This evidence confirms that the KID responds correctly with

respect to the variation of the quasi-particles density. At the same time, we can also see

the behaviour of the test tone (frequency 1.976GHz), which is not affected by the change

of temperature, as expected.

Figure 5.21: Chunk of the phase time stream. The test tone (frequency 1.976 GHz) is plot-

ted in orange, the resonant tone (2.00940 GHz) is in red and the temperature oscillations

are in blue.

We present the amplitude time stream of the resonant tone at frequency 2.00940 GHz

together with the temperature oscillations. As above, we have obtained similar wave-forms

for all the other frequency tones. We performed a moving average on both the amplitude

and the temperature data so that we can see the long time fluctuations of the cooler and not

the oscillations, that are averaged away. The period of each window is the sampling rate

(∼ 12000 Hz) for the amplitude data, while for the temperature data it is 10 Hz, which is

the fastes sampling rate of our CTC100 Cryogenic Temperature Controller 2. As we can

2https://www.thinksrs.com/products/ctc100.html
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see in Fig. 5.22 the variation of the moving average of the tone amplitude and the temper-

ature are synchronous, as expected.

Figure 5.22: Amplitude and temperature time stream. The resonant tone (2.00940 GHz)

is in red and the temperature is in blue.

We performed the noise analysis by comparing the phase noise in three different condi-

tions: when the signal passes through the KIDs, when there are no KIDs (cold loop back),

and when the signal does not enter in the cryostat (warm loop back). We report the result

for the 2.00940 GHz resonant tone in Fig. 5.23 regarding the phase noise, in Fig. 5.24 we

did the same analysis but using the test tone (1.976 GHz).
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Figure 5.23: Phase noise of the reference tone (2.00940 GHz) in three different conditions.

Up: when the signal passes thought the KIDs. Middle: when there are no KIDs. Down:

when the signal does not enter in the cryostat.

Figure 5.24: Phase noise of the test tone (1.976 GHz) in three different conditions. Up:

when the signal passes thought the KIDs. Middle: when there are no KIDs. Down: when

the signal does not enter in the cryostat.
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5.4 Comparison with other experiments

We compared the results obtained on noise levels with the results obtained in the literature

from other experiments and studies that used KIDS. One of the first comparisons we made

is with the OLIMPO experiment[46]. The OLIMPO experiment used an array of 120

KIDS, with a readout electronics based on the Re-configurable Open Access Computer

Hardware (ROACH) board. They reported noise on the order of 10−4rad/
√

Hz as we can

see in fig.5.25, proportional to the white noise we calculated.

Figure 5.25: Noise calculated by the experiment OLIMPO

Other experiments used different methods to represent noise. In our case, we calcu-

lated an average white noise of 10−20W/
√

Hz. The Origins Space Telescope (origins)

[47] will use a large array (about 10000 pixels) of KIDs, on which they have estimated a

NEP of 3 ∗ 10−19W/
√

Hz in the laboratory, as we can see in fig.5.26. We therefore have

an order of magnitude lower, but given by the advantage of using a limited number of

detectors.
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Figure 5.26: Noise calculated by the experiment Origins Space Telescope

Another study[48], aimed at testing the prototype of a 4x4 pixels camera using a

demonstration instrument (“DemoCam”) showed white noise levels close to 6∗10−16W/
√

Hz

as we can see in fig.5.27.

Figure 5.27: Noise calculated by the Demonstration Instrument ”DemoCam” as a function

of power, under 77 K load. The horizontal black line is drawn at 6 ∗ 10−16W/
√

Hz for a

scale relationship.
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Conclusions

With this contribution we demonstrated that we can develop a working readout electronics

for KIDs with a modular architecture based on commercial devices which are capable of

a bandwidth of 100 MHz per module and a sampling rate (still not optimized) of about

more than 12 kHz for 23 effective resonators plus 2 test tones. The main advantage of

our readout electronics is the access to hardware and software solutions which greatly

reduce the time required to realize a working readout chain and to develop a Graphical

User Interface. The achieved sampling rate of ∼ 12KHz is enough for COSMO to remove

the atmospheric disturbances using the rotating mirror. The measurements made on the

phase noise ensure consistency with the measurements made in the literature, allowing us

to focus our attention on the software components of the project.

As the next step, we are planning to use a single FPGA with a transceiver with a RF

bandwidth wider than the sum of the two implemented in this Set-Up. We think that using

two FPGAs slowed down the performance, as they have to share a single data bus, and

we can speed up the sampling rate just using a single FPGA. Finally, a complete NEP

investigation will be performed on the COSMO KIDs. A second configuration as been

developed and is under test to work with the multimode aluminium detector of COSMO.

In fig.5.28 we can see the new scheme designed: the signal is generated by the FPGA to

the transceiver NI-5782, a model with two analog output and input used to generate and

receive the signal divided in the IQ components.
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Figure 5.28: The configuration for the new electronic readout of COSMO

The I and Q signals generated by the FPGA are modulated by a modulator ADL53861

and up-converted with an external oscillator, a VALON 50092. Similarly the demodu-

lator ADL53873 splits the signal from the detectors into the two signals I and Q down-

converted using the same local oscillator before being converted back into digital sig-

nals by the transceiver. The external oscillator, is connected to an external reference,

the GPS Microchip GPS-27004, to obtain even greater stability of the signal. Since the

signals propagating through the modulator are balanced (I+ I-, Q+ Q-) two baluns (MINI-

CRICUITS ZFSCJ-2-15) have been used to adapt the unbalanced propagation present at

the transceiver’s IO ports, phase-shifting the signal by 180◦. The signal, before entering

the modulator, is reduced in power by four appropriate bias tees (ZFBT-4R2GW-FT+6).

This configuration of the readout electronics will be placed in an insulated rack, over a

plate as seen in fig.5.29 to be able to be handled comfortably and protected from the ex-

treme climatic conditions of the Concordia base in Antarctica.
1https://www.analog.com/media/en/technical-documentation/data-sheets/ADL5386.pdf
2htt ps : //valontechnology.com/5009users/Valon5009o pman.pd f
3https://www.analog.com/media/en/technical-documentation/data-sheets/ADL5387.pdf
4htt ps : //www.microsemi.com/document− portal/docdownload/133459−gps−2700−user−guide
5htt ps : //www.minicircuits.com/pd f s/ZFSCJ−2−1.pd f
6htt ps : //www.minicircuits.com/pd f s/ZFBT −4R2GW −FT + .pd f
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Figure 5.29: The new electronics placed on the plate for the insulated rack.
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Abstract With this contribution we show the readout electronics for Kinetic Inductance
Detectors (KIDs) that we are developing based on a commercial IQ transceivers from Na-
tional Instruments and using a Virtex 5 class FPGA. It will be the readout electronics of
the COSMO (COSmic Monopole Observer) experiment, a ground based cryogenic Martin-
Puplett Interferometer searching for the Cosmic Microwave Background (CMB) spectral
distortions. The readout electronics require a sampling rate in the range of tens of kHz,
which is both due to a fast rotating mirror modulating the signal and the time constant of the
COSMO KIDs. In this contribution we show the capabilities of our readout electronics using
Niobium KIDs developed by Paris Observatory for our 5 K cryogenic system. In particular,
we demonstrate the capability to detect 23 resonators from frequency sweeps and to readout
the state of each resonator with a sampling rate of about 8 KHz. The readout is based on
a finite-state machine where the first two states look for the resonances and generate the
comb of tones, while the third one performs the acquisition of phase and amplitude of each
detector in free running. Our electronics are based on commercial modules, which brings
two key advantages: they can be acquired easily and it is relative simple to write and modify
the firmware within the LabView environment in order to meet the needs of the experiment.

Keywords KIDS • Electronic Readout • CMB

1 Introduction to COSMO experiment

COSMO (COSmic Monopole Observer)1 is a ground based cryogenic Martin-Puplett In-
terferometer to be operated in Dome-C, Antarctica, aiming at measuring the isotropic y-
distortions of the Cosmic Microwave Background (CMB)2. Such distortions are produced
by physical processes commonly referred to as the thermal Sunyaev-Zeldovich (SZ) ef-
fect, arising from energy exchange between CMB photons and hot electrons along the ther-
mal history of the Universe. However, to date, no isotropic spectral distortions have been
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detected at mm wavelengths, and the upper limit is ∼ 10−5, as placed by COBE-FIRAS
(1990)3 and then confirmed by other experiments, e.i. the TRIS experiment4.
COSMO exploits a cryogenic differential Fourier Transform Spectrometer (FTS) to measure
the spectral brightness of the sky in two frequency bands, the low frequency channel at 120-
180 GHz and the high frequency channel at 210-300 GHz. The instrument will measure the
difference in brightness between the radiation coming from the sky and the radiation coming
from the internal cryogenic reference blackbody. An ambient temperature spinning wedge
mirror allows for fast sky modulation (2400 rpm expected) to remove the atmospheric emis-
sion and its fluctuations. There will be two focal planes equipped by 9 pixels for each array
of multi-mode Kinetic Inductance Detectors (KIDs)5 6, which are designed to have a time
constant of about τ = 60µs. This time constant value requires a fast readout electronics:
indeed the frequency noise of the detectors goes up to their maximum frequency, in the or-
der of 3/τ . For this reason, together with the fast scanning mirror we need a fast readout
electronics of about 60 KHz.

2 Readout Electronics

The system is based on a commercial bus architecture (PXI) developed by National In-
struments. It is composed of two FPGAs Xilinx Virtex-5 NI7966R†, on PXI express bus
operating two transceivers NI5791‡. Two transceivers are used along with power combin-
ers to double the RF bandwidth. (see Fig. 1). The signal is digitally generated in the I-Q

Fig. 1: Architecture of NI 5791 (picture taken from the NI data sheet).

domain by the two FPGAs and converted to analogue by the four Digital to Analog Con-
verters (DACs) inside the transceivers. The two RF signals are added together by a Wilkin-
son power divider, attenuated by a programmable attenuator (PXI-5695), and fed into the
cryostat. Stainless Steel and Niobium coaxial cables are used inside the cryostat to reduce
thermal loading. The signal emerging from the KIDs is divided by another Wilkinson power
divider, fed into the two transceivers’ inputs and I-Q detected. A schematic drawing of our

†https://www.ni.com/pdf/manuals/373047b.pdf
‡https://www.ni.com/pdf/manuals/373845d.pdf



A new readout electronics for Kinetic Inductance Detectors 3

readout is in Fig. 2.

Fig. 2: Block-diagram of our readout based on two NI transceivers (model 5791). The two outputs are added
by a Wilkinson power divider (Narda 4426LB-2). After that, the sum signal is attenuated by a programmable
variable attenuator (PXI-5695) to adjust the power level. The comb signal enters the cryostat by means of a
vacuum feedthrough and a sequence of a Stainless Steel coaxial cable and a Nb coaxial cable to minimize the
heat load. The same kind of cables are used to reach a second feedthrough. With this set-up there is no need
for a LNA. The signals coming out of the cryostat are split with a second Wilkinson power divider before
being fed into the two transceivers.

Our readout electronics operate as a finite state machine that works in three states. In
the first state our algorithm performs a sweep to find the resonant tones of the KIDs. The
sweep is made using an up-chirp signal varying the frequency over time. In the second state
each resonant tones are generated by a COordinate Rotation DIgital Computer algorithm
(CORDIC)7, then added together to form a comb, which is acquired only once and thus it
is saved in a look-up table. In the end, during the third state the signal is transmitted. We
acquire I and Q signals so that we can easily evaluate the amplitude and phase in order to
measure the variation of the working point of the KIDs. Each KID resonance frequency is
evaluated by means of a Direct Down Converter (DDC) algorithm. This is the same ap-
proach used for the first time in the NIKA experiment8. This method was preferred to the
poly-phase filter banks approach9 because it is more computationally efficient and requires
fewer resources with our small number of detectors.
We implemented a Graphical User Interface (GUI) using a LabView environment. Two ex-
amples of its functionalities are shown in Fig. 3 and Fig. 4. The presence of a GUI allows
the user to monitor status and set FPGA parameters easily without modifying the software
at lower levels. In addition, a real time plot of the amplitude helps to have a visual feedback
during the first and the third state of the machine. It is also possible to manually set the comb
frequencies, or to select peaks found during a sweep corresponding to resonator frequencies.
The GUI also greatly simplifies the tuning of the input signal parameters such as the trigger,
the output power or the number of samples to be used.
In both Fig. 3 and Fig. 4 it is possible to see the 23 tones that we detect. We added a test

tone for each FPGA, the frequency for the first one is 1.9030 GHz, and for the second one
is 1.9760 GHz. Thus, we can receive and transmit 25 tones in total. We chose these values
because at these frequencies the signal is not attenuated by any other close resonance. The
presence of the test tones allows us to check the behaviour of the resonant tones and to have
an estimation of the noise.
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Fig. 3: An example of the functionalities of our GUI, which is made to interactively control the readout
electronics. The FPGA parameters can be set in the left box, while in the right one we can visualize the real
time plot of the first (here), and third (see Fig. 4) state of the machine. We can also set the parameters of the
state.

(a) KIDs response while the base temperature is at its
lowest level.

(b) KIDs response while the base temperature is at
its highest level.

Fig. 4: An example of the functionalities of our GUI, showing the comb signal (third state). The signal is
depicted by using two colors, representing the two transceivers. We reported two different time instants in
order to appreciate the amplitude variation with respect to the temperature oscillations (lowest level on the
left, highest level on the right).

3 Test results

We use Niobium KIDs (designed at AstroParticule et Cosmologie in Paris and manufactured
at Paris Observatory) to test our electronics with real devices. The transition temperature of
these KIDs is around 9 K and their measured quality factors are higher than 5000 at 4.9 K.
This is the working temperature of our cryostat maintained by an RDK-408 SHI GM cry-
ocooler under the set-up heat load. The Q factor could be higher but, for the purpose of this
study, it was enough to have well defined resonances with a frequency spacing around 5-10
MHz so we adopted this device that was optimised for other studies. However, the COSMO
detectors will be made by Aluminum to be compliant with the frequency coverage of the
experiment10 and they will work in the 0.3 K COSMO cryostat.
To date, we can reach a sampling rate of around 8 kHz on the 25 frequencies (23 effective
resonances plus two test tones) saving in HDF5 format. We are still a factor of 8 far from
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the COSMO requirements (18 detectors sampled at 60 kHz). To increase the sampling fre-
quency we plan to improve the data saving with binary compressed format and to move the
calculation of the amplitude and phase shift of each tone to the FPGA.
Due to the intrinsic mechanical oscillations of the cooler, the temperature has a fluctuations
of ∼ 20 mK with a frequency ∼ 1 Hz, typical of the cooler. The temperature oscillations
make the initial search for resonators difficult and for this reason we repeat the sweep mul-
tiple times. Indeed, in this way we can map the oscillations of the resonances and find the
minimum transmission. This state corresponds to the minimum temperature achieved by the
cryocooler with the installed set-up and consequentially gives the information about the tone
of each resonance. Moreover, we can test some key parameters of the readout system with
these oscillations. In fact, we use the temperature oscillations to verify that the system can
track the tones during testing phase. Their presence is also a prominent feature that should
be clearly visible in the phase time stream plot (Fig. 5) and can be used to evaluate the qual-
ity of our analysis.

Fig. 5: Chunk of the phase timestream. The test tone (frequency 1.976 GHz) is depicted in orange, the
resonant tone (2.00930 GHz) is in red and the temperature oscillations are in blue.

In figure Fig. 5 we present a chunk of the phase time stream. We decided to show only
the tone at resonant frequency 2.00930 GHz because it is one of the deepest (-11.264 dB),
but we have obtained similar wave-forms for the other frequency tones. In the same plot
we report the temperature fluctuations and we can notice a sync between this signal and the
phase timestream. This evidence confirms that the KID responds correctly with respect to
the variation of the quasi-particles density. On the contrary, we can also see the behaviour
of the test tone (frequency 1.976 GHz), which is not affected by the change of temperature,
as expected.
By repeating the comparison between the test tone (1.976 GHz) and one resonant tone

(2.00930 GHz), we analyzed different kinds of noise: the phase and IQ noise [
√

I2
noise +Q2

noise]
of KIDs signal (Fig. 6), the noise arising from the cold loop back signal (Fig. 7) and the noise
arising from the warm loop back signal (Fig. 8). With cold loop back we mean the signal
passing through everything inside the cryostat, except the array of KIDS, while the warm
loop back is the signal without passing through the cryostat.
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Fig. 6: Data noise. Upper plot: the phase noise of the best tone is plotted in blue, the one of the test tone is
in red. Lower part: the noise of the IQ signal of the best tone is depicted in green, the one of the test tone is
in orange.

Fig. 7: Cold noise (loop back). Upper plot: the phase cold loop back of the best tone is plotted in blue, the
one of the test tone is in red. Lower part: the cold loop back of the IQ signal of the best tone is depicted in
green, the one of the test tone is in orange.

In Fig. 6 the phase noise is shown in the upper part: as expected the resonant tone
(2.00930 GHz) is higher than the test tone. Thus also the white noise level is higher com-
pared to the test tone one. In addition, we can notice the presence of the 1 Hz peak also in the
test tone. Indeed, as we can see in the cold loop back signal (in Fig. 7 - upper part), the res-
onant tone and the test tone are very comparable and the 1 Hz peak is due to the presence of
the Nb cables which transmission is slightly modulated by the temperature. Concerning the
cold noise (without the presence of the KIDs) in Fig. 7, the white noise is lower compared to
Fig. 6 since the signal is not attenuated by any resonant frequencies. The same consideration
applies also looking at the warm loop back noise in Fig. 8. Looking at IQ signals, the noise
is in Fig. 6 - lower part, while the cold loop back and the warm loop back are in Fig. 7 -
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Fig. 8: Warm noise (loop back). Upper plot: the phase warm loop back of the best tone is plotted in blue, the
one of the test tone is in red. Lower part: the warm loop back of the IQ signal of the best tone is depicted in
green, the one of the test tone is in orange.

lower part and Fig. 8 - lower part. The same considerations about the white noise applies
here, with the exception of the cold loop back noise.
All the data were collected for about 30 minutes so that it is possible appreciate also the 1/ f
noise (on the right part of the plots). All the plots end at frequency of about 4 KHz, and thus
our sampling rate is around 8 KHz.

4 Conclusion and Next Step

This contribution demonstrates that we can develop a working readout electronics for KIDs
with a modular architecture using commercial devices which are capable of a bandwidth of
100 MHz per module and a sampling rate (still not optimized) of about more than 8 kHz for
23 effective resonators plus two test tones. The main advantage of our readout electronics
is the access to hardware and software solutions which greatly reduce the time needed to
achieve a working readout chain and to develop a Graphical User Interface.
In the future, we are planning to use a single FPGA with a transceiver with a RF bandwidth
wider than the sum of the two employed in this experiment. We also think that using a single
FPGA could speed-up the sample rate because we will avoid the sharing of the data bus.
Finally, a complete NEP investigation will be performed on each single component (espe-
cially on the COSMO KIDs) in order to achieve better NEP performance. Indeed in the
current version of our readout we are not using a LNA and thus the estimation of the noise
can be overestimated.
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ABSTRACT

We describe the readout electronics for Kinetic Inductance Detectors (KIDs) that we are developing based on a
commercial IQ transceivers from National Instruments and using a Virtex 5 class FPGA. It will be the readout
electronics of the COSmic Monopole Observer (COSMO) experiment, a ground based cryogenic Martin-Puplett
Interferometer searching for the Cosmic Microwave Background spectral y-distortions. The COSMO readout
electronics requires a sampling rate in the range of tens of kHz, due to both a fast modulation of the signal
with a spinning optical element and the short time constant of the Kinetic Inductance Detectors (KIDs) used in
COSMO. In this contribution we show the capabilities of our readout electronics using Niobium KIDs developed
by Paris Observatory for our 5 K cryogenic system. In particular, we demonstrate the capability to detect 23
resonators from frequency sweeps and to readout the state of each resonator with a sampling rate at about 12
kHz.

Keywords: KIDs, electronic readout, CMB, y-distortions

1. INTRODUCTION

Since its revolutionary first detection made by A. Penzias and R. Wilson working at Bell Labs,1 it has been
clear that the Cosmic Microwave Background (CMB) had the potential to transform our understanding of the
Universe by providing crucial information about its origin, evolution and composition.
After many decades of measurements, CMB is now providing key results, in the so-called precision cosmology
era. To date, two crucial aspects of our ΛCDM model related to CMB are still not detected: the power spectrum
of the B-mode2 originated from primordial tensor perturbations, and the spectral distortions. The former,
which requires polarization sensitive instruments, is considered the smoking-gun of cosmological inflation. In the
following we focus on the latter.
In the early Universe (redshift z ≥ 2 × 106), processes such as Compton scattering, bremsstrahlung and double
Compton scattering maintain a strict blackbody spectrum of the CMB. On the contrary, in more recent epoch (z
< 106) these interactions become less efficient due to the expansion of the Universe, and thermalization becomes

Further author information:
G. Conenna: g.conenna1@campus.unimib.it
A. Limonta: a.limonta12@campus.unimib.it



inefficient. As a result, CMB spectral distortions are created by processes that drive matter and radiation out
of thermal equilibrium.
It is possible to distinguish two types of CMB distortions with respect to the epoch of the energy release: µ-
type and y-type distortions. The former are characterized by a frequency-dependent chemical potential, and
are created between the double Compton scattering decoupling (z ∼ 106) and the thermalization decoupling by
Compton scattering (z ∼ 105). Thus they cannot be generated at recent epochs and for this reason directly probe
events in the pre-recombination era. The latter are produced after the thermalization decoupling by Compton
scattering, when it became inefficient. The y-distortions, on the other hand, can probe the thermal history
during recombination and reionization.
Therefore, a measurement of spectral distortions of the CMB is a powerful tool for investigating the thermal
history of the Universe.
One of the major physical process generating spectral distortions is the Compton scattering, that couples matter
and radiation, and it also has observable consequences in low-energy environments, where small energy transfers
occur. Indeed, the Sunyaev-Zel’dovich effect,3 arising from the scattering of the CMB radiation field with
electrons in clusters of galaxies, is used to measure the properties of the intracluster gas, and it is considered a
means of measuring the motions of clusters of galaxies and hence of studying the evolution of the structures in
the Universe.
On the experimental side, a very strong upper limit was placed by COBE/FIRAS,4 that did not observed CMB
distortions within its sensitivity, proving constrains on the order of

y < 1.5× 10−5 (1)

|µ| < 9.0× 10−5 (2)

at 95% confidence level.
More recently, other experiments in the low frequency range, such as TRIS5 and ARCADE,6 contributed addi-
tional upper limits.

COSMO7 is a ground-based cryogenic Martin-Puplett Interferometer aiming at the detection of the isotropic
y-distortions of the CMB. It will be placed at Dome-C, in the high Antarctic plateau. COSMO exploits a cryo-
genic differential Fourier Transform Spectrometer (FTS) to measure the spectral brightness of the sky in two
frequency bands, the low frequency channel at 120-180 GHz and the high frequency channel at 210-300 GHz. The
instrument has two input ports and it is intrinsically differential, measuring the difference in brightness between
the radiation coming from the sky and the radiation coming from the internal, cryogenic, reference blackbody.
For calibration purposes only, a second blackbody with a temperature different from the internal one, replaces the
sky on the sky port. An ambient temperature spinning wedge mirror allows for fast sky modulation (2400 rpm
expected) to remove the atmospheric emission and its fluctuations. Alternative optical techniques for fast sky
modulation are also under study. There will be two focal planes equipped by 9 pixels for each array of multi-mode
KIDs,8 which are designed to have a time constant of about τ = 60µs. This time constant value requires a fast
readout electronics: indeed the frequency noise of the detectors goes up to their maximum frequency, in the order
of 3/τ . For this reason, together with the fast scanning mirror we need a fast readout electronics at about 60 kHz.

KIDs are superconducting photon detector working at cryogenic temperatures. KIDs measure the change
in quasi-particle population within the volume of a superconducting film upon photon absorption. Indeed, if a
photon with energy hν > 2∆ (where ∆ is the superconducting gap energy) is absorbed in a superconducting
film cooled to a temperature T ≪ Tc, it breaks the Cooper pairs and a number Nqp = ηhν/∆ of quasiparticle
excitations is created (where η <1 is the efficiency of quasiparticles creation). When the number density of

quasiparticles nqp increases, the surface impedance ZS = RS + iωLS of the film changes as δZs

Zs
≈ δηqp

2N0∆
with N0

the number of quasiparticles which did not absorb photons. The film is part of a resonant microwave LC circuit
shunting a feedline at and near its resonance frequency. The effect of: the effect of the surface inductance LS is
to increase the total inductance L, while RS makes the inductor slightly lossy. Thus, when a photon arrives, are
generated and increase both LS and RS . LS moves the resonance to lower frequency, while RS makes the dip
broader and shallower. They both contribute to changing the amplitude and phase of a microwave probe signal



transmitted past the circuit.
The most relevant advantage of using KIDs is that high multiplexing factors can be reached, allowing up to
thousands of resonators to be read out through a single coaxial cable and a single low noise, wide bandwidth
cryogenic amplifier.

2. READOUT ELECTRONICS

We use a system based on a commercial bus architecture (PXI) made by National Instrument: two FPGAs Xilinx
Virtex-5 NI7966R† and two transceivers NI5791‡ are operation on PXI express bus. We use two transceivers
along with power combiners in order to double the RF bandwidth (see Fig. 1). A schematic drawing of our

Figure 1: Architecture of NI 5791 (picture taken from the NI data sheet).

readout is in Fig. 2: the two FPGAs digitally generate the signal in the I-Q domain, then the signal is converted
to analogue by the four Digital to Analog Converters (DACs) inside the transceivers. The two RF signals are
added together by a Wilkinson power divider, attenuated by a programmable attenuator (PXI-5695), and fed
into the cryostat. Stainless Steel and Niobium coaxial cables are used inside the cryostat to reduce thermal
loading. The signal emerging from the KIDs is divided by another Wilkinson power divider, fed into the two
transceivers’ inputs and I-Q detected.

The architecture of our readout electronics is a finite state machine organized in three states. The three
states can be summarized as:

1. Sweep the frequency to find the resonant tones of the KIDs. This is done by using an up-chirp signal and
increasing the frequency over time.

2. Each of the resonant tones is generated by a COordinate Rotation DIgital Computer algorithm (CORDIC),9

then they are added together to form a comb, which is defined only once and stored into a look-up table.

3. The signal is transmitted and received.

The final output of our electronics are the I and Q signals for each of the frequency (related to each KID). From
those signals we perform some tests in order to check the behaviour of each resonant frequency. In addition, we

†https://www.ni.com/pdf/manuals/373047b.pdf
‡https://www.ni.com/pdf/manuals/373845d.pdf

https://www.ni.com/pdf/manuals/373047b.pdf
https://www.ni.com/pdf/manuals/373845d.pdf


Figure 2: Block-diagram of our readout based on two NI transceivers (model 5791). The two outputs are added by
a Wilkinson power divider (Narda 4426LB-2). After that, the sum signal is attenuated by a programmable variable
attenuator (PXI-5695) to adjust the power level. The comb signal enters the cryostat by means of a vacuum feedthrough
and a sequence of a Stainless Steel coaxial cable and a Nb coaxial cable to minimize the heat load. The same kind of
cables are used to reach a second feedthrough. With this set-up there is no need for a LNA. The signals coming out of
the cryostat are split with a second Wilkinson power divider before being fed into the two transceivers.

(a) Rack in our lab. (b) Detail: rack with UPS.

Figure 3: Rack configuration - from the top to the bottom: keyboard, NI crate, rack UPS.

can easily evaluate the amplitude and phase so that we measure the variation of the working point of the KIDs.
Each KID resonance frequency is evaluated by means of a Direct Down Converter (DDC) algorithm.
The computer we use to acquire data is a workstation precision Dell 3930 Rack, equipped with an Intel core i9
processor, 64 GB of ram and 7.3 TB of memory. Together with the other components, the electronics readout is
placed in a rack, as shown in Fig 3.

Since we need both a visual feedback and to set manually some parameters, we implemented a Graphical
User Interface (GUI) using a LabView environment, shown in Fig. 4. Our GUI allows the user to monitor the
status and easily set FPGA parameters without modifying the software at lower levels. Moreover, we can have a
real time plot of the amplitude to have a visual feedback during the first and the third state of the machine. In
addition, it is also possible to manually set the comb frequencies, or to select peaks found during the first state
sweep corresponding to resonator frequencies. The GUI also greatly simplifies the tuning of the input signal
parameters such as the trigger, the output power or the number of samples to be used.

3. TEST RESULTS

As said before, we are developing the electronics readout for COSMO, whose detectors will be made by Aluminum
to be compliant with the frequencies covered by the experiment.10,11 However, the cryofacility we have in our



Figure 4: An example of the functionalities of our GUI, which is made to interactively control the readout electronics.
The FPGA parameters can be set in the left box, while in the right one we can visualize the real time plot of the first
(here), and third state of the machine. We can also set the parameters of the state.

lab, operated by a RDK-408 SHI GM cryocooler, can reach a temperature of around 5K with the heat load of
the current set-up. For this reason we use an array of 25 Niobium KIDs for ∼ 200 MHz band around 2 GHz
designed at AstroParticule et Cosmologie in Paris and manufactured at Paris Observatory in order to test our
electronics with real devices. The transition temperature of these KIDs is around 9K and their measured quality
factor resonances, Q, is higher than 5000 already at 5K, the working temperature of our cryofacility. The Q
factor value is enough for our purpose, since we need to have well defined resonances with a frequency spacing
around 5-10 MHz.
As shown in Fig. 4, we can detect the 23 tones detectable at 5 K of our KIDs array. We work with two FPGAs,
and the separation frequency between the two is 1.9677 GHz. We decided to add a test tone for each FPGA,
respectively at 1.9030GHz for the first, and 1.9760GHz for the second one. Thus, at the end we can receive and
transmit 25 tones in total. We chose these frequencies values for the test tone because there the signal is not
attenuated by any other close resonance. The presence of the test tones allows us to check the behaviour of the
resonant tones and to have an estimation of the intrinsic noise, which is of the order of about 10−6 V.
To date, we can reach a sampling rate of around 12 kHz on the 25 frequencies (23 effective resonances plus 2 test
tones) saving in HDF5 format. However, we are still a factor of 5 far from the COSMO requirements (sampling
rate at about 60 kHz). Currently we are improving the data saving in order to increase the sampling rate and we
are exploring all the possibilities given by the HDF5 format. We got a remarkable improvement also dividing the
data in chunk of about the same amount of time corresponding to the one occupied by the sampling frequency.
We also plan to improve the data synthesizing the calculus of the amplitude and phase shift of each tone on the
FPGA.
During the data saving we also collect the temperatures that have oscillations of ∼ 20mK from the mean
value, with a frequency ∼ 1Hz, typical of the cooler. The temperature oscillations make the initial search for
resonators difficult and for this reason we need to repeat the sweep multiple times. The aim of this process is to
map the oscillations of the resonances and find the minimum transmission. The state of minimum transmission
corresponds to the minimum temperature achieved by the cryocooler with the installed set-up and consequentially
gives the information about the tone of each resonance. However, these annoying oscillations allows us to test
some key parameters of the readout system:



• they are used to verify that the system can track the tones during testing phase;

• their presence is a prominent feature that should be clearly visible in the phase time stream plot (Fig. 5)
and in the rolling mean amplitude time stream plot (Fig. 6).

Figure 5: Chunk of the phase time stream. The test tone (frequency 1.976GHz) is depicted in orange, the resonant tone
(2.00940GHz) is in red and the temperature oscillations are in blue.

In figure Fig. 5 we present a chunk of the phase time stream. We decided to show only the tone at resonant
frequency 2.00940GHz because it is one of the deepest (-11.264 dB), but we have obtained similar wave-forms
for all the other frequency tones. In the same plot we report the temperature oscillations and we can notice a
sync between this signal and the phase time stream. This evidence confirms that the KID responds correctly
with respect to the variation of the quasi-particles density. At the same time, we can also see the behaviour of
the test tone (frequency 1.976GHz), which is not affected by the change of temperature, as expected.
In figure Fig. 6 we present the amplitude time stream of the resonant tone at frequency 2.00940GHz together

Figure 6: Amplitude and temperature time stream. The resonant tone (2.00940GHz) is in red and the temperature is
in blue.

with the temperature values. As above, we have obtained similar wave-forms for the all the other frequency tones.



We perform a moving average on both the amplitude and the temperature data so that we can see the long time
fluctuations of the cooler and not the oscillations, that are averaged away. The period of each window is the
sampling rate (∼ 12000 Hz) for the amplitude data, while for the temperature data it is 10, which corresponds
to the sensibility of our CTC100 Cryogenic Temperature Controller †. As we can see in Fig. 6 the variation of
moving average of the amplitude and the temperature are synchronous, as expected.

We performed the noise analysis by comparing the phase noise and the IQ noise
(√

I2 +Q2
)
in three different

conditions: when the signal passes through the KIDs, when there are no KIDs (cold loop back), and when the
signal does not enter in the cryostat (warm loop back). We report the result for the 2.00940GHz resonant tone
in Fig. 7 regarding the phase noise, while in Fig. 9 for the IQ noise. In Fig. 8 and Fig. 10 we did the same
analysis but using the test tone (1.976GHz).

Figure 7: Phase noise of the reference tone (2.00940GHz) in three different conditions: when the signal passes thought
the KIDs (upper plot, in orange), when there are no KIDs (cold loop back, central plot in blue), and when the signal does
not enter in the cryostat (warm loop back, lower plot in green).

In all the four figures (Fig. 7, Fig. 9, Fig. 8 and Fig. 10) it is possible to notice that the white noise level
decreases starting from the upper to the lower plots, since the signal is not attenuated by any resonant frequencies.
The level of the test tones (Fig. 8 and Fig. 10) are always lower compared to the reference one (Fig. 7 and Fig. 9),
as expected. Moreover the resonant tone and the test tone values and shape are very comparable. Concerning
the peak at ∼1 Hz, we can notice that it is present also in the cold loop back (the blue plots). This is due to the
presence of the Nb cables which transmission is slightly modulated by the temperature. For this reason there is
no peak in the warm loop back (the green plots).
All these data were collected for about 30 minutes so that it is possible appreciate also the 1/f noise (on the left
part of the plots). All the plots end at frequency of about 6 kHz because our sampling rate is around 12 kHz.

4. CONCLUSIONS AND NEXT STEP

With this contribution we demonstrated that we can develop a working readout electronics for KIDs with a
modular architecture based on commercial devices which are capable of a bandwidth of 100 MHz per module
and a sampling rate (still not optimized) of about more than 12 kHz for 23 effective resonators plus 2 test tones.

†https://www.thinksrs.com/products/ctc100.html

https://www.thinksrs.com/products/ctc100.html


Figure 8: Phase noise of the test tone (1.976GHz) in three different conditions: when the signal passes thought the KIDs
(upper plot, in orange), when there are no KIDs (cold loop back, central plot in blue), and when the signal does not enter
in the cryostat (warm loop back, lower plot in green).

Figure 9: IQ noise of the reference tone (2.00940GHz) in three different conditions: when the signal passes thought the
KIDs (upper plot, in orange), when there are no KIDs (cold loop back, central plot in blue), and when the signal does
not enter in the cryostat (warm loop back, lower plot in green).

The main advantage of our readout electronics is the access to hardware and software solutions which greatly
reduce the time required to realize a working readout chain and to develop a Graphical User Interface.
As the next step, we are planning to use a single FPGA with a transceiver with a RF bandwidth wider than the
sum of the two implemented in this Set-Up. We think that using two FPGAs slowed down the performance, as
they have to share a single data bus, and we can speed up the sampling rate just using a single FPGA.



Figure 10: IQ noise of the test tone (1.976GHz) in three different conditions: when the signal passes thought the KIDs
(upper plot, in orange), when there are no KIDs (cold loop back, central plot in blue), and when the signal does not enter
in the cryostat (warm loop back, lower plot in green).

Finally, a complete NEP investigation will be performed on the COSMO KIDs.
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