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I N TRODUC TION

Large language models (LLMs) are a type of artificial intel-
ligence (AI) that employs deep learning techniques and big 
datasets to understand, summarize and predict new con-
tent. By analysing data and identifying patterns and con-
nections, they can predict the most likely words or phrases 
in specific contexts. Previous studies have indicated that 
Generative Pre- trained Transformer (GPT) developed by 
OpenAI performs well in answering single- choice clinical 
questions. However, its performance seems to be less sat-
isfactory when dealing with multiple- choice questions and 
more intricate clinical cases.1,2 A marked enhancement is 
noted with Flan- PaLM, registering a commendable 67.6% 
precision on MedQA.3–5 A new model named Med- PaLm 

was recently published in Nature,6 but, despite its promis-
ing results, it still lags behind the discernment of seasoned 
clinicians.

A critical gap in the current literature is the explora-
tion of LLMs within the ambit of haematopoietic stem cell 
transplantation (HSCT) decision- making—a multifaceted 
process deeply rooted in clinical acumen. Essential to this 
decision- making is the evaluation of candidates and risk 
determinants of HSCT. Key factors include disease- specific 
considerations and patient- specific elements (age, comor-
bidities and infectious diseases/colonization).7 Over the 
years, several predictive models became an essential tool to 
aid clinicians in gauging transplantation risks (EBMT risk 
score,8 DRI,9 HCT- comorbidity index9 and PAM score10). 
Additionally, donor- associated factors, encompassing stem 
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Summary
In a first- of- its- kind study, we assessed the capabilities of large language models 
(LLMs) in making complex decisions in haematopoietic stem cell transplantation. 
The evaluation was conducted not only for Generative Pre- trained Transformer 
4 (GPT- 4) but also conducted on other artificial intelligence models: PaLm 2 and 
Llama- 2. Using detailed haematological histories that include both clinical, molecu-
lar and donor data, we conducted a triple- blind survey to compare LLMs to haema-
tology residents. We found that residents significantly outperformed LLMs (p = 0.02), 
particularly in transplant eligibility assessment (p = 0.01). Our triple- blind method-
ology aimed to mitigate potential biases in evaluating LLMs and revealed both their 
promise and limitations in deciphering complex haematological clinical scenarios.
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cell sources, play a pivotal role in influencing disease control 
and transplant- related mortality (TRM).7

In this evolving landscape of growing interest in LLMs 
within medical research, it is pertinent to note that the li-
on's share of clinical research has been fixated on GPT's 
capabilities, often side- lining robust competitors like 
Llama- 2 (Meta) and PaLm 2 (Google). Considering these 
observations, our research aimed to rigorously evaluate the 
potential of LLMs within the intricate domain of HSCT.

M ETHODS

Patient histories

Six haematological patient histories were created. An expe-
rienced haematologist subsequently reviewed and validated 
these records. The data spanned demographics, prior medi-
cal histories, haematological disease characteristics (includ-
ing genetic data and minimal residual disease [MRD]), 
treatment outcomes, complications from prior therapies 
and pertinent donor details (related/unrelated, HLA and 
CMV). From a haematological standpoint, the patient his-
tories comprised four cases of acute myeloid leukaemia, one 
of acute lymphoblastic leukaemia and one of myelofibrosis 
(detailed medical histories in Data S1).

Expert and resident review

Six bone marrow transplant specialists from two leading 
JACIE- accredited hospitals, along with 11 haematology resi-
dents from the University of Milano- Bicocca, were presented 
with the clinical histories. The following questions were posed: 

1. Would you recommend a transplant for this patient?
2. Which donor, from the provided list, would you select?
3. What would be your preferred conditioning regimen?
4. Could you estimate the transplant- related mortality 

(TRM)?

The potential answers included:

1. Yes, No, I don't know
2. Specified donor choice or I don't know
3. Several conditioning regimens, including ‘thiotepa- 

fludarabine- busulfan myeloablative (TBF- MAC)’, 
‘thiotepa- fludarabine- busulfan reduced intensity con-
ditioning (TBF- RIC)’, ‘treosulfan- fludarabine (TREO- 
FLU)’, ‘cyclophosphamide- total body irradiation (C- TBI)’, 
‘busulfan- fludarabine (BU- FLU)’, or ‘I don't know’

4. Risk classifications: ‘Low (14% at 2 years)’, ‘Intermediate 
(21% at 2 years)’, ‘High (41% at 2 years)’ or ‘I don't know’

Notably, those opting for ‘I don't know’ for the first ques-
tion (pertaining to HSCT eligibility) could not proceed with 
subsequent answers for that specific patient.

LLM analysis

GPT- 4, PaLm 2, Llama- 2 13b and 70b were the chosen 
LLMs for analysis.11–15 Except for GPT- 4, which retained 
default temperature setting, the LLMs underwent calibra-
tion with variable temperature settings. The degree of un-
predictability in a language model's output is determined 
by its temperature setting. Higher temperature settings 
increase the likelihood of less likely tokens while decreas-
ing the likelihood of more likely ones, making outputs less 
predictable and more creative. Lower temperatures, on the 
other hand, produce outcomes that are more conservative 
and reliable. We favoured lower settings to foster more 
deterministic outputs. Initially, LLMs were tasked with 
direct answers to the key questions. Later, we expanded 
the token limit to explore the reasoning behind their se-
lections (detailed LLM settings and methods are provided 
in supplements).

Data collection and analysis

A triple- blind survey was conducted using Typeform 
(https:// www. typef orm. com/ ), where both senior haema-
tologists and residents submitted anonymized responses 
via unique tokens. Critically, each group (senior haema-
tologists, residents and LLM testers) remained uninformed 
about the others' responses. The consensus answer (CoA) 
was defined as the predominant response from the experts. 
To evaluate the agreement between residents or LLMs and 
the CoA of experts, we computed Fleiss kappa (K) and 
overall agreement (OA). Responses were treated as nomi-
nal dichotomous variables, categorized as either matching 
or differing from the CoA of experts. OA denoted the per-
centage of agreement between residents or LLMs and the 
consensus answer provided by the experts. This indicated 
the proportion in which residents or LLMs selected the CoA 
among all possible answers. Fleiss kappa, in contrast to OA, 
not only assessed the percentage of agreement but also con-
sidered the probability of chance alone in selecting the an-
swers.16,17 Given the ununiformed use of cut- off values for 
K,18 and considering the complex nature of the transplant 
scenario, we compared the groups by evaluating OA and K 
values as continuous variables. The comparison between 
the groups was executed using T- tests or Mann–Whitney 
tests, with GraphPad version 10.0.1. For detailed Methods, 
see Figure 1.

R E SU LTS

Expert consensus

The expert consensus showed a perfect agreement in evalu-
ating patient transplant eligibility (K = 1.0, OA 100.0%). They 
also demonstrated substantial consensus when choosing 
donors (K = 0.62, OA 66.7%) and deciding on conditioning 
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regimens (K = 0.62, OA 68.3%). However, the agreement 
waned somewhat in the TRM estimation, achieving only fair 
consensus (K = 0.22, OA 41.7%).

LLMs versus resident responses

Of the 150 questions evaluated in the LLMs statistical analy-
sis, LMMs responded with ‘I don't know’ in only 0.03% (five 
questions) of the instances. On the other hand, out of the 198 
questions posed to residents, they opted for ‘I don't know’ in 
12.1% (24 questions).

The median OA and K values between residents and 
the CoA of experts were 76.5% (range 52.9%–88.2%) and 
0.61 (range 0.4–0.8) respectively. The median OA and K 
values between LLMs answers and experts were 58.8% 
(range 47%–71%) and 0.45 (range 0.3–0.61) respectively. 
The mean OA and K values of residents were significantly 
higher compared to LLMs (p = 0.02). Specifically, resi-
dents showed higher median OA and K values in patient 
eligibility assessment (median OA 100% vs. 83% and K 1 
vs. 0.78; p = 0.01). However, there were no significant dif-
ferences in median K or OA between residents and LLMs 
for donor choice (0.56 vs. 0.56; OA 67% vs. 67%; p = 0.3), 
conditioning regimen (0.67 vs. 0.33; OA 75% vs. 50%; 
p = 0.6) and TRM evaluation (0.33 vs. 0; OA 50% vs. 25%; 
p = 0.1) (Table S1). The median K values of GPT- 4, PaLm 
2, Llama2- 13b and Llama2- 70b were 0.49 (OA 61.7%), 

0.53 (OA 64.7%), 0.33 (OA 50%) and 0.53 respectively (OA 
64.7%) (Figure 2).

LLM limitations, a deeper insight

Upon a closer look at the data, LLMs exhibited notable short-
comings in two specific questions:

1. Patient 3 HSCT indication. A case of favourable risk 
MRD negative AML following one induction and three 
consolidation chemotherapy rounds—all LLMs invari-
ably endorsed HSCT. This starkly contrasted with the 
residents' unanimous decision against HSCT for this 
patient.

2. Patient 4 conditioning regimen—lymphoblastic leukae-
mia. Experts predominantly opted for C- TBI. In 89% 
of the cases, LLMs suggested the TBF- MAC and never 
C- TBI. Residents achieved a mean OA of 36.3% for this 
question.

CONCLUSION

Our study provides a comprehensive assessment of the role 
and capabilities of LLMs in the intricate domain of HSCT 
decision- making. Although LLMs showed promising re-
sults with a median OA of 59%, residents demonstrated 

F I G U R E  1  Flow chart outlining the multistep methodology employed in the study to compare the performance of LLMs with that of haematology 
residents. Underlined rectangle indicates key phases like clinical stories creation and validation, survey creation and data analysis. Dotted rectangle 
indicates the macro- areas where the survey was sent, which includes haematology residents, transplant experts and large language model (LLM) input 
personnel. Data analysis was conducted by comparing the answers of LLMs and residents with the consensus answers of experts, defined as the most 
frequent answers provided by experts. This figure was created using standard UI Kit.
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superior performance. It is particularly worth noting 
that the residents involved in our study ranged from the 
first year of residency to the last. This means that many 
of them, especially the younger ones, might not have 
had any direct transplant experience yet. The main dif-
ferences between residents and LLMs were most evident 
in the HSCT indication for the third patient. A notable 
discrepancy also arose with the second patient, an el-
derly unfit patient, where certain LLMs (GPT and Llama) 
showed uncertainly of responses in HSCT indication (‘I 
don't know’) and Vertex AI PaLm 2 set at a temperature of 
0.2 proposed the HSCT, contrary to the unanimous expert 
and resident opinion (no HSCT eligibility). It is worth not-
ing that simply by lowering the temperature at 0 and by 
raising tokens to better understand the motivation beyond 
the HSCT choice, Vertex AI PaLm 2 gave a complete and 
correct response. In this case, PaLm did not consider the 
second patient for HSCT, given the patient age (78 years 
old), comorbidities and Klebsiella pneumoniae carbapen-
emase (KPC)- producing bacteria colonization, and at least 
available donor (HLA match 8/10). PaLm therefore recom-
mended continuing with hypomethylating therapy and 
supportive care for this patient.

We then asked LLMs about the specific documents or 
web sources that contributed the decision within the train-
ing dataset. The PaLm model's response indicates that the 
decisions were influenced by UpToDate information on stem 
cell transplantation in acute myeloid leukaemia as well as 
articles published by the European Society for Blood and 
Marrow Transplantation (EBMT) between 2017 and 2021. It 
is interesting to note that PaLm consistently cited these rep-
utable sources when asked about acute myeloid leukaemia 
as well as acute lymphoblastic leukaemia. This may explain 
why LLMs consistently suggested a myeloid conditioning 
regimen and never C- TBI for the fourth patient with acute 
lymphoblastic leukaemia. Given that LLMs are not specif-
ically designed for this purpose, interpreting this response 
requires careful consideration. Conversely, the same query 
posed to Llama and GPT models resulted in a response indi-
cating their inability to recall the precise documents or web-
pages present in the training dataset.

LLMS displayed good performances also in donor choice 
but showed shortcomings in conditioning regimens and 
TRM evaluation.

Previous studies have evaluated the performance of 
LLMs such as GPT by asking experts to use a rating scale for 

F I G U R E  2  Comparative analysis of median overall agreement (OA) with radar charts. Displayed as a percentage ranged from 0 to 100, across 
various subclasses including transplant eligibility, donor choice, conditioning regimen choice and TRM (transplant- related mortality). Figures were 
created with https:// f lour ish. studio.
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assessment.19 While this method does not account for the 
concordance among experts, it also introduces the possibil-
ity of bias, especially if the experts are aware of the responses 
provided by the LLMs.

To mitigate the risk of bias, experts did not use a rating 
scale when evaluating LLMs' responses. However, it is cru-
cial to acknowledge that the consensus answer, although the 
most frequent, does not automatically imply that other re-
sponses provided by the experts were incorrect. Therefore, 
the lower consensus among experts in TRM evaluation, 
likely due to the challenge of precisely calculating TRM in a 
survey- based evaluation, should also prompt a cautious ap-
proach when evaluating residents' and LLMs' answers in this 
context.

Finally, we must underline that, despite the effort to en-
rich the clinical cases with clinical and molecular data to 
closely simulate real- world scenarios, and subsequent vali-
dation and approval by an independent haematologist, these 
cases might not fully capture the complexity and varied 
nature of actual cases. The choice to avoid employing real- 
world scenarios primarily emerged during the early stages 
of the study in early 2023, driven by concerns initially raised 
by the Italian Data Protection Authority regarding the use 
of LLMs.20

In conclusion, our research underscores the indispens-
able value of human expertise in HSCT decisions. While 
LLMs did not outperform haematology residents in this 
complex context, their results are promising. LLMs, with 
potential further refinements using specialized haemato-
logical datasets, could become a supplementary tool that 
can assist clinicians in intricate HSCT assessments in the 
future.
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