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A B S T R A C T 

We present two new tools for studying and modelling metal absorption lines in the circumgalactic medium. The first tool, 
dubbed ‘NMF Profile Maker’ (NMF–PM), uses a non-ne gativ e matrix factorization (NMF) method and provides a robust means 
to generate large libraries of realistic metal absorption profiles. The method is trained and tested on 650 unsaturated metal 
absorbers in the redshift interval z = 0.9–4.2 with column densities in the range of 11.2 ≤ log ( N /cm 

−2 ) ≤ 16.3, obtained from 

high-resolution ( R > 4000) and high-signal-to-noise ratio ( S / N ≥ 10) quasar spectroscopy. To a v oid spurious features, we train on 

infinite S / N Voigt models of the observed line profiles derived using the code ‘Monte-Carlo Absorption Line Fitter’ (MC–ALF), 
a no v el automatic Bayesian fitting code that is the second tool we present in this work. MC–ALF is a Monte-Carlo code based 

on nested sampling that, without the need for any prior guess or human intervention, can decompose metal lines into individual 
Voigt components. Both MC–ALF and NMF–PM are made publicly available to allow the community to produce large libraries 
of synthetic metal profiles and to reconstruct Voigt models of absorption lines in an automatic fashion. Both tools contribute to 

the scientific effort of simulating and analysing metal absorbers in very large spectroscopic surveys of quasars like the ongoing 

Dark Energy Spectroscopic Instrument, the 4-m Multi-Object Spectroscopic Telescope, and the WHT Enhanced Area Velocity 

Explorer surv e ys. 

Key words: Machine Learning – Data Methods – Astrophysics – Astrophysics of Galaxies – galaxies: evolution. 

1

I  

a  

d  

c  

A  

g  

t  

a  

h
 

t  

s  

u  

t  

g  

a  

�

d  

P  

d  

p  

t  

l  

a  

L  

a  

g  

&  

W  

2  

o
 

2  

l  

a  

D
ow

nloaded from
 https://academ

ic.oup.com
/rasti/article/2/1/470/7237491 by U

niversita di M
ilano Bicocca user on 27 M

arch 2024
 I N T RO D U C T I O N  

n the current cold dark matter paradigm of structures’ formation
nd evolution, the modelling of baryons is representing a challenge
ue to the large array of physical processes affecting this baryonic
omponent (e.g. Vogelsberger et al. 2020 , and references therein).
s these processes (e.g. gas cooling, star formation, stellar/active
alactic nucleus feedback, and their interplay with gravity) combine
o shape the morphological and physical properties of the galaxies
s we observe them today, the detailed study of the gas environment
as become a priority in the field of galaxies’ evolution. 

The circumgalactic medium (CGM), i.e. the baryonic component
hat connects the galaxies’ interstellar medium with their large-
cale environment (intergalactic medium), plays a key role in our
nderstanding of how galaxies e volve, by allo wing us to follow
he ’baryon cycle’ in which gas cycles into, out of, and through
alaxies. Observations of this component both in emission and
bsorption allow us to trace the thermal and chemical evolution of
 E-mail: alessia.longobardi@unimib.it 
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iffuse gas in the Universe as a function of redshift (e.g. Tumlinson,
eeples & Werk 2017 , and references therein). In the last two
ecades, an increasing effort has been put into the study of the CGM
hysical properties (temperature, density, and metallicity) through
he analysis of absorption lines in spectra of background sources
ike bright quasars, such as intervening metal absorbers, broad
bsorption line (BAL) quasars, H I selected systems like damped
 y α absorbers (DLAs), or L yman limit systems (LLSs). Studies
cross these different populations enable access to a wide range of
as column densities, i.e. log ( N /cm 

−2 ) ≥ 11 (e.g. Sargent, Steidel
 Boksenberg 1989 ; Schaye et al. 2000 ; Prochaska, Herbert-Fort &
olfe 2005 ; Simcoe et al. 2011 ; Rafelski et al. 2012 ; Fumagalli et al.

016 ; D’Odorico et al. 2022 ), which in turn trace varying degrees of
 v erdensities. 
With the advent of the Sloan Digital Sk y Surv e y (SDSS; York et al.

000 ) and the compilation of the SDSS quasar catalogues (final re-
ease by Lyke et al. 2020 ), astronomers now have access to just under
 million spectroscopically confirmed quasars to statistically assess
he properties of absorption line systems and trace the distribution and
hysical properties of the gaseous component around galaxies across
he Universe (e.g. Noterdaeme et al. 2008 ; Prochaska, O’Meara &
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orseck 2010 ; Lan, M ́enard & Zhu 2014 ; Garnett et al. 2017 ; Anand,
elson & Kauffmann 2021 ; Anand, Kauffmann & Nelson 2022 ). 
hese statistical studies have further enabled follow-up observations 
ith high-resolution spectrographs on 8- and 10-m class telescopes 

hat opened the possibility of identifying characteristic features in 
bsorption systems while simultaneously allowing us to map the 
orrelations between the galaxies and the ambient gaseous haloes 
e.g. Werk et al. 2016 ; Prochaska et al. 2017 ; Fossati et al. 2019 ;

ackenzie et al. 2019 ; Rudie et al. 2019 ; Dutta et al. 2020 ; Lofthouse
t al. 2020 , 2023 ; Wilde et al. 2021 ). 

A boost to these studies is imminent thanks to large surv e ys at
-m class telescopes, like the Dark Energy Spectroscopic Instrument 
DESI; DESI Collaboration et al. 2016 ) surv e y, the 4-m Multi-Object
pectroscopic Telescope ( 4MOST ; de Jong 2019 ) surv e y, and the
HT Enhanced Area Velocity Explorer (WEAVE, Dalton et al. 

012 ; Jin et al. 2023 ) surv e y. As the size and quality of the data
ncrease, no v el, fast, and efficient approaches for identifying and 
haracterizing absorption lines are needed. This is why an increasing 
ffort has been put into proposing efficient approaches to: (i) identify 
he different classes of quasars absorbers like metals (Cooksey 
t al. 2013 ; Zhu & M ́enard 2013 ; Zou et al. 2021 ), BALs (Guo &
artini 2019 ), DLAs (Garnett et al. 2017 ), and LLSs (Fumagalli,

otopoulou & Thomson 2020 ) and (ii) to derive models of the
ifferent line profiles that can accurately reproduce their behaviour 
n terms of maximum likelihood (e.g. Carswell & Webb 2014 ) or
ayesian estimates (Liang & Kravtsov 2017 ). Similarly, as samples 

ncrease, systematic errors o v ercome by far statistical uncertainties 
e.g. Fumagalli et al. 2020 ). Tools are therefore required to create
igh-quality mocks to train and validate the science pipelines used to 
nalyse the spectra and extract physical information on the absorption 
ines. 

The objective of this paper is to contribute to the tools available
n the field to tackle these challenges. Specifically, we present a 
ew code, Monte-Carlo Absorption Line Fitter (MC–ALF), which 
rovides an automatic reconstruction of the shape of line profiles and 
xtracts posterior distributions of the rele v ant physical parameters 
such as the number of components, column density, and Doppler pa- 
ameter of each component). Moreo v er, we introduce a new method,
alled NMF Profile Maker (NMF–PM) that generates synthetic 
ut realistic-looking line profiles following a given distribution of 
esired line widths. Combined, these new codes provide useful 
re- and post-processing tools to aid the science exploitation of 
uture wide-field surv e ys, contributing both to the simulation of
uasar spectra with realistic absorption lines, and to the higher level 
nalysis of downstream data products. In particular, our codes are 
ailored to the electronic transition lines of metal species (both low- 
nd moderate-ion transitions, with ionization potential IP � 30 –40 
nd IP ∼ 40 –100 eV , respectively) that can be used to study the
ultiphase nature of the CGM. 
Our tools rely on advanced numerical techniques. Specifically, 

or MC–ALF, we adopt a Bayesian nested sampling approach to the 
ine profile fitting. This method efficiently explores the full parameter 
pace by slicing it into subvolumes and fitting nested N 

th dimensional 
ontours to identify the regions with a strong likelihood gradient 
here accurate sampling is required. For NMF–PM, instead, we 

ely on the non-ne gativ e matrix factorization (NMF), which is a
ubclass of multi v ariate analysis techniques often associated with 
attern recognition and blind source separation (Lee & Seung 2000 ), 
lso used within the astronomical community (e.g. Zhu & M ́enard 
013 ; Hurley et al. 2014 ; Ren et al. 2018 ). Offering us a well-
stablished statistical framework for carrying out the representation 
f positive and continuous signals, the NMF is an ideal algorithm 
or summarizing the information contained in a large data set of
etal absorbers and for carrying out robust modelling and prediction 
aking. 
One of the largest difficulties in the development of synthetic 
etals’ profiles via machine learning (ML) methods is to have a

ample of training data, which satisfies both quality and quantity 
equirements. Ho we ver, as part of three large and complete galaxies’
urv e ys in quasar fields – the MUSE Analysis of Gas around Galaxies
MAGG, Dutta et al. 2020 ; Lofthouse et al. 2020 ) surv e y, the Quasar
ightline and Galaxy Evolution (QSAGE, Bielby et al. 2019 ; Dutta
t al. 2021 ) surv e y, and the MUSE Ultra Deep Field (MUDF; Fossati
t al. 2019 ) – our team has assembled a library of ∼700 metal
bsorption lines representative of moderately to highly o v erdense 
as. Thanks to this data set, we are now able to train algorithms
o generate metal profiles in quasar spectra with ML across a large
ariety of column densities, redshifts, and line widths. 

The paper is structured as follows: In Section 2 , we describe the
pectroscopic surv e ys that pro vided the data to compile our library
f metal systems. In Section 3 , we present and test the Voigt fitting
lgorithms at the basis of MC–ALF, which we used to produce a
et of unsaturated metals profiles with infinite signal-to-noise ratio 
 S / N ). In Section 4 , we introduce instead NMF–PM, presenting the
MF formulation useful to produce synthetic metal profiles. The 

atter are presented in Section 5 and are discussed in the context of
he upcoming large surv e ys of background quasars. A summary is
resented in Section 6 . 

 L I B R A RY  O F  ABSORPTI ON  L I N E  SYSTEMS  

.1 Spectroscopic sur v eys adopted 

or the purpose of developing, training, and testing our codes, we
ssemble a library of moderate-to-high S / N spectra of absorption
ines in different ionization stages and at different redshifts. Next, we
rovide a brief description of the compilation of the spectroscopic 
ampaigns that form the data set used in this work. We refer the
eader to the listed references for additional details on data quality,
nd reduction techniques. 

.1.1 The MAGG survey 

he MAGG surv e y (Lofthouse et al. 2020 ) is based upon a MUSE
arge Programme (ID 197.A-0384; PI Fumagalli) of 28 quasar 
elds at redshift 3.2 ≤ z ≤ 4.5 for which S / N ≥ 10 and medium-
4000 –10 000) or high-resolution (20 000 –50 000) spectroscopy is
vailable. High-resolution spectroscopy is a compilation of data from 

he Ultraviolet and Visual Echelle Spectrograph (UVES; Dekker 
t al. 2000 ), the High-Resolution Echelle Spectrometer (HIRES; Vogt 
t al. 1994 ), and the Magellan Inamori Kyocera Echelle instruments
Bernstein et al. 2003 ), while moderate resolution spectroscopy is 
rom ESI (Sheinis et al. 2002 ) and X-SHOOTER (Span ̀o et al. 2006 ;
ernet et al. 2011 ). A total of 62 individual spectra were assembled

or the 28 quasars. 
Instrument-specific pipelines were used to carry out the data 

eduction, which included bias subtraction, flat-fielding, dark sub- 
raction (where applicable), and wavelength calibration. Once one- 
imensional (1D) spectra were extracted, and eventually combined 
f multiple exposures were present, the spectra were further flux- 
alibrated and continuum-normalized, when applicable (details are 
rovided in Lofthouse et al. 2020 ). 
The MAGG surv e ys led to the identification of a large variety of
etals (low- and moderate-ions) associated with LLSs (Lofthouse 
RASTAI 2, 470–491 (2023) 



472 A. L. Longobardi et al. 

R

e  

(  

e

2

T  

(  

1  

d  

S  

a  

q  

t  

a  

S  

o  

2  

t  

b  

s  

t  

H  

D  

2  

(  

e  

p  

a  

(

2

T  

P  

q  

s  

U  

t  

t  

S  

f  

t  

D  

o  

a  

F  

i

2

M  

a  

N  

l  

o  

t  

t  

H  

s  

n  

m  

o  

a  

l  

o  

b  

s  

s  

s
p  

t  

w
 

S  

i  

o  

r  

o  

i  

i  

t  

t  

v  

i
F  

a  

l

3

T  

i  

i  

p  

&  

t  

a  

t  

c  

χ  

C  

s  

a  

w  

b  

u
 

K  

d  

o  

i  

e  

i  

n  

o  

c  

c
 

t  

(  

f  

m  

D
ow

nloaded from
 https://academ

ic.oup.com
/rasti/article/2/1/470/7237491 by U

niversita di M
ilano Bicocca user on 27 M

arch 2024
t al. 2023 ) or selected to be C IV and Si IV doublets at 3.0 ≤ z ≤ 4.2
Galbiati et al. 2023 ), and Mg II absorbers at 0.9 ≤ z ≤ 1.4 (Dutta
t al. 2020 ). 

.1.2 The QSAGE survey 

he QSAGE surv e y (Bielby et al. 2019 ) is a Hubble Space Telescope
 HST ) Wide-Field Camera 3 surv e y of 12 quasar fields at redshift
.2 ≤ z ≤ 2.4 imaged in the near-infrared (90 per cent complete
own to F140W ≈ 26 mag ) and with HST Space Telescope Imaging
pectrograph (STIS; Kimble et al. 1998 ) high-resolution ( ≈30 000)
rchi v al ultraviolet spectra. As for the MAGG surv e y, the QSAGE
uasar fields were supplemented by additional spectroscopy. Addi-
ional medium-to-high-resolution ( ≈12 000 –24 000) far -ultra violet
nd near -ultra violet data were taken with the HST Cosmic Origins
pectrograph (COS, Osterman et al. 2011 ; Green et al. 2012 ) as part
f the COS Absorption Surv e y of Baryon Harbors (e.g. Tripp et al.
011 ). Together with the STIS data, COS data were reduced using
he instrument-specific pipelines, which carried out o v erscan and
ias subtraction, cosmic rays rejection, dark subtraction, flat fielding,
pectroscopic wavelength, and flux calibration. Finally, supplemen-
ary optical high-resolution data ( ≈40 000) were a compilation of
IRES and UVES spectra retrieved from the Keck Observatory
atabase of Ionized Absorption toward Quasars (O’Meara et al.
015 , 2017 ) and from the Spectral Quasar Absorption Database
Murphy et al. 2019 ), respectively (we refer the reader to Dutta
t al. 2021 for further details on data reduction). The QSAGE surv e y
rovides us with Mg II systems across z ≈ 0.1 − 1.3 and C IV systems
cross z ≈ 0.1 − 2.4 as identified in S / N ≥ 10 spectra by Dutta et al.
 2021 ). 

.1.3 The MUDF survey 

he MUDF surv e y is a MUSE large program (ID 1100.A-0528;
I Fumagalli) targeting a region on the sky containing two bright
uasars at z ≈ 3.2 (Lusso et al. 2019 ). As a part of the MUDF
urv e y, the MUSE observations were complemented by ancillary
VES high-resolution spectroscopy (D’Odorico, Petitjean & Cris-

iani 2002 ; Fossati et al. 2019 ). As for this work, we make use of
he data set relative to the brighter quasar, which provides us with
 / N ≈ 25 per pixel. Data were reduced with the UVES pipeline
ollowing a standard reduction process. The reduced spectra were
hen reformatted with a custom script and input to the ESPRESSO
ata Analysis Software (Cupani et al. 2016 ) for the final operations
f co-addition and continuum fitting. Further details on the data
cquisition and data reduction of the MUDF data can be found in
ossati et al. ( 2019 ). The MUDF provides us with low- and moderate-

on absorbers in the redshift range z ≈ 0.9 − 3.2. 

.2 Statistical properties of the absorption line library 

A GG, QSA GE, and MUDF led to a total sample of 688 metal
bsorption lines. As these data and their fits set the basis for our
MF algorithm with which we aim at tracing and reproducing the

ines’ intrinsic shapes (see Section 4 ), we restricted the sample to
nly unsaturated metal lines by excluding those profiles for which
he continuum normalized flux reaches zero. For each ion, we
hen selected the strongest transition (highest oscillator strength).
o we ver, in case the corresponding profile was saturated, we then

elected the weakest transition, subject to the constraint that it was
ot saturated as well. Less than 1 per cent of our library consists of
ASTAI 2, 470–491 (2023) 
edium-to-low-resolution spectra (e.g. ESI and XSHOOTER data)
f single transition lines for which hidden saturation may affect the
ssociated velocity profiles. The remaining sample of medium-to-
ow-resolution absorbers consists of doublets and multiple transitions
f the same ion for which the effect of hidden saturation is mitigated
y MC–ALF, which fits together transitions with different oscillator
trengths belonging to the same ion (see Section 3.4 ). Finally,
ince we decouple the column density from the line profile, hidden
aturation should not affect building the profile generation library –
rovided that the shape of the line is not distorted in the core as in
he case of evident saturation. This resulted in 650 profiles of which
e show a small sample and the relative ion contribution in Fig. 1 . 
The moderate-ions (447 profiles) are dominated by C IV and

i IV absorbers, while the majority of the low-ions (203 profiles)
s represented by Mg II absorbers. We also compare the distributions
f redshifts, column densities, and � V 90 values, i.e. the velocity
ange within which the velocity distribution encompasses 90 per cent
f the optical depth of the line, relative to the low- and moderate-
ons classes (cyan and red sample in Fig. 2 ). On average the low-
on distribution peaks at lower redshifts, z l = 2.4 ± 1.1, than
he distribution traced by the moderate-ions, z m 

= 3.4 ± 0.4. On
he other hand, the column density distributions peak at similar
alues although they are characterized by a different dispersion,
.e. log ( N/ cm 

−2 ) l = 13 . 1 ± 0 . 9 and log ( N/ cm 

−2 ) m 

= 13 . 4 ± 0 . 7 . 
inally, when the � V 90 distribution is plotted separately for the low-
nd intermediate-ions, the highly ionized species can show broader
ine widths. 

 M C – A L F :  T H E  M C – A L F  C O D E  

o extract the wealth of information on the kinematic, chemical, and
onization conditions of the gas probed by absorption line systems,
t becomes necessary to model the spectral features. Albeit non-
arametric techniques exist (e.g. apparent optical depth; Savage
 Sembach 1991 ), Voigt fitting has become the main modelling

echnique to extract the lines’ physical properties. Decomposing
bsorption line profiles into Voigt components can be an e xpensiv e
ask, particularly because of the degree of subjectivity in setting initial
onditions. Alternative approaches to Voigt profile fitting that used
2 −based codes (e.g. Fontana & Ballester 1995 ; Dav ́e et al. 1997 ;
arswell & Webb 2014 ; Cooke et al. 2014 ; Krogager 2018 ) have been

ought, e.g. by using Bayesian techniques. These techniques have the
dvantage of being relatively less computationally expensive in cases
here multiple absorption component fitting is needed. Moreo v er,
y sampling the posterior distribution of the parameters’ values their
ncertainties and degeneracies can be better constrained. 
Within this framework, one example is BayesVP (Liang &

ravtsov 2017 ) which models Voigt profiles and generates posterior
istributions for the column density, Doppler parameter, and redshifts
f the corresponding absorber. Ho we ver, it is based on an affine-
nvariant Markov chain Monte Carlo (MCMC) sampler that does not
asily converge in a high-dimensional parameter space, thus resulting
n computationally e xpensiv e runs when the initial conditions or the
umber of free parameters are not known. To obviate this problem,
ne can resort to nested sampling (Skilling 2006 ) which provides
omplete statistical information and makes it possible to efficiently
arry out model comparison via the Bayesian evidence. 

In this work, we present the technical details and quality assurance
ests of a new Bayesian fitting code first introduced in Fossati et al.
 2019 ) and dubbed the MC–ALF. MC–ALF has four innov ati ve
eatures compared to other absorption line fitting codes: (i) it requires
inimal input from the user as no initial conditions are given but only
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Figure 1. Top panel: 650 absorbers in our sample – ∼70 per cent are moderate-ions, the remaining ∼30 per cent is represented by low-ions. Bottom panels: 
Subsample of data fitted with MC–ALF. The sample gathers a large variety of profiles in terms of the number of components in each profile and � V 90 distribution. 
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R

Figure 2. Top panel: Distribution of � V 90 values in our sample (dark blue). Dashed cyan and dot–dashed red histograms show the � V 90 values for the low- 
and moderate-ions, respectively. Bottom panels: Same as top panel; however, this time the histograms are relative to the redshift (left-hand panel) and column 
density (right-hand panel) distributions. 
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he allowed range of the parameters is required; (ii) using Bayesian
tatistics the final result provides the full posterior distribution for
ach parameter and their covariance matrix, leading to an optimal
tatistical description of the data; (iii) it samples the multidimensional
ikelihood space using POLYCHORD (Handley, Hobson & Lasenby
015 ), a nested sampling algorithm that has the best performance
or high-dimensional parameter spaces with multiple degeneracies
etween parameters, as it is the case of the multicomponent Voigt
arametrization of complex absorption profiles; (iv) it is naturally
dapti ve, sho wn to accurately retrieve all the information of both
igh- and low-resolution profiles with e x ecution times that scale
ith the complexity of the profile (typically related to the instrument

esolution and data S / N . See Sections 3.4 and 3.6 for more details).
ll these characteristics make MC–ALF ideally suited to study in an

utomatic fashion big-data samples from large spectroscopic surv e ys
here the combination of moderate resolution and S / N reduces the
eed for complex (and expensive to compute) absorption models. 

.1 F ormalism f or Voigt profile fitting 

he analytic model at the basis of MC–ALF is the canonical
ombination of multiple Voigt functions that are used to describe
ine profiles of any complexity. The absorption line arising from a
ransition i of an ion can be described by the optical depth of the
ASTAI 2, 470–491 (2023) 
ransition, τ i ( ν), which is determined by the column density of the
on, N , along with a set of atomic parameters describing the line
trength, f i , the damping constant, � i , and the resonance frequency,
i , i.e. 

i ( ν) = Ns i φi ( ν) , (1) 

here s i is the frequenc y-inte grated absorption cross-section given
y 

 i = 

πe 2 

m e c 
f i , (2) 

ith e the electron charge, m e the electron mass, and c the speed
f light. Finally, the frequency-dependent line profile for a single
omponent is 

i ( ν) = 

H ( u i , a i ) 

�νi 

√ 

π
, (3) 

ith the Voigt function 

 ( u i , a i ) = 

a i 

π

∫ +∞ 

−∞ 

d y 
exp ( −y 2 ) 

( u i − y) 2 + a 2 i 

, (4) 

here a i = � i /4 π�ν i , u i = ( ν − ν i )/ �ν i is the re-scaled frequency,
 = v / b is the velocity in units of the Doppler parameter, b = (2 kT / m
 ξ 2 ) 1/2 , which is given by the gas temperature, T , the element
ass, m , and the turbulent velocity , ξ . Finally , �ν i = ν i , 0 b / c , with

art/rzad031_f2.eps
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i , 0 the transition rest-frame frequency. Thus, the Voigt function is 
he convolution of the Gaussian line broadening due to thermal and 
urbulent motion with the Lorentzian contribution from natural line 
roadening and it can be separated from the normalization factors, N
nd s i , intervening in Equation ( 1 ) to model the optical depth of the
onsidered transition. 

By summing o v er all the N V Voigt components, the resulting
ransmitted flux, I i ( ν), of a background source with intensity, I 0 ,
s given as 

 i ( ν) = I 0 e 
−∑ N V 

j τij ( ν) 
. (5) 

Equation ( 5 ) defines our model and its free parameters are the
olumn density, the Doppler parameter, the redshift, and the number 
f components, i.e. θ = { N, b, z, N V } . 

.2 Bayesian inference and posterior sampling 

ithin the Bayesian inference framework the posterior distribution, 
, is proportional to the product between the likelihood, L and the

rior probability distribution functions (PDFs), π , so that 

( θ ) ∝ L ( θ ) × π ( θ ) (6) 

s proportional to the product between the probability of observing 
he data given a specific set of parameters and their prior distributions. 
pecialized to our case, the data are represented by the measured flux,
 , in a spectral interval. Then we can write 

 ( θ ) = 

∏ 

i 

l i ( θ | F i ) , (7) 

ere l i is the likelihood relative to an individual pixel i , i.e. 

 i = 

1 √ 

2 πσ 2 
i 

exp 

[
F̄ i ( θ ) − F 

2 
i 

2 σ 2 
i 

]
, (8) 

ith σ i the flux error. 
The likelihood space is sampled via the nested sampling algorithm 

OLYCHORD . The sampling starts with a large number of live points
 n live ) within a region of the parameter space sampled by the prior
istribution. These points are sequentially updated so that those with 
he smallest value of the posterior density are eliminated (termed 
ead points) and are replaced by a ne w li ve point, again drawn
rom the prior, whose likelihood is larger than that of the point that
as discarded. To generate new points POLYCHORD uses the so- 

alled slice sampling where new live points are generated by taking 
 random slice through the parameter space that includes the current 
ive point, and randomly generating new points until one with a 
igher likelihood is found. The process is then repeated with the 
ew point and a slice in a new random direction, for a user-defined
umber of repetitions ( n repeat ). The length of this chain of repetitions
hould be large enough so that the final live point is decorrelated
rom the start point. 

.3 Model comparison 

etal absorbers can be characterized by complex profiles where 
ine blending can make it difficult to retrieve the number of Voigt
omponents that better define the observed profile. This, together 
ith the fact that we aim at sampling a large space of parameters,
ields the necessity of choosing between competing models. In turn, 
his capability obviates the need for the user to specify a set of
nitial conditions or strong priors for the parameters. In a pre-release 
ersion of MC–ALF code used by Fossati et al. ( 2019 ), the number of
oigt components w as k ept as a fixed parameter at each fit iteration
nd multiple fits with an increasing number of components were 
erformed to decide on the best decomposition model using the 
kaike Information Criterion (Akaike 1974 ). To impro v e the code
erformance, a non-negligible aspect for deploying this code in 
arge surv e ys, we hav e refactored the code to include the number
f components in the likelihood calculation, so that a single fit can
e performed keeping the number of components as a free parameter.
hus, the algorithm is terminated once the impro v ement in the

ikelihood is some small fraction of the currently calculated once. 
oreo v er, this v ersion has the added value of providing posterior

istributions of the number of components which can be useful in
he case of highly complex profiles. 

.4 MC–ALF configuration file 

 MC–ALF configuration file has three main blocks: input, com- 
onents, and pcsettings, with which the user defines the input 
nformation, the parameters for the components to be fitted, and the
etting of the POLYCHORD solver through their attributes. In input, the
ain information the code requires are the spectral data to fit. This

s an ascii table with three columns providing the wavelength in Å,
he continuum normalized flux, and its error. There is no preferential
rder with which the columns must be organized as long as this
nformation is provided in the coldef attribute. The user will then
ave to specify the transitions to fit (only atomic transitions belonging
o the same ion can be fit together), following a naming convention
hat sees the ion name followed by its rest-wavelength in Å and
eparated by a white space. 

Next, the user will provide the wavelength range (or disjoint 
anges) to fit the data with Voigt components. These are described by
heir column density ( N in log units of cm 

−2 ), the Doppler parameter
 b in km s −1 ), and the redshift of the transition. The number of
oigt components is an additional free parameter in the fit and the
ser will specify the range to be explored via the ncomp attribute.
imilarly, the range of b -parameter values to be fitted can be passed as
range . If required, it is possible to include a user-defined number
f ‘filler’ Voigt profiles designed to describe absorption lines arising 
rom blends of different ions at different redshifts in the wavelength 
ange being fit and controlled by the nfill attribute. The range of
olumn density, and b -parameter values for the ‘fillers’ is then passed
ia Nrangefill and brangefill , respectively. Note that, while 
he dynamic range of each of the free parameters can be specified in
he code configuration file, reasonable default values are provided to 
he code. 

Finally, the user can control the parameters of the POLYCHORD 

lgorithm directly in the pcsettings block, defining the number of 
ive points ( nlive ) and the number of slices ( num repeats ) at
ach iteration, therefore, balancing e x ecution time and the likelihood
ccuracy. A more detailed description of these parameters can 
e found in Handley et al. ( 2015 ). An example of an MC–ALF
onfiguration file is shown in Fig. 3 . 

We note that the code’s upgrade of including the number of Voigt
omponents as free parameters (see Section 3.3 ) has impro v ed the
 x ecution time by a factor of 5–10 so that, in its default configuration
 ncomp = 1–15, nlive = 500, and num repeats = 50) MC–
LF takes ∼1.3 total CPU hours to run on recent Intel processor

nd to model multiple-components, high-resolution spectra. As the 
odels are expected to be simpler for lower resolution and lower S / N

ata, the code can be optimized for speed by reducing the interval
f components to be considered and by reducing the nlive and
um repeats (for typical WEAVE-like data we set these to ncomp
RASTAI 2, 470–491 (2023) 
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R

Figure 3. Example of an MC–ALF configuration file. In this example, the ion 
to fit is a C II ion in a high-resolution spectrum as specified in the linelist 
and specres attributes in the input block. The range of the fitted parameters, 
i.e. the column density ( N in log units), the Doppler parameter ( b in km s −1 ), 
and the redshift of the transition are specified in the components block. If 
they are not provided, the code assumes default values. The pcsetting block 
controls the parameters of the POLYCHORD algorithm (see text for more 
details). 
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Figure 4. Top panel: The results of the fit procedure on a C II absorber. The 
solid red line is the median model of all the posterior samples, while the red 
shaded region represents the ±1 σ uncertainty on the model profile. The blue 
dotted lines represent individual Voigt components, centred at the velocities 
highlighted by the blue ticks. Bottom panel: The kernel density distribution 
of the number of Voigt components in the posterior samples. Nearly all the 
samples fit the data with three Voigt components. Note that the number of 
components is an integer in our fitting model. 

Figure 5. Corner plot of the posterior samples for the MC–ALF fits with three 
Voigt components of a C II absorber at z ≈ 3.86. The contour panels show the 
posterior distribution of pairs of free parameters, while the histograms show 

the 1D posteriors of individual parameters. The dashed vertical lines corre- 
spond to the 16th, 50th, and 84th percentiles of the distributions, respectively. 
Units for b -parameters are km s −1 , column densities are in log ( N /cm 

−2 ). 
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 1–3, nlive = 350, and num repeats = 50, having the profiles
ully analysed in tens of seconds on a single core machine). 

.5 MC–ALF output 

hen the fit has converged, the MC–ALF output is saved in an ascii
le that will list the following columns for each posterior sample:

he components’ weight, the total evidence, the best likelihood, the
tted continuum, and spectral resolution (if they are free parameters),
nd the values of the fitted parameters, i.e. the column density, the
edshift, and the b -parameter. As an example, Figs 4 and 5 show the
odel fits obtained with MC–ALF. The fit is run on a C II λ1334 Å

bsorber (high-resolution spectrum, 8 km s −1 ) with a value for the
olumn density log ( N/ cm 

−2 ) = 14 . 3. We show that the best model
eproduces the data mainly with three Voigt components, although
here is a non-zero probability that a four-component model can also
e compatible with the data (Fig. 4 ). Moreo v er, the full posterior
istribution is saved and can be used for further processing and
nalysis by the users. F or e xample, the corner plot in Fig. 5 shows the
ASTAI 2, 470–491 (2023) 
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ovariance and distribution of Voigt parameters for each component 
 N , z , and b ). 

.6 Code validation and quality assurance tests 

e test MC–ALF capabilities by analysing a set of five synthetic 
rofiles mimicking Mg II , Si IV , and N V systems, characterized
y different total column densities, 13 . 8 ≤ log ( N/ cm 

−2 ) ≤ 16 . 0, 
nd number of Voigt components, 6 ≤ N V ≤ 15, at different 
edshifts, and for which we have a priori knowledge of the Doppler
arameter and column density v alues relati ve to each Voigt com-
onent (Fig. 6 ). The profiles have been created to reproduce the
erformance of UVES/VLT (Very Large Telescope) spectra, i.e. 
hey are characterized by a resolution of 8 km s −1 with a pixel 
ampling of 2 . 5 km s −1 . Finally, a Poisson noise component is added

n each profile, σ = 

√ 

σ 2 
source + σ 2 

sky , with σ source so that the MC–

LF performances could be tested as a function of different S / N
atio (per pixel) with respect to the continuum of the background 
ource, namely S / N = 5, 10, 20, 30, 50, 100, and 500, and the sky
oise, σ sky , so that the continuum dominates by a factor 4 on the sky
ignal already at S / N = 10. 

Next, we model these profiles with MC–ALF and the results are 
hown in Fig. 7 where we compare the probability densities of
he input and retrieved distributions of b -parameters and column 
ensities as a function of the different S / N of the input spectra. The
olmogoro v–Smirno v (KS) test p -value scores (given on top of the

espective distributions) show that Doppler parameter estimates are 
ore sensitive to the quality of the analysed spectra compared to 

hat of the column density estimates. Nonetheless, MC–ALF is able 
o reco v er the total input distributions ( p -value > 0.1) of both the
 -parameters and column densities already at S / N = 10. At lower
 / N ratios, some discrepancies are found when analysing individual 
omponents because it becomes increasingly difficult to accurately 
atch, in a statistical sense, single input-v ersus-retriev ed Voigt 

omponents (leading to p -value < 0.1). Hence, these discrepancies 
eflect a mismatch in components rather than inaccuracies in MC–
LF to reco v er v alues. We find that the retrie ved fraction of the N V 

omponents is on average < f N V > = 0.77, 0.83, 0.88, and 0.88 for
 / N = 5, 10, 20, and 30, respectively, while at higher S / N , MC–ALF
etrieves all the input components (except for single high-density 
omponents that MC–ALF may split in two; see below). Thus, in the
ow S / N regime, it is better to test the code capabilities relative to the
otal (integrated) values of the fitted parameters. When these are con- 
idered, MC–ALF successfully retrieves the input total distribution 
ith a mean relative error of < δlog N > = 0 . 12 , 0 . 09 , 0 . 11 , and 0 . 08

t S / N = 5, 10, 20, and 30. In Section 6 , we provide additional tests
or thousands of simulated profiles in the low S / N , low-resolution
egime. 

Focusing on the S / N = 500 test, we compare the reco v ered values
f b -parameters, column densities [in log ( N /cm 

−2 )], and redshifts
the latter being converted to � V = c 

z Ret −z Input 

1 + z Input 
, with c the speed of

ight) against their input values (Fig. 8 ). For the three distributions,
e find mean relative errors of < δ > = 0 . 4 , 0 . 007 , and 0 . 62 × 10 −6 .
e note that the errors for the b -parameters and column densities

re dominated by the errors associated with single Voigt components 
ith log ( N/ cm 

−2 ) > 15 . 0. When these are excluded from our 
omputation the relative errors for the two distributions drop to <δ> 

 0.03, 0.002, respectively. These high-column density components 
re also responsible for MC–ALF to find in output one additional 
oigt profile for the Mg II absorber with log ( N/ cm 

−2 ) = 15 . 97
second-row panels in Fig. 6 ). This phenomenon is the result of the
ecomposition of the single Voigt profile in a narrow component that
est describes the high-optical depth regime and a broad component 
hat best fits the wings. In Fig. 8 , this spurious detection is responsible
or the most discrepant � b value. 

Finally, in Fig. 8 , we mark as red-empty dots the saturated
oigt components, i.e. with flux density levels reaching zero in 

he normalized spectra, for which the column density value may 
o longer be estimated with a few per cent accuracy. We then
dditionally tested the performances of MC–ALF in presence of 
aturation. As before, the test is carried out on a UVES/VL T -like
ynthetic profile. The absorber is a single Voigt component of C II

t λ1334 Å with a b -parameter fixed at b = 15 km s −1 and column
ensity values 14 ≤ log( N /cm 

−2 ) ≤ 18.5. The profiles, shown in
ig. 9 in the case of S / N = 20, are saturated for log( N /cm 

−2 ) ≥ 14.5
nd for log( N /cm 

−2 ) = 18.5 (an extreme value useful for testing) the
amping wings of the Lorentzian become significant compared to 
hose of the Gaussian contribution (see Equation 4 ). 

The impact of saturation on the fits is shown in Fig. 10 as
 versus log ( N/ cm 

−2 ) plot. In this figure, the blue dots trace the full
osterior samples provided in output by MC–ALF and the dotted 
rey lines show the simulated b and column density values. When
he line is not saturated, in our example for log( N /cm 

−2 ) = 14.0, the
etrieved columns density and b -parameter is a sensitive measure of
heir true v alues. Moving to wards the saturated regime, the column
ensity estimate is a lower limit with an average relative error of
 δlog N > = 0 . 006. The b -parameter is yet well constrained with an

v erage relativ e error of <δb > = 0.03. Finally, for log( N /cm 

−2 ) =
8.6 the optical depth in the damping wings becomes significant and
he fit returns accurate estimates of the column density, as expected. 

 NMF–PM:  T H E  NMF–PM  C O D E  

e now introduce the second tool we present in this paper, NMF–
M. In what follows we first outline the data standardization steps we
ollowed to prepare our library of metal profiles for the NMF analysis.
fterwards, we present a brief o v erview of the NMF formalism and
utline the details of how we built a statistically robust process of
MF reconstruction and simulation. Finally, we sho w ho w the results
f this analysis are used to build the NMF–PM python module, a
etal absorber profile maker which we make publicly available. 

.1 Data standardization 

MF is an alternative approach to dimensionality reduction (e.g. 
o principal component analysis) where it is assumed that the data
an be decomposed (or transformed) into non-ne gativ e components. 
espite its desirable properties (it automatically extracts sparse and 
eaningful features from a set of non-ne gativ e data v ectors), the
MF fitting requires the data to be normalized and regularized for

n unbiased decomposition. By using MC–ALF on our library of 
bsorbers, we obtain infinite S / N Voigt models of absorption profiles
f different strengths and with a range of velocity distributions 
see Fig. 1 ). In particular, our library consists of 650 unsaturated
etal profiles of which we aim at reproducing their intrinsic shape

Section 2.2 ). To prepare and standardize the data for the NMF
ecomposition, we adopt the following two-step procedure. 
As a first step, we need to determine the rest-frame velocity of

he profiles and shift them to a common v elocity frame. F or this, we
an use the model Voigt components to re-sample the profiles at a
esolution of 1 km s −1 and to transform them to a common rest-frame
elocity centred at 0 km s −1 . As the profiles may e xhibit sev eral Voigt
omponents of different strength, here we define the zero velocity as
RASTAI 2, 470–491 (2023) 
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Figure 6. Simulated profiles (black) used to test the Voigt Component fitting routine. The profiles are characterized by different column densities and number 
of Voigt components as given in the le gend. F or simplicity, we only show the case for S / N = 500, with the 1 σ sigma array in gre y. F or each profile, the MC–ALF 
fit is shown as a solid red line with ±1 σ uncertainty as a shaded area. The dotted blue lines represent individual Voigt components centred at the velocities 
highlighted by the blue ticks. 
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Figure 7. Violin plots comparing the probability density of b -parameters and column densities as traced by the input (light blue) and retrieved (dark blue) 
samples as a function of the S / N of the input spectra. In each violin, the horizontal central dashed line is the median and the dotted lines are the 25 per cent and 
75 per cent quartiles. The distributions are determined from the entire sample of Voigt components as depicted by their relative swarm plots (dots). MC–ALF 
reco v ers the total input distributions ( p -value > 0.1) for S / N ≥ 10. At lower S / N , the code must be tested relative to the integrated values of the fitted parameters. 
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 V 50 , i.e. the value at which the velocity distribution encompasses
0 per cent of the optical depth of the line. 
The second step involves the reco v ery of the optical depth and

he normalization of the line profiles. Rather than considering the 
ransmitted flux, we elect to describe profiles in terms of their optical
epth, τ ( ν), for which non-negativity is inherent to the data being
onsidered and the normalization step is more straightforward. As 
ecalled in Equation ( 1 ), τ ( ν) is the product of the ion column
ensity, N , the frequency integrated absorption cross-section, s , and 
f the velocity profile. Thus, the normalization of the optical depth by
he product N × s allows us to retrieve the line intrinsic profiles, φ( ν),
ithout carrying the added complexity of individual column densities 

nd oscillator strengths of different absorbing ions, and to focus 
n the line shape as the only general property we wish to describe
nd reproduce in the mock-making step. Once velocity profiles are 
enerated, the full absorption line systems can then be reco v ered by
ultiplying back the desired column density and strength of an ion. 
he imperfect approximation we are introducing at this step is to 
eparate the correlation between an ion and its Doppler parameter, 
ue to the atomic mass dependence. This approximation fails in the 
imit of single lines that are thermally broadened, but it holds for
he majority of the profiles where turbulence and the combination of

ultiple components determine the line shape. Finally, as the profiles 
f
sed to train and test the NMF algorithm are models obtained via
uns of MC–ALF on our set of observed data, very small structure is
ost at moderate resolutions compared to high-resolution modes, so 
ur modelling performs best for resolutions that are comparable to 
he lowest one in our library, i.e. X-shooter-like, and caution should
e taken when applying this model to particularly high spectral 
esolutions. 

.2 Application of the NMF method 

.2.1 Overview of the formalism and general concepts 

he NMF formalism assumes that a non-ne gativ e data set of n
amples and v features can be approximated by the (dot) product
f two non-ne gativ e matrices. 

 ≈ XC , (9) 

here D ∈ R 

n ×v is the matrix representation of the original data. 
atrix X has the shape n × m , where m is the number of reduced

eatures in NMF space. The matrix C has the shape m × v and
epresents the coefficient matrix of the m reduced features, or in other
ords a representation of the new reduced features in the original

eature space. Thus, via NMF, we generate a low-dimensional 
RASTAI 2, 470–491 (2023) 
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Figure 8. b -Parameters, column densities, and v elocity accurac y for the retrieved sample of Voigt components when the profiles with S / N = 500 are analysed. 
Continuous and dashed red circles identify saturated lines and lines with log ( N/ cm 

−2 ) > 15 , respectively. The largest deviating point in the retrieved 
b -parameter corresponds to one of these lines. The histograms of the residuals are plotted on the right. 
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ncoding of a high-dimensional space. From Equation ( 9 ), it follows
hat each row in the matrix D (each sample) is a linear combination
f the row vector in the matrix X with coefficient vectors supplied
y the matrix C , i.e. 

 i = 

m ∑ 

j= 1 

x j c jv . (10) 

hus, NMF recasts an original vector onto new component axes of
atent features , x j , and the projections onto such an NMF space are
iven by the vectors in C . 
Specialized to our application, we have n line profiles character-

zed by v velocities, which collectively can be represented by a matrix
 of dimension n × v . We wish to reduce the dimensionality of the

roblem and assume that each of these profiles can be represented
y m features where m < v . We apply NMF to Q and obtain two
atrices X and C whose matrix multiplication is represented by R : 

 ≈ R = XC . (11) 

e find R such that it is the closest representation of Q . The
ecomposition works by minimizing the squared Frobenius norm
i.e. a generalization of the Euclidean norm to matrix algebra)
etween Q and the matrix product XC . In particular, our NMF
t implements a coordinate descent solv er, i.e. an iterativ e process

hat successively updates the fitted parameters until convergence is
eached. 
ASTAI 2, 470–491 (2023) 
Once R is obtained we can further create a synthetic set of profiles
y randomly assigning NMF latent features from their retrieved
istributions in X and then carrying out the linear combination as in
quation ( 10 ), i.e. 

 i = 

m ∑ 

j= 1 

x̄ j c jv , (12) 

here s i is the i th simulated vector in the matrix S of dimension n
v , and x̄ j is a random sampling of the NMF features in X relative

o the j th NMF component. This is the main concept on which this
ork is based. In what follows, we show how we decompose a

ine profile, q i , into its low-dimensional representation, r i , and then
se the resulting NMF decomposition to create a set of synthetic
pectra, s i . 

.2.2 Implementation and tests of the NMF reconstruction 

e apply the formalism set abo v e to our library of absorption line
rofiles, with which we compute the low-dimensional representation
eeded for profile generation. Key to this process is to determine
ow well the reconstructed values fit the observed ones. It is also
mportant to quantitatively assess how reliable the new synthetic
ata are with respect to the observed spectra. These considerations
et a twofold testing process to quantify the ability of the NMF in: (i)
econstructing the profiles, and (ii) producing a new set of synthetic
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Figure 9. Simulated C II profiles (normalized flux in black and error in grey) with b = 15 km s −1 and S / N = 20. From top to right the profile is shown with 
higher column density values as given in the le gend. F or log( N /cm 

−2 ) ≥ 14.5 the profiles are saturated and for log( N /cm 

−2 ) = 18.5 the damping wings of 
the Lorentzian become significant compared to those of the Gaussian contribution. For each profile, the MC–ALF fit is shown as a solid red line with ±1 σ
uncertainty as a shaded area and centred at the velocities highlighted by the blue ticks. 
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ata. For the first task, we use the residual variance, σ 2 , defined as
he sum of the squares of the difference between the input profile,
 i , and its reconstructed counterpart, r i . We also test the model
ccuracy by carrying out KS tests of the � V 90 distributions as traced 
y the input and reconstructed data. For the second task, we again
se the KS test, setting as a requirement that the synthetic profiles
ust be characterized by a � V 90 distribution that is statistically 

onsistent with that of the original profiles. These tests define our 
ey performance indicators (KPIs). 

When applying this method to our library, we noticed that the 
ariety of profiles in our sample, which is described by the large
ange in � V 90 , affected the goodness of the NMF fitting. Running 
MF on the entire sample resulted in a model with a high degree
f complexity (high number of NMF components, or equi v alently 
 high-dimensional NMF space). This model ended up producing 
ynthetic data not al w ays similar to the observed profile shapes, thus
ailing to reproduce the input � V 90 distribution. To obviate this issue, 
e designed an algorithm that applies the NMF on subsets of profiles
 l
n smaller bins of � V 90 , where the bins are selected adaptively by
ptimizing the two KPIs defined abo v e. 
We now describe the step-by-step procedure followed in designing 

his algorithm. 

(i) Definition of � V 90 bins: We define bins of � V 90 of increasing
ize varying as s k = b edge + k × 20 km s −1 , where b edge represents
he lower bound edge of the considered � V 90 bins and k in the range 1

k ≤ 4. We select the subsample of profiles, satisfying the condition
 V 90 i ≤ s k and on this, we perform multiple runs of NMF fitting,

ach with an increasing number of NMF components, m , specifically
 ≤ m ≤ 30. 
(ii) NMF fits: For each � V 90 bin, the NMF analysis returns the

eature vectors x j and their coefficient vectors in C . The reconstructed 
rofiles, r i , are then computed following Equation ( 10 ). Mock
rofiles are created by randomly sampling latent feature components 
rom X (i.e. from each column, see Equation 12 ) to create the new
atent feature matrix. As the number of artificial profiles created 
RASTAI 2, 470–491 (2023) 
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Figure 10. b versus log ( N/ cm 

−2 ) plot to test MC–ALF fits on a saturated 
C II absorber. Blue dots trace the full posterior samples provided in output by 
MC–ALF. The dotted grey lines show the simulated b and column density 
values. In presence of saturation, however, when the damping wings are not 
yet significant, the column density estimate is on average a lower limit with 
a relative error of < δlog N > = 0 . 006. When the damping wings contribution 
becomes significant, in our example for log( N /cm 

−2 ) > 18, the fit returns 
accurate estimates of the column density. 
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n this manner cannot exceed the size of the input data sample in
hat specific � V 90 bin, we carry out 100 different realizations of the
imulation, each time sampling 66 per cent of the size of the input
ata. 
(iii) KPIs analysis: The reconstructed and simulated samples are

nalysed in terms of � V 90 distributions and finally statistically
ompared with the distribution of � V 90 values of the input data
ample using the p -values returned by the KS test. The performance
f the reconstruction process is additionally tested by computing the
ean residual variance between the input and reconstructed profiles,

amely < σ 2 
i > = 

∑ n 
i= 1 ( q i −r i ) 2 

n 
, with n the number of input data. 

(iv) NMF model selection: To determine the optimal NMF model,
e consider all the NMF representations that simultaneously satisfy

he condition p -value > 0.1 in both the data-versus-reconstructed
nd data-versus-simulated KS tests and for these we compare their
2 distributions as a function of the number of NMF components,
 . A reasonable expectation is that σ 2 decreases in value as m

ncreases. Ho we v er, an o v erestimation of m would include noise
n the simulated profiles. As a solution, we consider the relative
σ 2 > impro v ement and select the optimal NMF model as the one

or which we first measure an impro v ement larger than 40 per cent.
n case the p -value condition is satisfied in multiple � V 90 bins, the
ptimal NMF model in each bin is selected as abo v e, and finally the
ptimal bin size is chosen as the one in which the <σ 2 > value is the
owest. At the end of this step, the bin edge value, b edge , is updated
o be the upper bound of the current step, and the process is repeated
ill the entire sample of data is analysed. 
ASTAI 2, 470–491 (2023) 
(v) Problematic � V 90 bins: The procedure outlined abo v e also
dentifies � V 90 bins in which the condition p -value > 0.1
s never met. These are bins of � V 90 values in the ranges
0 –100 , 100 –120 , and 120 –140 km s −1 . As one would expect, the
ost dominant factor that can cause the NMF to fail is the diversity

n the complexity of the input data, which we can parametrize
ith the number of Voigt components. Thus, we further divided

he data falling in such problematic bins into low and high number
f Voigt components subsets. We stress that low/high number of
oigt components does not imply lo w/high � V 90 v alues as it can be
een from Fig. 1 (bottom panel), where profiles with similar velocity
idths are characterized by significantly different numbers of Voigt

omponents. Thus, we split the two categories such that each contains
oughly 50 per cent of the total profiles in the bin. Once the division
s done, we repeat the procedure outlined earlier to find the optimal
MF decomposition. 

Examples of the procedure described abo v e are shown in Figs 11
nd 12 (the KPI analysis run o v er the entire sample of data is pro vided
n the online material) where, our KPIs for the NMF fitting and
odelling are presented for a subsample of data falling in increasing

ize of � V 90 bins used in the iterative process that determines the
nal bin to select and, within this, the optimal NMF model. The
rofiles characterized by low values of � V 90 are al w ays preferred
o be grouped together in the smallest bin size of 20 km s −1 . For
xample, the NMF decomposition on all the profiles with � V 90 ≤
0 km s −1 would succeed in the reconstruction step (i.e. p -values
 0.1), but it would fail in generating synthetic profiles with the

argeted � V 90 distribution (i.e. at least one NMF model for which p -
alues > 0.1 is present). On the other hand, running the procedure on
he sample of data for which � V 90 ≤ 20 km s −1 identifies multiple
MF models (shown as black framed in the top-left panel of Fig. 11 )

hat simultaneously satisfy the condition p -value > 0.1 in both the
ata versus reconstructed and data versus simulated KS tests. Thus,
he algorithm selects the NMF model with a <σ 2 > impro v ement
losest to 40 per cent (bottom panel in Fig. 11 ), i.e. the model with
 = 6 NMF components (dotted-white frame in the top-right panel
f Fig. 11 ). 
At larger � V 90 values ( > 180 km s −1 ), the NMF fitting is less

ensitive to the bin size. A clear case is shown in Fig. 12 , where both
he reconstructed and simulated profiles are statistically consistent
n following the same � V 90 distributions as the one traced by the
nput data in bins of size 20 , 40 , 60 , and 80 km s −1 . As described
bo v e, by analysing the variation of the relative <σ 2 > improvement
e are able to a v oid NMF o v erfitting, and finally the optimal bin

ize is chosen as the one in which the difference between the input
nd the reconstructed profiles is the lowest (lowest value of <σ 2 >

s shown in ‘data – reconstruction residual variance’ plot). In our
xample (Fig. 12 ), the optimal NMF fit is obtained for profiles with
00 < � V 90 /km s −1 ≤ 220 with m = 11 NMF components. 
Fig. 13 shows the NMF analysis relative to the profiles for which

he analysis based on a simple division in bins of � V 90 is not
ossible due to the complexity of their shapes. These are profiles
ith a spread in velocities mostly falling within the range 100
 � V 90 /km s −1 < 140. For these profiles we take advantage of the

nformation we have on the number of Voigt components used for
heir decomposition (see Section 3 for more details) and the NMF
tting is run separately on two different samples, namely the low-
nd high-Voigt components samples, defined such that each contains
oughly 50 per cent of the total profiles. 

To validate the procedure, we use the NMF algorithm described
bo v e to generate artificial profiles, and reproduce the input data in
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Figure 11. Examples of the performance metrics (KPIs) in the NMF reconstruction and simulation process for profiles characterized by small values of velocity 
widths ( � V 90 ≤ 80 km s −1 ). Top-left panel: Data-versus-reconstructed (grid cells) and data-versus-simulated (ellipses) KS tests of the � V 90 distributions as a 
function of the number of NMF components, m , and � V 90 bins of the input data. The colour code follows the KS test p -value statistics, with p -value > 0.1 
the threshold we use for statistical significance. Orange framed regions are where p -value > 0.1 for both data-versus-reconstructed and data-versus-simulated 
distributions. Top-right panel: Same as the top-left panel, with the map coloured by the mean residual variance (log <σ 2 > ) between the input and reconstructed 
profiles. The white dotted frame identifies the selected NMF model. Bottom panel: Relative <σ 2 > improvement between NMF models with an increasing 
number of NMF components (blue dots with line) for the � V 90 bin where the condition p -value > 0.1 is satisfied as given in the le gend. The gre y horizontal 
line identifies the 40 per cent threshold in < σ 2 

res > impro v ement we use to a v oid NMF o v erfitting. 
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Figure 12. Same as Fig. 11 but for data characterized by larger velocity widths, 200 < � V 90 ≤ 280 km s −1 . In this example, the p -value condition is satisfied 
in multiple � V 90 bins (as given in the legend). Dots with lines show the relative <σ 2 > improvement between NMF models with increasing number of NMF 
components. Relative to the last two � V 90 bins only one NMF configuration satisfies our criteria, i.e. m = 27, resulting in a single value in the < σ 2 

res > diagnosis 
plot and the two points, red and green, o v erlapping. 
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Figure 13. Same as Figs 11 –12 , but for input data falling in the problematic bin with 100 < � V 90 ≤ 120 km s −1 . KS tests (top-left panel) and residual 
variance estimations (top-right panel) are carried out on the low and high number of Voigt components. 
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ize, resolution (1 km s −1 ), and quality (infinite S / N ). The goal is to
ompare synthetic and input data qualitatively and quantitatively by 
omparing their optical depths and � V 90 distributions, respectively. 
s we have shown in Section 4.2.2 this is achieved by randomly

ampling the NMF coefficients from their respective distributions of 
DFs and finally using them as a new set of projections onto the NMF
xes. The results of our simulations are presented in Fig. 14 , where we
how the comparison between synthetic (gold) and observed (blue) 
rofiles, in terms of their optical depth distribution after having re-
ampled them at a resolution of 8 km s −1 (from left to right and
RASTAI 2, 470–491 (2023) 
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op to bottom, the profiles are characterized by increasing � V 90 

alues). Our main result is that the diversity of the line profiles is
ell reproduced in the simulated sample despite the complexity of

he input information. We e v aluate the accuracy of our model by
arrying out KS tests between the � V 90 distributions of the input
ersus simulated and reconstructed profiles, as shown in Fig. 15 . We
nd that the simulated profiles have a � V 90 distribution statistically
lose to the one traced by the reconstructed ( p -value = 0.9) and
nput ( p -value = 0.8) samples. Finally, in Fig. 16 , we show that the
ndividual components of the synthetic profiles hav e representativ e b -
arameters and column densities when compared to the distributions
raced by the observed absorbers ( p -values > 0.9 for both samples).
he e v aluation for the b -parameters is carried out by running MC–
LF on 100 simulated C IV profiles that are characterized by a

esolution of 8 km s −1 , ideal S / N = 500 values, and total column
ensities that follow the same distribution we measure for our input
ample (see Fig. 2 bottom panel). The check on the column density
alues, instead, is run on a smaller sample of 20 profiles, simulated
ith a realistic noise component, such that 15 < S / N < 30 and
oderately strong, i.e. with total column densities in the range

3 ≤ log ( N/ cm 

−2 ) ≤ 13 . 5. Such a choice is for the results to be
he least affected by uncertainties related to profile fitting. Indeed,
or lower column densities it may become difficult to match single
ASTAI 2, 470–491 (2023) 
nput-v ersus-retriev ed Voigt components, while for higher values,
ingle components may reach saturation and the column densities
ay no longer be estimated with a few per cent accuracy (see Fig. 7

entral panel). The comparison is then carried out with a sample of
eal C IV profiles with similar characteristics. 

.3 The NMF–PM python package 

o enable the use of this tool by the community, we inserted the
MF feature matrix, X , and coefficient matrix, C in a python
odule, which we dubbed the NMF–PM. To run NMF–PM, the

ser will have to specify the number of simulated profiles to obtain
n output via the parameter nsim , the ions to simulate, together
ith their rest-frame wavelengths and column density values passed
ia the parameters ion , trans wl , and ion logN , respectively.
s discussed in Section 2.2 , when considering different families
f ions, i.e. moderate- and low-ion families, the absorbers may be
haracterized by different � V 90 distributions. Thus one feature of
he NMF–PM is to allow the user to specify which class of ion
hey are simulating via the parameter ion family . This can be set
o ‘ moderate ’ or ‘ low ’ for the simulated profiles to follow a � V 90 

istribution as the one we measure for our samples of moderate- and
ow-ions (see Fig. 2 , top panel), or the user can feed their own � V 90 
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Figure 15. Left-hand panel: Violin plots comparing the probability density 
of the � V 90 distributions as traced by the reconstructed (light blue) and 
simulated (dark blue) profiles, where the central dashed line is the median 
and the dotted lines are the first and third quartiles. The entire distribution is 
shown as a swarm plot (dots). Right-hand panel: Same as the left-hand panel, 
but where the comparison is carried out between the input and simulated 
profiles. The p -value scores show that the simulated profiles are characterized 
by values statistically close to those traced by the reconstructed and input data. 
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Figure 16. Top panel: Normalized distributions of b -parameter values for 
observed (blue) and simulated (gold) velocity profiles. The simulations trace 
a family of high-resolution C IV profiles, with S / N = 500. Bottom panel: Same 
as the top panel; ho we ver, this time the distributions are relative to column 
densities values. Here, the simulations trace high-resolution C IV profiles, with 
15 < S / N < 30, and 13 ≤ log ( N/ cm 

−2 ) ≤ 13 . 5. p -Value scores larger than 
0.9 for both distributions show that the synthetic profiles have representative 
b -parameters and column densities values. 

5

T  

o
a
s  

o  

m
d  

a  

1  

i  

s
 

(  

D
ow

nloaded from
 https://academ

ic.oup.com
/rasti/article/2/1/470/7237491 by U

niversita di M
ilano Bicocca user on 27 M

arch 2024
DF. NMF–PM also allows for the creation of ion doublets (e.g. 
 IV and Mg II ) by setting to ‘true’ doublets and by providing a
alue for the dbl fratio and dbl dvel parameters for a given
scillator strength ratio and velocity shift (in km s −1 ) for the second 
ine. 

With this configuration, NMF–PM simulates absorber profiles 
haracterized by 1 km s −1 resolution and with no noise. Ho we ver, 
he user can further: (i) convolve the profiles with a Gaussian kernel
witching to ‘true’ the convolved parameter and consequently 
roviding the resolution (full width at half-maximum; FWHM) via 
es ; (ii) add a random Gaussian noise component by providing a
alue for the desired S / N (per pixel) via SNR ; 1 and (iii) carry out a
rofile re-sampling providing a value for the px scale parameter. 
he re-sampling is implemented such that it conserv es o v erall the

ntegrated flux. Via its attribute, NMF–PM will return the convolved 
nd re-sampled synthetic metal profiles with noise, and the associated 
oise and wavelength arrays. It will also return the original flux and
avelength arrays at a resolution of 1 km s −1 not convolved nor re-

ampled. The NMF–PM class with its parameters and attributes is 
hown in Fig. 17 . 

NMF–PM has been optimized to efficiently generate synthetic 
etal profiles: Even performing the convolution step, the addition of 
aussian noise, and pixel re-sampling, the NMF–PM method runs 

n a matter of minutes on a single core computer to generate a library
f 10 5 objects. 
 This represents the S / N ratio (per pixel) with respect to the continuum of the 
ackground source. To add a noise component relative to the sky signal the 
arameter sigma sky can be used. 

i
s
d  

a
o  

T  
 SIMULATED  PROFILES  IN  L A R G E  SURV EYS  

he automated tools we have described in this work open to the
pportunity of testing our capability of detecting and analysing 
bsorption features in spectra of different data quality in large 
urv e ys. To showcase the capabilities and further test the performance
f our code for these applications, we run a library of 10 6 synthetic
etal profiles mimicking C IV absorbers using the moderate velocity 

istribution (see the red histogram in the top panel of Fig. 2 ). Profiles
re generated in a flat distribution of column density in the interval
0 13 −10 15 . 5 cm 

−2 , while the S / N is uniformly distributed in the
nterval 2.5–15. We mock a WEAVE-like surv e y (Jin et al. 2023 ) by
etting the pixel scale to 16 km s −1 and the resolution to 60 km s −1 . 

Fig. 18 (left-hand panel) shows the measured equi v alent width
EW) for the stronger line of the doublet measured on noisy profiles
n comparison with the intrinsic value derived from the noise-free 
imulated profiles. To better capture the intrinsic scatter in the 
istribution rather than a possible bias, we compute the average of the
bsolute discrepancy, normalized by the true value. Values less than 
ne in this metric identify EW v alues retrie ved with high precision.
hese plots reveal the expected trend of increasing precision in the
RASTAI 2, 470–491 (2023) 
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Figure 17. NMF–PM python class with parameters and attributes. 
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Figure 18. Test of detection and analysis of C IV absorption features of different quality in WEAVE-like spectra. Left-hand panel: Mean EW relative errors (on 
a logarithmic scale) as a function of S / N and input column density values for 10 6 test profiles. For clarity reasons, the metric has been smoothed with a 2 × 2 
Gaussian kernel. Right-hand panel: Same as the left-hand panel; ho we ver, this time the mean relative error statistics is shown for the column densities and for a 
subsample of 10 4 profiles. Given the lower number statistics, the smoothing is carried out on a 3 × 3 kernel window. Values less or equal than zero identify the 
regions in the log ( N/ cm 

−2 ) versus S/N plane of high precision in the fitted values. 
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Figure 19. Same as Fig. 10 ; ho we v er, this time the b v ersus log ( N/ cm 

−2 ) plot 
is shown for saturated profiles at a resolution of 60 km s −1 . The broader range 
of fitted parameters is an indication of hidden saturation at play, resulting in 
a larger relative error for the column density estimates ( < δlog N > = 0 . 05 ). 
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easurement as both column density and S / N increase. At moderate
 / N , or � 4, C IV can be measured reliably only for column density
 10 14 cm 

−2 . Next, we proceed and fit a subsample of 10 4 profiles
ith MC–ALF to study the accuracy in retrieving the column density 
sing the same metric we used for the previous test. The results are
hown in Fig. 18 (right-hand panel): Excluding the bins characterized 
y both 3 ≤ S / N ≤ 5 and log ( N/ cm 

−2 ) = 13 . 5, for which the
uality of the data prevent the fit to run correctly, MC–ALF can
etrieve the input information at all S / N and column density values
onsidered. In particular, fits of mildly saturated and unsaturated 
rofiles with log ( N/ cm 

−2 ) ≤ 14 . 5 are less sensitive to variations in 
 / N for S / N > 7. For S / N ≤ 7, the accuracy decreases, with the
o west v alues ( ∼40 per cent ) measured for S / N ∼ 3. For heavily
aturated lines (in our example for log ( N/ cm 

−2 ) > 14 . 5), MC–
LF fits have larger uncertainties ( ∼20 per cent for S / N < 10),

lthough the accuracy increases as a function of the S / N . The effect of
aturation on low-resolution spectra is further analysed by repeating 
he test presented in Fig. 10 for C II profiles this time convolved
ith a FWHM of ∼60 km s −1 . The results (Fig. 19 ) show that, by

xploring the full underlying posterior, MC–ALF is able to reco v er
he de generac y between the b -parameter and the column density
stimates due to hidden saturation resulting in broad and degenerate 
osterior distributions. For saturated profiles, in the regime when 
he damping wings are not yet significant (in this example for
og ( N/ cm 

−2 ) < 18), the full posterior PDF should be used for 
n accurate propagation of uncertainties. 

 SUMMARY  A N D  C O N C L U S I O N S  

n this work, we present two new tools for studying and modelling
etal absorption lines in the CGM: MC–ALF to automatically 

econstruct the physical parameters of the absorbers and NMF–PM 

o generate synthetic but realistic-looking line profiles following a 
iven distribution of desired line width. 
The observational data we used for developing, training, and test- 

ng our codes come from a compilation of spectroscopical campaigns, 
hich collected high-resolution, high- S / N spectra of 42 quasar fields

t redshifts 1.2 ≤ z ≤ 4.5 (Section 2 ). These surv e ys identified a
amily of ∼1000 moderate- and low-ion absorbers along the quasars’ 
ine of sight. By considering only unsaturated profiles, we selected 
 sample of 650 absorbers, with redshifts in the range of z = 0.9 −
.2 and column densities in the range 11 . 2 ≤ log ( N/ cm 

−2 ) ≤ 16 . 3.
hese represent our library of absorption line systems, which gathers 
 large variety of profiles in terms of shape and line widths. Our tools
ely on advanced numerical techniques. MC–ALF uses a Bayesian 
pproach to absorption line fitting, which, with minimal human inter- 
ention, can decompose metal lines into individual Voigt components 
roviding the posterior distributions of the line parameters such as the 
olumn density, the Doppler parameter, and the redshift. Moreo v er,
RASTAI 2, 470–491 (2023) 

art/rzad031_f18.eps
art/rzad031_f19.eps


490 A. L. Longobardi et al. 

R

a  

P  

c  

r  

t  

a  

t  

fi  

r
 

s  

n  

s  

i  

a  

e  

t  

t  

s  

c  

u  

o  

m
 

a  

(  

t  

a  

t  

i  

w  

b  

r  

l  

r  

t  

L  

a  

m  

c  

t  

a  

a  

s

A

T  

C  

a  

F

D

T  

o  

t  

p  

o
s  

c

R

A
A
A
B  

 

 

B
C  

C  

C  

C  

 

D
D
D  

 

D
d
D  

 

D
D
D
F
F
F  

F
G
G  

G
G
H
H  

J
K  

 

K
L
L  

L
L
L
L
L
M
M  

N
O
O  

O
P
P

D
ow

nloaded from
 https://academ

ic.oup.com
/rasti/article/2/1/470/7237491 by U

niversita di M
ilano Bicocca user on 27 M

arch 2024
s the likelihood space is sampled via the nested sampling algorithm
OLYCHORD , MC–ALF is highly efficient in discriminating among
ompeting models for profiles of different complexity (typically
elated to the instrument resolution and data S / N ). Quality assurance
ests on simulated UVES-like profiles demonstrate that MC–ALF is
ble to reco v er the input information with small relativ e errors: F or
he b -parameters, column densities, and redshifts distributions we
nd mean relative errors of < δ > = 0 . 03 , 0 . 002 , and 0 . 62 × 10 −6 ,
espectively. 

We next showed that NMF methods offer a straightforward
tatistical framework for physically relevant predictions of non-
e gativ e, continuous signals after the data have been properly
tandardized (Section 4.1 ). Moreo v er, as outliers can significantly
mpact NMF, we build a statistical framework to select the most
ppropriate bin in � V 90 to perform the fitting. The results are
 v aluated in terms of residual variance, σ 2 , of the difference between
he input profile and its reconstructed counterpart and KS tests among
he � V 90 distributions as traced by the input, reconstructed, and
imulated data. We then inserted the NMF feature matrix, X , and
oefficient matrix, C in the NMF–PM python module with which the
ser can simulate 10 6 metal profiles following a given distribution
f desired line width in approximately 10 min (on a one core
achine). 
Upcoming wide-field surv e ys, like DESI, 4MOST, and WEAVE,

re taking the challenge of observing an unprecedented sample
around a million) of quasar spectra to detail the properties and
he evolution of the galaxies’ CGM across the Universe. This work
ims at contributing to the scientific effort of simulating, testing
he detection, and calibrating the observations of metal absorbers
n large quasar surv e ys. In particular, we have shown that our tools
ill make it possible to reliably simulate, identify and characterize
oth weak and strong metal absorption lines even in a low-resolution
egime. This will, in turn, enable the study of a large sample of
ower and higher column density and/or higher redshift systems to
esolve small- and large-scale CGM effects and their relation with
he surrounding larger-scale environment (e.g. Dutta et al. 2020 ;
ofthouse et al. 2020 , 2023 ) and to target regions in the Universe
t a key epoch for galaxy formation and evolution. On the basis of
aking our modelling easily accessible to the large astronomical

ommunity, we make publicly available MC–ALF and NMF–PM
hat will allow any user to produce a library of synthetic profiles and
nalyse them with a simple click of a key. MC–ALF and NMF–PM
re available on the github pages provided in the Data Availability
ection. 
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